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Editorial on the Research Topic
 Synaptic Diseases: From Biology to Potential Therapy




INTRODUCTION

Mutations in genes encoding synaptic or synapse-related proteins that affect the structure and/or function of synapses are responsible for various forms of synaptopathies, including neurodevelopmental, neurodegenerative and psychiatric diseases (Lepeta et al., 2016; Lima Caldeira et al., 2019; Bonnycastle et al., 2021; Germann et al., 2021). Understanding how disease causing genes affect synapse structure and function, and cause circuit and behavioral dysfunction, has been a focus of neuroscience research over several decades. Many challenges remain to be addressed, from identifying rare disease-associated genes, defining the molecular and cellular mechanisms by which the genetic mutations confer disease risk and manifest as phenotypes, understanding how these mutations affect circuit function, plasticity and behavior, to whether therapeutic interventions can restore function. Studying the pathophysiologic mechanisms underlying synaptopathies will lead to a better understanding of the molecular and cellular mechanisms that govern normal nervous system function, and may eventually help to discover impactful therapeutics (Wang and Doering, 2015; Lepeta et al., 2016; Lima Caldeira et al., 2019; Carroll et al., 2021).

This Research Topic has focused on advances in studying common synaptopathies, collecting 31 research and review articles ranging from new insights into fundamental synapse biology to potential therapeutic strategies. Here we summarize each of these articles as a guide to the Research Topic, and highlight the many new research questions stimulated by the work.



PAPERS IN THIS RESEARCH TOPIC


Synapse and Circuit Biology: Neuropathologies

Understanding how neural circuits and synaptic connectivity are established and modulated in the brain is essential for elucidating the mechanisms of neurological disorders. Dendritic spines that compartmentalize synapses to fine-tune synaptic strength are critical for neuronal connectivity (Koleske, 2013; Mironova and Giger, 2013; Maiti et al., 2015; Lepeta et al., 2016; Germann et al., 2021). Xiong et al. reported a method for delivering cell-impermeable compounds into neurons based on Spatially resolved NAnoparticle-enhanced Photoporation (SNAP), to efficiently label selected individual neurons and their dendritic spines in cultured neuronal cells, holding promise for studying neuronal connectivity at disease conditions.

Synaptic assembly is regulated by secreted cell-cell signaling molecules, such like Wnts, which are involved in the development and maintenance of nervous system. Shi et al. discovered that Wnt-2 is required for synaptic development in C. elegans and provided genetic evidence for the roles of Wnt-2 in promoting synaptogenesis, providing further insights into Wnt-related neurological disorders. The interdependent proceses of cell proliferation and differentiation were studied by Micheli et al. who investigated the possibility to restore the impaired terminal differentiation of progenitor cells in hippocampal dentate gyrus through induction of their proliferation or differentiation. They demonstrated that NeuroD2 or the silencing of Id3 could activate the differentiation of neurons in dentate gyrus, complementing the impairment of differentiation due to lack of Tis21. The study highlighted how the differentiation of dentate gyrus neurons is genetically modulated and that neurogenic stimuli to amplify neural stem/progenitor cells may not be enough to regulate their differentiation. Neurotransmitters are important for the formation and maturation of synaptic circuits during brain development. Ojeda and Avila summarized studies on the roles of neurotransmitters in early cortex development and maturation of reprogrammed neurons, highlighting the ways that research in this field has helped to understand the mechanisms for brain development and to develop potential treatments for neurodevelopmental disorders.

Arf1 GTPase activating protein (AGAP1) can interact with the vesicle-associated proteins and is a susceptibility candidate for autism spectrum disorder (ASD) and schizophrenia. Arnold et al. reported that AGAP1 is localized to axons, dendrites, dendritic spines and synapses, colocalizing with the markers of early and recycling endosomes; up- or downregulation of AGAP1 could affect both neuronal endosomal trafficking and the morphology of dendritic spines, supporting the roles of AGAP1 in these processes. The DTNBP1 gene is known to be associated with neurodevelopmental disorders. They further revealed that AGAP1 is selectively reduced in the knockout mice of DTNBP1. These findings suggested that AGAP1 act downstream of DTNBP1 as a regulator of endosomal trafficking to get involved in the pathogenesis of neurodevelopmental disorders through modulating dendritic spines and synapses.

Semaphorins participate in neuronal development and axon guidance. Zwarts et al. studied the roles of Sema-1a in mushroom body (MB) development in the Drosophila brain. By loss- and gain-of-function approaches, they found that the MB axons show lobe and sister branch-specific Sema-1a signal, that controls the axon outgrowth and guidance; these effects are regulated by integrating MB intrinsic and extrinsic Sema-1a signal pathways; neuron-glia interaction is involved in Sema-1a dependent beta-lobe outgrowth.

Parallel fiber-Purkinje cell synapses represent an example of maximal signal divergence in cerebellar cortex. Hoxha et al. reviewed the state of current knowledge about the regulation, plasticity and pathophysiology of parallel fiber-Purkinje cell synapses, and emphasized that several different structural and other methodological approaches need to be applied to develop a fuller understanding of the pathophysiology of diseases involving this key circuit in the cerebellum.

The function of synapses depends on the microtubule (MT) cytoskeleton. The dynamics of MT are controlled by MT-associated proteins, including the MT-stabilizing protein Tau. Mutations of the Tau-encoding MAPT gene cause a subset of neurodegenerative diseases, termed tauopathies. Verstraelen et al. studied the effect of targeted perturbation of MT stability and found that treatment with MT-stabilizing or -destabilizing drugs disrupted morpho-functional connectivity in networks of primary hippocampal neurons in a reversible manner. While overexpression of MAPT caused defects in connectivity, accompanied by altered dynamics of MT and increased resistance to pharmacological depolymerization of MT, overexpression of a MAPT with P301L mutation in the MT-binding domain led to fewer deficits, thus connecting neuronal connectivity with MT binding affinity of Tau. These findings indicate that pharmacological tuning of MT stability could positively affect neuronal network connectivity and may have therapeutic potential for neurodegenerative disorders.

The cell surface adhesion molecule neurofascin plays dual role in the establishment of axonal domains from both glial and neuronal interface. Taylor et al. used spatially and temporally targeted deletion of neurofascin in neurons or in both neurons and myelinating glia in postnatal mice and revealed that the maintenance and health of nodes and axons are correlated to neuron-specific isoform of neurofascin NF186 in the nodal complex and the presence of auxiliary paranodes. Sirtuins (SIRTs) are involved in the genetic modulation of energy metabolism, stress response and neurodegeneration. SIRT1 and SIRT6 are nuclear and share similar activities and localizations at both cellular and brain tissue levels. Tang emphasized that understanding the differences and crosstalk between SIRT1 and SIRT6 will be essential for further elucidating the potential of SIRTs as targets for treating neurodegenerative diseases.

Autoantibodies against NMDARs in the cerebrospinal fluid (CSF) from patients of anti-NMDAR encephalitis could be pathogenic. Blome et al. further demonstrated that anti-NMDAR containing CSF impairs the long-term potentiation (LTP) at the associational-commissural fiber-CA3 synapse of hippocampus. The different inhibition of LTP at this synapse in comparison to the mossy fiber-CA3 synapse suggests the specific effect and underlines the pathophysiological roles of NMDAR-antibodies.



Synapse and Circuit Biology: Neurodevelopmental Disorders

Alterations in neurite arborization and dendritic spine morphology are hallmarks of almost all neurological conditions. Many of autism risk genes converge into similar signaling pathways to regulate synapse formation and function. Lin et al. reviewed the current knowledge about the autism risk genes that affect the neuronal structure connectivity, pointing out that investigating the neuronal structure and function affected by mutation of those genes may help to develop therapies for ASD. Accumulating evidence has underscored the roles of inhibitory synapse formation, specialization, and function in ASD and other neurodevelopmental disorders. Ali Rodriguez et al. reviewed the mechanisms underlying the dysfunctions of inhibitory synapses in neurodevelopmental disorders, highlighting those common alterations inhibitory synapses observed in neurodevelopmental disorders.

Fragile X Syndrome (FXS), the most common form of intellectual disability, is a primary cause of autism. Many groups have worked on new therapeutic approaches for FXS over the last decade (Wang, 2015; Wang et al., 2015; Bagni and Zukin, 2019). Castagnola et al. reviewed the signaling pathways that underlie the physiopathology of FXS and summarized FXS treatment strategies to modulate these pathways with an emphasis on those shared with other synaptic disorders. The impairment of mitochondrial and oxidative challenge have been considered to facilitate the progression of Rett syndrome (RTT). Previous work has shown the benefits of acute treatment with the vitamin E-derivative Trolox in a RTT mouse model. Janc et al. reported results of a preclinical study to assess the therapeutic effects of systemic Trolox administration. They found in vivo Trolox treatment partially ameliorated several disease phenotypes, including lipid peroxidation, synaptic short-term plasticity, hypoxia tolerance and environmental exploration behaviors, supporting partial benefits of vitamin E-derivative based pharmacotherapy.

RTT is caused by mutations in the transcription factor methyl-CpG-binding protein 2 (MeCP2). MeCP2 deficient mice recapitulate irregular breathing phenotypes of RTT patients (Banerjee et al., 2019; Sandweiss et al., 2020). Vogelgesang, Niebert, Renner, et al. reported an altered expression of G-protein-coupled serotonin receptor 5-ht5b in the brainstem of these RTT mice. Vogelgesang, Niebert, Bischoff, et al. generated double knockout mice (Mecp2−/y;Htr5b−/−) and found that the breathing rate and the number of pauses in double knockout mice were indistinguishable from wild-type mice, supporting the roles of 5-ht5b receptors in the breathing phenotypes of MeCP2 deficient mice. The mutations of cyclin-dependent kinase-like 5 (CDKL5) are found in severe forms of neurodevelopmental disorders, e.g., the Hanefeld variant of RTT (CDKL5 disorder). Pizzo et al. investigated the cellular mechanisms for visual defects in CDKL5 disorder by examining the organization of the primary visual cortex (V1) in Cdkl5−/y mice. They showed that the shift of excitation/inhibition balance caused by the disruption of V1 cellular and synaptic organization likely underlies the visual deficits in the disorder.

Loss of the maternally expressed UBE3A gene cause Angelman syndrome. The Ube3a mouse model recapitulates many of the symptoms seen in Angelman syndrome, showing the presence of synaptic deficits. Wang et al. investigated the roles of UBE3A in the auditory system and found that principal neurons in the medial nucleus of the trapezoid body (MNTB) of Ube3a mice show the hyperpolarization in resting membrane potential, the increase of action potential (AP) amplitude and decrease of AP half width. Furthermore, both the pre- and post-synaptic AP in the calyx of Held synapses of Ube3a mice display a faster recovery from spike depression. Additionally, the increase in axon initial segment length was found in the MNTB principal neurons of Ube3a mice, providing a potential base for those gain-of-function changes. These findings support that UBE3A is critical for controlling synaptic transmission and excitability at excitatory synapses. The post-synaptic adhesion molecule Netrin-G ligand-1 (NGL-1), encoded by Lrrc4c, is implicated in various brain diseases. Choi et al. demonstrated that Lrrc4c−/− mice display the hyperactivity and anxiolytic-like behaviors, and impairment of spatial and working memory, but normal memory in object-recognition and social interactions. Neurons in several brain areas show distinct dysfunctions in excitatory synaptic transmission and intrinsic neuronal excitability. These data indicate that NGL-1 is important for synapse properties and excitability of neurons, as well as higher brain function.



Synapse and Circuit Biology: Modulators of Behavioral Dysfunction in Psychiatric Diseases

Cholinergic hypofunction is related to decreased attention and cognitive deficits in the central nervous system, and enhancement of cholinergic neurotransmission has been proposed as a therapeutic approach to ameliorate cholinergic hypofunction in several neurological conditions. High affinity choline uptake into acetylcholine -synthesizing neurons is mediated by the choline transporter (CHT). Choudhary et al. utilized novel screening techniques to reveal both positive and negative modulation of CHT using literature tools. They identified a number of novel active and structurally distinct molecules that could be used as tools for further exploring CHT biology or as a starting point for future medicinal chemistry.

Ketamine can cause psychotic episodes and is used in animals for pharmacological model of psychotic-like behavior. Lisek et al. showed that ketamine-mediated inhibition of plasma membrane calcium pump, through decreasing total calcium clearing potency, might locally raise cytosolic calcium to promote excessive glutamate release. This work suggests a novel mechanism for psychogenic action of ketamine.

Stress could induce neuronal structure changes in the limbic system. These structural changes further lead to the development of stress-induced psychopathologies including depressive disorders. Csabai et al. examined synaptic contacts in rats subjected to depression and found that stress could reduce the number of synapses and myelinated axons in the deeper cortical layers, while synapse membrane lengths increased. The data suggest that neurons in infralimbic cortex have reduced cortical neuronal network connectivity, potentially leading to impaired functioning of impaired functioning of this brain area. Chronic restraint stress induces depressive-like behaviors, anxiety and reduced dendritic spine density in hippocampal neurons. Pacheco et al. found that chronic stress promoted expression of immediate early genes, triggered a reduction in PSD-95 in both dorsal and ventral hippocampal areas, and differently affected AMPA and NMDA receptor (NMDAR) subunits in these hippocampal areas.

Binge drinking is known as the most common form of alcohol abuse. Little is understood about the biobehavioral effect of binge-drinking during the neurodevelopmental period of adolescence. Using a mouse model of binge drinking, Lee et al. demonstrated that adolescents are resilient to many negative effects of early alcohol withdrawal, and the reduced sensitivity to the negative effects of binge drinking might facilitate more alcohol intake among adolescent drinkers.



Synapse-Centric Therapeutic Strategies for Neurodegenerative Diseases

The pathologies of Synapses and mitochondria are the early events in the progression of Alzheimer's disease (AD). Zhang, Zhao, et al. found that geniposide alleviated β-amyloid (Aβ)-induced abnormalities of axonal mitochondria by increasing the density and length of axonal mitochondria and promoting the motility and trafficking of mitochondria in cultured hippocampal neurons, consequently attenuating synaptic damage in neurons and AD mice. This work provided new insights into the effect of geniposide on neuronal and synaptic function in the presence of Aβ. Aβ is produced by beta-secretase 1 (BACE1)-mediated enzymatic cleavage of the amyloid precursor protein, supporting BACE1 as a therapeutic target in AD. Villamil-Ortiz et al. found that RNA interference against BACE1 treatment induced the recovery of cognitive function and restored fatty acid composition and lipid metabolism in hippocampus of triple transgenic AD mice, suggesting that the restoration of phospholipids composition by BACE1 silencing could help the recovery of cellular homeostasis and cognitive function of AD mice. One of the earliest events in AD is synaptic loss caused by soluble oligomeric forms of the Aβ peptide. Pannexin 1 (Panx1) channels have been known to modulate excitatory synaptic plasticity under physiological conditions. Flores-Munoz et al. observed an age-dependent increase of Panx1 expression that correlates with increased levels of Aβ in hippocampus of transgenic AD mouse model. An exacerbated Panx1 activity was also observed at the basal condition and in responding to the activation of glutamate receptors. Pharmacological inhibition of Panx1 activity did not affect neurodegenerative markers, but attenuated excitatory synaptic defects in hippocampal neurons of AD mice, indicating enhanced expression and activity of Panx1 contributes to Aβ-induced synaptic deficits in AD.

Homocysteine (HCY), an endogenous redox active amino acid that activates NMDARs, contributes to various forms of neurodegenerative diseases. Sibarov et al. found that HCY-induced NMDA receptor currents in neurons are mostly mediated by the synaptic type of GluN1/2A NMDARs. They also found that the toxicity of HCY may be controlled by desensitization of HCY-induced activation of GluN2B-containing extra-synaptic receptors. Together these data support the physiological role of HCY as an endogenous modulator of excitatory neurotransmission.

Damage and mutations of Mitochondrial DNA (mtDNA) are involved in the progressive loss of retinal ganglion cells (RGCs) in glaucoma animal model. Zhang, Gao, et al. showed that high pressures can directly cause alterations of mtDNA, resulting in the dysfunction of mitochondria and the death of RGCs.



New Insights Into Roles of Microglia in Neurodegenerative Diseases

Microglia prune synapses of neurons and regulate the plasticity and function of synapses. Disruption of microglia-synapse interaction can cause the loss and dysfunction of synapses, and consequently cognitive defect in AD (Bar and Barak, 2019; Bartels et al., 2020; Subramanian et al., 2020). Understanding of the diversity of microglia has grown in recent years, reflecting the use of single-cell multi-omic profiling in animal models and human post-mortem brain samples. Wang summarized the current studies of the heterogeneity of microglia and modulation of microglial phenotypes in the brain of both AD mouse models and patients using single-cell technologies. Defining the functions of distinct microglia states will provide further insights into the pathological roles of microglia and may help to discover relevant therapeutic targets for AD.

Disease associated microglia (DAM) were first reported by a study using the 5xFAD mouse model of AD (Keren-Shaul et al., 2017). DAM are AD-associated phagocytic cells and are conserved in mice and human (Grubman et al., 2019; Mathys et al., 2019; Zhou, 2020; Gerrits et al., 2021). Because DAM have the potential to restrict neurodegeneration, modulating this phenotype may have therapeutic relevance for AD and other neurodegenerative diseases. Wang reviewed recent studies on pharmacological modulation or reprogramming of DAM, such as blocking microglia-specific checkpoints, that suggest new therapeutic intervention strategies for AD.




CONCLUDING REMARKS

In summary, this Research Topic has highlighted the diversity of research on pathways, mechanisms and potential therapeutic strategies for neurological diseases over the last 6 years. The Research Topic of research articles and reviews highlights efforts from research teams worldwide in this dynamic field. We hope that this collection will be informative to researchers and will encourage follow-on studies to support the advancement of new knowledge, and ultimately therapeutic interventions for synaptopathies which represent significant unmet medical need around the globe.
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Correct wiring of the mushroom body (MB) neuropil in the Drosophila brain involves appropriate positioning of different axonal lobes, as well as the sister branches that develop from individual axons. This positioning requires the integration of various guidance cues provided by different cell types, which help the axons find their final positions within the neuropil. Semaphorins are well-known for their conserved roles in neuronal development and axon guidance. We investigated the role of Sema-1a in MB development more closely. We show that Sema-1a is expressed in the MBs as well as surrounding structures, including the glial transient interhemispheric fibrous ring, throughout development. By loss- and gain-of-function experiments, we show that the MB axons display lobe and sister branch-specific Sema-1a signaling, which controls different aspects of axon outgrowth and guidance. Furthermore, we demonstrate that these effects are modulated by the integration of MB intrinsic and extrinsic Sema-1a signaling pathways involving PlexA and PlexB. Finally, we also show a role for neuronal- glial interaction in Sema-1a dependent β-lobe outgrowth.
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INTRODUCTION

Due to its characteristic structure, the mushroom body (MB) neuropil forms a powerful model system to dissect the molecular cues underlying axonal guidance. The MBs derive from four neuroblasts per brain hemisphere, which give rise to a total of about 2500 intrinsic MB cells called Kenyon cells. The MB axons project ventromedially through the peduncle and then branch to form different cell type specific lobes (Crittenden et al., 1998; Lee et al., 1999). In larvae, γ neurons form a vertical and a medial axonal lobe. During metamorphosis, these lobes are pruned and a single medial γ lobe is established. The later born α′β′ and αβ neurons form sister branches that then project into the vertical α and α′ lobes and the horizontal β and β′ lobes (Lee et al., 1999). Considerable effort has been made to provide insights into the development of this neuropil. However, very little is still known about the guidance cues underlying lobe or even sister branch-specific development.

In this study, we focused on the role of Semaphorin-1a (Sema-1a) in MB development. The Sema-1a protein is a member of the Semaphorin family, a group of axon guidance molecules well-known for their role in axon guidance in vertebrates as well as in invertebrates. This family, subdivided into eight subfamilies of secreted and membrane bound molecules, is characterized by a 500 amino acid extracellular Sema domain. Neuropilins and Plexins have been identified as the two main families of Semaphorin receptors. In Drosophila, five Semaphorin gene family members and two Plexins have been identified, while no Neuropilin homologs were found (Kruger et al., 2005).

Drosophila Sema-1a has been shown to mediate embryonic motor and CNS axon guidance and to control axon guidance and synapse formation in the giant fiber system (Yu et al., 1998; Godenschwege et al., 2002). Sema-1a also functions as a guidance receptor in the visual system and the olfactory projection neurons, while it acts as a ligand in axonal guidance of olfactory receptor neurons (Cafferty et al., 2006; Lattemann et al., 2007; Sweeney et al., 2007). Finally, it has also been shown to modulate α′β′ lobe development in the MBs (Komiyama et al., 2007).

We investigated the role of Sema-1a in MB development more closely. We show that Sema-1a is expressed in the MBs as well as surrounding structures, including the glial transient interhemispheric fibrous ring (TIFR), throughout development. By loss- and gain-of-function experiments we show that the MB axons display lobe and sister branch-specific Sema-1a signaling, which controls aspects of axon outgrowth and guidance. We demonstrate that these effects involve MB intrinsic and MB extrinsic Sema-1a signaling pathways. Furthermore, we confirm a role for PlexinA (PlexA) as a Sema-1a receptor, but also provide evidence of a genetic interaction between Sema-1a and PlexinB (PlexB). Finally, we show a role for neuronal- glial interactions in Sema-1a dependent β-lobe outgrowth.



MATERIALS AND METHODS

Drosophila Stocks

Flies were reared at 25°C on standard Drosophila yeast-cornmeal molasses media. The following stocks were used: OK107-Gal4, Sema-1ak13702, Df(2l)Exel7039, PlexBKG00878, PlexAEY 16548, UAS-lacZ.btau.YES, UAS-mCD8-Gfp, UAS-mCD8-Rfp (Bloomington stock center, Bloomington, IN, USA), Sema-1aCA7125 and PlexAY D0269 (A. Spradling, Carnegie Institution for Science, Baltimore, MD, USA), 442-Gal4 (T. Préat, Ecole Supérieure de Physique et Chimie Industrielle, Paris, France), UAS-Sema-1a-RNAi, UAS-PlexB-RNAi and UAS-PlexA-RNAi (L. Luo, Stanford University, Stanford, CA, USA; The efficacy and specificity of these RNAi constructs has been previously reported (Hu et al., 2001; Sweeney et al., 2007; Yu et al., 2010), UAS-PlexB and UAS-Sema-1a (C. Goodman, University of California, Berkeley, CA, USA), UAS-Sema-1aΔcyt1 (T. Godenschwege, University of Massachusetts, Amherst, MA, USA), UAS-Sema-1aΔcyt2 (A. Kolodkin, Johns Hopkins University, Baltimore, MD, USA). For mosaic analysis with a repressible cell marker (MARCM) analyses, hsFLP; Sema-1ak13702 FRT40a/FRT40A-Gal80; Tub-Gal4, UAS-Gfp-cd8 flies were heat shocked at 37°C for 1 h at the relevant developmental stage (Lee et al., 1999).

In situ Hybridization

cDNA clones for PlexA (LD10519) and PlexB (RE22882) were ordered from the Berkeley Drosophila Genome Project. In situ hybridization was done as previously described (Edwards et al., 2009). Images were obtained using a light microscope (model BX61; Olympus) and CellˆD 2.6 imaging software.

Immunohistochemistry

Immunohistochemical labeling of Drosophila brains was done as previously described (Rollmann et al., 2008). The following antibody dilutions were used: monoclonal 1D4 antibody (anti-FasII): 1:100; 4F3 antibody (anti-Dlg1): 1:20 (Developmental Studies Hybridoma Bank, University of Iowa, Iowa City, IA 52242, USA); anti-GFP: 1:500 (Abcam, Cambridge, UK); anti-Sema-1a: 1:5000 (A. Kolodkin, Johns Hopkins University, Baltimore, MD, USA). FITC- or Cy3-labeled anti-mouse or anti-rabbit antibodies (1:200; Jackson Immunoresearch, Westgrove, PA, USA). Confocal imaging was performed using an Olympus FV1000 microscope. Defects in lobe length and orientation were defined by visually inspecting all brains. Only obvious and unambiguous differences in length and/or orientation were considered.

Statistical Analyses

Statistical analyses were performed using Graphpad Prism 6. Statistical tests were chosen based on the format of the data (continuous or ordinal) and the distribution (Gaussian).



RESULTS

Sema-1a is Expressed in the Mushroom Bodies during Development as Well as in Adults

We used the Sema-1aCA07125 GFP protein trap line to study the expression pattern of Sema-1a in the MBs. This line contains a P{PTT-GA} insertion between the first two exons of the gene, generating a GFP::Sema-1a fusion protein (Buszczak et al., 2007). We observe prominent expression in cell bodies throughout the cortex of the larval and adult brain as well in as axonal tracts such as the larval MBs and the adult ellipsoid body (EB) and MBs. We detected labeling in all the MB lobes of third instar larvae as well as during all pupal stages (Figure 1). We confirmed this MB expression using an antibody targeting the Sema-1a protein (Supplementary Figures S1A–C). Expression of Sema-1a in the MBs persisted throughout adulthood (Supplementary Figure S1D).
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FIGURE 1. Sema-1a expression analysis. Anti-GFP labeling (green) of the Sema-1aCA07125 GFP protein trap line combined with anti-FasII labeling (magenta) visualizing the α, β, and γ lobes of the MBs and the ellipsoid body (EB; Fushima and Tsujimura, 2007). Sema-1a is expressed in cell bodies throughout the cortex of the larval and adult brain as well in as axonal tracts such as the larval MBs and the adult EB and MB. We detected labeling in all the MB lobes of third instar larvae as well as during all pupal stages. (A) Wandering third instar larvae: anti-FasII labels the γ-lobes, other GFP positive MB lobes consist of the developing α′ and β′ lobes (B) 25% pupae: anti-FasII labels α, β and weakly the γ lobes, other GFP positive MB lobes consist of the developing α′ and β′ lobes. (C) 50% pupae: anti-FasII labels α, β and weakly the γ lobes, other GFP positive MB lobes consist of the developing α′ and β′ lobes. We also observe GFP expression in the MB Kenyon cells (KC; inset). (D) 75% pupae: anti-FasII labels α, β, and γ lobes, other GFP positive MB lobes consist of the developing α′ and β′ lobes.



Sema-1a Regulates MB Lobe Length and Orientation

We showed that Sema-1a is expressed in the MBs during different developmental stages. To investigate the role of Sema-1a in MB development we made use of loss- and gain-of-function experiments. For these analyses, we focused on the α, β, and γ lobes as these are easy to visualize and showed the most prominent phenotypes. We also documented the effects of Sema-1a on α′ and β′ lobe development (Supplementary Tables S1–S3).

First, we made use of three mutant lines; a deficiency covering the Sema-1a locus and two P-element insertion lines, the null allele Sema-1ak13702 and the hypomorphic Sema-1aCA07125 allele (Yu et al., 1998; Buszczak et al., 2007). Sema-1ak13702 contains a PlacW insertion located in the 5′ UTR of the Sema-1a gene (Yu et al., 1998). Sema-1aCA07125 was described in Section “Sema-1a is Expressed in the Mushroom Bodies during Development as Well as in Adults.” These lines were all backcrossed into a Canton-S background to eliminate possible confounding effects due to genetic background. In the wild type Canton-S flies themselves, we did not observe any MB defects (n = 40; Figure 2A). Homozygous Sema-1ak13702 flies do not survive beyond the first larval stage. Homozygous Sema-1aCA07125 mutants are semi-lethal, with survivors showing strong MB defects (Figure 2E). The same range of phenotypes was seen in trans-heterozygous Sema-1ak13702/Sema-1aCA07125 and Sema-1ak13702/Df(2l)Exel7039 flies (Figures 2A–C). We observed two types of defects: alterations in lobe length, resulting in short or overextended lobes and alterations in lobe orientation, resulting in ventral-medial or dorsal-lateral misoriented lobes (Figure 2A).
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FIGURE 2. Sema-1a mutants show MB defects. (A) Anti-FasII staining of wild-type MBs labeling the α, β and more weakly the γ lobes. Inset: overview of the two categories of observed phenotypes. Left side of the scheme represents defects in lobe outgrowth, resulting in overextended or short lobes. Right side represents orientation defects, resulting in an abnormal angle between the vertical and horizontal lobes. (Increased angle: vertical lobes growing more lateral, or horizontal lobes growing more ventral; Decreased angle: vertical lobes growing more medial, or horizontal lobes growing more dorsal, in the most extreme case resulting in β-to-α or α-to-β misguidance.) (B) Sema-1aCA07125/Sema-1aK13702: anti-FasII staining. Both α and β lobes show guidance defects. One α lobe is projected parallel to the β lobe (arrow). β lobes are projected more ventrally (arrow head). (C,D) Sema-1aCA07125/Df(2l)Exel7039 flies. (C) Anti-Dlg1 staining, labeling all MB lobes. α lobes are projected laterally (arrows), β and γ lobes have an abnormal morphology, due to outgrowth and guidance defects (arrowheads). (D) Anti-FasII staining. One α lobe is projected ventrally (arrow). (E) Summary of the different MB lobe defects observed in Sema-1aCA07125 homozygotes and Sema-1aK13702/Sema-1aCA07125 or Sema-1aCA07125/Df(2L)Exel7039 heterozygotes. [Dorsal- lateral (D-L) misorientation, ventral- medial (V-M) misorientation, short, overextension].



Sema-1a has MB Intrinsic and Extrinsic Effects on Lobe Length

For further analyses, we first focused on the alterations in lobe length. Loss of Sema-1a in the investigated mutants affected the length of the MB lobes in a lobe-specific manner. The axons of the α lobes were often short, while their axonal sister branches in the β lobes displayed overextension phenotypes (Table 1; Figure 2). The γ lobes were also short. To examine the MB intrinsic requirement for Sema-1a, we looked at the effects of Sema-1a RNAi-mediated gene knock-down and overexpression using the OK107-Gal4 MB-driver (Sweeney et al., 2007; Yu et al., 2010). OK107-Gal4 drives expression in all MB neuroblasts, ganglion mother cells and neurons from embryonic stages onward (Adachi et al., 2003). Knock-down of Sema-1a in the MB neurons resulted in short α and γ lobes, reminiscent of the phenotype observed in the mutants. In contrast with the mutant lines, the β lobe phenotype shifted from overextension to shorter lobes (Table 1; Figure 3A). Overexpression of Sema-1a resulted in α lobe overextension without affecting the sister β branches (Table 1; Figures 3B,C). The γ lobes appeared to overextend. These lobes had an irregular “accordion-like” anatomy, with axon tips that grew more ventrally instead of stopping at the midline. Both α and γ lobe phenotypes are opposite to the shorter lobes observed upon loss of Sema-1a. The β lobes showed overextension in 9% of the analyzed brains. However, it should be noted that in almost all the other brains analyzed, this phenotype could not be detected due to the complete absence of β lobes, as a result of the orientation phenotype (Table 2).

TABLE 1. Sema-1a affects lobe length.
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FIGURE 3. Sema-1a MB intrinsic and extrinsic effects. (A–D) OK107-Gal4-driven UAS-mCD8-Gfp labeling all MB lobes (green), Anti-FasII labeling α, β, and γ lobes (magenta). Confocal stacks (A) UAS-RNAi-Sema-1a; UAS-mCD8-Gfp; OK107-Gal4: MB lobes show outgrowth defects resulting in shorter α, β, γ, α′, and β′ lobes. (B,C) UAS-Sema-1a; UAS-mCD8-Gfp; OK107-Gal4. (B) α and β lobes show overextension (arrow). Most β axons show misorientation and project vertically besides the α lobe, resulting in a thin horizontal lobe (arrow head). α′β′ axons do not project properly and fuse (dashed arrow). (C) γ-lobes have abnormal morphology with tips growing up (arrow). (D) UAS-Sema-1aΔcyt2, UAS-mCD8-Gfp;OK107-Gal4: β and γ lobe show outgrowth defects resulting in shorter lobes. (E,E′,E′′) Frontal view of the pupal TIFR, 24 h after puparium formation. (E) Sema-1aCA07125: anti-GFP staining (green), Confocal stacks (E′) 442-Gal4/UAS-mCD8-Rfp: RFP expression in the TIFR (magenta). (E′′) Overlay. (F) Anti-FasII labeling α, β, and γ lobes. UAS-RNAi-Sema-1a; 442-Gal4: knock-down of Sema-1a in the TIFR results in β lobe overextension and fusion.



TABLE 2. Sema-1a affects lobe orientation.
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These data demonstrate that the effects of Sema-1a on α and γ lobe length are MB intrinsic with loss and gain of Sema-1a leading to shorter and longer α and γ lobes, respectively. The effects of Sema-1a on β lobe length, however, seem to be, at least partially, MB extrinsic. Analyzing homozygous Sema-1ak13702/Sema-1ak13702 clones using MARCM partially confirmed these results, but also emphasized the complexity of the role of Sema-1a in MB development. While GFP labeled α and β lobe clones show length defects, surrounding unlabeled axons project normally (Supplementary Figures S2A–C). The short β lobe phenotype of the clones is consistent with the MB intrinsic effect observed upon RNAi knock-down. The fact that only the Sema-1a mutant clones show a phenotype in the α lobe confirms the MB intrinsic role of Sema-1a. However, contrary to the mutants and the RNAi knock-down where shorter lobes were observed, the MARCM mutant clones show overextension. We propose that these observations may reflect the need of Sema-1a levels to be carefully tuned to facilitate normal MB lobe formation or the presence of a Sema-1a modulated interaction between axons of the same lobe, or both. Previously, it has been reported that the TIFR can be involved in the regulation of midline crossing of horizontal MB lobes (Simon et al., 1998). The TIFR is a glial structure, located between the β lobes during late third instar and early pupal stages, when the β lobes are formed. Hence, we hypothesized that Sema-1a signaling in the TIFR could provide a ‘stop’ signal to growing β lobes. First, we checked whether Sema-1a is expressed in the TIFR. We labeled the TIFR by overexpressing uas-mCD8-Rfp using the TIFR-specific 422-Gal4 driver. Using the protein trap Sema-1aCA07125, we show that Sema-1a is located in the glia of the TIFR during early pupal stages (Figure 3E). To determine whether the midline crossing phenotype of the β lobes could be due to a role of Sema-1a in neuronal- glial communication during metamorphosis, we knocked down Sema-1a in glia using repo-Gal4. Pan-glial knock-down resulted in β lobe overextension and midline crossing (16 out of 22 hemispheres; p < 0.00001). Next, we analyzed whether this effect involves the glial TIFR cells. We made use of 442-Gal4 to induce UAS-Sema-1a-RNAi and UAS-Sema-1a in the TIFR cells (Table 3; Figure 3F). Expression of both transgenes resulted in 100% penetrant β lobe overextension and fusion, while the γ lobes remained normal. This observation argues for a function of Sema-1a in the interhemispheric ring that is required for the correct development of the β lobes. Alternatively, TIFR-expressed Sema-1a may indirectly regulate β lobe formation by contributing to the development of the TIFR, whose wild-type structure might be crucial for inhibiting β lobe overextension. Analysis of the TIFR, however, showed no obvious morphological defects, indicating that Sema-1a does not have a crucial function in the development of this glial structure (Supplementary Figure S3). Furthermore, defective TIFR development has been shown to induce both β and γ lobe overextension while we observe only β defects (Simon et al., 1998). This supports a role for Sema-1a as a repulsive guidance cue in these glia rather than having a role in TIFR development. However, the fact that both knock-down and overexpression of Sema-1a in the TIFR result in β-lobe overextension suggests that Sema-1a in the TIFR may influence β-lobe development in more than one way.

TABLE 3. Sema-1a is required in the glial interhemispheric ring.
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Sema-1a has previously been shown to signal in a bidirectional manner, resulting in both a ligand and a receptor function for the protein (Godenschwege et al., 2002). To investigate these signaling modalities in the context of the MBs, we made use of overexpression constructs containing both the transmembrane and extracellular regions of the native protein but lacking the complete intracellular domain (Sema-1aΔcyt1 and Sema-1aΔcyt2; Godenschwege et al., 2002). It was previously shown that the cytosolic fragment is not required for Sema-1a surface expression, as Sema-1aΔcyt1 is highly expressed in MB axons and is functionally active as a cell-surface ligand in the giant fiber system (Godenschwege et al., 2002; Komiyama et al., 2007). The α and γ lobe overextension phenotypes, induced with overexpression of full-length Sema-1a, were completely absent in Sema-1aΔcyt1-overexpressing MBs (Table 1). Instead, the α lobes had a wild type morphology, while most of the γ axons were shorter than in wild type controls (Figure 3D). Similar results were obtained with a second independently generated line, Sema-1aΔcyt2 (Table 1). These data suggest that the cytoplasmic portion of Sema-1a could be required to provide MB axons with an outgrowth signal, and thus that Sema-1a acts as an outside-in receptor in lobe outgrowth. Alternatively, the cytoplasmic domain of the Sema-1a protein could also play a regulatory role for Sema-1a as a ligand, such as fine-tuning of ligand levels or regulation of subcellular and compartment localization. Next we overexpressed Sema-1aΔcyt1 in the glia of the TIFR using 442-Gal4. While overexpression of full length Sema-1a led to β lobe overextension, this phenotype is absent upon overexpression of the truncated protein (Table 3). These data indicate that the cytoplasmic portion of Sema-1a in the TIFR glia is required to regulate MB β lobe axon extension, and that Sema-1a could also act as a receptor in addition to acting as a ligand as suggested by the β-lobe overextension phenotype seen upon knock-down of Sema-1a in the TIFR. A receptor function of Sema-1a in glia would require additional pathways or downstream mechanisms which signal back to the β lobe axons to regulate their outgrowth. Alternatively, as suggested above, the cytoplasmic domain of the Sema-1a protein could play a regulatory role for Sema-1a as a ligand. In summary, we show that Sema-1a affects lobe outgrowth and has axonal sister branch-specific effects. Although, α and β lobes derive from the same axon, these neurites respond differentially to alterations in Sema-1a signaling. Furthermore, while the effects on the other MB lobes appear to be MB intrinsic, β lobe outgrowth appears regulated by both MB intrinsic and extrinsic Sema-1a signaling. Our data suggests a role for Sema-1a in the glia of the TIFR in this process. Finally, we show that the cytoplasmic portion of Sema-1a modulates α and γ lobe overextension.

Sema-1a has MB Extrinsic Effects on Lobe Orientation

Sema-1aCA07125, Sema-1ak13702/Sema-1aCA07125 and Sema-1ak13702/Df(2l)Exel7039 trans-heterozygotes also show a second range of phenotypes. Loss of Sema-1a results in misorientation of the MB lobes (Table 2; Figure 2). As observed with the effects of Sema-1a on lobe length, the effects on lobe orientation are also sister-branch specific. The misorientation defects observed comprised the α lobes growing more dorso-laterally than normal, or more ventro-medially resulting in growth parallel to the β lobes (Figures 2A,B). The β lobes on the other hand grew more ventrally than in wild type control brains (Figure 2A). The γ lobes showed dorso-lateral misorientation in a limited number of brains (Table 2).

To determine whether Sema-1a is required MB intrinsically for lobe orientation, we looked at the effects of Sema-1a RNAi-mediated knock-down using the OK107-Gal4 MB-driver. Knock-down of Sema-1a in the MBs had no effect on lobe orientation (Table 2). Hence, we conclude that the effects of Sema-1a on MB orientation are MB extrinsic. This was confirmed by analyzing homozygous Sema-1ak13702/Sema-1ak13702 clones using MARCM analyses. Both GFP labeled clones and unlabeled axons misorient (Supplementary Figure S2D). Although, MB intrinsic Sema-1a does not seem to be required for lobe orientation during normal development, overexpression of Sema-1a can influence β lobe orientation (Table 2). This effect seems to involve the Sema-1a cytoplasmic domain which might suggest a receptor function of the protein. This shows the requirement of complex fine tuning of Sema-1a in different cell types during development.

In summary, Sema-1a affects MB lobe length and orientation in a lobe and lobe sister branch-specific manner. While lobe length involves both MB intrinsic and extrinsic Sema-1a signaling, our data suggest that lobe orientation mainly depends on MB lobe extrinsic Sema-1a signaling. However, further experiments will be required to elucidate the exact mechanisms by which Sema-1a acts and whether it acts as a ligand or receptor involving only other MB axons or also other neuronal or non-neuronal cells. Due to the complexity of the observed phenotypes, the requirement of subtle fine tuning of this pathway and the broad expression of Sema-1a in the brain, correct MB development most likely relies on the integration of the combined effects of Sema-1a and the various possible mechanisms and interactions that seem involved.

PlexA and PlexB are Involved in MB Development and Interact with Sema-1a

We showed a complex role for Sema-1a in both MB lobe outgrowth and orientation. Plexins are well-characterized Semaphorin receptors, involved in both forward and reverse Semaphorin signaling (Whitford and Ghosh, 2001; Yu et al., 2010). In Drosophila, PlexA has been shown to function as a Sema-1a and Sema-1b receptor, while both PlexA and PlexB have been shown to genetically interact with the secreted Sema-2a protein (Winberg et al., 1998; Ayoob et al., 2006; Bates and Whitington, 2007). PlexA has been indirectly implicated in αβ lobe development through interactions with Highwire and off-track (Shimizu et al., 2011; Shin and DiAntonio, 2011). Very little is known about the expression of both Plexins in the Drosophila nervous system. By means of in situ hybridization, we show PlexA and PlexB expression in the embryonic central nervous system in concordance with previously described data (Terman et al., 2002; Ayoob et al., 2006; Supplementary Figures S4A,B). Furthermore, using the PlexAY D0269 GFP reporter trap line, we show PlexA expression in the adult MB (Supplementary Figure S4C). Next, we took a closer look at the possible roles of PlexA and PlexB in MB formation.

We made use of two mutant alleles (PlexAEY 16548 and PlexBKG00878), as well as RNAi constructs targeting each gene (Hu et al., 2001; Sweeney et al., 2007; Yu et al., 2010). As previously reported, heterozygous PlexAEY 16548 flies (homozygous lethal) showed no obvious MB abnormalities (Table 4; Shin and DiAntonio, 2011). However, RNAi-mediated knock-down of this gene using OK107-Gal4 led to strong defects in α, β and γ lobe outgrowth (Table 4; Figure 4A). In some cases, β lobe misguidance was observed (Table 4). PlexBKG0087 homozygotes are semi-lethal and survivors had short α, β, and γ lobes (Figure 4B). Furthermore, these lobes also showed misorientation phenotypes. Some α lobes grew parallel to the β lobes, while some of these lobes grew more ventrally. Misoriented γ lobes grew more dorsally (Table 4). These phenotypes are remarkably similar to the ones seen in Sema-1a loss of function mutants. OK107-Gal4-driven RNAi knock-down of PlexB caused no neuroanatomical MB defects suggesting that PlexB functions in cells extrinsic to MBs (Table 4; Figure 4C). Our data mainly implicate a role for PlexA in stimulating outgrowth in the MB neurons, while PlexB seems to be involved in both outgrowth and orientation.

TABLE 4. PlexA and PlexB are involved in MB development.
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FIGURE 4. PlexA and PlexB are involved in MB development. (A) UAS-RNAi-PlexA;UAS-mCD8-Gfp;OK107-Gal4, (A) anti-FasII staining (magenta), (A′) GFP (green), (A′′) overlay. The α lobes show outgrowth defects (arrows). (B) PlexBKG0087, anti-FasII staining (magenta). One α lobe is shorter and shows misorientation (arrow). (C) UAS-RNAi-PlexB;;OK107-Gal4, anti-FasII staining. Knock-down of PlexB in the MB causes no neuroanatomical MB defects.



PlexA is known to be a Sema-1a ligand and has been shown to modulate reverse Sema-1a signaling in photoreceptor axon guidance (Yu et al., 2010). Hence, we wanted to investigate which effects of Sema-1a signaling in the MBs depend on PlexA. PlexB has not been implicated in MB development before, nor has it been shown to interact with Sema-1a. Introduction of PlexAEY 16548 or PlexBKG00878 alleles in Sema-1ak13702/Sema-1aCA07125 trans-heterozygotes resulted in a profound phenotypic shift (Table 5). Both alleles caused a reduction or loss of the α lobe outgrowth defect (p < 0.0001), while β misorientation defects remained unaffected. We observed no effects on γ lobe morphology. PlexBKG00878 introduction also led to a significant increase in ventral medial α lobe misguidance (p = 0.0385). These data confirm our findings that PlexA is mainly involved in lobe outgrowth while PlexB influences both outgrowth and orientation. We confirm the genetic interaction between PlexA and PlexB and Sema-1a combining either a PlexAEY 16548 or PlexBKG00878 allele (or an RNAi construct against one of these receptors) with OK107-Gal4-driven Sema-1a overexpression. Introduction of these alleles led to a robust decrease in α overextension (Table 6). However, the correctly guided β axons failed to stop at the midline. This finding is consistent with our previous results showing a MB extrinsic effect of Sema-1a in the TIFR glia. We previously showed that MB intrinsic Sema-1a signaling is not required during development for correct lobe orientation, but overexpressed Sema-1a can influence this phenotype. We show that both PlexA and PlexB influence the effects of Sema-1a overexpression on lobe orientation, although the latter does not seem to be required for correct lobe orientation during development (Supplementary Table S4). These findings suggest a complex interaction between PlexA and PlexB with Sema-1a, which modulates different sister-branch specific effects in the different MB lobes. The complexity of this interaction is further emphasized by the suppression of the effect on α lobe outgrowth upon loss and overexpression of Sema-1a. Hence, the role of Sema-1a in the development of the MB most likely depends on careful fine tuning of MB intrinsic and extrinsic effects involving different MB axons and cell types, modulation by different receptors and interactions with other developmental pathways. Finally, we checked whether PlexA or PlexB were also involved in the regulation of β lobe overextension in the TIFR glia. Knock-down of both Plexins in this structure using 442-Gal4 had no effect on MB lobe morphology (Table 3).

TABLE 5. PlexA and PlexB show genetic interaction with Sema-1a trans-heterozygous mutants (Fisher exact test: *p < 0.05, ****p < 0.0001).
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TABLE 6. PlexA and PlexB show genetic interaction with Sema-1a overexpression (Fisher exact test: *p < 0.05, ****p < 0.0001).
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DISCUSSION

Our findings show that Sema-1a is expressed in MB lobes throughout development and that Sema-1a signaling sculpts MB axon morphology in a lobe and axon branch-specific manner. Sema-1a seems to direct both outgrowth, resulting in either shorter or overextended lobes, and orientation, in which Sema-1a is responsible for the angle in which the individual lobes grow.

Mushroom body lobe-specific effects have been previously reported for other guidance cues, including Neuroglian and Highwire. Interestingly, these genes have both been reported to interact with Sema-1a or PlexA, respectively (Godenschwege and Murphey, 2009; Goossens et al., 2011; Shin and DiAntonio, 2011).

Mutations in Highwire only affect αβ lobe development and result in phenotypes that are remarkably similar to a subset of the phenotypes that we observed in Sema-1a mutants (Shin and DiAntonio, 2011). Highwire loss of function most often results in β axons growing upward alongside the α axons, although in some cases the opposite effect is observed. Furthermore, these authors observed an interaction between Highwire and PlexA, but no genetic interaction was observed with Sema-1a. In addition, they reported no obvious effects on MB development in both heterozygous Sema-1ak13703 mutants and OK107-Gal4-driven RNAi knock-down. However, given our observations regarding the role of Sema-1a in MB development, the presence of a partial orientation phenotype in Highwire mutants and an interaction between this gene and PlexA, it is tempting to speculate that Highwire could be involved as a component of the Sema-1a pathway responsible for modulating specific αβ growth. As Highwire is a ubiquitin ligase it could directly modulate PlexA degradation, or it could indirectly interact with PlexA via interaction with the Wallenda MAP kinase kinase kinase, as previously suggested (Wu et al., 2007; Shin and DiAntonio, 2011).

Axon branch formation has been well-studied and shown to involve different processes, including localized protein synthesis and calcium transients (Hutchins and Kalil, 2008; Spillane et al., 2012). Different axon guidance cues have been shown to be involved in these branching processes, including Semaphorin-3A and Plexin-A3 in vertebrates and PlexA and PlexB in Drosophila (Neufeld et al., 2011; Sainath and Granato, 2013). However, which mechanisms are responsible for the subsequent differential guidance of these newly formed axonal branches is largely unknown. While the growth of axons in a different direction than dendrites in response to the same guidance cue has frequently been described (e.g., Polleux et al., 2000), the mechanisms that enable axonal sister branches to extend in different directions during development are poorly understood. Strikingly, one of the few well-documented examples of differential axonal responsiveness to single guidance cues involves Semaphorin-3D (Liu and Halloran, 2005). Our data suggest that different Sema-1a signaling pathways are involved in the guidance of axon branches that derive from the same neuron. In each of our Sema-1a loss-of-function analyses, gain-of-function experiments and genetic interaction tests, we observed distinct phenotypes in the horizontal versus vertical lobes.

Besides an effect of Sema-1a in MB neurons, we also show that this protein functions in the glial cells of the TIFR to regulate β lobe extension during metamorphosis. Neuron-glia communication involving axon guidance molecules has previously been shown to play important roles in embryonic nervous system development (Lemke, 2001). For example, Netrin and slit secreted by midline glia regulate commissural crossing at the neural midline in the Drosophila embryo. Glia have also been shown to be involved in the remodeling of the brain during metamorphosis. They are essential for the pruning of MB axons as well as for the removal of neuronal debris caused by the intense remodeling of the brain (Cantera and Technau, 1996; Awasaki and Ito, 2004; Parker and Auld, 2006). However, very little is known about the role of glia in axon guidance during metamorphosis. TIFR glia cells have been previously shown to play an important role in midline crossing of olfactory receptor neurons in the antennal lobe, as well as in midline crossing of MB β and γ lobes. However, these phenotypes seem to be most likely due to improper development of the TIFR (Simon et al., 1998; Chen and Hing, 2008). Our data provides evidence for a guidance role of TIFR Sema-1a in β lobe development, which is independent of a role of this protein in TIFR development. Interestingly, neuronal-glial communication involving vertebrate Semaphorin-6D and Nr-CAM/Plexin-A1 has been previously shown to modulate the midline crossing of retinal ganglion cells at the optic chiasm in mice (Kuwajima et al., 2012).

In Drosophila, Sema-1a has also been shown to function as a receptor during development of the α′β′ MB lobes, the giant fiber system, the adult photoreceptor axons, the dendrites of the projection neurons in the olfactory system and the embryonic motor neurons (Godenschwege et al., 2002; Cafferty et al., 2006; Komiyama et al., 2007; Jeong et al., 2012). Exploring Sema-1a signaling mechanisms using full-length and truncated overexpression constructs, we now show that Sema-1a also plays a cell autonomous role in the MBs. Our data point to an important regulatory role of the cytoplasmic portion of Sema-1a in both lobe orientation and outgrowth.

Sema-1a was previously shown to signal via PlexA. This interaction can lead to bidirectional signaling, which involves Rho GTPases downstream of both Sema-1a and PlexA and Off-track downstream of PlexA (Driessens et al., 2001; Hu et al., 2001; Yu et al., 2010). Furthermore, PlexA has been indirectly shown to be involved in αβ lobe development (Shimizu et al., 2011; Shin and DiAntonio, 2011). PlexB has not been previously shown to be involved in MB development or Sema-1a signaling. Here we confirm the role of PlexA in MB development and Sema-1a signaling and provide evidence of a genetic interaction between PlexB and Sema-1a in MB development.

The complex genetic interactions that we observe between Sema-1a and its different interaction partners could be attributed to various processes. Our data show a complex involvement of Sema-1a in MB development regulated by interactions with different receptors. The correct integration of these signals seems to provide lobe and sister branch- specific signals leading to correct MB lobe outgrowth and orientation. Furthermore, Sema-1a signaling also depends on the integration of signals from multiple cell types, including neuron-glia interactions. Finally, it has been shown that multiple regulatory mechanisms can underlie Semaphorin/Plexin signaling, resulting in a context dependent role of these pathways. Vertebrate Plexin-A1/Sema-3a signaling, for instance, is modulated by auto inhibition of Plexin-A1 by its own Sema domain, while interactions in trans between Sema-6A and Plexin-A4 have been shown to modulate cis interaction between these molecules during axon guidance (Takahashi and Strittmatter, 2001; Haklai-Topper et al., 2010). Furthermore, in Drosophila it has been proposed that different GTPase modulators contribute to the context dependent integration of parallel PlexA/Sema-1a and Sema-1a reverse signaling (Jeong et al., 2012).

In summary, we provide evidence for a complex role of Sema-1a signaling in MB development. Sema-1a seems to function via different mechanisms to provide tightly regulated outgrowth and directional cues to the different lobes and sister-branches. In both these processes, Sema-1a plays a cell-autonomous role in the MB neurons, but it is also involved in non-cell autonomous neuron-glia signaling.
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The Endosome Localized Arf-GAP AGAP1 Modulates Dendritic Spine Morphology Downstream of the Neurodevelopmental Disorder Factor Dysbindin
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AGAP1 is an Arf1 GTPase activating protein that interacts with the vesicle-associated protein complexes adaptor protein 3 (AP-3) and Biogenesis of Lysosome Related Organelles Complex-1 (BLOC-1). Overexpression of AGAP1 in non-neuronal cells results in an accumulation of endosomal cargoes, which suggests a role in endosome-dependent traffic. In addition, AGAP1 is a candidate susceptibility gene for two neurodevelopmental disorders, autism spectrum disorder (ASD) and schizophrenia (SZ); yet its localization and function in neurons have not been described. Here, we describe that AGAP1 localizes to axons, dendrites, dendritic spines and synapses, colocalizing preferentially with markers of early and recycling endosomes. Functional studies reveal overexpression and down-regulation of AGAP1 affects both neuronal endosomal trafficking and dendritic spine morphology, supporting a role for AGAP1 in the recycling endosomal trafficking involved in their morphogenesis. Finally, we determined the sensitivity of AGAP1 expression to mutations in the DTNBP1 gene, which is associated with neurodevelopmental disorder, and found that AGAP1 mRNA and protein levels are selectively reduced in the null allele of the mouse ortholog of DTNBP1. We postulate that endosomal trafficking contributes to the pathogenesis of neurodevelopmental disorders affecting dendritic spine morphology, and thus excitatory synapse structure and function.

Keywords: AGAP1, Arf-GAP, autism, dendritic spines, dysbindin, endosome, schizophrenia


INTRODUCTION

ADP-ribosylation factors (Arfs) are members of the Ras superfamily of GTPases that participate in membrane trafficking along the secretory and endosomal pathways (Powelka and Buckley, 2001; Bader et al., 2004; Randazzo and Hirsch, 2004; D’Souza-Schorey and Chavrier, 2006; Nie and Randazzo, 2006; Wang et al., 2006). Arf GTP binding is catalyzed by GTPase activating proteins (GAPs; Donaldson and Jackson, 2000; Nie and Randazzo, 2006). Arf1 GTPase activating protein (AGAP1) is a member of the AZAP family of phosphoinositide-regulated Arf GAPs, whose members contain a conserved Arf GAP domain, pleckstrin homology (PH) domain and ankyrin repeats (Nie et al., 2002). AZAPs regulate membrane traffic by specifying the time and place of coat recruitment to generate nascent vesicles and possibly as part of the coat during vesicle budding (Randazzo and Hirsch, 2004).

In this study, we focus on AGAP1 (also called GGAP, KIAA1099 and centaurin γ-2/CENTG2), which has been primarily described in non-neuronal cells, where AGAP1 up-regulation results in impaired endosomal trafficking (Nie et al., 2002). AGAP1 associates with the endosomal complexes adaptor protein 3 (AP-3) and Biogenesis of Lysosome Related Organelles Complex-1 (BLOC-1: Nie et al., 2005; Bendor et al., 2010). In neuronal cells, AGAP1 is necessary for the recycling of muscarinic acetylcholine receptors in association with the AP-3 adaptor and with dysbindin, a subunit of the BLOC-1 (Bendor et al., 2010). Diverse evidence suggests that AGAP1, AP-3, and BLOC-1 subunits are risk factors in neurodevelopmental disorders. The BLOC-1 subunit dysbindin encoded by the gene DTNBP1 is a risk factor for schizophrenia (SZ) and autism spectrum disorder (ASD; Tang et al., 2009; Greenwood et al., 2011; Di Benedetto et al., 2013); indeed, the dysbindin levels are lower in the brains of individuals with SZ (Talbot et al., 2004). The neuronal specific AP-3 subunit AP-3 beta2 is also a risk factor for ASD (O’Roak et al., 2012). Furthermore, AGAP1 is a candidate ASD susceptibility gene (Wassink et al., 2005; Sebat et al., 2007), and has been reported as a potential risk factor in a genome-wide association studies (GWAS) of SZ (Shi et al., 2009). These data support the hypothesis that impaired mechanisms of AGAP1-dependent endosomal trafficking contribute to the pathogenesis of neurodevelopmental disorders such as ASD and SZ (Ryder and Faundez, 2009). However, AGAP1 localization, function, and susceptibility to mutations in genes associated with neurodevelopmental disorders have not been explored in neurons.

We examined the expression levels and subcellular localization of endogenous AGAP1 in primary neurons, and investigated the consequences of altered AGAP1 levels on endosomal trafficking and dendritic spine morphology. AGAP1 is expressed in neurons of the developing brain, localizing to axons, dendrites, and dendritic spines that receive excitatory synapses, where colocalizes with endosomal markers. Overexpression or down-regulation of AGAP1 levels alter the recycling of endosome cargoes in dendrites, and alters spine density. In addition, AGAP1 is downstream of the BLOC-1 subunit dysbindin, the ortholog of the human SZ susceptibility gene DTNBP1. Indeed, mRNA and protein levels of AGAP1 are lower in the hippocampus of mice carrying null mutations in dysbindin (Bloc1s8sdy/sdy) compared to their wild type (WT) littermates. Together, these data support the hypothesis that AGAP1 regulates endosomal trafficking and dendritic spine morphology during early brain development downstream of a gene implicated in the pathogenesis of SZ.



MATERIALS AND METHODS


Plasmids

eGFP and yellow fluorescent protein (YFP) vectors were purchased from Clontech (Mountain View, CA, USA). WT AGAP-1 vectors were kindly supplied by Dr. Nie (NIH). siRNA sequences were selected using siRNA Design SciTool (Integrated DNA Technologies, Coralville, IA, USA), and Blast analysis comparing human and rat AGAP1. The 4411 sequence 5′CUACCAUUAA UCUGAAAAAC3′ and the 3890 sequence 5′CCUUCCCAAAUUCACUGUC3′ were purchased from Integrated DNA Technologies (Coralville, IA, USA).



Antibodies

The polyclonal rabbit antibody against the C-terminus of AGAP1 was previously characterized, and shown to be specific for AGAP1 (Nie et al., 2002, 2003, 2005). It recognizes both human and rodent AGAP1, is specific for AGAP1, and does not cross react with AGAP2 or other proteins (Nie et al., 2002, 2003; Xia et al., 2003). The polyclonal rabbit anti-AGAP1 used in primary cultures was a gift from Dr. Nie; this antibody was compared to the rabbit anti-AGAP1 purchased from Sigma, and found to be specific for the C-terminus of AGAP1. The Sigma rabbit anti-AGAP1 was used in sections of perfusion-fixed brains. Mouse anti-synaptotagmin (Syt1) and mouse anti-synaptophysin antibodies were purchased from Chemicon International, Inc. (Billerica, MA, USA). Goat anti-Neurabin II (A-20), mouse anti-MAP-2, mouse anti-EEA1, and mouse anti-transferrin receptor antibodies were purchased from Zymed Laboratories Inc. (San Francisco, CA, USA). Mouse anti-PSD-95 clone K28/43 was purchased from Upstate Biotechnology (Lake Placid, NY, USA). Mouse anti-GAPDH, goat anti-chromogranin B, mouse anti-GM130, Texas Red, Cascade blue, FITC-conjugated anti-rabbit and anti-mouse secondary antibodies, and HRP-conjugated secondary antibodies were purchased from Santa Cruz (Santa Cruz, CA, USA). Texas-Red-conjugated anti-mouse and anti-rabbit secondary antibodies were purchased from Vector Laboratories, Inc. (Burlingame, CA, USA). Mouse anti-β-tubulin and mouse anti-actin were purchased from the Developmental Studies Hybridoma Bank University of Iowa (Iowa City, IA, USA). Mouse anti-Tau was a gift from Dr. Gail Johnson (University of Alabama at Birmingham). Rabbit anti-VAMP-2 was purchased from Synaptic Systems (Göttingen, Germany).



Mice

Bloc1s8sdy/sdy (sandy) mice have the C57/B6 genetic background, and were previously described (Larimore et al., 2014). Mouse genotyping was performed by PCR of genomic DNA as previously described (Larimore et al., 2014). All animal procedures were approved by the IUCAC at Emory University. Mecp2 mice STOCK Mecp2tm1.1Jae/Mmucd and their controls were a gift from Dr. LP-M (University of Alabama at Birmingham) as previously described (Larimore et al., 2013).



Immunoblot Analyses

Brain lysates were separated by SDS–PAGE and transferred to PVDF membranes (BioRad, Hercules, CA, USA). Membranes were probed with primary antibodies followed by HRP-conjugated anti-rabbit and anti-mouse secondary antibodies (Santa Cruz Biotechnology, Santa Cruz, CA, USA). Secondary antibodies were detected using Supersignal West Dura Extended Duration substrate (Pierce Chemical, Rockford, IL, USA) and film developing.



Synaptosome Preparation

Synaptosomes were prepared from postnatal-day (P) 23 WT mice, as previously described (Larimore et al., 2011). Briefly, mice were anesthetized by CO2 inhalation, and their brains quickly transferred to ice-cold phosphate-buffered saline (PBS). Tissue was homogenized by 16 strokes of a Potter-Elvehjem homogenizer at 800 rpm in 0.32M sucrose, 5 mM HEPES, and 0.5 mM EDTA, supplemented with complete anti-protease inhibitor (Roche Molecular Biochemicals; Indianapolis, IN, USA). Homogenates were spun at 1000× g for 10 min and S1 supernatants were further sedimented at 12,000× g for 20 min. The resulting P2 pellet was resuspended in 8.5% Percoll (Sigma-Aldrich). The resuspended P2 pellet was then loaded on a discontinuous gradient comprised of 10 and 16% Percoll (Larimore et al., 2011). Gradients were spun at 15,000× g for 20 min.



Neuronal Cultures and Electroporation Transfections

Hippocampal neurons were cultured form embryonic day (E) 18 Sprague-Dawley rat embryos dissected from pregnant rats (purchased from Charles Rivers Laboratories, Wilmington, MA, USA), as previously described (Larimore et al., 2009). Dissociated neurons were plated on poly-L-lysine (Sigma Aldrich, St. Louis, MO, USA) coated glass cover-slips, and cultured for 3–14 days in vitro (DIV). Dissociated neurons were transfected while in suspension using Amaxa nucleofection (Lonza, Walkersville, MD, USA). Dissociated neurons (2 × 106) were transfected with 3 μg plasmid DNA or 3 μg of each siRNA. Medium was added, and neurons were plated at a density of 6 × 104 cells per well in a 12-well plate.



Immunocytochemistry

Hippocampal neurons on cover-slips were fixed with ice-cold 3.7% formaldehyde in phosphate buffer (PB; 23 mM NaH2O4, 80 mM Na2HPO4) for 20 min, permeabilized with ice-cold 3.7% formaldehyde containing 0.25% Triton X-100 for 10 min, washed three times in PBS, and then blocked with 10% bovine serum albumin (BSA) for 1 h at 37°C. Primary and secondary antibodies were diluted in 3% normal horse serum (NHS) in PBS. Cover-slips were incubated in primary antibodies at 4°C overnight, and then washed three times for 10 min at room temperature (RT). Cover-slips were incubated in secondary antibodies for 2 h at RT. Coverslips were washed three times for 10 min each, once with ddH20, and finally mounted on glass slides with Vectashield with or without DAPI (Vector Laboratories, CA, USA). Cover-slips with immunostained neurons were imaged in an epifluorescence inverted microscope (Olympus IX 70) with 40× (X NA) and 100× (X NA) oil-immersion objectives using a monochromatic cooled CCD camera (Retiga 1300, Qimaging, British Columbia, Canada). Images were deconvolved and merged using the microtome extension of IP Lab software (Scanalytics, Rockville, MD, USA), colocalization was measured using the Fluorescence CV extension of IP Lab.



Transferrin Recycling Assay

Transferrin uptake and trafficking was assayed in neurons as previously described (Prekeris et al., 1999). Hippocampal neurons were transfected using Amaxa nucleofection after dissociation and while in suspension. Neurons were then plated and cultured for 3 DIV, serum starved in imaging buffer for 1 h, and incubated with 50 μg/ml Alexa-transferrin (Alexa-Tf; Molecular Probes, Carlsbad, CA, USA) in 1% BSA for 30 min at 37°C to label the recycling endosome pool. Neurons were washed and incubated with 100 μg/mL unlabeled holo-transferrin (Sigma Aldrich, St. Louis, MO, USA) to allow transferrin to exit the recycling endosome, and then fixed with 4% paraformaldehyde either immediately or after a 45 min chase. Colocalization was measured using Fluorescence CV extension IP Lab, and expressed in percentages for statistical comparisons.



Organotypic Hippocampal Slice Cultures and Biolistic Transfection

Hippocampal slices were prepared from P7 to P10 Sprague-Dawley rats, and maintained in vitro as previously described (Alonso et al., 2004). Slice cultures were transfected by biolistic gene transfer at 6–8 DIV, as described (Boda et al., 2004; Chapleau et al., 2008). Plasmid cDNA encoding enhanced yellow fluorescent protein (eYFP; Clontech, Mountain View, CA, USA) was precipitated onto 1.6-μm diameter colloidal gold (Bio-Rad, Hercules, CA, USA) at a ratio 25 μg DNA eYFP and 45 μg AGAP1–10 mg gold, and coated onto Tefzel tubing, following manufacture’s protocol. For the siRNA, 40 μg of siRNA oligo duplex with 20 μg of eYFP were coated onto 10 mg of gold. Slices were bombarded using a modified Helios gene-gun (Bio-Rad, Hercules, CA, USA; He pressure 100 psi), fixed and mounted on glass slides with Vectashield for confocal imaging 3 days after transfection, as described (Chapleau et al., 2008).



Confocal Imaging and Analysis of Dendritic Spines

Secondary and tertiary branches of apical dendrites of pyramidal neurons in the CA1 and CA3 region of hippocampal slice cultures were acquired in a laser-scanning confocal microscope (Olympus Fluoview-300, Olympus) using an oil-immersion 100× objective (NA 1.4; Olympus PlanAPo). eYFP was excited using an argon laser (488 nm), and detected using standard FITC filters. Only those pyramidal neurons that displayed eYFP fluorescence throughout the entire dendritic tree and lacked signs of degeneration (i.e., “dendritic blebbing”) were imaged. Series of optical sections in the z-axis were acquired at 0.1 μm intervals through each dendritic branch. Microscope calibrations were performed using 1.07 μm latex fluorescent microspheres. Calibrations determined that our effective lateral (x–y axis) pixel resolution was 0.092 microns per pixel.

Dendritic spines were identified as small protrusions that extended ≤3 μm from the parent dendrite, and counted off-line using NIH ImageJ as described (Chapleau et al., 2008); spines were counted only if they appeared continuous with the parent dendrite. Numerical density was estimated by quantifying the number of spines in several dendritic segments per neuron, and normalized to 10 μm of dendrite length for statistical comparisons.

Morphological types of spines were defined from ratios of spine length, spine head width and spine neck width, which were measured using ImageJ (NIH), as previously described (Tyler and Pozzo-Miller, 2003; Boda et al., 2004). We manually measured the length (L) and the apparent diameter of spine heads (dh) and spine necks (dn). Type-I spines (aka stubby) had L~dn~dh; Type-II spines (aka mushroom) had dh ≫ dn; and Type-III spines (aka thin) had L ≫ dn.



Immunohistochemistry and Confocal Microscopy of Brain Sections

Perfusion-fixed brain sections including the hippocampus were processed for fluorescence immunohistochemistry as previously described (Larimore et al., 2011, 2013). Mice under anesthesia were perfused through the heart with lactated ringers followed by 4% glutaraldehyde, brains dissected and sectioned in a vibratome at 60 μm thickness. Freely-floating sections were rinsed with PBS, and incubated in 1% sodium borohydride for 20 min at RT, followed by PBS washes. Sections were blocked with 5% NHS, 1% BSA, and 0.3% Triton X-100 for 60 min at RT. Sections were incubated in primary antibody solutions for 1 h at RT (PBS with 1% NHS and 1% BSA with 1:10,000 dilution of mouse anti-synaptophysin, and 1:100 dilution of rabbit anti-AGAP1). After rinsing in PBS, sections were incubated for 60 min in secondary antibody solutions (PBS with 1% NHS and 1% BSA and 1:500 dilutions); the following Alexa-conjugated secondary antibodies were used: anti-mouse 555 (for anti-Synaptophysin) and anti-rabbit 488 (for anti-AGAP1). Following PBS washes, sections were incubated in cupric sulfate (3.854 W/V Ammonium Acetate, 1.596 W/V Cupric Sulfate in distilled water, pH 5) for 30 min, washed with PBS, and mounted on glass slides with Vectashield. Sections were imaged by laser-scanning confocal microscopy (LSM-510, Axiovert 100M, Zeiss) using 10X/0.5 NA, 20X/0.5 NA dry objectives (Plan Apochromat, Zeiss), and 40X/1.3 NA and 63X/1.4 NA DiC oil objectives. Alexa fluorophores were excited with Argon and HeNe1 lasers, and their emission filtered with BP 505-530 and LP 560. Z-stacks were acquired and a minimum of four stacks per hippocampus were analyzed.



Quantitative Real Time PCR (qtPCR)

qtPCR was performed as previously described (Larimore et al., 2013, 2014). Briefly, the hippocampus of P50 Bloc1s8sdy/sdy (sandy) mice and age-matched WT littermates was dissected and immediately flash-frozen in liquid nitrogen. Following TRIzol (Invitrogen Life Technologies, Grand Island, NY, USA) extraction using SuperScript III First-Strand Synthesis (Invitrogen Life Technologies, Grand Island, NY, USA), isolated mRNA was reverse transcribed into cDNA. PCR amplifications were performed on a LightCycler480 Real Time plate reader using LightCycler 480 SYBR Green reagents (Roche, Indianapolis, IN, USA) at 95°C for 5 min, followed by 45 cycles of 95°C for 5 s, 65°C for 10 s and 72°C for 20 s, followed by a 95°C for 5 s, 65°C for 2 min and a 97°C incubation to determine melting curves. Primers were designed for dysbindin forward gatcgcagagaggcgaga and dysbindin reverse tgagatgtccatcaggtcca; Pallidin forward ctccagacggggtccttac and pallidin reverse agtccttcatctggagacgtg; Vamp2 forward tgcacctcctccaaacctta and Vamp2 reverse agctccgacaacttctggtc; and finally, AGAP1 forward gccgaccagtggagtgac and AGAP1 reverse tacttgggctggaacacacc. PCR amplification was performed in duplicate with a minimum of three WT samples, and three mutant samples. Relative amplification was assigned a concentration value based on standard curves performed prior to the experiments, and normalized to within-plate controls.




STATISTICS

Statistical comparisons were made with the engine1. Kolmogorov-Smirnov tests were performed with the engine2. Means were compared with two-tailed Student’s t-tests. The proportions of dendritic spine types were compared by with the Fisher Exact test. P values <0.05 were considered statistically significant. Spine density and morphology measurements were done blinded.



RESULTS


Endogenous AGAP1 Localizes to Dendritic Endosomes of Hippocampal Neurons

We determined expression of AGAP1 during development, AGAP1 was detected as early as E10 in whole embryos, and at E16.5 in brain, increasing during prenatal and postnatal development. Consistent with published observations (Nie et al., 2002), two isoforms of AGAP1 (89 and 93 kDa) were detected in brain using the AGAP1 specific antibody (Figure 1). Interestingly, the two isoforms demonstrated differential developmental expression in brain. The 89 kDa isoform is highly expressed earlier, peaking between P2–P7, whereas the 93 kDa isoform peaks between P14–P21, and persists into adulthood (Figure 1). We analyzed the anatomical distribution of the mouse AGAP1 transcript using the Allen Brain Atlas. The AGAP1 transcript was expressed in all regions, including the hippocampus, thalamus, brain stem, cerebellum, cortex and spinal cord3. The hippocampus is a site where expression was among the highest expression areas of the brain. Therefore, we focused our experiments in this anatomical region. We used the Brainspan database and focused on the human hippocampus to assess the developmental expression of AGAP1 and Arf1 transcripts4. Arf1 and AGAP1 transcript levels were roughly similar between embryonic and adult hippocampus in clear contrast with transcripts with protein expression in rodent brain (Figure 1B).
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FIGURE 1. Developmental expression and neuronal localization of endogenous Arf1 GTPase activating protein (AGAP1). (A) Immunoblot analysis of AGAP1 protein levels in lysates from whole mouse embryo (E10 and E12.5) and whole mouse brain (E16.5—adult), using a previously characterized specific anti-C terminal peptide antibody (Nie et al., 2002). E16.5 was the first time point that the brain was dissected from other body regions. Thirty Microgram of total protein was loaded in each lane. (B) Transcript abundance measured as log2 RPKM (reads per kilobase per million) in developing human hippocampus for the genes ADP-ribosylation factors (Arf1; ENSG00000143761) and AGAP1 (ENSG00000157985). Data were downloaded from http://www.brainspan.org/. Note that expression of Arf1 and AGAP1 transcripts are stable during pre and postnatal development. Post conception week (pcw) (http://www.ncbi.nlm.nih.gov/pubmed/23193282).



Next, we analyzed the subcellular distribution of AGAP1 in cultured hippocampal neurons by subcellular fractionations. We prepared synaptosome-enriched fractions from P21 animals because the majority of synapses have been formed in mouse brain at this age. We detected the two isoforms (89 and 93 kDa) in both the supernatant (S2) and the crude microsome/synaptosome fractions (P2) (Figure 2A), which were described in cell lines (Nie et al., 2002). Further fractionation of the P2 fraction yielded an enriched synaptosome fraction (Syn) containing both presynaptic and postsynaptic compartments, confirmed by the detection of the synaptic vesicle marker Syt, and the postsynaptic density protein PSD95, respectively (Gordon-Weeks, 1987). AGAP1 was enriched in the Syn fraction over the P2 fraction at a level comparable to those of Syt1 and PSD95 (Figure 2A). Our findings are in line with previous data demonstrating first that the Arf that AGAP1 regulates, Arf1, is also localized to the synaptic region (Park et al., 2004, 2006; Kennedy and Ehlers, 2006). Second, our results expand previous biochemical evidence identifying AGAP1 in the PSD fractions (Yoshimura et al., 2004).
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FIGURE 2. Synaptic Localization of AGAP1. (A) Immunoblot analysis of AGAP1 and synaptic markers in fractionated P23 whole rat brain. H-whole brain homogenate, P2-crude microsomes/synaptosomes, S2-supernatant, and Syn-pure synaptosome fraction. Ten micrograms of protein was loaded for each fraction. (B) Regions of interest (ROIs) from endogenous immunocytochemistry micrographs imaged from 14 Days in vitro (DIV) dissociated rat E18 hippocampal neurons. White arrows indicate regions of colocalization. Green: endogenous AGAP1. Red: MAP-2, neurabin, PSD95, Tau, synaptotagmin (Syt), and SV2 as indicated. Scale bar = 10 μm. (C) Quantification of colocalization within ROIs of endogenous AGAP1 and subcellular markers. Data were quantified from three independent experiments (n = 10).



The localization of AGAP1 in axons and dendrites of cultured hippocampal neurons was determined by immunocytochemistry imaged by confocal fluorescence microscopy. We determined the upper and lower limits of protein colocalization by immunolabeling two proteins in the same compartment (secretogranin-3 and chromogranin-B), and two proteins in separate compartments (chromagranin-A and LAMP1), which yielded ~65% and ~7% colocalization, respectively. AGAP1 colocalized preferentially with two markers of dendritic compartment: MAP2 (52%) and the dendritic spine marker neurabin/spinophilin (35%), and slightly less with the postsynaptic marker PSD95 (17%; Figures 2B,C). In contrast, AGAP1 colocalized only slightly above nonspecific levels with the axonal marker Tau (17%) and the presynaptic markers SV2 (15%) and Syt1 (18%; Figures 2B,C). In summary, AGAP1 preferentially colocalizes with postsynaptic dendrites and dendritic spines.

We then determined if AGAP1 localizes to endosomal compartments in dendrites in E18 hippocampal neurons. We compared AGAP1 localization with markers of vesicular compartments in dendrites (Figure 3). AGAP1 colocalized with transferrin receptors (40%), which label recycling endosomes, and with EEA1 (33%), which labels early endosomes (Figure 3; Parton et al., 1992; Prekeris et al., 1999; Park et al., 2004). AP-3 is a binding partner of AGAP1 that is expressed in both axons and dendrites, localizing to endosomes (Austin et al., 2002; Robinson, 2004; Salazar et al., 2004; Newell-Litwa et al., 2007). Indeed, AGAP1 colocalized strongly with AP-3 in hippocampal neurons (49%; Figure 3). Significantly lower colocalization was observed between AGAP1 and chromogranin B (15%), a marker of the regulated secretory pathway expressed in both axons and dendrites (Figure 3). Thus, consistent with data from non-neuronal cells, endogenous AGAP1 localizes predominantly to an AP-3 positive endosomal compartment in primary hippocampal neurons.
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FIGURE 3. Endogenous AGAP1 localizes to neuronal endosomal compartments. (A) Immunocytochemical analysis of endogenous AGAP1 compared with vesicular compartment markers in 14 DIV dissociated rat E18 hippocampal neurons. White arrows indicate regions of colocalization. Green: AGAP1 and red: chromogranin B, adaptor protein 3 (AP-3), transferrin receptor, and early endosome antigen 1 (EEA-1) as indicated. Scale bar = 10 μm. (B) Quantification of colocalization within ROIs of endogenous AGAP1 with vesicular compartment markers. Background colocalization (~7%) is not subtracted. Data were quantified from three independent experiments (n = 10).





Null Mutations of BLOC-1 Reduce The Expression Levels of AGAP1

AGAP1 associates with AP-3 and the BLOC-1 subunit dysbindin (Nie et al., 2003; Bendor et al., 2010). The BLOC-1 complex is an octameric complex containing dysbindin, pallidin, muted, cappucino, snapin, and BLOS1–3. In non-neuronal cells, BLOC-1 regulates trafficking from endosome lysosome-related organelles (Salazar et al., 2006, 2009; Li et al., 2007; Newell-Litwa et al., 2009; Ghiani and Dell’Angelica, 2011; Marks et al., 2013). In neuronal cells, BLOC-1 regulates vesicle trafficking from somatic endosomes to the synapse, as well as vesicle recycling at the synapse (Newell-Litwa et al., 2010; Larimore et al., 2011).

Since the AP-3 and BLOC-1 subunits AP3B2 and DTNBP1 are risk factors for ASD and SZ, respectively, we tested whether AGAP1 and BLOC-1 participate on a common signaling pathway by analyzing whether AGAP1 expression was sensitive to BLOC-1 deficiency. To this end, we first determined AGAP1 mRNA levels in the hippocampus of adult (P50) male Bloc1s8sdy/sdy (sandy) mice, which lack dysbindin, by qtPCR. Indeed, AGAP1 mRNA levels are significantly lower in the hippocampus of Bloc1s8sdy/sdy (sandy) mice than in that of age-matched WT mice (p = 0.04; Figure 4A). Next, we estimated AGAP1 protein levels by immunohistochemistry and confocal microscopy in the hippocampus of Bloc1s8sdy/sdy mice, as a ratio of synaptophysin levels, which are not altered in BLOC-1 mutants (Newell-Litwa et al., 2010; Larimore et al., 2011; Gokhale et al., 2012). Consistent with mRNA levels, AGAP1 fluorescence intensity was significantly lower in the dentate gyrus of Bloc1s8sdy/sdy mice (p = 0.0001; Figures 4B,C). Together, these data demonstrate that loss of dysbindin, a subunit of the SZ susceptibility factor BLOC-1, results in lower mRNA and protein levels of AGAP1.


[image: image]

FIGURE 4. AGAP1 is altered in the hippocampus of Biogenesis of Lysosome Related Organelles Complex-1 (BLOC-1) deficient mice. (A) Relative mRNA levels in the hippocampus for wild type (WT; gray) and Bloc1s8sdy/sdy (green). Negative control Vamp2 (V2) and positive controls Dysbindin. No significant difference was measured for mRNA levels of V2. In Bloc1s8sdy/sdy, there was a significant decrease of dysbindin (p = 0.005). AGAP1 mRNA levels were significantly decreased in Bloc1s8sdy/sdy (p = 0.01). (B) Micrographs of the dentate gyrus at 20× for WT and Bloc1s8sdy/sdy. In red is synaptophysin and in green is AGAP1. (C) Quantification of the intensity levels of AGAP1 compared to synaptophysin in BLOC-1 deficient mice. AGAP1 intensity levels were significantly decreased in Bloc1s8sdy/sdy (p = 0.0001). (D) Arf1 levels in synaptosomes prepared in WT and Bloc1s8sdy/sdy mice. Hsp90 is a loading control, and SV2 is a synaptic vesicle marker to show enrichment of synaptosomes. No differences between WT and Bloc1s8sdy/sdy hippocampus for Arf1 levels as compared with loading controls actin (not shown) and Hsp90. N = 6 animals analyzed in three fractionations.



Because AGAP1 is an Arf1 GAP, we wanted to determine the levels of Arf1 in the hippocampus of Bloc1s8sdy/sdy (sandy) mice. We prepared isolated synaptosomes from the hippocampus of WT and Bloc1s8sdy/sdy (sandy) mice. Synaptosomes were probed for Arf1, Hsp90 (control) and SV2 (synaptic vesicle protein 2) as a marker of synaptic vesicles. No significant difference was observed in the protein levels of Arf1 between WT and the Bloc1s8sdy/sdy (sandy) synaptosomes (Figure 4D).



Null Mutations of Mecp2 Reduce mRNA but not Protein Levels of AGAP1

We previously demonstrated that transcript and protein expression of the BLOC-1 complex subunit pallidin require Mecp2 (Larimore et al., 2013). Mutations in MECP2 result in Rett Syndrome, a neurodevelopmental disorder that is classified as an ASD. Based on this, we tested Mecp2+/y and Mecp2−/y to determine AGAP1 expression. First we determine AGAP1 mRNA levels in the hippocampus of adult (P50) mice. Results from qtPCR demonstrate reduced levels of AGAP1 mRNA in Mecp2−/y mice compared to controls (p = 0.003; Figure 5A). However, this reduction on AGAP1 mRNA levels did not translate into decreased AGAP1 protein expression as determined by immunohistochemistry and confocal microscopy in the hippocampus of Mecp2−/y mice. AGAP1 fluorescence intensity was unaltered in the dentate gyrus of Mecp2−/y mice (p = 0.6; Figures 5B,C). These data suggest that AGAP1 mRNA phenotypes are compensated at the protein expression level in Mecp2−/y mice. Our data argue that AGAP1 phenotypes are not a general feature downstream of genetic defects associated to neurodevelopmental disorders.
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FIGURE 5. Null mutations of Mecp2 reduce mRNA but not protein levels of AGAP1. (A) Relative mRNA levels in the hippocampus for WT (gray) and Mecp2−/y (green). Negative control Vamp2 (V2) and positive controls Mecp2. No significant difference was measured for mRNA levels of V2. In Mecp2−/y, there was a significant decrease of Mecp2 (p = 0.005). AGAP1 mRNA levels were significantly decreased in Mecp2−/y (p = 0.003). (B) Micrographs of the dentate gyrus at 20× for WT and Mecp2−/y. In red is synaptophysin and in green is AGAP1. (C) Quantification of the intensity levels of AGAP1 compared to synaptophysin in Mecp2−/y mice. AGAP1 intensity levels were not significantly decreased in Mecp2−/y (p = 0.6).





AGAP1 Affects Transferrin Trafficking in Dendrites of Hippocampal Neurons

Overexpression of AGAP1 in non-neuronal cells results in the accumulation of transferrin in large punctate structures (Nie et al., 2002, 2005). In hippocampal neurons, transferrin is endocytosed into dendrites via transferrin receptors, and traffics through the recycling endosomal compartment that contains Rab11 (Parton et al., 1992; Prekeris et al., 1999; Park et al., 2004, 2006). Based on the significant colocalization of AGAP1 with transferrin receptors, we tested whether up or down regulation of AGAP1 affects transferrin trafficking in dendrites of hippocampal neurons by imaging the trafficking of Alexa-transferrin (Alexa-Tf). After 30 min of bath application of Alexa-Tf, we chased cells with unlabeled transferrin to determine if Alexa-Tf exits recycling endosomes properly. After 30 min at 37°C, Alexa-Tf showed a punctate pattern colocalizing extensively with the recycling endosome marker Rab11 (Figure 6). Immediately after the chase with unlabeled transferrin, 57% of Rab11 positive endosome puncta were also positive for Alexa-Tf (Figure 5), demonstrating Alexa-Tf persistence in the recycling endosome. After 45 min of chase with unlabeled transferrin, there was a significant reduction in the intensity of Alexa-Tf, suggesting that transferrin had trafficked out of recycling endosomes to either the plasma membrane or cell body (Figure 6).
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FIGURE 6. Manipulation of AGAP1 in neuronal dendrites alters transferrin trafficking. (A) Micrographs of 3 DIV E18 rat hippocampal neurons co-expressing eGFP and control plasmid, scrambled oligos, knock-down with siRNA, and overexpression of WT AGAP-1. Red: Alexa-transferrin (Alexa-Tf); Green: Rab11. White box outlines a ROI enlarged beneath the micrograph. Right panels: transferrin uptake was determined after 30 min (0 min). Left panels: recycling was assessed after 45 min following incubation with unlabeled transferrin (45 min). Scale bar = 10 μm. (B) Quantification of percent colocalization within ROIs of Rab11 puncta with Alexa-Tf. Data were quantified from three independent experiments (n = 10). At the 0 min time point no significant difference was observed between the colocalization of Rab11 and Alexa-Tf in scrambled vs. siRNA for AGAP1 (p = 0.6) and control plasmid vs. overexpressed AGAP1 (p = 0.9). At the 45 min time point, colocalization of Rab11 and Alexa-Tf was significantly different in scrambled vs. siRNA for AGAP1 (p = 0.0002) and for control plasmid vs. overexpressed AGAP1 (p = 0.0002).



In control neurons and neurons overexpressing AGAP1, there were no significant differences in the colocalization of Alexa-Tf with Rab11-labeled recycling endosomes immediately after the chase with unlabeled transferrin (Figure 6). In contrast, overexpressing AGAP1 increased the levels of Alexa-Tf that remained in the Rab11-positive compartment after 45 min of chase (Figure 6), suggesting a slower rate of Alexa-Tf trafficking out of recycling endosomes. When AGAP1 was knockdown with siRNA, the uptake of Alexa-Tf was unaffected immediately after the chase (Figure 6). However, the levels Alexa-Tf that remained in the Rab11-positive compartment after 45 min of chase were lower in AGAP1 siRNA-expressing neurons compared to control cells (Figure 6), suggesting that down regulation of AGAP1 increases the rate of transferrin recycling in dendrites. These gain and loss-of-function data support a role for AGAP1 in endosomal trafficking in dendrites of hippocampal neurons.



AGAP1 Modulates the Morphology of Dendritic Spines

Disruption of endosomes or altering dysbindin levels affects the morphogenesis of dendritic spines (Park et al., 2006; Jia et al., 2014). Therefore, we tested whether AGAP1 overexpression or siRNA-mediated knockdown affected dendritic spines of CA1 and CA3 pyramidal neurons in organotypic cultures of hippocampal slices, which preserve neuronal integrity and hippocampal circuitry, developing in vitro similarly as in vivo (Lo et al., 1994; Gähwiler et al., 1997; Alonso et al., 2004). Neurons in slice cultures were cotransfected with eYFP and either WT AGAP1 or siRNA for AGAP1. CA1 and CA3 pyramidal cells were identified by their characteristic morphology and anatomical location within an hippocampal slice. Previous studies have shown that over 90% of neurons in slice cultures transfected with two cDNA plasmids by biolistic gene transfer express both proteins (Moore et al., 2007; Chapleau et al., 2009).

Pyramidal neurons that overexpressed WT AGAP1 had significantly lower dendritic spine density, with an average 40% reduction (4.7 spines/10 μm in AGAP1 vs. 8.0 spines/10 μm in control; Figure 7, p = 0.02). On the other hand, siRNA-mediated AGAP1 knockdown caused a change in spine density that did not reach statistical significance (10.6 spines/10 μm in siRNA vs. 8.0 spines/10 μm in control; Figure 7, p = 0.08).


[image: image]

FIGURE 7. Manipulation of AGAP1 levels alters spine density and morphology in CA1/CA3 neurons in organotypic hippocampal slice cultures. (A) Representative dendritic segments of CA1/CA3 pyramidal neurons from organotypic slice cultures transfected with yellow fluorescent protein (YFP) and control plasmid, scrambled oligos, siRNA or overexpression of WT AGAP1. Scale bar = 2 μm. (B) Quantification of spine density in each condition. Data were quantified from three independent experiments (n = 8–12 dendrites). Significant decrease in spine density was observed in AGAP1 overexpressing slice cultures (p = 0.02). No significant change was observed in spine density in siRNA treated slice cultures (p = 0.5). (C) Quantification of spine length, neck size, and spine head diameter in each condition. Data were quantified from three independent experiments (n = 8–12 dendrites). There was significant increase in spine length (p < 0.0001) by either up or down regulation of AGAP1. There was significant increase in the diameter of spine neck (p < 0.0001) by either up or down regulation of AGAP1. No significant change in spine head diameter was observed. (D) Quantification of spine morphology in each condition. Data were quantified from three independent experiments, three separate cells per condition, 8–12 pieces of dendrite per cell. N = the number of spines counted. Thin spines increased to ~60% after siRNA AGAP down-regulation (p < 10−12 Fisher’s exact test) or to ~67% after overexpression of AGAP1 (p < 10−29 Fisher’s exact test).



We blindly quantified spine morphological changes after genetic manipulation of AGAP1 activity. We either expressed data as absolute values in spine length; neck, and head size (Figure 7C) or we categorize spines as spiny, stubby or mushroom shaped spines according to Boda and Pozzo-Miller (Tyler and Pozzo-Miller, 2003; Boda et al., 2004; Figure 7D). Spine length and neck size were significantly increased by either up or down regulation of AGAP1 (Figure 7C). Next, we compared the proportions of spine classes according to a classification scheme of three morphological types: stubby, mushroom and thin (Tyler and Pozzo-Miller, 2003; Boda et al., 2004). Both siRNA-mediated AGAP1 knockdown and AGAP1 overexpression altered the proportions of spine types from predominately mushroom spines to primarily immature spines (Figure 7D). The proportion of thin spines increased to ~60% after AGAP knockdown (p = 5.55 × 10−13, Fisher’s exact test), and to ~67% after AGAP1 overexpression (p = 5.30 × 10−13; Figure 7). These data demonstrate that AGAP1 levels modulate both dendritic spine density and the proportion of morphological spine types in hippocampal pyramidal neurons.




DISCUSSION

Genes encoding dysbindin and AGAP1 have been implicated as risk factors for SZ and ASD. Moreover, here we demonstrate that deficiencies in AGAP1 generate dendritic spine deficits characteristic of developmental disorders associated with intellectual disabilities (Penzes et al., 2011, 2013; Seshadri et al., 2013). We describe the subcellular localization and consequences on neuronal morphology of altering the levels of AGAP1, the first Arf1-GAP to be characterized in developing neurons. AGAP1 is expressed in the cortex, thalamus, hippocampus, and brainstem. The results presented in this study indicate that AGAP1 is a regulator of endosomal trafficking in neurons, and a negative regulator of dendritic spine formation and maturation. We also demonstrate that loss of the BLOC-1 subunit dysbindin alters AGAP1 mRNA levels and immunoreactivity in the dentate gyrus. We postulate that BLOC-1 resides upstream of AGAP-1 to regulate endocytic recycling in dendritic spine endosomes. This BLOC-1-AGAP1 pathway is insensitive to genetic defects in Mecp2, indicating that neurodevelopmental disorder genes such as Mecp2 and DTNBP1 use different mechanisms to control spine morphology.

AGAP1 localizes to axons, dendrites, dendritic spines and synapses in developing hippocampal neurons, and during prenatal and early postnatal brain development. This period in development corresponds to a phase of differentiation of axons and dendrites, especially their growth and arborization, formation of dendritic spines and synapses in the cortex and hippocampus (Gaarskjaer, 1981; Melloni and De Gennaor, 1994), suggesting that AGAP1 participates in these developmental events. In agreement with this model, siRNA-mediated AGAP1 knockdown resulted in higher dendritic spine density, and a higher proportion of immature thin dendritic spines (Type-3), while AGAP1 overexpression caused exactly the opposite results (lower density of spines, more thin spines). Previous studies reported that loss-of-function of dysbindin decreased spine density, a phenotype reminiscent of the AGAP1 gain-of-function phenotype (Jia et al., 2014); this result was unexpected because dysbindin loss leads to lower levels of AGAP1. However, there are some differences in experimental preparations: Jia et al. (2014) utilized hippocampal neurons isolated from E18 to E19 Bloc1s8sdy/sdy (sandy) mice, which lacked dysbindin throughout their development. Here, we acutely downregulated AGAP1 levels in organotypic cultures of hippocampal slice from P7 to 10 rats, where neurons had developed normally until the time of AGAP1 siRNA expression. These differences in the developmental time of AGAP1 deletion may account for the apparent discrepancy in the numerical density of dendritic spines. Regardless, both AGAP1 and BLOC-1 regulate an endosomal pathway that participates in the formation and morphological maturation of dendritic spines during brain development.

Endogenous AGAP1 colocalizes extensively with markers of early and recycling endosomes in dendrites (Nie et al., 2002, 2005). Here, we studied how AGAP1 expression levels affect endosomal trafficking in dendrites. Down regulation of AGAP1 enhanced the rate of transferrin trafficking in dendrites, while AGAP1 overexpression caused the exact opposite result. Endosomal trafficking in dendrites is necessary for several functions, including activity-dependent synaptic plasticity (e.g., long-term potentiation, LTP) and regulation of dendritic spine morphology. Previous studies demonstrated that a collapse of recycling endosomes reduces spine density in an activity-dependent manner (Park et al., 2006). In addition, recycling endosomes located at the base of dendritic spines regulate spine growth during LTP (Blanpied and Ehlers, 2004; Park et al., 2004, 2006; Blanpied et al., 2008). Based on these combined observations, the possibility that AGAP1 participates in neuronal differentiation by regulating endosomal trafficking is intriguing. Here, we propose a mechanism whereby dysbindin regulates AGAP1 expression to modulate spine density and morphology. Collectively, these data indicate that fine-tuned expression of AGAP1 is necessary the formation and maturation of dendritic spines during brain development, suggesting that AGAP-dependent mechanisms play a role in the pathogenesis of neurodevelopmental disorders.
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Homocysteine (HCY) is an endogenous redox active amino acid, best known as contributor to various neurodegenerative disorders. Although it is known that HCY can activate NMDA receptors (NMDARs), the mechanisms of its action on receptors composed of different NMDA receptor subunits remains almost unknown. In this study, using imaging and patch clamp technique in cultured cortical neurons and heterologous expression in HEK293T cells we tested the agonist activity of HCY on NMDARs composed of GluN1 and GluN2A subunits (GluN1/2A receptors) and GluN1 and GluN2B subunits (GluN1/2B receptors). We demonstrate that the time courses of Ca2+ transients and membrane currents activated by HCY and NMDA in cortical neurons are drastically different. Application of HCY to cortical neurons induced responses, which in contrast to currents induced by NMDA (both in the presence of glycine) considerably decreased to steady state of small amplitude. In contrast to NMDA, HCY-activated currents at steady state were resistant to the selective GluN2B subunit inhibitor ifenprodil. In calcium-free external solution the decrease of NMDA evoked currents was abolished, suggesting the Ca2+-dependent NMDAR desensitization. Under these conditions HCY evoked currents still declined almost to the baseline suggesting Ca2+-independent desensitization. In HEK293T cells HCY activated NMDARs of GluN1/2A and GluN1/2B subunit compositions with EC50s of 9.7 ± 1.8 and 61.8 ± 8.9 μM, respectively. Recombinant GluN1/2A receptors, however, did not desensitize by HCY, whereas GluN1/2B receptors were almost fully desensitized by HCY. Thus, HCY is a high affinity agonist of NMDARs preferring the GluN1/2A subunit composition. Our data suggest that HCY induced native NMDAR currents in neurons are mainly mediated by the “synaptic type” GluN1/2A NMDARs. This implies that in hyperhomocysteinemia, a disorder with enlarged level of HCY in plasma, HCY may persistently contribute to post-synaptic responses mediated by GluN2A-containing NMDA receptors. On the other hand, HCY toxicity may be limited by desensitization typical for HCY-induced activation of GluN2B-containing extrasynaptic receptors. Our findings, therefore, provide an evidence for the physiological relevance of endogenous HCY, which may represent an effective endogenous modulator of the central excitatory neurotransmission.
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INTRODUCTION

L-Homocysteine [2-amino-4-sulfanylbutanoic acid (HCY)] is an endogenous sulfur-containing amino acid involved in synthesis of methionine and cysteine. The normal HCY level in plasma is generally below 16 μM (Shi et al., 2003). However, a deficit of folic acid and vitamins B or the C677T polymorphism of the 5′-10′-methylenetetrahydrofolate reductase gene (a substitution of cytosine for thymine at position 677, C677T) can cause an elevation of HCY level (a condition known as hyperhomocysteinemia, Kowa et al., 2000). High level of HCY have been proposed to contribute to a variety of cardiovascular and neurodegenerative disorders, such as Alzheimer’s and Parkinson’s disease (Kuhn et al., 2001; Kruman et al., 2002; Sachdev, 2005) as well as amyotrophic lateral sclerosis (Zoccolella et al., 2010). Recent data implicate the C677T polymorphism in the pathogenesis of migraine with aura (Moschiano et al., 2008; Lea et al., 2009; Oterino et al., 2010). We previously showed that the high level of HCY led to the neuronal death through activation of NMDA receptors (NMDARs) and mGluR5 (Abushik et al., 2014).

Several studies reported that HCY (Lipton et al., 1997; Ganapathy et al., 2011; Bolton et al., 2013), as well as its derivative, homocysteic acid, studied earlier (Provini et al., 1991; Kilić et al., 1992) is an agonist operating via the glutamate binding sites of the NMDARs. In addition, HCY at relatively high concentrations (above 1 mM HCY) can compete with glycine for the NMDAR co-agonist binding sites (Lipton et al., 1997). Recently, effects of HCY at relatively high concentrations (up to 1 mM) on NMDA and glutamate activated currents transferred through the channels of recombinant NMDARs composed of the GluN1 and GluN2A, GluN1 and GluN2B or GluN1 and GluN2D subunits were studied (Bolton et al., 2013). It has been demonstrated, that HCY can differently modulate peak amplitude of currents activated by NMDA and glutamate and reduce NMDAR desensitization caused by NMDA and glutamate depending on GluN2 subunit compositions (Bolton et al., 2013). Thus, several groups suggested that neuronal NMDARs may represent an important target for the action of elevated HCY (Kim and Pae, 1996; Lipton et al., 1997; Ganapathy et al., 2011; Poddar and Paul, 2013). Nevertheless, the specific features, associated with the action of HCY on NMDARs composed of the “synaptic type” GluN2A subunit and the “extrasynaptic type” GluN2B subunit are still missing.

An accumulation of HCY in the cerebrospinal fluid mentioned above is associated with severe pathologies and dysfunctions of the human central nervous system. As a wide population of patients suffers from hyperhomocysteinemia, a new knowledge of the precise receptor mechanisms of neuronal HCY effects may potentially improve a therapeutic strategy of these diseases. In addition, a discrepancy in mechanisms, by which HCY activates NMDARs composed of different GluN2 subunits may provide important information for NMDAR physiology. Therefore, in order to clarify subunit-specific properties of HCY action on NMDARs we studied its effects on native NMDARs in rat cortical neurons and recombinant GluN1/2A and GluN1/2B receptors expressed in HEK293T cells.

Here, we report that GluN2A subunit-containing NMDARs represent the preferential targets for HCY and mainly contribute to neuronal pathogenesis during hyperhomocysteinemia through activation of synaptic GluN1/2A receptors.



MATERIALS AND METHODS

Primary Culture of Cortical Neurons

The procedure of culture preparation from rat embryos was previously described (Antonov et al., 1998; Mironova et al., 2007). All procedures using animals were in accordance with recommendations of the Federation for Laboratory Animal Science Associations and approved by the local Institutional Animal Care and Use Committees. Wistar rats (provided by the Sechenov Institute’s Animal Facility) 16 days pregnant (overall 12 animals in this study) were sacrificed by CO2 inhalation. Fetuses were removed and their cerebral cortices were isolated, enzymatically dissociated, and used to prepare primary neuronal cultures. Cells were used for experiments after 10–15 days in culture (Mironova et al., 2007; Han and Stevens, 2009). Cells were grown in NeurobasalTM culture medium supplemented with B-27 (Gibco-Invitrogen, UK) on glass coverslips coated with poly-D-lysine.

HEK293T Cells with Recombinant NMDAR

Human embryonic kidney (HEK) 293T cells were maintained as previously described (Qian et al., 2005). HEK293T cells were plated onto 7 mm glass coverslips pretreated with poly-L-lysine (0.2 mg/ml) in 35 mm culture dishes at 1 × 105 cells per dish. 18–24 h after plating cells were transiently transfected with a pcDNA1 plasmid encoding either rat NMDA receptor subunit GluN2A or GluN2B, and pcDNA3.1 plasmids encoding GluN1 and EGFP using FuGene HD reagent (Promega, Madison, WI, USA). Briefly, transfection was performed by adding to each dish 50 μl serum-free medium containing 1 μg total DNA and 2 μl FuGene. The ratio of cDNA used was 1 EGFP: 1 GluN1: 3 GluN2 (A or B). After incubation of cells for 6–8 h the transfection solution was replaced with fresh culture medium containing 200 μM DL-2-amino-5-amino-5-phosphono-valeric acid (DL-AP-5) and 2 mM Mg2+ to prevent NMDA receptor mediated-excitotoxicity. Experiments were performed 24–72 h after transfection. Mammalian expression vectors were supplied by Dr. J. W. Johnson (University of Pittsburgh, Pittsburgh, PA, USA).

Patch Clamp Recordings

Whole-cell patch clamp recordings of membrane currents were performed on cultured rat cortical neurons (10–15 DIV) and HEK293T cells expressing recombinant GluN1/2A or GluN1/2B receptors. We used a MultiClamp 700B patch-clamp amplifier with Digidata 1440A acquisition system controlled by pClamp v10.2 software (Molecular Devices, Sunnyvale, CA, USA). The signal was 8-order low-pass Butterworth filtered at 200 Hz to remove high frequency noise. Acquisition rate was 20000 s-1. Micropipette positioning was made with an MP-85 micromanipulator (Sutter Instrument, Novato, CA, USA) under visual control using a Nikon Diaphot TMD microscope (Nikon, Japan). For fast medium exchange we used a BPS-4 fast perfusion system (ALA Scientific Instruments, Farmingdale, NY, USA). The tip of the multichannel manifold was placed at a distance of 0.2 mm from the patched cell, allowing solution exchange in 80 ms. Unless otherwise specified the following extracellular medium was used for recording (external bathing solution, in mM): 140 NaCl; 2.8 KCl; 1.0 CaCl2; 10 HEPES, at pH 7.2–7.4. Patch-pipette solution had the following composition (in mM): 120 CsF, 10 CsCl, 10 EGTA, and 10 HEPES. The pH was adjusted to 7.4 with CsOH. Measured osmolarities of the external bathing solution and the patch-pipette solution were 310 and 300 mOsm, respectively. Patch pipettes (2–4 MΩ) were pulled from 1.5-mm (outer diameter) borosilicate standard wall capillaries with inner filament (Sutter Instrument, Novato, CA, USA). Experiments were performed at room temperature (23–25°C). In whole-cell configuration the series resistances did not exceed 10 MΩ. After correction for the liquid junction potential between the Na+-containing external bathing solution and the Cs+-containing pipette solution of -15 mV the default membrane voltage (Vm) was set to -55 mV for neurons and -35 mV for HEK293T cells. Functional activity of NMDARs requires binding of both glutamate and a co-agonist, glycine. Unless otherwise stated, to activate NMDARs we applied 50 μM L-HCY (HCY) or 30 μM NMDA with 30 μM L-glycine (Gly).

Loading of Fluo-3 AM and Ca2+ Imaging

Cells were loaded with Fluo-3 AM (4 μM, Life Technologies, Foster City, CA, USA) using conventional protocols as recommended by the manufacturer. In brief, neuronal cultures were incubated with Fluo-3 AM for 45 min in the dark at room temperature. Then, Fluo-3 AM was washed out, and cells were incubated in the external solution for another 30 min in the dark. Coverslips with Fluo-3-loaded cultures were placed in the perfusion chamber, which was mounted on the stage of a Leica TCS SP5 MP inverted microscope (Leica Microsystems, Germany). Fluorescence was activated with 488 nm laser light and emission was measured within the wavelength range from 500 to 560 nm. Images were captured every minute during 60 min experiments. In Ca2+ imaging experiments to activated NMDARs 100 μM DL-HCY and 30 μM Gly were used.

Drugs

Compounds were from Sigma-Aldrich, St. Louis, MO, USA.

Data Analysis

Quantitative data are expressed as mean ± SEM. ANOVA and Bonferroni multiple comparison methods as well as Student’s two-tailed t-test were used for statistical analysis. Number of experiments is indicated by n throughout. The data were considered as significantly different based on a confidence level of 0.05. Current measurements were plotted using ClampFit 10.2 (Molecular Devices). The EC50 (half-maximal effective concentration for HCY as an agonist) and Hill coefficient (h) were estimated by fitting of concentration-response curves with the Hill equation, I[HCY]/Imax = 1/(1 + EC50h/[HCY]h), where the Imax is the current of maximal amplitude elicited by HCY and I[HCY] are the current amplitudes measured at each [HCY].



RESULTS

Amplitude and Dynamic Difference of Neuronal Responses to HCY and NMDA

As the starting point for evaluation of agonist properties of HCY, we compared intracellular Ca2+ responses ([Ca2+]i) elicited by NMDA and HCY in non-patched cortical neurons. Figure 1A shows that application of 100 μM DL-HCY induced fast Ca2+ responses, which quickly decayed to the baseline and often were followed by small repetitive waves. In contrast, application of 30 μM NMDA activated typical sustained [Ca2+]i responses of comparable amplitude, that lasted as long as NMDA was present (Figure 1A). As the [Ca2+]i increase could be determined by Ca2+ entry through the NMDARs, voltage gated calcium channels, and/or Ca2+ release from intracellular stores, we next explored the action of HCY using patch clamp technique. Consistent with the different shape of Ca2+ responses, membrane currents activated by 50 μM HCY differed from currents activated by 30 μM NMDA, both in amplitude and time course. Although in some cells, HCY and NMDA activated currents of comparable peak amplitude (Figure 1B, top), the average peak amplitude of currents activated by HCY was significantly less than of currents activated by NMDA (Figure 1C). However, the most notable difference was the relative level of the steady-state currents. Figure 1D demonstrates that the ratio of steady-state amplitudes to peak amplitudes was significantly smaller for HCY activated currents than for NMDA activated currents. In almost all cases the steady-state current amplitude was much lower when activated by HCY than when activated by NMDA (Figures 1B,C). Thus, both Ca2+-imaging and patch clamp recording data uncovered essential differences between the actions of HCY and NMDA on native NMDARs in cortical neurons.
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FIGURE 1. Comparison of neuronal responses to NMDAR agonists. (A) Ca2+ responses induced by 100 μM DL-HCY and 30 μM NMDA in the presence of 30 μM Gly applied for 2 min to neurons loaded with Fluo-3 AM. Traces represent an overlay of neuronal responses (four neurons). Application protocol is shown above the traces. (B) Whole-cell currents activated in neurons by application of 50 μM HCY and 30 μM NMDA in the presence of 30 μM Gly recorded at Vm = -55 mV. (C) Quantitative comparison of peak amplitudes of currents activated by 50 μM HCY and 30 μM NMDA in the presence of 30 μM Gly recorded from the same neurons (n = 57) at Vm = -55 mV during paired agonist applications. Data differ significantly (∗∗∗p < 0.0001, two-tailed Student’s t-test). (D) Quantitative comparison of steady-state amplitude (Iss) to peak amplitude (Ipeak) ratios of currents activated by HCY and NMDA during paired applications. Data differ significantly (∗∗∗p < 0.0001, two-tailed Student’s t-test).



Pharmacological Features of Neuronal Responses to HCY

We further compared pharmacological characteristics of currents activated by HCY and NMDA. An antagonist of mGluR5, 3-((2-methyl-4-thiazolyl)ethynyl)pyridine (MTEP), did not affect HCY-induced currents under experimental conditions used here, suggesting that activation of mGluR5 does not contribute to the currents activated by HCY (data not shown). Competitive antagonist of NMDARs (2R)-amino-5-phosphonopentanoate (AP-5), caused almost complete block of HCY-induced currents (Figures 2A,D) suggesting that the currents were indeed transferred through the NMDAR channels. Notably, the currents activated by HCY at steady state were resistant to the action of ifenprodil (Figures 2B,D). In contrast, this GluN2B subunit selective inhibitor (Williams, 1993) efficiently blocked currents activated by NMDA (Figures 2C,D).
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FIGURE 2. Pharmacological properties of neuronal currents activated by HCY and NMDA. (A) Representative current trace recorded in a neuron at Vm = -55 mV activated by 50 μM HCY + 30 μM Gly. After current reached steady state, 100 μM AP-5 was applied. The application protocol is shown above the trace. (B) Representative current trace recorded in a neuron at Vm = -55 mV activated by 50 μM HCY + 30 μM Gly. After current reached steady state, 5 μM ifenprodil (ifen) was applied. The application protocol is shown above the trace. (C) Representative current trace recorded in a neuron at Vm = -55 mV activated by 30 μM NMDA + 30 μM Gly. After current reached steady state, 5 μM ifenprodil (ifen) was applied. The application protocol is shown above the trace. (D) Quantitative comparison of inhibition of NMDA-activated currents caused by 5 μM ifenprodil (ifen, n = 18) and 100 μM AP-5 (n = 24) and inhibition of HCY-activated currents caused by 5 μM ifenprodil (ifen, n = 26) and 100 μM AP-5 (n = 9). Ordinate axis – ratio of the current amplitude obtained during inhibition (Iin) to the steady-state current amplitude (Iss) obtained without antagonists. Data differ significantly from steady-state current control amplitudes (∗∗∗p < 0.0006, ANOVA, post hoc Bonferroni test).



Taken together, these experiments demonstrated considerable pharmacological differences between NMDA and HCY as agonists of NMDARs.

NMDAR Desensitization Induced by NMDA and HCY in Neurons

Since different agonists of NMDARs can induce NMDAR desensitization of different onset and offset rates (Lester and Jahr, 1992), we further studied desensitization of NMDARs caused by NMDA and HCY in cortical neurons.

Currents activated by NMDA declined to a steady-state level because of receptor desensitization (Figure 3A). The time constant of desensitization onset (τon) was measured by fitting the decay of NMDAR mediated currents to steady state with a single exponential function (Figure 3A). In the presence of Ca2+ in the external bathing solution the τon value for NMDA induced currents was 1.6 ± 0.1 s (n = 36).
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FIGURE 3. Desensitization of native NMDARs caused by NMDA and HCY. (A) Currents activated by 30 μM NMDA + 30 μM Gly in neurons recorded at Vm = -55 mV in the presence and absence of Ca2+ in the external bathing solutions. Dotted lines represent fits of a single exponential function to current decays. (B) Currents activated by 50 μM HCY + 30 μM Gly in neurons recorded at Vm = -55 mV in the presence and absence of Ca2+ in the external bathing solutions. Dotted lines represent fits of single exponential function to current decays. (C) Quantitative comparison of NMDAR desensitization onsets evoked by NMDA and HCY in the presence and absence of Ca2+ in the external bathing solution. τon was measured as the time constant of current decay to the steady-state level. Data do not differ (p > 0.36, ANOVA, n = 10). (D) Quantitative comparison of NMDAR desensitization evoked by NMDA and HCY in the presence and absence of Ca2+ in the external bathing solution. Ordinate axis – ratio of amplitudes obtained at steady-state (Iss) and peak (Ipeak) current as a measure of desensitization. Values differ significantly from data, obtained with HCY (∗∗∗p < 0.001, ANOVA, post hoc Bonferroni test, n varied from 16 to 56 for different data sets).



In the case of HCY, currents also declined to the steady-state level (Figure 3B). The τon for HCY was 1.6 ± 0.2 s (n = 47) and did not differ significantly from NMDAR desensitization caused by NMDA (p > 0.8, Student’s two-tailed t-test, Figure 3C).

In Ca2+-free external bathing solution, however, the currents activated by NMDA did not decrease in time, revealing the lack of desensitization (Figures 3A,D). In sharp contrast, the onset of desensitization caused by HCY remained unchanged (τon = 1.2 ± 0.2 s, n = 34, Figures 3B–D). These data demonstrated that NMDA-induced responses were characterized by Ca2+-dependent desensitization (Legendre et al., 1993; Zhang et al., 1998; Sibarov et al., 2015), whereas desensitization of HCY-induced responses was almost Ca2+-independent.

In order to estimate the time constant of recovery from desensitization induced by NMDA and HCY for native NMDARs we used a double application protocol consisting of 4–12 repeats. In this protocol, the second application of the agonists in the next repeat was applied with an incrementing delay of 1–2 s from the first. The increment duration was chosen to achieve a best resolution of the desensitization offset (Figures 4A,B). The recovery from desensitization was measured as an increase of current amplitudes in the sequence of second agonist applications which was well-fitted by a single exponential function with a time constant (τoff) of the desensitization offset (Figure 4C). Whereas, the τon values of the native NMDAR desensitization onset caused by NMDA and HCY were similar (Figure 3C), the τoff value for NMDA elicited currents was significantly larger, than those for HCY (p < 0.0001, Student’s two-tailed t-test) and were 6.3 ± 1.1 (n = 6) and 2.5 ± 0.5 s (n = 5), respectively (Figure 4C).
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FIGURE 4. Recovery from desensitization induced by NMDA and HCY. (A) An overlay of currents activated by 30 μM NMDA + 30 μM Gly using the paired application protocol (shown above the traces) recorded in the neuron at Vm = -55 mV in the presence of Ca2+ in the external bathing solution. (B) An overlay of currents activated by 50 μM HCY + 30 μM Gly using the paired application protocol (shown above the traces) recorded in the neuron at Vm = -55 mV in the presence of Ca2+ in the external bathing solution. (C) The dependence of the peak current amplitude achieved during the second agonist application on the duration of delay between applications. Ordinate axis – ratio of the peak amplitudes of the current elicited by the second application (I2) to the current elicited by the first application (I1). The peak amplitude of currents activated by the first application was taken for 100%. Open circles – the data obtained by NMDA applications (n = 6 for each point). Filled circles – the data obtained by HCY applications (n = 5 for each point). Lines represent fits of a single exponential function to the data points. (D) An overlay of currents activated by 30 μM NMDA + 30 μM Gly using the paired application protocol (shown above the traces) recorded in the neuron at Vm = -55 mV in Ca2+-free media. (E) An overlay of currents activated by 50 μM HCY + 30 μM Gly using the paired application protocol (shown above the traces) recorded in the neuron at Vm = -55 mV in Ca2+-free media. (F) The dependence of the peak current amplitude achieved during the second agonist application on the duration of delay between applications. Ordinate axis – ratio of the peak amplitudes of the current elicited by the second application (I2) to the current elicited by the first application (I1). The peak amplitude of currents activated by the first application was taken for 100%. Open circles – the data obtained by NMDA applications (n = 6 for each point). Filled circles – the data obtained by HCY applications (n = 4 for each point). Lines represent fits of a single exponential function to the data points.



The removal of Ca2+ from the external bathing solution nearly abolished the amplitude decrease of NMDA-activated currents (Figure 4D) demonstrating the Ca2+ dependence of NMDAR desensitization. In contrast the decrease of currents activated by HCY remained unchanged (Figure 4E) in the Ca2+-free media suggesting that native NMDAR desensitization evoked by HCY is not Ca2+- dependent. Moreover, the τoff value of HCY induced desensitization (τoff = 2.7 ± 0.7 s, n = 4, Figure 4F) obtained in the Ca2+-free media was similar to the τoff value found in the presence of Ca2+ in the external bathing solution (τoff = 2.5 ± 0.5 s, n = 5, Figure 4C) and did not differ significantly (p > 0.85, Student’s two-tailed t-test).

Overall, the above experiments reveal substantial kinetic, amplitude, and pharmacological differences between currents activated by NMDA and HCY in cortical neurons as well as specific properties of desensitization with respect to Ca2+ dependence of this phenomenon.

HCY Induces Fast Desensitization of Recombinant GluN1/2B NMDARs

Because cortical neurons in primary culture typically express NMDARs of GluN1/2A and GluN1/2B subunit compositions (Zhong et al., 1994; Mizuta et al., 1998) we hypothesized that HCY when activates these receptor subtypes may causes different kinetics of activation and desensitization.

To get more clues in the mechanism of HCY activation of NMDARs, we performed experiments on recombinant GluN1/2A and GluN1/2B receptors expressed in HEK293T cells. 50 μM HCY applied to cells expressing diheteromeric GluN1/2A receptors caused robust inward currents, which did not reveal decrease of amplitude during 10 s applications, suggesting a lack of GluN1/2A receptor desensitization (Figure 5A). Application of 100 μM Glu (a saturating concentration for GluN1/2A receptor, see Traynelis et al., 2010), induced currents which were similar in amplitude to those activated by HCY (Figure 5B). In the case of Glu, these currents largely decreased to steady state because of the receptor desensitization (Figure 5A). For GluN1/2A receptors, the application of 30 μM NMDA induced currents that were much smaller than those activated by HCY or Glu. Mean amplitude of NMDA activated currents differed from mean amplitudes of HCY and Glu activated currents significantly (p < 0.0001, ANOVA, post hoc Bonferroni test, n = 37, Figures 5A,B), because of the NMDA concentration used in these experiments is much smaller than a saturating one. The data obtained with Glu and NMDA are consistent with known efficacy and EC50 of Glu and NMDA as agonists of GluN1/2A NMDARs (for review, see Traynelis et al., 2010).
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FIGURE 5. Comparison of currents activated by HCY in HEK293T cells expressing recombinant GluN1/2A and GluN1/2B receptors. (A) Currents activated by 50 μM HCY, 100 μM Glu, and 30 μM NMDA in the presence of 30 μM Gly recorded in HEK293T cells at Vm = -35 mV expressing NMDARs of GluN1/2A subunit compositions. (B) Histogram of the steady-state amplitudes of currents activated by these agonists in the same cells. The data are significantly different (∗∗∗p < 0.0001, ANOVA, post hoc Bonferroni test, n = 37). (C) Currents activated by 50 μM HCY, 100 μM Glu, and 30 μM NMDA in the presence of 30 μM Gly recorded in HEK293T cells at Vm = -35 mV expressing NMDARs of GluN1/2B subunit compositions. (D) Histogram of the steady-state amplitudes of currents activated by these agonists in the same cells. The data are significantly different (∗∗∗p < 0.0001, ANOVA, post hoc Bonferroni test, n = 57).



In contrast to GluN1/2A receptors, applications of 50 μM HCY to cells expressing diheteromeric GluN1/2B receptors caused currents that initially peaked and then declined to steady state of small amplitude (Figure 5C). 100 μM Glu and 30 μM NMDA induced large GluN1/2B mediated currents (Figure 5C) that did not differ significantly in their steady-state amplitudes (Figure 5D). The steady-state current amplitudes achieved during applications of HCY were very small in comparison to currents obtained in the presence of Glu and NMDA and differed from them significantly (p < 0.0001, ANOVA, post hoc Bonferroni test, n = 57). The data obtained with respect to Glu and NMDA are consistent with the known efficacy and EC50 of these agonists to binding sites on GluN1/2B NMDARs (for review, see Traynelis et al., 2010).

Thus, HCY is an effective agonist of NMDARs of both GluN1/2A and GluN1/2B subunit compositions. GluN1/2A receptors, however, do not exhibit desensitization during activation by HCY, whereas the activation of GluN1/2B receptors by HCY was accompanied by fast and close to complete desensitization.

HCY as High Affinity Agonist of Recombinant GluN1/2A NMDARs

In further experiments, we measured the potency (EC50 values) for activation of HCY currents mediated by native and recombinant GluN1/2A and GluN1/2B NMDARs. First, a saturating concentration of HCY in the presence of 30 μM Gly was applied to neurons or HEK293T cells expressing GluN1/2A and GluN1/2B NMDARs. Then the HCY concentration was decreased until currents could not be activated (Figure 6A). For each of NMDAR type the progressive lowering of HCY concentration caused a decrease of NMDAR current amplitude measured at steady state (Figure 6A). The dependence of the steady-state current amplitude on HCY concentration is shown in Figure 6B. Fits of the Hill equation to the data revealed the apparent dissociation constants (EC50) for HCY with NMDARs and the Hill coefficients (h) which were 14.4 ± 1.3 μM and h = 1.8 ± 0.8 (n = 6) for native NMDARs, 9.7 ± 1.8 μM and h = 1.6 ± 0.5 (n = 10) for GluN1/2A receptors, and 61.8 ± 8.9 μM and h = 2.1 ± 0.3 (n = 10) for GluN1/2B receptors. Whereas, the HCY EC50 values for GluN1/2A and native receptors do not differ significantly, they are significantly smaller than the EC50 value for GluN1/2B receptors (p < 0.0001, ANOVA, post hoc Bonferroni test, Figure 6C). Therefore, HCY can be considered a high potency agonist of NMDARs composed by the GluN1/2A subunits. The similarity between the HCY EC50 values obtained on the native and GluN1/2A NMDARs, may suggest that the currents, activated by HCY in neurons, at the steady state are predominantly mediated by diheteromeric GluN1/2A NMDARs.
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FIGURE 6. Measurements of EC50 for HCY as an agonist of native NMDARs and recombinant NMDARs of GluN1/2A and GluN1/2B subunit compositions. (A) Currents elicited by the indicated HCY concentrations in the presence of 30 μM Gly recorded in cortical neurons at Vm = -55 mV and in HEK293T cells expressing recombinant GluN1/2A and GluN1/2B NMDARs at Vm = -35 mV. Application protocols are indicated above the records. (B) Concentration-activation curves for HCY obtained for currents mediated by native NMDARs (filled squares) and recombinant NMDARs of GluN1/2A (filled circles) and GluN1/2B (open circles) subunit compositions. Ordinate axis – ratio of amplitudes obtained at steady state in the presence of different HCY concentrations (I[HCY]) to the maximal amplitude (Imax). Solid lines indicate fits of the data with the Hill equation. (C) Quantitative comparison of EC50s for HCY activation of native and recombinant GluN2A- and GluN2B-containing NMDARs. Data are significantly different (∗∗∗p < 0.0001, ANOVA, post hoc Bonferroni test, n = 6–10).





DISCUSSION

The main finding of this study is that the endogenous amino acid, HCY, implicated in various brain diseases preferentially activates “synaptic type” GluN2A subunit-containing NMDA receptors with specific kinetics properties including limited receptor desensitization.

HCY Signaling in Brain

Homocysteine that accumulates in plasma during hyperhomo-cysteinemia can potentially lead to the death of cortical neurons (Lipton et al., 1997; Abushik et al., 2014), retinal ganglion cells (Ganapathy et al., 2011) and trigeminal neurons (Abushik et al., 2014). This type of excitotoxicity is likely mediated by activation of native NMDARs (Lipton et al., 1997; Ganapathy et al., 2011; Bolton et al., 2013; Abushik et al., 2014).

The goal of our study was to clarify the mechanism of HCY action on cortical neurons. In order to succeed in addressing this goal, we compared HCY action on recombinant NMDARs of known composition. GluN1/2A and GluN1/2B receptors in different regions of adult brain exhibit preferentially synaptic and extrasynaptic locations, respectively, which are subjected for activity-dependent modulation and may change during pathogenesis (Paoletti et al., 2013). Notably, cortical neurons vary substantially with respect to GluN2A versus GluN2B expression ratio (Tovar and Westbrook, 1999; Traynelis et al., 2010). Our data in general are consistent with the view that HCY is an agonist of NMDAR glutamate binding sites (Lipton et al., 1997; Ganapathy et al., 2011; Bolton et al., 2013). This would suggest that neuronal responses of NMDARs to HCY, Glu or NMDA used at equally potent concentrations should have similar amplitudes and time courses. However, in this study we found that HCY-induced intracellular Ca2+ responses as well as NMDAR-mediated currents differ greatly with respect to their amplitudes and time courses from responses to NMDA obtained on the same neurons. In contrast to NMDA, which activated sustained Ca2+ intracellular responses, HCY induced fast oscillatory intracellular Ca2+ transients which peaked and than briefly declined to the control [Ca2+]i. Currents activated by HCY also varied greatly by amplitudes between neurons, being generally much smaller (on average about 1/6), than the corresponding NMDA induced currents. Moreover, pharmacological analysis indicated that the steady-state currents, activated by HCY, were resistant to ifenprodil, a GluN2B selective inhibitor of NMDARs (Williams, 1993). Most striking, unlike Ca2+-dependent NMDA-induced desensitization, the NMDAR desensitization evoked by HCY did not depend on extracellular Ca2+. Thus, Ca2+-independent HCY desensitization could be defined as a ligand-dependent NMDAR desensitization (Lester and Jahr, 1992).

Taken together, these observations suggest that neuronal NMDAR currents, transferred through channels of GluN1/2A and GluN1/2B receptors, have very different kinetics and pharmacological sensitivity when activated by HCY and NMDA.

Role of Subunit Composition

Our experiments on recombinant GluN1/2A and GluN1/2B NMDARs expressed in HEK293T cell disclosed the peculiarities of complex desensitization kinetics when native NMDARs were activated by HCY and NMDA. We found that HCY is a high potency agonist (EC50 is about 9 μM) of GluN1/2A receptors. Remarkably, during HCY activation these receptors do not undergo desensitization. In contrast to GluN1/2A receptors, HCY is a low potency agonist of GluN1/2B receptors (EC50 is about 70 μM). Furthermore, HCY promotes fast desensitization of GluN2B-containing receptors providing a low-level steady-state current. Recently, effects of HCY on currents activated by NMDA and Glu mediated by different recombinant NMDARs (containing GluN2A or GluN2B or GluN2C) were studied (Bolton et al., 2013). In agreement with our study the HCY effects appeared to be dependent on GluN2 subunits, suggesting deviations of the HCY effects on different GluN2. Indirectly this observation supports conclusions drown here.

Our data may allow plausible explanation of peculiarities in HCY action that determine amplitude and shape of native NMDAR currents in cortical neurons (Figure 7). Both subtypes of NMDARs contribute to currents activated by NMDA (Figure 7A) and, most likely, to the peak current activated by HCY. In case of HCY the peak current declines quickly because of the GluN1/2B receptor desensitization caused by HCY. Therefore, GluN1/2B receptors can contribute little to depolarization and Ca2+ transients induced by HCY in neurons during long-lasting periods of action (Figure 7B). As a result the steady-state currents activated in neurons by HCY are generally transferred through the channels of GluN1/2A receptors, which do not undergo desensitization. Our observation that HCY activated currents at steady state are resistant to ifenprodil is consistent to this explanation. In addition, because the GluN1/2B versus GluN1/2A expression ratio varies substantially between neurons the amplitudes of peak and steady-state components of currents activated by HCY could demonstrate considerable variability.


[image: image]

FIGURE 7. Schematics of the data interpretation. (A) During excitotoxic episodes Glu activates both extrasynaptic GluN2B-containng NMDARs and synaptic GluN2A-containing NMDARs. Entry of external Ca2+ into neurons through open NMDAR channels causes intracellular Ca2+ overload. (B) During hyperhomocysteinemia HCY desensitizes extrasynaptic GluN2B-containng NMDARs limiting intracellular Ca2+ accumulation in the extrasynaptic regions. Synaptic GluN2A-containing NMDARs are kept activated by HCY that allows intracellular Ca2+ accumulation in post-synaptic regions and presynaptic terminal inducing synaptic Ca2+ oscillations.



Pathophysiological Implications

The data predict that HCY may have different neuronal targets depending on NMDAR subunit compositions. One major distinction between the two receptor subtypes is that the GluN2A-containing NMDARs are thought to occur in post-synaptic regions and have exclusively synaptic location (Tovar and Westbrook, 1999; Momiyama, 2000; Steigerwald et al., 2000; Dalby and Mody, 2003; de Armentia and Sah, 2003, see also Figure 7). In opposite, NMDARs, which are supposed to contain the GluN2B subunit, are distributed over large extrasynaptic somatic and dendritic areas and mediate the synaptic cross talk sensing the neurotransmitter spillover during excessive synaptic activity (Scimemi et al., 2004). Interestingly, GluN2A- and GluN2B-containing NMDARs have been linked to different intracellular cascades contributing in LTP and LTD and also leading to preferential triggering neuroprotection and neurodegeneration, respectively (Hardingham and Bading, 2010; Gladding and Raymond, 2011; Stark and Bazan, 2011). Given the preferential contribution of GluN2A-containing NMDARs to the HCY effects, this amino acid is expected to be much less efficient neurotoxicant, than NMDA. In consistence to achieve the similar levels of apoptosis in primary culture of rat cortical neurons a 24-h exposure to HCY was required (Abushik et al., 2014), instead of a 4-h exposure to NMDA (Sibarov et al., 2012). Unlike NMDA-induced excitotoxicity is sensitive to NMDAR inhibitors (Church et al., 1988; Mironova et al., 2007), apoptosis caused by HCY is highly sensitive to the mGluR5 antagonist MTEP (Abushik et al., 2014). The latter suggests that mGluR5 receptors are most important players in triggering HCY excitotoxicity, rather than NMDARs. Based on current observations, we suggest that HCY preferentially increases the synaptic excitability activating the GluN2A-containing NMDARs as well as mGluR5 which can functionally interact with NMDARs at the pre- and post-synaptic compartments (Sylantyev et al., 2013). In contrast to the GluN2A-containing NMDARs, the effects mediated by the GluN2B-containing receptors are expected to be inhibited in the presence of HCY due to essential desensitization (Figure 7). This may have some functional consequences interfering with the development of LTD and affecting the neurotransmitter spillover (Scimemi et al., 2004).

The range of HCY concentrations that activates the GluN2A-containing receptors (EC50 about 9 μM) corresponds to the normal level of endogenous HCY, which varies from 5 to 15 μM in human plasma (Shi et al., 2003). Notably, during hyperhomocysteinemia the concentration of this amino acid can rise up to 200 μM (Fritzer-Szekeres et al., 1998) making it likely that HCY can contribute to persistent (due to low desensitization) activation of synaptic type NMDARs. Based on our data, the neurotoxic profiles of NMDA or glutamate (Figure 7A) and HCY (Figure 7B) should be considerably different. In excitotoxicity glutamate activates GluN1/2A and GluN1/2B with similar kinetics and can cause Ca2+ overload of extrasynaptic as well as synaptic regions of neurons (Figure 7A). In contrast, in hyperhomocysteinemia HCY activates synaptic GluN1/2A receptors which may cause Ca2+ accumulation in spines and presynaptic terminals (Figure 7B). In addition HCY desensitizes mainly extrasynaptic GluN1/2B receptors, thus limiting Ca2+ accumulation in the extrasynaptic regions (Figure 7B). Our findings, therefore, provide molecular mechanisms of HCY neuronal effects and a corroborating evidence for the physiological relevance of endogenous HCY, which may allow understanding the role of this amino acid in modulation of the excitatory neurotransmission and neurotoxicity.
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The parallel fiber-Purkinje cell (PF-PC) synapse represents the point of maximal signal divergence in the cerebellar cortex with an estimated number of about 60 billion synaptic contacts in the rat and 100,000 billions in humans. At the same time, the Purkinje cell dendritic tree is a site of remarkable convergence of more than 100,000 parallel fiber synapses. Parallel fiber activity generates fast postsynaptic currents via α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors, and slower signals, mediated by mGlu1 receptors, resulting in Purkinje cell depolarization accompanied by sharp calcium elevation within dendritic regions. Long-term depression (LTD) and long-term potentiation (LTP) have been widely described for the PF-PC synapse and have been proposed as mechanisms for motor learning. The mechanisms of induction for LTP and LTD involve different signaling mechanisms within the presynaptic terminal and/or at the postsynaptic site, promoting enduring modification in the neurotransmitter release and change in responsiveness to the neurotransmitter. The PF-PC synapse is finely modulated by several neurotransmitters, including serotonin, noradrenaline and acetylcholine. The ability of these neuromodulators to gate LTP and LTD at the PF-PC synapse could, at least in part, explain their effect on cerebellar-dependent learning and memory paradigms. Overall, these findings have important implications for understanding the cerebellar involvement in a series of pathological conditions, ranging from ataxia to autism. For example, PF-PC synapse dysfunctions have been identified in several murine models of spino-cerebellar ataxia (SCA) types 1, 3, 5 and 27. In some cases, the defect is specific for the AMPA receptor signaling (SCA27), while in others the mGlu1 pathway is affected (SCA1, 3, 5). Interestingly, the PF-PC synapse has been shown to be hyper-functional in a mutant mouse model of autism spectrum disorder, with a selective deletion of Pten in Purkinje cells. However, the full range of methodological approaches, that allowed the discovery of the physiological principles of PF-PC synapse function, has not yet been completely exploited to investigate the pathophysiological mechanisms of diseases involving the cerebellum. We, therefore, propose to extend the spectrum of experimental investigations to tackle this problem.

Keywords: Purkinje cell, parallel fiber, synaptic plasticity, synaptic modulation, ataxia, AMPA receptor, mGlu1 receptor


INTRODUCTION

While the physiological mechanisms of the parallel fiber-Purkinje cell (PF-PC) synapse are known in detail and its plasticity has been investigated in depth, the role, mechanisms and consequences of cerebellar neuromodulation are not completely known. Moreover, the pathophysiology of diseases caused by cerebellar dysfunction are only starting to be investigated, and the full spectrum of physiological methodologies has not yet been applied to these studies. This review is aimed at integrating the current knowledge about PF-PC synapse physiology, including its modulation, to help researchers to face the problem of the mechanisms responsible for cerebellum-dependent diseases including ataxia. In addition, we propose novel suggestions about new lines of research aimed at assessing the mechanisms of cerebellar involvement in autism.



PHYSIOLOGICAL PROPERTIES OF THE PARALLEL FIBER-PURKINJE CELL SYNAPSE

The PF-PC synapse is the site of the greatest signal divergence in the cerebellar system. The afferent mossy fibers convey to the cerebellar cortex an enormous number of input signals representing almost every kind of information processed by the central nervous system. Each mossy fiber distributes signals to about 500 granule cells (Ito, 1984, 2006). Granule cells are the most abundant neuronal type in the central nervous system, with an estimated number of 92 × 106 in the rat (Harvey and Napper, 1988) and 69 × 109 neurons in the human cerebellum (Azevedo et al., 2009). Granule cell axons ascend toward the pial surface, and bifurcate in a T-shaped manner, giving rise to PFs. These fibers run in the transverse plane, along the major axis of a folium. In the rat cerebellum, PFs excite PC dendrites along an extension of about 3 mm (Arata and Ito, 2004; Ito, 2006). In the same animal species, it has been calculated that each PF forms about 300 en passant synapses with PCs (Palay and Chan-Palay, 1974; Ito, 2006). Thus, in the rat cerebellum, the signals originating from a single mossy fiber are distributed to about 150,000 PCs.

At the end of such a signal divergence, there is a massive convergence since each PC receives signals from more than 100,000 PFs (in the rat about 175,000; Napper and Harvey, 1988). For this reason, the extensive dendritic tree of PCs can be compared to a huge bidimensional matrix with more than 100,000 elements, one for each PF synaptic contact. The total number of PF-PC synaptic contacts in the whole cerebellum of rat corresponds to about 60 × 109 (Huang et al., 2014). Concerning the human cerebellum, the number of PF-PC synaptic contacts can be estimated to be around 1014 (Azevedo et al., 2009; Huang et al., 2014). A series of theories concerning signal processing in the cerebellar cortex are based on the selection and fine tuning of this enormous variety of signals at the level of each single PF-PC contact (Marr, 1969; Albus, 1971; Schweighofer, 1998; D’Angelo et al., 2016).

In contrast to such richness of signals distributed by PFs, each PC receives inputs from a single climbing fiber (CF), which generates a powerful postsynaptic depolarization, giving rise to a brief train of action potentials, which together constitute the “complex spike”. The complex spike is associated with a large rise in intradendritic calcium (Ca2+) concentration (Konnerth et al., 1992; Miyakawa et al., 1992). Most theories of cerebellar function are based on the coincidence of PF-PC signals with the activity arriving via the CF (Marr, 1969; Albus, 1971; Ito, 1982, 2001). The time window for dynamic and plastic phenomena is further shaped by local inhibitory interneurons (Scelfo et al., 2008; Ramakrishnan et al., 2016). Thus, the modulation of PF-PC synapses and their short and long-term plasticity, together with PC intrinsic plasticity, are the crucial determinants of the way PCs process incoming signals to generate the output leaving the cerebellar cortex via their axons. In fact, PC axons are the sole efferent fibers from the cortex to the deep cerebellar nuclei (DCN), with the final effect of adding a contribution to a large variety of signals traveling in the central nervous system, including motor commands, cognitive, emotional, visceral and sensory information (for review see D’Angelo and Casali, 2013).


The Parallel Fiber-AMPA-EPSC

The principal signal generated by glutamate released by PFs is a brief depolarization due to an excitatory post-synaptic current (EPSC) though postsynaptic glutamate receptors of the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) type, formed by subunits GluA1–4 (Tempia et al., 1996). The influx of Ca2+ through these receptors is negligible, as it has been measured to constitute about 0.6% of the total inward current. This means that, under physiological conditions, PC AMPA receptors are strongly selective for monovalent cations, such as sodium and potassium ions. The exclusion of Ca2+ ions from the selectivity filter is due to the presence of an arginine residue (R) in a critical position called Q/R site. The mechanism that allows PC AMPA receptors to have an R residue is peculiar, because all four genes of AMPA receptor subunits, GluA1, 2, 3 and 4, code for a glutamine (Q) residue (Hollmann et al., 1991; Hume et al., 1991). However, the GluA2 subunit undergoes an mRNA editing process, which converts a Q-coding triplet into and R-coding one (Sommer et al., 1991). In cerebellar PCs the efficiency of the editing process is almost 100%, as can be inferred by the negligible Ca2+ permeability of AMPA receptors. In addition to a complete editing of the GluA2 mRNA, a strong expression of this subunit is also necessary, so that virtually all AMPA receptors, which are tetramers, contain at least one R in the selectivity filter, which is sufficient to exclude Ca2+. This is the case in PCs.

It is interesting to note that the majority of PF-PC synapses have been shown to be silent but this has a series of advantages (Ekerot and Jörntell, 2001; Isope and Barbour, 2002). First, simulation studies using a perceptron neural network model have shown that the presence of 50% silent PF-PC synapses optimizes the information storage in terms of reliability and capacity (Brunel et al., 2004). Second, even if most PF-PC synapses are silent, the remaining synapses show a high release probability with only a few failures (Isope and Barbour, 2002). Third, PFs have a fast vesicle replenishment rate (Valera et al., 2012), which allows the active granule cells to transmit signals to PC with high efficiency and reliability (Isope and Barbour, 2002; Valera et al., 2012). These functional features endow the PF-PC synapse to sustain very high firing frequencies, up to 1 kHz, which are generated in bursts of activity during physiological stimulation in vivo (Eccles et al., 1966; Chadderton et al., 2004; van Beugen et al., 2013). In such a way PF-PC synapses can guarantee a high fidelity transmission even at high frequencies (Isope and Barbour, 2002; Valera et al., 2012), but also assure a linear transfer function for frequencies up to 300 Hz (van Beugen et al., 2013).



The Parallel Fiber-mGlu1-EPSC

In addition to AMPA receptors located in front of the presynaptic active zone from which glutamate is released, PC dendritic spines innervated by PFs also express mGlu1 G-protein coupled receptors, localized perisynaptically (Nusser et al., 1994). As a consequence of their location, more distant from the release site, and because of the high efficiency of glutamate reuptake mechanisms (Takahashi et al., 1995), isolated action potentials are not effective for the activation of mGlu1 receptors, but a brief train of PF action potentials is required, so that glutamate concentration can build up in the synaptic cleft and diffuse to the perisynaptic zone. The activation of mGlu1 receptors generates a localized increase of Ca2+ in a portion of the dendritic tree (Finch and Augustine, 1998; Takechi et al., 1998; Tempia et al., 2001), accompanied by an excitatory post-synaptic potential (Batchelor and Garthwaite, 1993; Batchelor et al., 1994).

The mechanism responsible for the mGlu1-dependent intradendritic Ca2+ signal is the canonical transduction pathway. The resulting Ca2+ signal is independent of the membrane potential because it is generated by the release of Ca2+ from the endoplasmic reticulum (Finch and Augustine, 1998; Takechi et al., 1998; Tempia et al., 2001). The mGlu1 receptor activates a Gq protein, which activates phospholipase C (PLC), starting the production of diacylglycerol (DAG) and inositol 1,4, 5-trisphosphate (IP3). IP3 opens Ca2+ release channels (IP3 receptors: IP3Rs) in the endoplasmic reticulum. The coincident activation of PF leading to Ca2+ release, and CF, causing Ca2+ entry through voltage-gated channels, is considered a critical signal to trigger synaptic plasticity (Tempia and Konnerth, 1994).

The excitatory post-synaptic potential evoked by the activation of mGlu1 receptors (Batchelor and Garthwaite, 1993; Batchelor et al., 1994) is due to an inward current (PF-mGlu1-EPSC; Tempia et al., 1998). The PF-mGlu1-EPSC has an amplitude and a duration, which encode the frequency and the number of PF action potentials (Tempia et al., 1998). The latency of the PF-mGlu1-EPSC is in the subsecond range, relatively short for a G protein-mediated process, with the smallest value of 0.14 s (Tempia et al., 1998). The transduction pathway leading to the PF-mGlu1-EPSC is an unconventional one. PCs selectively express G proteins of the Gq subclass (Tanaka et al., 2000), and more precisely Gq and Galpha11 (Tanaka et al., 2000). Among these two proteins, only Gq is required for the generation of PF-mGlu1-EPSC (Hartmann et al., 2004); but its downstream pathway leading to the activation of PLC, IP3 or protein kinase C (PKC) is not involved (Tempia et al., 1998; Canepari et al., 2001). The ionic mechanism of the PF-mGlu1-EPSC is associated with a relevant sodium influx, which has been studied by optical methods (Knöpfel et al., 2000). As a result of several pioneering studies, hyperpolarization-activated cation channels (Canepari et al., 2001), purinergic receptors (Canepari et al., 2001), Na+/Ca2+-exchangers (Hirono et al., 1998) and voltage-gated Ca2+ channels (Tempia et al., 2001) have been excluded as molecular candidates responsible for the generation of the mGlu1-induced inward current in PCs. A few years later, it was shown that the mGlu1-induced current is in part mediated by a member of the class of canonical transient receptor potential (TRPC) channels (Kim et al., 2003), subsequently identified as TRPC3 (Hartmann et al., 2008). Recently, it has been proposed that activation of delta-2 glutamate (GluD2) receptors can also contribute to the PF-mGlu1-EPSC (Ady et al., 2014). GluD2 is an ion channel selectively permeable to the monovalent cations, unlike the TRPC3 channel, which has a non-selective permeability to Na+ and Ca2+, GluD2 is not gated by glutamate, so that for a long time it had been considered an orphan receptor, belonging to the glutamate receptors family merely on the basis of sequence similarity with the other members of this group. Since the mechanism of GluD2 gating upon glutamate binding to mGlu1 receptors is not known, further studies are necessary to confirm this finding.

Although the PF-mGlu1-EPSC does not require release of Ca2+ from internal stores of the endoplasmic reticulum (Tempia et al., 2001), it is strongly modulated by extracellular (Tempia et al., 1998, 2001; Tabata et al., 2002) and by intradendritic Ca2+ (Batchelor and Garthwaite, 1997; Tempia et al., 1997). Because of its sensitivity to intracellular Ca2+, PF-mGlu1-EPSC acts as coincidence detector. In fact, a train of PF action potentials, combined with an elevation of intradendritic Ca2+, causes a marked potentiation of the PF-mGlu1-EPSC (Batchelor and Garthwaite, 1997; Tempia et al., 1997; Dzubay and Otis, 2002). It should be pointed out that PCs possess several mechanisms for the control of intradendritic Ca2+. The first route of Ca2+ entry into PC dendrites is constituted by voltage-dependent Ca2+ channels. Thus, all mechanisms that depolarize PC dendrites enough to reach the threshold for Ca2+ channel gating can generate intradendritic Ca2+ signals. In fact, a strong activation of PFs can evoke a localized dendritic Ca2+ elevation (Eilers et al., 1995; Rancz and Häusser, 2006). However, the largest Ca2+ signals of PC dendrites are caused by the massive depolarization due to the activation of the CF-PC synapse, but in this case, the signal is spread throughout the dendritic tree (Konnerth et al., 1992; Miyakawa et al., 1992). Moreover, the coincidence of PF and CF activity has an additive effect leading to even larger elevations of intradendritic Ca2+ localized to the dendritic spines receiving both signals (Wang et al., 2000).




PLASTICITY OF THE PARALLEL FIBER-PURKINJE CELL SYNAPSE

Long-term potentiation (LTP) and long-term depression (LTD) of the PF-PC synapses refer to long-lasting increase or decrease, respectively, of synaptic transmission. In the last decade, many studies have revealed that both forms of plasticity can occur in vivo and likely mediate some forms of learning, although the relationship between any one form of synaptic plasticity and a particular type of memory is still under debate (D’Angelo et al., 2016). These studies have also uncovered a wide range of induction mechanisms of synaptic plasticity, which converge not only on the presynaptic terminal where an enduring modification in the neurotransmitter release process takes place but also on the postsynaptic change in responsiveness to the neurotransmitter. It is now clear that presynaptic forms of LTP/LTD can co-exist with classical forms of postsynaptic plasticity at the PF-PC synapses but their induction and expression mechanisms appear to be almost completely distinct (see below). Interestingly, synaptic plasticity at PF-PC synapse can also be associated with persistent changes in intrinsic excitability of the same neurons, due to use-dependent modulation of voltage-gated ion channels (Mapelli et al., 2015). The combination of changes in synaptic strength and in intrinsic excitation can optimize information transfer within the cerebellar network and may thus contribute to the formation of the memory trace.


Long-Term Depression (LTD)

LTD at the PF-PC synapse is the best characterized form of synaptic plasticity in the cerebellum since it is believed to underlie several forms of motor learning, including the adaptation of the vestibulo-ocular reflex (VOR), associative eyeblink conditioning, and limb load adjustment (Ito, 1982, 1989; Krupa and Thompson, 1997). Indeed, an important feature of cerebellar LTD is the property of associativity: the long-lasting depression of PF responses results from the coincident activation of CF and PF inputs to a PC. LTD was originally described in vivo by Ito et al. (1982) in decerebrated rabbits. In this study, they demonstrated that stimulation of the vestibular nerve, which conveys mossy fibers to the flocculus, conjunctively with the stimulation of the inferior olive, the sole source of CFs, induced a long-lasting depression of the PC responses to vestibular nerve stimulation. Afterward, studies of in vitro preparations (i.e., cerebellar slices and cultures) have provided further insight into the cellular and molecular mechanisms of LTD (Ito, 2002). These studies indicate that PF-LTD requires the Ca2+ influx through P/Q voltage-gated channels, triggered by the CF-evoked depolarization, together with the release of glutamate by PFs, which acts upon both mGlu1 metabotropic receptors and AMPA receptors (Figure 1A). As reported above, stimulation of the mGlu1 receptor promotes, via G-protein (Gq/11), DAG production and Ca2+ release from the endoplasmic reticulum (Aiba et al., 1994; Conquet et al., 1994; Matsumoto et al., 1996; Ichise et al., 2000; Hirono et al., 2001; Miyata et al., 2001; Hartmann et al., 2004; Kano et al., 2008). The PF-induced release of Ca2+ together with the Ca2+ entry evoked by CF stimulation determines a significant increase of Ca2+ concentration particularly at the level of spines and shafts of PC dendrites (Miyakawa et al., 1992; Eilers et al., 1995). DAG and Ca2+ act synergistically to activate PKC, which in turn activates a series of kinases, including Raf, MEK and ERK1/ERK2 (Tanaka and Augustine, 2008). Among the different PKC isoforms expressed in PCs, PKCα is critically required for LTD induction (Leitges et al., 2004). Indeed, cerebellar LTD is absent in PCs derived from PKCα null mice and is rescued by transfection with an expression plasmid encoding PKCα but not other PKC isoforms (Leitges et al., 2004). Activated PKC induces the phosphorylation of AMPA receptors at serin-880 of the GluA2 terminus, which results in the elimination of the receptor from the dendritic spines via clathrin-mediated endocytosis (Wang and Linden, 2000). The reduction in the number of postsynaptic AMPA receptors represents the key change for LTD expression since it is responsible for the reduced responsiveness to glutamate and therefore for the decreased transmission at the PF-PC synapse. It is now clear that the endocytic removal of postsynaptic AMPA receptors is a complex phenomenon regulated by the interaction of GluA2 not only with PKC but also with glutamate receptor-interacting proteins (GRIP1 and GRIP2/ABP) and the PDZ domain-containing protein PICK1 (protein interacting with C kinase 1). In particular, it has been demonstrated that GluA2 binds GRIP1 and GRIP2 in the dephospho-Ser-880 state; however, when GluA2 Ser-880 is phosphorylated by PKC, the affinity of GRIP1/2 for GluA2 is disrupted and this allows the binding of the receptor to PICK1 (Hirai, 2001). PICK1 is indeed considered a key regulator of AMPA receptor traffic since it is directly involved in the removal of AMPA receptors from the synaptic plasma membrane (Hanley, 2008). Recently, it has been found that the targeting of PKCα to the synapses is also regulated by a diacylglycerol kinase ζ (DGKζ), that can interact with PKCα and as well as with postsynaptic density protein 95 (PSD-95; Lee et al., 2015). DGKζ has the ability to metabolize DAG thus reducing the PKCα activity to the basal level. Following LTD induction, the activated PKCα phosphorylates and releases DGKζ so that PKCα can interact with PICK1 to enhance AMPA receptors internalization. By recruiting Raf kinase, PKC can also induce the sequential activation of MEK, ERK1/2 and phospholipase A2, resulting in the production of arachidonic acid and subsequent activation of PKC. The MAPK-PKC positive feedback loop is likely responsible for the sustained PKC activation and the maintenance of LTD (Yamamoto et al., 2012).
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FIGURE 1. Expression mechanisms of long-term depression (LTD), presynaptic Long-term potentiation (LTP) and postsynaptic LTP. (A) LTD is induced by conjunctive stimulation of parallel and climbing fibers (CF) and requires postsynaptic Ca2+ elevation (see text). (B) Presynaptic LTP can be induced by brief PF stimulations at 4–8 Hz. A retrograde signaling mechanism mediated by cannabinoids regulates presynaptic LTP. The release of endogenous cannabinoids (eCBs) from the postsynaptic membrane is evoked by high-frequency bursts of parallel fiber activity and depends on the activation of postsynaptic mGlu1 receptors. eCBs act retrogradely onto presynaptic cannabinoid 1 receptors (CB1R), causing suppression of transmitter release. (C) Postsynaptic LTP can be induced by parallel fiber stimulation at 1 Hz and requires low levels of Ca2+ in the PC.





Presynaptically Expressed LTP

In addition to LTD, PF-PC synapses can undergo both pre- and postsynaptically expressed types of LTP (Figures 1B,C). The presynaptically expressed LTP is induced by brief PF stimulations at the frequency of 4–8 Hz. The leading event is the increase of Ca2+ influx within PF terminals that activates a Ca2+/calmodulin-dependent adenylyl cyclase, resulting in enhanced presynaptic cAMP levels and protein kinase A (PKA) activation (Salin et al., 1996; Chen and Regehr, 1997; Storm et al., 1998; Jacoby et al., 2001). PKA then phosphorylates the vesicle-release related proteins, RIM1α and Rab3, thus increasing glutamate release from PFs (Kaeser et al., 2008). Although most of the presynaptic Ca2+ enters PFs through N-type and P/Q-type Ca2+ channels, PF-LTP can still occur when both of these channel types are blocked and the global Ca2+ levels are largely reduced by 50% (Myoga and Regehr, 2011). On the other hand, blocking R-type Ca2+ channels disrupts PF-LTP, despite these channels play a minor role in basal transmission and contribute modestly to overall Ca2+ entry. Presynaptic LTP appears to be finely regulated by endocannabinoids (eCB), which are released by PCs following PF stimulation (Maejima et al., 2001, 2005; Brown et al., 2003). Activation of CB1 receptors on PF terminals inhibits AC and PKA activity, thus preventing LTP induction. Interestingly, the coactivation of CF can enhance eCB retrograde inhibition of PF transmission thus promoting PF-LTD while suppressing PF-LTP (van Beugen et al., 2006).



Postsynaptically Expressed LTP

The postsynaptically expressed LTP is evoked by PF stimulation at low frequency (typically 1 Hz) that triggers the GluA2-containing AMPA receptors insertion in the spine membrane. The GluA2 subunit insertion at synaptic sites involves N-ethylmaleimide-sensitive factor (NSF), an essential component of SNARE-mediated fusion machinery, which binds GluA2 and reduces the receptor internalization by PICK1 (Anggono and Huganir, 2012). In contrast, during LTD, the elevated postsynaptic [Ca2+] inhibits NSF–GluA2 interaction, thus promoting GluA2–PICK1 binding and synaptic removal of GluA2-containing AMPA receptors. Unlike LTD, the induction of postsynaptic LTP depends on lower Ca2+ transients and requires the activation of protein phosphatases PP1, PP2A and PP2B (Belmeguenai and Hansel, 2005). These phosphatases enhance GluA2 binding to GRIP, which in turn stabilizes the AMPA receptors to the membrane. Indeed, mutant mice, in which the PP2B (or calcineurin) was deleted only in cerebellar PCs, show deficit in postsynaptic PF-PC LTP and motor learning, whereas LTD induction was unaffected (Schonewille et al., 2010).



Parallel Fiber-Purkinje Cell Plasticity in Motor Learning

The observation of concomitant impaired LTP and motor learning, with no alteration of LTD, challenged the common view that cerebellar LTD alone underlies motor learning. Indeed, cerebellar motor learning during eyeblink conditioning and adaptation of the VOR appears to be completely normal in mutants in which LTD induction was impaired by inactivation of AMPA receptor internalization (Schonewille et al., 2011). This suggests that learning may result from the interaction of several forms of synaptic plasticity and not just from classical LTD alone. Indeed, it is now clear that different forms of plasticity take place in the granular layer, in the molecular layer and DCN involving both excitatory and inhibitory synaptic transmission (Gao et al., 2012; D’Angelo et al., 2016). These forms of synaptic plasticity are believed to operate in conjunction with long-lasting modifications in neuronal excitability during memory formation in the cerebellum (Schreurs et al., 1998; Belmeguenai et al., 2010; Grasselli et al., 2016). Indeed, Purkinje cell recordings from cerebellar slices of rabbits that had acquired delay eyelid conditioning revealed an increased PC membrane excitability that lasted for 30 days after training.

But what is then the role of CFs? The principal hypothesis is that the complex spike discharge of PCs encodes motor error signals and serves as a teaching signal that drives motor adaptation. This means that LTD should be driven by error-related signals carried by CFs whereas LTP should occur when such error signals are absent, without CF supervision (Sakurai, 1987). A corollary of this hypothesis is that the CFs may regulate PC activity under certain conditions, such as when attention is enhanced or errors in motor execution become large, as suggested Kimpo et al. (2014). In their study, monkeys sat in a rotating chair (to provide vestibular stimuli), and were trained to track a visual object with their eyes. They found that when the visual stimulus was moved in the opposite direction from the vestibular stimulus so that a bigger reflexive eye movement was required to stabilize the image (VOR-increase training), the activation of the CFs in response to the error led to a change in the response of the PCs. However, when the visual stimulus moved together with the head and a smaller reflexive eye movement was needed (VOR-decrease training), the error signals carried by CFs did not alter the PC firing rate. Interestingly, the optogenetic activation of CFs, mimicking the visual error signals provided by retinal slip, was able to induce VOR-increase but not VOR-decrease learning. These results indicate that the CF activity and the plasticity of the PC responses are not so correlated during VOR-decrease training, as they are during VOR-increase learning. Thus, although both motor learning paradigms elicited error signals in the CFs, PCs could regulate the CF-triggered plasticity.

Moreover, there is growing evidence that long-term plastic changes can occur in the cerebellar cortical network in the absence of the intervention of CFs. For example, Ramakrishnan et al. (2016) have recently demonstrated that theta burst tactile stimulation (a burst of 80 air puffs delivered at 4 Hz) mimicking natural stimulation patterns can induce a long-lasting potentiation of PC discharge and long-lasting decrease of molecular layer interneurons firing in the absence of complex spike changes. Interestingly, there are also indications that memory of fear is accompanied by LTP at PF-PC synapses, which is consistent with the view that Hebbian learning occurs in the cerebellar cortex during fear conditioning (Sacchetti et al., 2004; Zhu et al., 2007). This fear conditioning-induced potentiation is postsynaptically expressed and displays some properties of LTP elicited in vitro by repetitive stimulation of PFs.




MODULATION OF THE PARALLEL FIBER-PURKINJE CELL SYNAPSE BY NEUROTRANSMITTERS

The cerebellar cortex receives projections from multiple neuromodulatory neurons releasing acetylcholine, norepinephrine, and serotonin (Schweighofer et al., 2004). The cell bodies of these neuromodulatory neurons are mainly grouped in specific nuclei in the brainstem, and through their widespread projections, they distribute to all parts of the cerebellar circuitry, i.e., cerebellar cortex and DCN. Because of this widespread projection, the neuromodulatory system can have profound effects on excitability and synaptic plasticity of target neurons (Ito and Schuman, 2008). Indeed, electrophysiological and behavioral studies have demonstrated that neuromodulation is implicated in cerebellar processing as well as cerebellar-dependent learning and memory.


Serotonin

The cerebellum receives a dense innervation by serotonergic fibers, which represent the third largest population of afferent fibers extending into this brain region, after mossy and CFs. The serotonin inputs to the cerebellum originate mainly in the medullary and pontine reticular formation and distribute to both cerebellar cortex and nuclei (Chan-Palay, 1975; Bishop and Ho, 1985). Anatomical and pharmacological studies indicate that the cerebellar cortex expresses multiple subtypes of 5-hydroxytriptamine receptors (5-HTRs). In particular, there is clear evidence that PCs express the 5-HT1, 5-HT2, 5-HT5 and 5-HT7 subtypes whereas 5-HT3Rs and 5-HT6Rs are localized on granule cells (Pazos and Palacios, 1985; Geurts et al., 2002; Li et al., 2004). Expression of 5-HT5AR has also been found on Golgi cells and molecular layer interneurons (Geurts et al., 2002; Oostland et al., 2014). Given the widespread distribution of serotonergic innervation and the richness of signals evoked by different 5-HTR subtypes, it is not surprising that 5-HT has the potential to modulate both excitatory and inhibitory synaptic signals throughout the cerebellar network. Indeed, it has been shown that activation of 5-HT1Rs determines a general suppression of cerebellar cortex activity by reducing the release of the excitatory transmitter glutamate from PFs to PCs (Maura et al., 1986) and by increasing inhibitory synaptic transmission onto PCs (Mitoma et al., 1994; Mitoma and Konishi, 1999).

By using patch-clamp recordings in cerebellar slices of adult mice, Lippiello et al. (2016) have recently demonstrated that 5-HT7Rs are critically implicated in synaptic plasticity of the PF-PC synapse, thus providing a novel cellular and molecular basis for the action of 5-HT at cerebellar level. In particular, they found that 5-HT7R activation by a selective agonist causes LTD of the PF-PC synapse via a postsynaptic mechanism that involves the PKC-MAPK signaling pathway (Figure 2A). As previously described, MAPK activation may trigger a positive feedback, via phospholipase A2, which is responsible for a sustained activation of PKC and consequent internalization of AMPA receptors. In addition, they showed that treatment with a 5-HT7R antagonist reduced the expression of postsynaptic PF-LTD, produced by pairing PF stimulation with PC depolarization; on the other hand, application of a 5-HT7R agonist impaired postsynaptic LTP induced by 1 Hz stimulation of PFs. These results suggest that 5-HT7R exerts a fine regulation of bidirectional synaptic plasticity by favoring the emergence of LTD vs. LTP at PF-PC synapses. This type of synaptic control may enable the serotonergic pathways to prevent the simultaneous occurrence of conflicting forms of plasticity at PF-PC, such as potentiation of synaptic transmission under conditions that promote postsynaptic LTD.
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FIGURE 2. Neuromodulation of the parallel fiber-Purkinje cell (PF-PC) synapse. (A) Activation of the serotonin receptor 5-HT7R elicits the depression of the PF-PC synapse via a postsynaptic mechanism that involves the protein kinase C (PKC)-MAPK signaling pathway (see text). (B) α-adrenergic receptors (α1-ARs) exert an inhibitory effect on PF-PC synaptic transmission via Gq/11 and phospholipase C (PLC). α2-ARs are known to inhibit adenylyl cyclase, via Gi-proteins, leading to a decrease of cAMP concentration and protein kinase A (PKA). β-ARs activation facilitates the PF-PC synaptic transmission via the cAMP-PKA signaling pathway. (C) Acetylcholine induces a transient depression of PF-excitatory post-synaptic currents (EPSCs) via M1/M3 postsynaptic muscarinic receptors, which are coupled to Gq and linked to the cannabinoid signaling pathway.



The involvement of serotonin 5-HT in motor learning has been observed in several cerebellar-dependent paradigms. For example, depletion of brain 5-HT has been shown to impair the horizontal VOR adaptation in rabbits (Miyashita and Watanabe, 1984). In addition, application of a 5-HT receptor (5-HTR) antagonist, ritanserin, to the cerebellar vermis before training, impaired the formation of long-term memory of conditioned freezing and extinction of the defensive component of the acoustic startle reaction (Storozheva and Proshin, 2011). Furthermore, chronic treatment with buspirone, a 5-HT1AR partial agonist, improves the motor coordination deficits in Lurcher mouse, a model of cerebellar neurodegeneration (Le Marec et al., 2001). Serotonergic modulation of the cerebellum has been also a subject of clinical interest since the discovery that long-term administration of L-5-hydroxytryptophan, a precursor of 5-HT, improves the dysfunctions associated with cerebellar disorders in patients with inherited or acquired ataxia (Trouillas et al., 1988, 1995). Furthermore, there is evidence that neurodevelopmental disorders such as autism and schizophrenia are associated with a change in 5-HTR expression in the cerebellum (Slater et al., 1998; Eastwood et al., 2001).



Noradrenaline

The noradrenergic innervation of the cerebellum originates from the locus coeruleus and distributes to all parts of the cerebellar cortex and DCN (Olson and Fuxe, 1971; Abbott and Sotelo, 2000). Studies using lesions and pharmacological approaches combined with behavioral analysis have provided a direct evidence that the noradrenergic locus coeruleus system is implicated in a wide variety of brain processes, including attention, arousal, decision making and memory (Aston-Jones et al., 1999; Clayton et al., 2004). The demonstration that the cerebellar cortex receives a widespread projection from the locus coeruleus has led researchers to hypothesize that the noradrenergic system may also be involved in the modulation of cerebellar functions and motor learning. To test this hypothesis, van Neerven et al. (1990) examined the effect of the noradrenergic system on the adaptive changes of the VOR in rabbits. They found that the injection of a β-adrenergic agonist, isoproterenol, into the flocculus enhanced the adaptive potentiation of VOR particularly in darkness; whereas the application of a β-antagonist, sotalol, significantly reduced the adaptation of the VOR in the light and darkness. Further studies in rabbit and rat have demonstrated that blockade of β-adrenergic receptors (β-ARs) through systemic administration of propranolol impaired the acquisition of the eyeblink conditioning (Gould, 1998; Cartford et al., 2002). Abnormal levels of noradrenaline (norepinephrine: NE) have been noted in the cerebella of patients with olivocerebellar atrophy, Parkinson’s and Alzheimer’s diseases (Kish et al., 1984a,b; Shimohama et al., 1986).

In situ hybridization studies indicate that the cerebellar cortex expresses mRNA encoding all subtypes of α1-AR (α1A, α1B, α1D) and α2-AR (α2A, α2B, α2C; Schambra et al., 2005). These results are confirmed by immunostainings analyses showing a strong expression of α1A-AR as well as α2A- and α2B-AR in both molecular layer interneurons and PCs (Papay et al., 2004, 2006; Hirono et al., 2008). High-level expression of β2-AR has been also observed in PC bodies and molecular layer (Lippiello et al., 2015).

According to electrophysiological studies, iontophoretically applied NE or activation of the locus coeruleus induces depression of spontaneous discharges in PCs (Hoffer et al., 1971; Siggins et al., 1971). Such effect is associated with the potentiation of inhibitory GABAergic transmission at basket cell-PC synapses, mediated by presynaptic β2-ARs (Mitoma and Konishi, 1999; Saitow and Konishi, 2000). Interestingly, NE exerts also an inhibitory effect on the CF-PC synapse, acting presynaptically (on α2-ARs) to decrease glutamate release from CFs (Carey and Regehr, 2009). Concerning the noradrenergic effect on the PF-PC synapse, early reports have shown an inhibitory action of NA, mediated by α2-ARs, on the field potential evoked by PF stimulation (Mitoma and Konishi, 1999). Recent evidence indicates that noradrenaline functions as an endogenous ligand for both α1- and α2-ARs to produce synaptic depression between PFs and PCs, through a postsynaptic mechanism. (Figure 2B; Lippiello et al., 2015). This result is consistent with the immunochemical localization of both α1- and α2-ARs at the Purkinje cell dendrites (Papay et al., 2004, 2006; Hirono et al., 2008). The inhibitory effect α1-ARs on PF-PC synaptic transmission is likely related to the sequential activation of Gq/11 and PLC which may induce DAG production and release of Ca2+ from intracellular stores. This may result in the activation of PKC and eventually phosphorylation of GluA2 and internalization of AMPA receptors (Herold et al., 2005). α2-ARs are known to inhibit adenylyl cyclase, via Gi-proteins, leading to a decrease in cAMP concentration and PKA activity. A decrease in PKA activity determines the dephosphorylation of GluA1, which is considered a signal for internalization and synaptic depression (Yi et al., 2013). On the other hand, stimulation of the β-AR by isoproterenol determines a significant increase of PF-EPSCs (Lippiello et al., 2015). This short-term potentiation is postsynaptically expressed, requires PKA, and is mimicked by the β2-AR agonist clenbuterol. Interestingly, activation of β-ARs facilitates PF-PC synaptic plasticity by enhancing the ability of low-threshold stimuli to induce postsynaptic LTP. The mechanism by which β-ARs facilitate synaptic transmission may involve the cAMP-PKA signaling pathway. Indeed it has been demonstrated that PKA can phosphorylate GluA1 on S845 thus promoting AMPA receptor insertion into synapses (Joiner et al., 2010). Such bidirectional regulation of PF-PC synaptic transmission by NE with facilitation via β2-ARs and inhibition via α1-and α2-ARs may allow the noradrenergic inputs to finely regulate the signals arriving at PCs at particular arousal states or during learning.



Acetylcholine

The presence of cholinergic innervation in the cerebellum has been demonstrated by earlier immunocytochemical studies using antibodies against choline acetyltransferase (ChAT). Such analysis combined to retrograde tracing has revealed a significant amount of ChAT-positive mossy fibers in the flocculo-nodular lobe, originating mainly from the vestibular nuclei, and a moderate number of ChAT-immunoreactive fibers in the DCN (Barmack et al., 1992; Jaarsma et al., 1997). Autoradiographic and immunohistochemical analysis have later provided evidence that the cerebellum expresses both muscarinic and nicotinic cholinergic receptors. Muscarinic receptors are mainly M2-type and are localized throughout the whole cerebellar cortex, particularly in the molecular layer of nodulus and ventral uvula, and in the cerebellar nuclei. On the other hand, the cerebellum expresses several subtypes of nicotinic acetylcholine receptors (nAChRs), with a predominance of the homomeric α7-nAChRs and the heteromeric nAChRs composed of α3 or α4 subunits in pairwise combination with either β2 or β3 subunits (Turner and Kellar, 2005). A specific nAChR expression has been observed in interneurons, granule cells and mossy fibers. These results are consistent with electrophysiological studies showing an increase of GABA release from Golgi cells and basket/stellate interneurons following activation of nAChRs (Rossi et al., 2003). Furthermore, it has been demonstrated that nicotine increases mossy fiber-granule cell synaptic transmission by acting on α7-nAChRs located at pre- and postsynaptic sites. On the other hand, Rinaldo and Hansel (2013) have recently demonstrated that muscarinic acetylcholine receptors (mAChRs) activation by a selective agonist induces a transient depression of PF-AMPA-EPSCs via a presynaptic effect mediated by M3 receptors. Interestingly, mAChR activation has also a suppressive effect on presynaptic LTP induction at PF–PC synapses via retrograde eCB signaling. According to their results, the eCB synthesis and release occurs at the postsynaptic site and is triggered by Gq-coupled M1/M3 receptors expressed on PCs (Figure 2C). The effect of eCB is likely mediated by cannabinoid 1 receptors (CB1Rs), located in presynaptic terminals and consists in a reduced release of neurotransmitter through a Gi/o-coupled pathway. Therefore, by activating multiple cholinergic receptor subtypes on different cellular targets, acetylcholine has the potential to modulate the cerebellar information processing within the cerebellar cortex.

Evidence for a role of cholinergic signaling in cerebellar motor learning has come from behavioral studies showing that the injections of muscarinic agonists into the vestibulocerebellum influenced the gains of optokinetic and vestibuloocular reflexes in the rabbit and the VOR gain in the decerebrate cat (Andre et al., 1992; Tan et al., 1993; van der Steen and Tan, 1997). The effect of nicotine has also been studied in human subjects scanned by functional magnetic resonance while performing an auditory-paced finger tapping task (Wylie et al., 2013). The task consisted in pressing a button with their right hand in response to an auditory cue at a constant rate of 1, 2 or 4 Hz. When compared to placebo treatment, subjects that received nicotine treatment showed an increased tapping rate, as a consequence of increased coordination, associated with an increased activity in the vermal area of the anterior cerebellum during the task.

nAChRs are also involved in developmental plasticity in the chick cerebellum and neurodevelopmental disorders such as autism (Kaneko et al., 1998). Indeed, developmental synaptogenic events are often accompanied by an increase in PC α7 nAChR immunoreactivity. On the other hand, an abnormal expression of nAChR α4 and α7 has been observed in the cerebellar cortex of autistic subjects compared to normal individuals (Lee et al., 2002).




ALTERATIONS OF THE PARALLEL FIBER-PURKINJE CELL SYNAPSE IN NEUROLOGIC AND PSYCHIATRIC DISEASES


Spino-Cerebellar Ataxias

The PF-PC synapse is involved in several disorders with altered cerebellar function. Regarding neurologic diseases, most studies have been focused on spino-cerebellar ataxias (SCAs), hereditary forms of cerebellar disorder with an autosomic dominant transmission pattern and with a variable involvement of extra-cerebellar structures. At present, the mutations responsible for more than 40 distinct types of SCAs have been described (Durr, 2010), but the cause of a large fraction of SCAs (20–60%, depending on the geographical origin) is still unknown (Durr, 2010). The SCAs 1–3, 6–7, 17 and dentatorubral-pallidoluysian atrophy (DRPLA) are due to the expansion of CAG triplets coding for polyglutamine. SCA10, SCA12 and SCA31 are due to the expansion of non-coding regions of genes. The remaining SCAs are due to conventional mutations. The mechanisms of the SCAs affecting the PF-PC synapse are summarized in Figure 3.
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FIGURE 3. Mechanisms of spino-cerebellar ataxias (SCA) affecting the PF-PC synapse. In SCA1 and SCA5, the mGlu1 receptor is dysregulated. In SCA3 the endocannabinoid-dependent suppression of excitation evoked by PF stimulation is absent. Since this response requires mGlu1 activation, it has been hypothesized that signaling through this receptor is impaired. In SCA27 the release of glutamate by PFs is deficient.




SCA1

In several types of SCA the expression and/or function of mGlu1 receptors is altered in PCs. In SCA1, a polyglutamine repeat expansion of the protein ataxin1 causes a dysregulation in the expression of several genes, including members of the PC mGlu1 receptor signaling pathway (Serra et al., 2004). The protein expression levels of the mGlu1 receptor are reduced in the dendritic tree of PCs in SCA1 transgenic mice (Zu et al., 2004). In this model, silencing the SCA1 transgene restored both mGlu1 receptor expression and motor function, suggesting a causative role of this signaling pathway in ataxic symptoms (Zu et al., 2004). The reduction in the expression of mGlu1 receptor mRNA and protein levels in a SCA1-model mouse with severe ataxia was confirmed by Notartomaso et al. (2013). Treatment of these mice with a positive allosteric modulator of the mGlu1 receptor caused a long-lasting improvement of motor performance (Notartomaso et al., 2013). However, in these studies, the mGlu1-EPSC was not assessed, so that the role of mGlu1-mediated synaptic signaling at the PF-PC synapse remains uncertain. A recent report showed that, in SCA1-model mice with moderate ataxia, the mGlu1-EPSC is of similar amplitude as in controls, but with a prolonged time course (Power et al., 2016). In this case, the administration of a negative allosteric modulator of mGlu1 receptors shortened the mGlu1-EPSC to control levels and rescued the ataxic symptoms (Power et al., 2016). More studies are still necessary to understand the role of mGlu1 receptor signaling in different murine models of SCA1, in order to disclose how it affects the progression of symptoms so that an appropriate therapeutic approach can be used depending on the hyper- or hypo-activity of the mGlu1 receptor pathway.



SCA3

SCA3 is also due to polyglutamine expansion. In SCA3-model mice, there is a complete loss of the synaptically evoked suppression of excitation, which is endocannabinoid dependent (Konno et al., 2014). Synaptically evoked suppression of excitation is obtained by a brief burst of PF stimulation and requires the intradendritic Ca2+ signal, meditated by mGlu1 receptor activation, and dendrite depolarization (Maejima et al., 2001, 2005; Brown et al., 2003). For this reason, the absence of the synaptically evoked suppression of excitation is an indirect evidence that the mGlu1 receptor pathway is impaired in the SCA3 mouse model (Konno et al., 2014).



SCA5

SCA5 is due to mutations of beta-III spectrin, which is a scaffold protein interacting with the mGlu1 receptor (Armbrust et al., 2014). In SCA5-model mice, the mGlu1 receptor is decreased in the dendritic spines of PCs, mGlu1-mediated Ca2+ responses are impaired and mGlu1-dependent LTP is deficient (Armbrust et al., 2014).



SCA27

SCA27 is due to loss-of-function mutations of the FGF14 gene (van Swieten et al., 2003). SCA27 patients display ataxia, tremor, dyskinesia, intellectual disability and deficits in memory and executive functioning (Brusse et al., 2006). FGF14 codes for a protein, FGF14, which belongs to the family of fibroblast growth factors (FGFs). However, in contrast to most other members of this family, FGF14 is not secreted but it is retained intracellularly and interacts with voltage-dependent sodium (NaV) channels to modulate their function (Goldfarb et al., 2007). Mice with a targeted deletion of Fgf14 (Fgf14-KO) recapitulate the deficits of SCA27 patients (Wang et al., 2002). In this animal model, the lack of Fgf14 is responsible for deficits in neuronal excitability of cerebellar granule cells (Goldfarb et al., 2007) and PCs (Shakkottai et al., 2009). Although the impairment of action potential firing in these cells likely plays an important role in ataxic symptoms, recent reports showed that Fgf14 is necessary to preserve proper transmission at the PF-PC synapse. In fact, in granule cell-PC mixed cultures in which Fgf14 has been deleted or knocked down, PFs show a profound suppression of neurotransmitter release (Yan et al., 2013), correlated with a deficit of voltage-gated Ca2+ currents in PF presynaptic varicosities (Yan et al., 2013). However, the onset of SCA27 in some patients is in the adult age, suggesting that, in the cerebellum, the PF-PC synapse is less severely affected than in culture and that other mechanisms might be involved. Indeed, in ex vivo cerebellar slices from Fgf14-KO mice, the efficacy of the PF-PC synapse is only reduced by about 40% (Tempia et al., 2015). Also in this case, the mechanism is presynaptic, so that, with the repetitive firing of PFs, synaptic facilitation is remarkably enhanced. It is likely that such synaptic facilitation compensates in great part for the deficit in neurotransmitter release by the first spike of a burst of activity. In fact, the activation of PC mGlu1 receptors by high frequency firing of PFs is not affected in Fgf14-KO mice (Tempia et al., 2015).




Autism Spectrum Disorders

Regarding psychiatric disorders, the cerebellum has been strongly implied in Autism Spectrum Disorders (ASD). In fact, cerebellar malformation and PC loss are frequent findings in the analysis of autoptic material from ASD patients (Bauman and Kemper, 2005; Amaral et al., 2008). In addition, the cerebellar injury is associated with a higher incidence of ASD (Limperopoulos et al., 2007). A central role of PCs in ASD has been confirmed by recent studies in animal models. Some of these studies have even showed that a genetic modification specifically restricted to PCs is sufficient to cause symptoms related to ASD. The main findings, regarding the PF-PC synapse, of studies of PC-selective mutants are summarized in Figure 4.


[image: image]

FIGURE 4. PF-PC alterations in PC-selective animal models of autism. (A) Tuberous sclerosis Complex 1 (TSC1)-knockout PCs have an increased number of dendritic spines, but normal PF-PC synaptic transmission. (B) Pten-knockout PCs have aberrant dendritic enlargements and stronger transmission at the PF-PC synapse. In a third PC-selective model of autism, the PC-Shank2-knockout mouse), the PF-PC synapse has not been studied, but a global Shank2-knockout mouse showed normal transmission at this synapse (not shown).



The role of PCs in ASDs was first examined in a model of tuberous sclerosis, a complex disease associated with a high incidence of autism (Jeste et al., 2008). Tuberous sclerosis Complex 1 (TSC1), which is one of the main genes mutated in tuberous sclerosis, was selectively knocked out in cerebellar PCs (Tsai et al., 2012). Both homozygous and heterozygous mice showed social interaction deficits and repetitive behavior, reproducing salient features of patients with ASD. Moreover, while homozygous mice also displayed ataxia, heterozygotes presented autistic trait but normal motor performance. Although heterozygous Tsc1 mutant mice had no PC loss, the PC dendritic tree had an aberrant increase in the density of spines. It is interesting to note that in this model of ASD the efficacy of both PF-PC and CF-PC synapses was intact, but PCs showed a reduced rate of action potential firing. Thus, in this animal model, the alteration of dendritic spines was not accompanied by changes in the synaptic input impinging onto PCs, suggesting that the impairment in the output signals to the DCN is due to a deficiency in the intrinsic membrane properties regulating the generation of action potentials. This deficit and the associated behavioral symptoms could be ascribed to the loss of inhibition of mammalian target of rapamycin (mTOR) by Tsc1. In fact, an inhibitor of mTOR (rapamycin) was able to revert the autistic symptoms and the pathological alterations.

A second study examined the role of phosphatase and tensin homolog missing on chromosome 10 (PTEN), a gene involved in 5–10% cases of autism (Li et al., 1997; McBride et al., 2010). PTEN negatively regulates PI3K-AKT signaling, which controls in parallel mTOR and GSK3 pathways (Song et al., 2012). A selective deletion of Pten in PCs was sufficient to cause autistic-like behaviors (Cupolillo et al., 2016). These Pten mutant mice displayed PC soma enlargement, thicker dendrites with swellings and axonal torpedoes. While at 4 months the PC number was the same in Pten mutant and wild-type controls, at 6 months of age the mutant PCs showed a 50% reduction in number. Behavioral and electrophysiological analyses were performed at 3–4 months of age, when PC death was not yet evident and motor performance was still normal. Pten mutant mice displayed deficits in social interaction and repetitive behavior, suggestive of autistic symptoms. PC action potential firing was significantly reduced, similarly to Tsc1 mutants. However, the efficacy of the PF-PC synapse was strongly increased to double level relative to controls, through a postsynaptic mechanism. Interestingly, the CF-PC synapse was reduced via a presynaptic mechanism, as a consequence of the altered PF input or as a tentative compensation aimed at normalizing the balance of excitatory inputs to Pten mutant PCs.

A third study (Peter et al., 2006) focused on the postsynaptic scaffolding protein SHANK2, which is strongly linked to ASD. In accordance with ASD symptoms, mice with a PC-specific deletion of Shank2 showed impaired sociability, and behavioral inflexibility in the form of increased perseverance in a T-maze test. In contrast to the other two PC-selective ASD models, PC-Shank2 knockout mice had a normal PC firing frequency, but in vivo recordings disclosed an aberrant irregularity of PC discharge. The synaptic function was not investigated in PC-Shank2 knockout animals, but only in mice with a global Shank2 deletion, which showed normal PF-PC synaptic transmission but an increased frequency of postsynaptic inhibitory currents and impaired LTP of the PF-PC synapse associated with a deficit in intrinsic PC plasticity.

These three studies have in common the finding of an alteration of PC action potential firing. In Tsc1 and Pten PC-selective knockout mice the frequency was reduced, while the lack of Shank2 caused an increased irregularity of firing. These results, taken together, suggest that a preserved PC firing might be necessary to avoid ASD-related symptoms. Other features were present in some, but not in all models, like the alteration of the dendritic morphology, consisting of an increased number of spines or dendritic thickness in Tsc1 and Pten mice, which in Shank2 mice were normal. The role of the PF-PC synapse in ASD remains undefined, although the stronger efficacy in Pten mutants can definitely affect the afferent input signals to PCs and therefore the signal processing. Some of these alterations are likely responsible for autistic symptoms, but in order to know the relative importance of intrinsic properties relative to synaptic efficacy, it would be necessary to understand more about the mechanisms downstream of PCs. For example, optogenetic manipulations of PC firing parameters like frequency or regularity might confirm or reject the hypothesis that such signals play a central role in the pathogenesis of autism. Other relevant open questions include the consequences of an altered output from the cerebellar cortex to the DCN. Finally, we suggest that answers about this topic might arise from studies of the circuits, originating from the cerebellum, involved in the deficits of social communication, repetitive behavior and behavioral inflexibility, which are cardinal symptoms of ASD, reproduced in animal models (Lai et al., 2014).




CONCLUSION

The PF-PC synapse possesses a pivotal position in the cerebellar network, being the site of maximal signal divergence and convergence. It can integrate incoming signals over different time scales, from millisecond via AMPA receptors to seconds via mGlu1 receptors to days up to years through plastic changes. This privileged role of the PF-PC synapse is paralleled by a variety of mechanisms of dynamic and plastic modulation. Dynamic modulation arises from different diffuse-projection neurotransmitter systems including serotonin, noradrenaline and acetylcholine. The dynamic modulation operates a fine tuning of the gain of data processing at this level. The plasticity of the PF-PC synapse can be viewed as a mechanism to store changes in the efficacy of afferent input signals to the cerebellar cortex so that the gain of each element of the PF-PC matrix can be adjusted to cope with any specific task. Such a mechanism constitutes a critical element of cerebellar motor learning and memory. The physiological importance of the PF-PC synapse explains the consequences in conditions in which it cannot work properly. In fact, alterations of this synapse are encountered in some forms of ataxia (SCA1, 3, 5, 27). The mechanisms responsible for the development of ASD are more complex. In fact, at present, it is not clear how the cerebellum is involved and how the dysregulation of the PF-PC synapse contributes to this disease. For both types of disease, ataxia and autism, the full range of physiological mechanisms has not yet been completely investigated. Furthermore, in several cases, a dysfunction of the PF-PC synapse is associated with alterations of PC firing or of other synaptic contacts. Future experiments need to clarify the specific role of each of these mechanisms in the pathogenesis of cerebellum-dependent diseases.
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BACE1 RNAi Restores the Composition of Phosphatidylethanolamine-Derivates Related to Memory Improvement in Aged 3xTg-AD Mice
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β-amyloid (Aβ) is produced by the β-secretase 1 (BACE1)-mediated enzymatic cleavage of the amyloid precursor protein through the amyloidogenic pathway, making BACE1 a therapeutic target against Alzheimer’s disease (AD). Alterations in lipid metabolism are a risk factor for AD by an unknown mechanism. The objective of this study was to determine the effect of RNA interference against BACE1 (shBACEmiR) on the phospholipid profile in hippocampal CA1 area in aged 3xTg-AD mice after 6 and 12 months of treatment compared to aged PS1KI mice. The shBACEmiR treatment induced cognitive function recovery and restored mainly the fatty acid composition of lysophosphatidylethanolamine and etherphosphatidylethanolamine, reduced the cPLA2’s phosphorylation, down-regulated the levels of arachidonic acid and COX2 in the hippocampi of 3xTg-AD mice. Together, our findings suggest, for the first time, that BACE1 silencing restores phospholipids composition which could favor the recovery of cellular homeostasis and cognitive function in the hippocampus of triple transgenic AD mice.
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INTRODUCTION

Alzheimer’s disease (AD) is a disabling neurodegenerative disorder that impacts millions of people worldwide and is recognized as the most common form of dementia (Querfurth and LaFerla, 2010). The aggregation of three main neuropathological markers—senile plaques (SP), neurofibrillary tangles (NFTs) and lipid granules—is characteristic of AD. Current evidence suggests that senile plaques trigger the amyloid cascade and that the deposition of β-amyloid (Aβ) is the first step in the development of AD, leading to the formation of SP, NFT, neuronal loss, and finally, clinical dementia In AD, neuronal loss alters the cellular composition and macrostructure of cerebral regions, either moderately, as observed in the prefrontal cortex, or severely, as in the entorhinal cortex and hippocampus. Progressive cell death in these regions is tightly linked to dementia due to the reduction in the number of neurons found in the hippocampus and cerebral cortex of individuals with AD but not asymptomatic subjects (Andrade-Moraes et al., 2013). Accordingly, AD patients show significantly less activation in the hippocampal formation, which is associated with progressive memory loss (Sperling et al., 2003).

Aβ is generated by the enzymatic processing of the amyloid precursor protein (APP). This process involves the cleavage of APP by the β-site APP cleavage enzyme 1 (BACE1) and the γ-secretase complex, which contains presenilin 1 or 2 (PS1 or PS2) as the catalytic subunit to generate the Aβ40 and Aβ42 peptides (Thinakaran and Koo, 2008). BACE1 is a type I transmembrane aspartic protease that is related to pepsins and retroviral proteases. The subcellular localization of BACE1 is within the trans-Golgi network and the endosomal compartment. Although, BACE1 reaches the plasma membrane due to vesicle trafficking, it is quickly recycled. Only a limited amount of APP cleavage by BACE1 takes place at the plasma membrane; the primary BACE1-mediated APP processing occurs in endocytic vesicles where the low pH environment favors the enzymatic activity (Kandalepas and Vassar, 2012).

Cellular lipid composition also regulates the catalytic activity of enzymes such as BACE1, as observed in cholesterol-rich membrane domains known as lipid rafts (Ehehalt et al., 2003). The cholesterol content of these membrane domains also seems to affect the enzymatic activity of BACE1 on APP (Kalvodova et al., 2005). However, although cholesterol is the best-studied brain lipid in AD, many other lipids are involved in the Aβ-lipid regulatory system, and some of these lipids exhibit stronger effects than cholesterol on Aβ production (Di Paolo and Kim, 2011).

The association between an aberrant lipid balance and AD is supported by the fact that the neuronal lipid composition regulates the trafficking and activity of the membrane proteins involved in Aβ production, such as APP, BACE1 and presenilins 1 and 2 (Grimm et al., 2005). It has also been found that high levels of Aβ modulate the activity of enzymes such phospholipases A2, C, and D and thus alter membrane homeostasis (Berman et al., 2008; Oliveira and Di Paolo, 2010; Sanchez-Mejia and Mucke, 2010). In addition, several genes related to AD, such as APOE, ABCA7, CLU, and BIN1, are tightly connected to lipid metabolism and cellular membrane dynamics (Hollingworth et al., 2011; Karch and Goate, 2014; Rosenthal and Kamboh, 2014).

Although the link between lipid metabolism and AD was suggested years ago, many aspects of this relationship have remained elusive due to the lack of technology and analytical methodologies to understand the molecular mechanisms of lipid alterations in AD. The advent of lipidomics has allowed researchers to detect and quantify the lipid species and FAs of cerebral structures, thus facilitating the analysis of the lipid classes involved in cell signaling, membrane structure and trafficking. These techniques have been used to establish the lipid compositions of brain tissues from healthy individuals and AD patients (Han et al., 2001; Fabelo et al., 2014), revealing changes in the levels of plasmalogens, such as, ePE, sulfatide, ceramide, galactosylceramide, cholesterol, and alkyl-acylglycerophosphocholine (Han et al., 2001, 2002; Cutler et al., 2004).

Nevertheless, there is also evidence suggesting that some of enzymes involved in AD, can regulate lipid homeostasis. Thus, post-mortem analysis of frontal cortices from AD patients revealed a 47% increased activity of BACE1 compared with samples from cognitively normal individuals. They found a positive significant linear correlation between BACE1 activity and the levels of 4-hydroxynonenal (HNE) and malondialdehyde (MDA) (Borghi et al., 2007). This study hints to the fact BACE1 may have a direct effect on regulating lipid homeostasis, which is also supported by the work of Meakin et al. (2012) who used mice lacking BACE1 gene to evaluate the effect of this enzyme on the body weight, as well as lipid and glucose metabolism. They found that the knockout animals had decreased production of lipids in the body and showed increased insulin sensitivity compared to their littermate controls, which may be an indicative of high energy expenditure. Furthermore, experiments demonstrated that the absence of BACE1 in brown adipose tissue and skeletal muscle led to increased levels of the uncoupling protein 1, which seems to be involved in protection against oxidative stress and fatty acid handling (Meakin et al., 2012).

In addition, our previous results showed that the silencing of BACE1 produces reduction of tauopathy in old 3xTg-AD mice, and part of the effect was autophagosome lipidation-dependent (Piedrahita et al., 2016). Therefore, supported in those previous evidence about the role of BACE1 in lipid homeostasis; our hypothesis is that BACE1 down-regulation affects the phospholipid composition of hippocampus in an AD model. In this study, we present the lipidomic profiles of hippocampal tissue obtained from a commonly used transgenic mouse model of AD (3xTg-AD) treated with RNA interference (RNAi) against BACE1 for 6 and 12 months and compared them with control groups, using mass spectrometry, we detected and analyzed 12 different lipid classes and subclasses, including phospholipids (PLs), sphingolipids, lysophospholipids, plasmalogens, covering over 402 lipid subspecies.



MATERIALS AND METHODS

RNAi Design

We designed the shRNAi sequences for silencing BACE1 (shBACE1miR). The scrambled RNAi sequences used as control (shSCRmiR) were based on previously published sequences (Chang et al., 2006). These sequences were cloned into human miR-30-based stem-loops by polymerase extension of overlapping DNA oligonucleotides. The following primers were used for polymerase extension to clone the RNAi into the lentiviral shuttle plasmid (pCMV-GIN-ZEO.GFP) for transfection in HEK-293T cells: shBACE1miR forward primer, 5′…CAGAAGGCTCGAGAAGGTATATGCTGTTGACAGTGAGCGCGGACTGCAAGGAGTACAACTATAGTGAAGCCACAGATGTA…3′ and shBACE1miR reverse primer, 5′…CTAAAGTAGCCCCTTGAATTCCGAGGCAGTAGGCATGGACTGCAAGGAGTACAACTATACATCTGTGGCTTCAC…3′; shSCRmiR forward primer, 5′…CAGAAGGCTCGAGAAGGTATATGCTGTTGACTAGCACACATCAGGAAGCGCTCGACAGTGATAGTGAAGCCACAGATGTA…3′, and shSCRmiR reverse primer, 5′…CTAAAGTAGCCCCTTGAATTCCGAGGCAGTAGGCA CCTAGCACACATCAGGAAGCGCTCGACAGTGATACATCTGTGGCTTCAC…3′. The extension products were digested with XhoI and EcoRI for directional cloning into the pCMV-GIN-ZEO.GFP vector (Open Biosystems, Pittsburg, PA, USA). To clone the RNAi vectors for adeno-associated virus (AAV) production, the following primers were used for polymerase extension: shBACE1miR forward primer, 5′…AAAACTCGAGGAGCTCGTGAGCGCTGGACTGCAAGGAGTACAACTCTGTGAAGCCACAGATGGG…3′ and shBACE1miR reverse primer 5′… TTTTGGATCCATTAATAGGCAATGGACTGCAAGGAGTACAACTCCCATCTGTGGCTTCACAG…3′; shSCRmiR forward primer, 5′…AAAACTCGAGTGAGCGCACCATCGAACCGTCAGAGTTACTGTAAAGCCACAGATGGG…3′ and shSCRmiR reverse primer, 5′…AAAAACTAGTAGGCGTACCATCGAACCGTCAGAGTTACCCATCTGTGGCTTTACAG…3′. These extension products were digested with XhoI and SpeI for directional cloning into a U6 expression plasmid that was cut with XhoI and XbaI (Boudreau et al., 2009).

Viral Particle Production and Neuronal Culture Transduction

The AAV particles were obtained by the large-scale production of heterologous proteins from Sf9 insect cell cultures that were co-infected with recombinant baculovirus derived from the Autographa californica nuclear polyhedrosis virus (Urabe et al., 2002). The shBACE1miR expression cassettes—driven by the mouse U6 promoter—were cloned into pAAV.CMV.hrGFP, which contained AAV serotype 2/5 inverted terminal repeats and a CMV-humanized Renilla GFP (hrGFP)-simian virus 40 poly (A) reporter cassette (Urabe et al., 2002). The AAV titers were determined using quantitative PCR and/or DNA slot blot analysis. The AAV particles were dialyzed before use.

Animal Procedures

We used 3xTg-AD mice containing PS1 (M146V), APP (Swe), and tau (P301L) mutations (Oddo et al., 2003), as well as the PS1KI mice containing the PS1 (M146V) mutation, named as “control group,” because PS1KI is the genetic background of the 3xTg-AD mice, do not develop intracellular and extracellular β-Amyloid aggregation and do not exhibit LTP deficits. Furthermore, those mice are viable, fertile, normal in size and do not display any gross physical or behavioral abnormalities (Oddo et al., 2003). Both mice strains were kindly donated by Dr. Frank M LaFerla from the University of California (Irvine, CA, USA). The animals were bred in-house in a specific pathogen-free (SPF) colony at the vivarium at SIU (Sede de Investigación Universitaria, University of Antioquia, Medellin, Colombia), maintained with a 12 h:12 h dark:light cycle, and received food and water ad libitum. The animals were handled in accordance with the Colombian standards (Law 84/1989 and resolution 8430/1993) and NIH guidelines for animal welfare and care (Public Law 99-158, November 20, 1985, “Animals in Research”). Specific care was taken to minimize animal suffering and minimize the number of animals used. A total of 42 3xTg-AD mice (6 and 12 months old, 20–30 g), 20 PS1KI mice (6 and 12 months old, 20–30 g) were used. 28 males and 14 females mice were aleatorially assigned, using three males and 2–3 females per group. One side of the hippocampi was used for lipidomic analysis and the other for biochemical analysis.

The animals were anesthetized (5% ketamine and 2% xylazine, 50:5 dosage mg/kg) and bilaterally injected with 1 μL of AAV2-shSCRmiR (shSCRmiR) or AAV2-shBACE1miR (shBACE1miR) into both hippocampi (bregma coordinates were -1.7 anteroposterior, 0.8 (right) and -0.8 (left) lateral, and 2.5 mm dorsoventral). The injections were performed with a 10-μL syringe (Hamilton, Reno, NV, USA) at 0.1 μL/min, and 10 min elapsed after the infusion before the syringe was withdrawn. The following experimental groups were used:, Short-term treatment group, PS1KI and 3xTg-AD mice were injected with shBACE1miR (B12m) or scrambled miR (Scr12m) at an age of 12 months old and evaluated 6 months later; and Long-term treatment group, PS1KI and 3xTg-AD mice injected with shBACE1miR (B6m) and scrambled miR (Scr6m) at an age of 6 months and evaluated 1 year after injection (Figure 1). The animals were evaluated by the Morris water maze test and later sacrificed for biochemical measurements (Figure 1). The hippocampi were dissected, immediately frozen on dry ice and stored at -80°C until use.
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FIGURE 1. Experimental design. AAVshSCRmiR and AAVshBACEmiR were injected in the hippocampus of 6 and 12 months-old PS1KI and 3xTg-AD mice. After, 12 and 6 months post-injection respectively, behavioral analyses using Morris water maze test were realized. First and second days visible test; Learning and memory were evaluate during 5 days (10 trials); after 48 h retention test was realized. Afterward, the transfer test was performed over 2 days (four trials).



Morris Water Maze Test

Morris water maze testing was performed at 6 and 12 months following the shBACE1miR and shSCRmiR injection in the PS1KI and 3xTg-AD mice. A circular white pool (1-m diameter and 0.5-m height) was filled with water at 22 ± 2°C, and a white escape platform with a diameter of 20 cm was submerged 2 cm below the water surface. This platform was hidden, because the water was colored white with non-toxic opaque paint to facilitate video recording. The test procedure consisted of four stages: (1) Visible: 2 days, two trials per day, 60 s per trial with the platform 2 cm above the water level; (2) Learning: 5 days, two trials per day (10 trials in total), 60 s per trial to find the hidden platform; (3) Retention: 48 h after the last training day (1 day, one trial per day, 60 s per trial without platform); and (4) Transference (changing location of the platform to the opposite side of the pool): a second learning trial of 2 days, two trials per day (four trials in total), 60 s per trial to find the hidden platform (Figure 1). The animal behavioral tests were recorded and analyzed individually using View Point software (Lyon, France).

Lipid Analyses

The total lipids from the mouse hippocampus were extracted according to the FOLCH technique (Folch et al., 1957) using a mixture of 2 mL of chloroform (CHCl3) and 1 mL of methanol (MeOH) in a 2:1 (v/v) ratio. Then, 0.005% butylated hydroxytoluene (BHT) was added, and this mixture was used to homogenize the hippocampus. Subsequently, 1 mL of 0.9% NaCl was added, and the mixture was centrifuged at 3000 rpm for 3 min. The organic layer (lower layer) was removed and transferred to a new glass tube. This procedure was performed in an oxygen-free using enriched nitrogen environment to avoid lipid oxidation processes and was repeated three times. The solvents were evaporated, and the extract was lyophilized to remove the excess of humidity. Finally, the lipid composition was analyzed by mass spectrometry.

Mass Spectrometry

An automated ESI-MS/MS approach was used and data acquisition and analysis carried out at the Kansas Lipidomics Research Center using an API 4000TM and Q-TRAP (4000Qtrap) detection system as described previously (Sparkes et al., 2010; Zhou et al., 2011). This protocol allowed the detection and quantification of low concentrations of the polar lipid compounds. The molecules were determined by the mass/charge ratios, which were compared with the respective internal standard to determine which species of lipids were present in the evaluated extract: 0.66 nmol di14:0-PC, 0.66 nmol di24:1-PC, 0.66 nmol 13:0-lysoPC, 0.66 nmol 19:0-lysoPC, 0.36 nmol di14:0-PE, 0.36 nmol di24:1-PE, 0.36 nmol 14:0-lysoPE, 0.36 nmol 18:0-lysoPE, 0.36 nmol 14:0-lysoPG, 0.36 nmol 18:0- lysoPG, 0.36 nmol di14:0-PA, 0.36 nmol di20:0(phytanoyl)-PA, 0.24 nmol di14:0-PS, 0.24 nmol di20:0 (phytanoyl)-PS, 0.20 nmol 16:0-18:0-PI, 0.16 nmol di18:0-PI, and 1 nmol 15:0 fatty acid. The system detected a total of 12 different lipid species and their respective sub-species, which were identified by the number of carbons and degree of unsaturation of the chain. Lipid concentration was normalized by molar concentration across all species for each sample, and the final data are presented as mean mol%.

Western Blotting Analysis

The animals were sacrificed, and the cerebral cortices were dissected, immediately frozen in liquid nitrogen, and stored at -80°C prior to use. The samples were lysed in 10 mM Tris (pH 7.4), 100 mM NaCl, 1 mM EDTA, 1 mM EGTA, 10% glycerol, 1% NP40, 1 nM orthovanadate, 5 mM NaF, 1 mM phenylmethylsulfonyl fluoride, and a protease inhibitor cocktail (Sigma-Aldrich) (Cardona-Gomez et al., 2004). The lysates (containing approximately 40 μg of proteins, quantified using the Bradford method) were loaded onto 8 and 10% polyacrilamide gels and transferred onto nitrocellulose membranes (GE Healthcare) at 250 mA for 2 h using an electrophoretic transfer system. The membranes were incubated overnight at 4°C in anti phospho-cPLA2 (Ser505) (rabbit polyclonal. 1:1000; Cell Signaling), anti-COX2 (rabbit polyclonal. 1:500; abcam), and mouse anti-βIII tubulin (1:5000; Promega). IRDye 800CW goat anti-rabbit (LI-COR; 1:5000) were used as the secondary probes. The blots were developed using the Odyssey Infrared Imaging System. To minimize inter-assay variation, samples from all of the experimental groups were processed in parallel.

Statistical Analysis

In the behavioral test were used 10–15 animals/group. The escape latency during the hidden platform training sessions and transference tests were determined using repeated-measures ANOVA. The latency and the number of platform crosses in the hidden platform trials and in the probe trials were analyzed by one-way ANOVA, also ANOVA per day followed by Fisher’s post hoc test were realized. The analyses were performed using SPSS 18.0 software (Chicago, IL, USA). The values were expressed as the mean ± SEM. The results were considered to be significant at ∗p < 0.05, and ∗∗p < 0.01. All of the sample groups were processed in parallel to reduce inter-assay variation.

The lipid levels for each sample were calculated by summing the total number of moles of all lipid species measured and then normalizing that total to mol%. Comparisons between groups were assessed either by one-way ANOVA, followed by the Tukey post hoc test or the Kruskal–Wallis test, depending on the homoscedasticity and normality of the experimental data. Multivariate statistics were performed using principal component analysis (PCA) and a partial least squares-discriminant analysis (PLS-DA) (Barker and Rayens, 2003). PLS-DA was included because it is particularly suitable for the analysis of datasets with a small number of samples and a large number of variables. The PLS-DA analysis was carried out using the routines described in (Ballabio and Consonni, 2013). For both techniques, an index representing the importance of the variables according to the first components was estimated. PCA used an index (denoted as ρ) that considers the entries of the principal directions and the variance of each component to determine the weight that every lipid species has in the estimation of the principal directions (Jolliffe, 2002). In contrast, for PLS-DA, the index used is called the variable importance in projection (VIP) (Mehmood et al., 2012), which analogously to ρ, determines the importance of each variable that is reflected by each component and also considers the variance explained by each PLS component (for a detailed description of VIP, please refer to Mehmood and the references therein). The confidence ellipsoids per group and treatment are also included. The data from the univariate and bivariate statistics are expressed as the mean ± the standard error of the mean. The statistical significance is indicated in the figures and tables.



RESULTS

BACE1 Gene Silencing Prevents Learning and Memory Impairments in 3xTg-AD Mice after 6 and 12 months of Treatment

During the visible platform test, the shBACE1miR-treated 3xTg-AD mice did not show differences compared to the controls after either 6 or 12 months of treatment (Figure 2A). However, the learning task performance of the shBACE1miR-treated mice at 6 and 12 months post-injection was better than that of the corresponding shSCRmiR-treated 3xTg-AD control mice (Figure 2B). These observations supported a memory improvement because the shBACE1miR-treated mice spent less time finding the hidden platform and showed preferences in the trajectory for the quadrant of the platform (Figures 2C,D) at both post-injection time points. Additionally, reversal learning skills were improved in the 3xTgAD mice treated with shBACE1miR, which spent less time looking for the second platform location in the transfer test than the shSCRmiR-treated 3xTgAD mice (Figure 2E). PS1KI mice treated with shBACE1miR did not show changes respect to the untreated control in both evaluated time lines (Figure 2).
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FIGURE 2. BACE1miR prevents cognitive dysfunction in 3xTg-AD mice. The learning and memory task performance of the PS1KI and 3xTg-AD mice were evaluated by the Morris water maze test after 6 and 12 months of treatment with shBACE1miR and compared with the respective animal controls. (A) Visible test, (B) Learning test (first position of the platform), (C,D) Retention and representative trajectory images of the animals during the retention test, and (E) Transference test (second position of the platform), The data are expressed as the group mean ± SEM. ∗p < 0.05, ∗∗p < 0.001; n = 12 to 10–15 animals/group.



The Phospholipid Profile of the Hippocampus Is Altered in 3xTg-AD Mice

To determine whether the transduction with shBACE1miR or the scrambled version induced lipid changes in the 3xTg-AD mice, we characterized the hippocampal phospholipid composition of the transgenic animals at two different post-injection time points (6 and 12 months). These profiles were compared with shBACE1miR or the scrambled treated PS1KI mice, which were evaluated at the same post-injection times. At a glance, the analysis revealed two types of variations in the phospholipid contents of the 3xTg-AD mouse hippocampus. The first set of changes seems to be related to the pathological condition, while the second type is associated with the shBACE1miR treatment.

The lipid profiling of the all control groups PS1KI and 3xTg-AD mice hippocampus shows that the lipidome is primarily composed of high abundance glycerophospholipids, such as PC (47.5 and 47.2%), PS (5.1 and 5.8%), PE (18.6 and 20.0%), and PI (1.9 and 1.8%); sphingolipids, such as SM-DSM (8.0 and 8.3%); low abundance glycerophospholipids, such as PA (0.3 and 0.4%) and PG (0.07 and 0.6%); lysophospholipids, such as LPC (0.2 and 0.4%) and LPE (0.9 and 1.0%); and etherphospholids, such as ePC (1.4 and 1.6%), ePS (0.02 and 0.11%), and ePE (1.4 and 1.6%) (Figure 3A).
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FIGURE 3. Lipid composition of the hippocampus from 3xTg-AD and control mice, grouped according to the time of treatment. Various lipid changes can be seen in the hippocampal tissue. (A) The lipid class profiles are expressed as %mol composition. All lipid species were measured (means), and the error bars represent the SEM. The data for the 3xTg-AD mice were significantly different from the control groups (∗p < 0.05, ∗∗p < 0.01; ∗∗∗p < 0.001 ANOVA followed by the Tukey post hoc test or Kruskal–Wallis test). (B) Multivariate analyses of the lipid profiles from the hippocampus. PCA, principal component analyses for the lipid classes; PLS-DA, partial least squares analysis to discriminate between the lipid classes. The left panels illustrate the factor loadings for PC1 and PC2, with the indices of variance explained for each component. The right panels show the factor score plots for PLS-DA. The variables in the analyses are the controls, AD (3xTg-AD without treatment) and AD+shBACE1-miR (3xTg-AD with 6 and 12 months of treatment). PA, phosphatidic acid; PC, phosphatidylcholine; LPC, lysophosphatidylcholine; ePC etherphosphatidylcholine; PS, phosphatidylserine; ePS, etherphosphatidylserine; PE, phosphatidylethanolamine; LPE, lysophosphatidylethanolamine; ePE, etherphosphatidylethanolamine, PI, phosphatidylinositol; PG, phosphatidylglycerol; SM, sphingomyelin. n = 3–5 per group.



The treatment of 3xTg-AD mice with the shBACE1miR or shSCRmiR for 6 or 12 months resulted in distinctive lipid profiles compared with the control animals (Figure 3A). The disease-associated changes in the phospholipid composition involve an overall decrease in PC (control vs. AD mice, p < 0.001), PS (control vs. AD mice, p < 0.01) PE (control vs. AD mice, p < 0.01), PI (control vs. AD mice, p < 0.01), and SM-DSM (control vs. AD mice, p < 0.05) (Figure 3A). In contrast, the lipid profile obtained from the shBACE1miR-treated 3xTg-AD mice showed that the treatment restored the LPE (p < 0.001) and ePE (p < 0.05) content to basal levels (Figures 3A,B), suggesting a regulatory role for BACE1 in the biosynthesis of these particular plasmalogens.

The results of the PCA analyses from the detected lipids indicate that nearly 82% of the total variance may be explained by the first two principal components (PC1 and PC2) (Figure 3B). The most relevant variables for these two components were related to the PC subclasses 32:0 and PE subclasses 40:6, which demonstrated higher ρ indexes (13.6236 and 12.1049 respectively) (Figure 3B). PC 32:0 is composed of the saturated FA Palmitic acid (Figure 3B). In contrast, PE 40:6 is composed of the polyunsaturated FAs DHA and saturated FAs stearic acid (Figure 3B). The PLS-DA analyses indicate that nearly 86% of the total variance may be explained by factor 1. In this case, the most relevant feature according to VIP are PI 40:00 (VIP: 2.0965) and PC 44:8 (VIP = 1.9355). Moreover, three of the first five most relevant features according to VIP belong to the LPE species (Figure 3B). This LPE subclass is composed of the monounsaturated FA such as Palmitoleic (16:1), Oleic (18:1) and polyunsaturated AA acids, as arachidonic (20:4). Both the PCA and PLS-DA analyses indicate that the control group is located in a different quadrant of the plane compared with the AD and treated AD animals, which are in the right quadrant of the graphic (Figure 3B). In addition, the AD and treated AD groups also show a different distribution pattern, indicating that BACE1 silencing modifies the course of certain PLs in the disease (Figure 3B).

shBACE1miR Restores the Basal Levels of LPE and ePE of 3xTg-AD at 6 and 12 months Post-injection

We demonstrated that shBACE1miR has a regulatory effect on the lipid profile in two specific lipid classes: LPE and ePE. The LPE levels increased (p < 0.001) in the AD groups compared with the AD mice treated with the shBACE1miR and the control groups (Figures 3A and 4A). The PCA analysis showed that the AD+shBACE1miR group had a displacement to the left quadrant close to the control group, while the AD mice occupy a different region that is shifted to the right (Figure 4A). This result indicates that nearly 97% of the total variance may be explained by the first two principal components (PC1 and PC2), which is LPE 18:1 according to ρ = 1.0208. However, three of the first five most relevant features according to VIP belong to unsaturated lipid species (22:6, 20:1, and 20:4) (Figure 4. In addition, these observations were confirmed by counter plot analyses, where the LPE content was increased in the AD groups (3xTg-Scr6m and 3xTg-Scr12m) and restored to the basal levels in the shBACE1miR-treated AD mice at 6 and 12 months post-injection (Figure 4B). The PLS-DA analysis also revealed that the AD+shBACE1miR group on the graph had a displacement from AD to control group; however, the AD group exhibited a different distribution. The subclasses with major importance in data distribution, based on higher ρ index, were LPE 22:5 (docosapentaenoic acid) (1.0858) and LPE 20:2 (Eicosadienoic Acid) (1.0494) (Figure 4A).
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FIGURE 4. shBACE1miR restores the basal levels of LPE at 6 and 12 months post-injection. (A) PCA, Principal component analyses for the LPE subclasses and PLS-DA, Partial least squares method to discriminate between the LPE subclasses. The left panels illustrate the factor loadings for PC1 and PC2, with the indices of variance explained for each component. The right panels show the factor score plots for PLS-DA. The groups in the analyses are controls, AD (3xTg-AD without treatment) and AD+shBACE1-miR (3xTg-AD with 6 and 12 months of treatment). (B) Contour plots of the more influential subclasses of LPE (variables) in the discriminant analyses for each evaluated variable; all LPE and ePE subclasses were measured (means), and the error bars represent the SEM. n = 3–5 per group.



In addition, ePE also seems to be affected by the treatment because the levels of this plasmalogen decreased (p < 0.05) in AD compared with the AD+shBACE1miR and control groups (Figure 3A). The PCA analysis confirmed this result and showed that all experimental groups occupy different areas in the quadrants, i.e., ePE species were able to differentiate among the experimental groups. The most relevant molecular species, such as ePE 40:6 (18:0 stearic/22:6 DHA) and 38:6 (16:0 palmitic/22:6 DHA), had a higher ρ index (0,01470 and 1,1170, respectively) (Figure 5A). Interestingly, the contour graphic showed changes in the same ePE subclasses and showed a decrease in AD groups, although their levels were recovered in the AD+shBACE1miR groups at 6 and 12 months post-treatment (Figure 5B). The recovery of the basal levels may represent a modulatory effect of the shBACE1miR on the phospholipid profile in the 3xTg-AD mice. The PLS-DA analysis also demonstrated different distribution patterns for all groups on the plot. The subclasses with major importance in the data distribution based on a high VIP index were ePE 38:6 (16:0 palmitic acid/22:6 DHA) (1.5995), ePE 40:6 (22:6 DHA/18:0 stearic) (1.4983) and (Figure 5A).
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FIGURE 5. shBACE1miR recovers the basal levels of ePE at 6 and 12 months post-injection. (A) PCA, principal component analyses for the ePE subclasses; PLS-DA, partial least squares method to discriminate between the ePE subclasses. The left panels illustrate the factor loadings for PC1 and PC2, with the indices of variance explained for each component. The right panels show the factor score plots for PLS-DA. The groups in the analyses are controls, AD (3xTg-AD without treatment) and AD+shBACE1-miR (3xTg-AD with 6 and 12 months of treatment). (B) Contour plots of the more influential subclasses of ePE (variables) in the discriminant analyses for each evaluated variable; all ePE subclasses were measured (means), and the error bars represent the SEM. n = 3–5 per group.



A detailed analysis of the LPE’s FA composition revealed the presence of large chain fatty acyls (16C to 22C) with either monounsaturated or polyunsaturated FAs bearing 1, 4, or 6 bonds. Interestingly, the shBACE1miR treatment modified the carbon-chain length and the degree of unsaturation of the LPE subspecies. shBACE1miR seemed to restore the basal levels of long fatty acyls chains, such as 16C, 18C, 20C and 22C, which were altered in the untreated AD groups (3xTg-Scr6m and 3xTg-Scr12m) (Figure 6A). The same effect was also found for the degree of unsaturation, particularly in polyunsaturated FAs with 1, 4 or 6 bonds, compared with the control groups (Figure 6B). In contrast, the FA composition analysis of ePE showed that this plasmalogen was formed by very long fatty acyls chains (32C to 40C), whose levels did not show statistically significant differences among the experimental groups (Figure 6C). In contrast, the analysis of the FA unsaturation number revealed changes in ePE FAs with six bonds (Figure 6D). It was evident that the shBACE1miR treatment (3xTg-B6m and 3xTg-B12m) partially restored this type of unsaturation in the ePE FAs to that observed in all control groups (Figure 6D).
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FIGURE 6. Altered fatty acid composition of LPE and ePE in the hippocampal region from the 3xTg-AD mouse models and recovery by BACE1miR. Independent analyses of changes in lysophospholipid (LPE) and plasmalogen (ePE) chain lengths equal to the total number of carbon atoms in the fatty acid moieties (A,C), and the LPE and ePE saturation equal to the total number of double bonds in the fatty acid moieties (B,D). The data for the 3xTg-AD mice were significantly different from those of the control groups (∗p < 0.05, ∗∗p < 0.01; ANOVA followed by the Tukey post hoc test or Kruskal–Wallis test). #p < 0.05, ANOVA with Tukey’s tests compared between 3xTg-AD groups. Data are expressed as Mol %. n = 3–5 per group.



BACE1 Silencing Reduces Active cPLA2, ARA, and COX2 Levels

The LPE and ePE level changes suggested a potential implication of a PLA2 isoform (Dennis et al., 2011), to understand this effect we evaluated the phosphorylation of cPLA, AA levels and COX2 protein levels in all experimental groups, after confirming the decreased BACE1 protein levels (p < 0.01) in the hippocampi from shBACE1miR treated mice respect to those treated with shSCRmiR (Figure 7A). BACE1 protein levels had a tendency to increase under PS1KI condition, but without significant effect, as reported Giliberto et al. (2009). cPLA2 is the main enzyme involved in the production of both lipids species (Makide et al., 2009), inducing AA release, which trigger proinflammatory signaling through the cyclooxygenases, as COX2 (Lin et al., 1993; Kuwata et al., 1998). Our findings evidenced that the levels of phosphorylated cPLA2 in ser505 were decreased at 6 and 12 months post-injection in the shBACEmiR groups compared with Scr (p < 0.01) and PS1KI controls group (p < 0.05) (Figure 7B). The AA levels were increased in AD (3xTg-Scr6 and Scr12m) groups, how has been previously described (Sanchez-Mejia and Mucke, 2010), while shBACE1miR6 and shBACE1miR12 decreased to control levels (p < 0.001) (Figure 7C). Finally, we found that COX2 levels increased significantly in all the 3xTg-AD groups; however, this decreased only at the long-term shBACE1miR- treatment (12 m) (Figure 7D). Taken together, these results suggest that the BACE1 silencing reduces the composition of AA in LPE at 6 and 12 months of treatment, with a clear repercussion on anti-inflammatory response at 12 months by decrease of cPLA2 and COX2 levels in the hippocampus from 3xTg-AD mice.
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FIGURE 7. shBACEmiR decreases the levels of phosphorylated cPLA2, ARA and COX2 levels in the hippocampus of old 3xTg-AD mice’s. (A) Representative bands from BACE1 protein levels and (B) p-cPLA2 levels at long and short-term shBACE1miR’s post-treatment (6 and 12 months) by Western blotting. (C) Arachidonic acid composition levels in LPE lipid. Results are expressed as Mol % of total fatty acids. (D) Representative immunoblot of COX2 protein levels. Results are expressed as relative units (RU) and. Data are shown as mean ± SEM. For 3xTg-AD, results were significantly different from the controls group (∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001; ANOVA followed by Tukey post hoc test). n = 3–5 per group.





DISCUSSION

Our findings suggest by the first time that the long-term silencing of BACE1 prevents the learning and memory impairment in 3xTg-AD mice, by restoration of the composition of PE derivates, as LPE and ePE, and the subsequent blocking of the pro-inflammatory activation of cPLA2/AA/COX- 2 pathway in the hippocampus. In agreement with our previous studies, this BACE1 knock-down’s effect could be also related to the reduction of the hyperphosphorylation of tau and recovery of PE-dependent autophagosome formation (Piedrahita et al., 2016); since those processes are progressively affected in the 3xTg-AD mice at 12 and 18 months old (Villamil-Ortiz and Cardona-Gomez, 2015).

Recently, we validated the silencing of BACE1 in wild type and triple transgenic AD mice, where shBACE1miR treatment induced neuroprotection by reduction of CTF (carboxy-terminal fragment) and 1–42 Aβ levels. In addition, hyperphosphorylated tau was reduced through the regulation of some autophagy actors, which were blocked by PE lipidation inhibitor [3 Methyl-Adenine (3MA)] (Piedrahita et al., 2016). Therefore, in the present study, we performed a deep lipid profile analysis of the hippocampal region of 3xTg-AD mice to evaluate the effect of BACE1 silencing in this AD model, whose treatment improved the spatial learning and memory skills at 6 and 12 months post-injection. BACE1 inhibition has several substrates involved in neurotransmission, excitability and synapses, as neuroregulin 1, APP, between others (Munro et al., 2016), and its inhibition could be adverse (Vassar, 2014; Ohno, 2016). However, a reduction of BACE1 protein under a pathological over-expressed BACE1 activity condition, could suggest an important benefit in neuroprotection, remyelination and plasticity (Farah et al., 2011; Piedrahita et al., 2016), supported by the recovery of the cognitive function in the shBACE1miR treated 3xTg-AD mice. Also, BACE1’s silencing did not affect the performance of PS1KI mice and it had a lipid profile very similar than C57BL6 mice (Supplementary Figure S1).

We detected 12 lipid classes that covered over 402 lipid subclasses, observing changes in 6 PL classes in the hippocampus of the 3xTg-AD mice compared to the control groups. Interestingly, we observed that treatment with shBACE1miR modifies the levels of LPE and ePE, restoring the amounts of these plasmalogens to the basal levels found in the control animals, which may be associated with tissue homeostasis and cognitive function recovery. In addition, there were also changes in the individual lipid species of different subclasses, suggesting that the FA carbon chain and unsaturation number may play an important role in AD pathogenesis. These results suggest that the numerous changes that occurred in the PLs could be used as potential molecular target that facilitate understanding the biochemical mechanism involved in the neurodegenerative process in AD.

Alterations in membrane lipids are widely described in brains from AD and several neurodegenerative disorders (Sagin and Sozmen, 2008). A tight relationship has been established between lipid metabolism and lipotoxicity in neurons (Du et al., 2009). Trafficking and secretase activity of the key membrane-bound proteins controlling Aβ levels, including APP, BACE1, and presenilins, are regulated by membrane levels of cholesterol and SM. According to early studies, a general decline of SM content in AD brains has been described (Cunnane et al., 2012), which was confirmed by decreased levels of SM in the 3xTgAD mice groups in our data. Also, different studies have reported decreased brain PL levels in neurodegenerative diseases, mainly PI (Prasad et al., 1998; Berman et al., 2008; Whiley et al., 2014); PC (Whiley et al., 2014) PE and its derivatives, such as LPE and ePE (Ginsberg et al., 1993, 1995; Nesic et al., 2012); and PS (Shea, 1997), seeming to have multifactorial origins, including the hyperactivation of phospholipases, peroxisomal dysfunction and irregular FA composition of PLs. Our observations confirm those results, where alterations in PL metabolism were close related to AD condition, whose aberrant metabolism could be reflected in the animal’s behavior alteration.

In the present study, we observed decreased levels of PC in all AD groups compared with the control groups, specially the subspecies 34:1 and 32:0. The alterations in the PC levels have been described as a deregulation in the diacylglycerol cholinotransferase-mediated biosynthesis and turnover of PC from DAG, which affects neurite and axonal outgrowth and synaptic plasticity by DAG accumulation and low levels of PC (Araki and Wurtman, 1997; Mateos et al., 2010; Gaudin et al., 2012). However, the biological activity depends on the type of FA linked to the molecular structure. Previous works reported that these PCs are decreased in micro-extracted senile plaques from the post-mortem AD brain, and it could be linked to the roles of PLA2 and PLD1 in Aβ activation (Gaudin et al., 2012; Whiley et al., 2014). Additionally, these species are composed of monounsaturated omega-9 oleic acid (18:1 n-9) and saturated palmitic acid (16:0), and this composition of membrane lipids influences their biophysical properties, including fluidity, permeability and charge (Finkelstein et al., 2014). The loss of oleic acid has been reported to favor BACE1 activity and increase the Aβ 1-42/Aβ 1-40 ratio, whereas dietary oleic acid supplements increased the Aβ 1-40/Aβ 1-42 ratio and reduced the levels of BACE and presenilin, as well as the number of amyloid plaques in AD brains (Amtul et al., 2011). Interestingly, our results confirm the aberrant biosynthesis of PC and the imbalance between the levels of saturated/unsaturated FAs affecting to the structure of PC could favor the abnormal destabilization of membrane in AD brains.

Also, in our work, we found decreased PS and PE levels in the hippocampus from all AD’s experimental groups. Interestingly, we observed that the main decreased FA in both species was 40:6, which is composed of 22:6 (DHA) and 18:0 (stearic acid) chains. DHA is the best substrate for PS biosynthesis, and a decrease in this polyunsaturated acid has been related to cognitive impairment (Grimm et al., 2013). Reduction in the DHA levels of hippocampal PS was demonstrated in senescence accelerated mice model, which has a short life span, memory and learning alterations, and increased amounts of hippocampal Aβ plaques. In addition, DHA content of PS and PE are 12 and 14% reduced in the human AD’s cortex respectively, and also it has been found less amount of PE subspecies 22:6 n-3 (DHA) in the cortex of 9-month-old AD mice (Cunnane et al., 2012). In general, a reduction of PE, PE-derived PUFAs in the brain (Ginsberg et al., 1993; Conquer et al., 2000; Dorninger et al., 2015) and in plasma (Conquer et al., 2000) has been associated to AD. Therefore, our results are in agreement with the previous findings and suggest that altered PS and PE metabolism in the hippocampus could be implied in the cognitive impairment described in AD by affecting the signaling pathways modulated by PUFAs, such as DHA and AA.

PE accounts for approximately 25% of mammalian PLs and is significantly enriched in the brain, where the PE content is 45% of the total PLs. PE has been recently involved in the positive regulation of autophagy and longevity (Rockenfeller et al., 2015). PEs and/or PE-derived (LPE and ePE) are essentials in the cell function (Vance and Tasseva, 2013), LPE can be generated from PE via a phospholipase A-type reaction (Vance and Tasseva, 2013). Currently, the physiological significance of LPE in the brain is unknown. However, in non-mammalian species, it has been attributed to certain functions. For example, in the housefly, LPE has antifungal and antibacterial activity (Meylaers et al., 2004), and in the mushroom Grifola frondosa, it stimulates mitogen-activated protein kinase (MAPK) signaling. Furthermore, was reported that LPE induced neuronal differentiation of PC12 cells (Nishina et al., 2006). And recently it has been reported that LPE has a direct relationship with the calcium influx (Lee et al., 2015), which is close related to cell death (Bezprozvanny and Mattson, 2008). Interestingly, our data indicated increased LPE levels in the hippocampus of AD animals (Scr6 m and Scr12 m), specifically, the AA (20:4), the DHA (22:6) and the oleic acid (18:1) composition. Surprisingly, BACE1 silencing for 6 and 12 months reestablished the levels of these FAs to the control levels, which suggested that LPE is accumulated in AD. In addition, The PLS-DA analysis of the phospholipid species, also suggested that, the shBACE1miR treatment generated a displacement of lipid prolife from AD group to control group profile. According to PLS-DA, such displacement is explained in an important part by LPE (16:1, 18:1, 20:4), meaning a significant role of BACE1 silencing in neuroprotection.

Although, DHA is widely reported as being beneficial for cells, the excess levels likely trigger a negative effect on the membrane balance because the DHA content in the plasma membrane of T27A cells may be detrimental. This prediction was confirmed by observations of the reduced viability of cells incubated with 22:6/18:0 (Zerouga et al., 1996). In contrast, the key enzyme involved in the turnover and degradation of LPE, phospholipase A2 (PLA2), is markedly increased in brains from AD patients (Farooqui, 2010) and associated to AA production in AD (Sanchez-Mejia and Mucke, 2010). Also, PLA2 activation has been linked to inflammation process in a genetically model of neurodegeneration, since it showed that specific lysophospholipids were responsible for microglial activation and the cytosolic PLA2 (cPLA2) inhibition had neuroprotective effect (Lee et al., 2011; Sundaram et al., 2012). According to our results, BACE1 silencing down-regulated the composition of AA in LPE at 6 and 12 months post-treatment, and decreased the phosphorylation state of cPLA2, which could be involved in the cell membrane homeostasis of treated AD mice at 12 months post-injection, with the consequent down-regulation of AA levels and COX2 pro-inflammatory pathway in the same time-line (Figures 7C,D), suggesting a more effective anti-inflammatory regulation by the long-term BACE1’s silencing. Which are in concordance with our recent data were BACE1 silencing reduced not only β-amyloid and CTF, but also reduced MAPK activity and phosphorylated soluble tau (Piedrahita et al., 2016). MAPK regulates cPLA2 activity down-stream under lipid peroxidation condition (Lee et al., 2011). Also, cPLA2 activity has been involved in the hyperphosphorylation of tau during neuroinflammation (Sundaram et al., 2012). AA through COX2 activity is the precursor of pro-inflammatory eicosanoids, prostaglandin E2 and leukotriene B4 and also increases the production of interleukin-1, tumor necrosis factor-α and IL-6 (SanGiovanni and Chew, 2005; Freund-Levi et al., 2014).

On the other side, also it has been reported that 22:6 FA suppresses the production of AA-derived eicosanoids and thus exerts anti-inflammatory and immunosuppressive effects (Calder, 2012). Decreased levels of 22:6 trigger oxidative stress, which is known as a primary factor in the pathogenesis of AD because of the high-metabolic rate of the brain, which makes it particularly susceptible to ROS (Migliore et al., 2005). Also, oxidative stress is related to the progressive degradation of brain PLs in AD because they are rich in readily oxidizable AAs and DHAs (SanGiovanni and Chew, 2005; Calder, 2012). However, our data suggest a membrane destabilization process showing an up-regulation of DHA 22:6 in the LPE composition, maybe contributing to the pathogenesis of AD. Interestingly our data suggest that the BACE1 knock-down reverse this pathogenic environment, generating homeostasis on FA composition of LPE, and reducing pro-inflammatory pathway cPLA2/AA/COX-2.

On the complementary side, a deficiency in brain ePE, which constitutes up to 70% of the total plasmalogens, has been traditionally associated with AD development, and low levels have been detected in the brain (Braverman and Moser, 2012), in the cerebrospinal fluid (Brites et al., 2009; Andrade-Moraes et al., 2013) and in the serum of patients (Lessig and Fuchs, 2009); supporting the importance of those ones to control the membrane instability during oxidative stress in AD. According to our results, the reduction in ePE levels resulted from a significant decrease in the polyunsaturated 22:6 (DHA) and 18:0 (oleic acid) FAs. Because plasmalogens function as “scavengers” of ROS in biological membranes, low levels of ePE are associated with reduced cell viability because of the cell loss of antioxidant capacity. Decreased concentrations of ePE may be correlated with peroxisomal alterations because the enzymes required for its biosynthesis are found in these organelles (Lizard et al., 2012). Several studies have reported alterations in peroxisomes isolated from AD brains and reduced biosynthesis of plasmalogens composed of DHA (Kou et al., 2011; Fanelli et al., 2013). Furthermore, the main ePE degradation enzyme is PLA2, which is significantly increased in AD. Interestingly, in this work, we demonstrated that BACE1 silencing restored the amount of ePE in the hippocampus of 3xTg-AD mice to the control levels, suggesting that BACE1 silencing may play a role in the regulation of PLA2 activity restoring the homeostasis of this plasmalogen and allowing it to reach effective concentrations for antioxidant activity.

In summary, our study suggests that AD is associated with a general disruption of membrane properties and a plasmalogens composition disbalance. The length and saturation number are important determinants of many membrane characteristics including membrane, fluidity, thickness and the local curvature, even molecular packing, which in turn regulate the activities of the enzyme membrane. Intramembrane proteolysis is likely to be exquisitely regulated by the thickness of the membrane (Hong, 2015), which could have implications for β-secretase-mediated cleavage of APP. However, this work suggests by the first time that BACE1 is involved in FA composition of PE-derivates (LPE and ePE), and that the shBACE1miR treatment in 3xTg-AD mice restores the levels of lipid subspecies that are altered by the disease in the animal model, preventing pro-inflammatory signaling, which could be associated the reduction of tauopathy and with the learning and memory improvement. However, further research is necessary to establish whether there is a direct or indirect correlation between the BACE1 levels and the metabolic pathways of PE, LPE, and ePE and to explain how BACE1 silencing favors the appearance of the PUFAs involved in neuroprotection or if the reduction of BACE1 attenuated cytotoxic βA production for restoring cellular function including lipid metabolism, anti-inflammatory pathway and cognitive function, and to verify which would be the analog modulation of the phospholipid profile and composition in the human AD pathogenesis.
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Rett syndrome (RTT) is a severe neurodevelopmental disorder typically arising from spontaneous mutations in the X-chromosomal methyl-CpG binding protein 2 (MECP2) gene. The almost exclusively female Rett patients show an apparently normal development during their first 6–18 months of life. Subsequently, cognitive- and motor-impairment, hand stereotypies, loss of learned skills, epilepsy and irregular breathing manifest. Early mitochondrial impairment and oxidative challenge are considered to facilitate disease progression. Along this line, we recently confirmed in vitro that acute treatment with the vitamin E-derivative Trolox dampens neuronal hyperexcitability, reinstates synaptic plasticity, ameliorates cellular redox balance and improves hypoxia tolerance in male MeCP2-deficient (Mecp2−/y) mouse hippocampus. Pursuing these promising findings, we performed a preclinical study to define the merit of systemic Trolox administration. Blinded, placebo-controlled in vivo treatment of male mice started at postnatal day (PD) 10–11 and continued for ~40 days. Compounds (vehicle only, 10 mg/kg or 40 mg/kg Trolox) were injected intraperitoneally every 48 h. Detailed phenotyping revealed that in Mecp2−/y mice, blood glucose levels, lipid peroxidation, synaptic short-term plasticity, hypoxia tolerance and certain forms of environmental exploration were improved by Trolox. Yet, body weight and size, motor function and the rate and regularity of breathing did not improve. In conclusion, in vivo Trolox treatment partially ameliorated a subset of symptoms of the complex Rett phenotype, thereby confirming a partial merit of the vitamin E-derivative based pharmacotherapy. Yet, it also became evident that frequent animal handling and the route of drug administration are critical issues to be optimized in future trials.

Keywords: redox signaling, oxidative stress, reactive oxygen species (ROS), Rett syndrome, antioxidants, preclinical study, disease progression, pharmacotherapy


INTRODUCTION

Rett syndrome (RTT) is a progressive neurodevelopmental disorder that almost exclusively affects girls with an incidence of ~1/10,000 live female births (Rett, 1966; Hagberg, 1985; Chahrour and Zoghbi, 2007). Spontaneous mutations in the X-chromosomal methyl-CpG binding protein 2 gene (MECP2) are present in 95% of classic Rett patients (Amir et al., 1999; Shahbazian and Zoghbi, 2001). RTT is characterized by an apparently normal development for the first 6–18 months of life. This is then followed by a gradual appearance of mental, neurological and physical symptoms. Rett girls often show autism-like behaviors, severe mental impairment, slowed growth, motor dysfunction and seizures. Other symptoms include cardiac abnormalities and pronounced breathing disturbances (Shahbazian and Zoghbi, 2001). Especially the awake state is characterized by phases of irregular breathing with apneas and associated transient drops in arterial O2 saturation (Julu et al., 2001; Stettner et al., 2008).

Mitochondrial alterations contribute to cellular redox imbalance, and are therefore expected to be involved in the pathogenesis of RTT (De Felice et al., 2012b; Müller and Can, 2014; Filosa et al., 2015). Typical morphological changes of these organelles include a swollen appearance with vacuolization, granular inclusions and membranous changes, and they were detected in biopsy material obtained from Rett patients as well as Rett mice (Eeg-Olofsson et al., 1990; Dotti et al., 1993; Belichenko et al., 2009). Furthermore, expression of certain subunits of respiratory complexes I and III seems to be indirectly controlled by MeCP2 (Kriaucionis et al., 2006), and just recently it has been shown that the mitochondrial overproduction of H2O2 in Rett mice is mainly due to an aberrant activity of complex II (De Filippis et al., 2015). Interestingly, oxidative stress does not only occur in MeCP2 deficiency but also in MECP2 duplication syndrome (Signorini et al., 2016). In view of the irregular breathing and the resulting frequent intermittent hypoxic episodes in RTT, it is reasonable to assume that such transiently reduced O2 supply may further aggravate the conditions of already disturbed mitochondria and cellular redox imbalance.

Various oxidative stress markers—such as non-protein-bound iron, protein carbonyls, malondialdehyde (MDA) and F2-isoprostanes—are increased in blood samples of Rett patients (Sierra et al., 2001; De Felice et al., 2009, 2011, 2012b). These blood analyses also revealed a reduced activity of the pivotal scavenging enzyme superoxide dismutase (Sierra et al., 2001) as well as decreased vitamin E levels (Formichi et al., 1998). Recently, we confirmed an increased oxidative burden and mitochondrial dysfunction also in hippocampal tissue of male MeCP2-deficient (Mecp2−/y) mice (Großer et al., 2012), by taking advantage of genetically-encoded optical redox indicators which allow to quantify redox conditions and dynamics (Hanson et al., 2004; Funke et al., 2011). Interestingly, these redox- and mitochondrial alterations in MeCP2-deficient brains already start to manifest at the neonatal stage, i.e., long before erratic breathing and other characteristic Rett symptoms are evident. Therefore, increased reactive oxygen species (ROS) levels and downstream redox changes are considered pivotal elements driving the pathogenesis of RTT (Sierra et al., 2001; De Felice et al., 2009; Großer et al., 2012; Müller and Can, 2014).

The pathogenic potential arising from redox alterations may not necessarily be linked to tissue damage only. Since the activity and function of various ion channels and neurotransmitter receptors is closely controlled by ambient redox conditions (Aizenman et al., 1989; Hammarström and Gage, 2000; Müller and Bittner, 2002; Sah et al., 2002; Hidalgo et al., 2004), any transient or sustained redox imbalance may easily contribute to the disturbed function of excitatory and inhibitory synapses (Blue et al., 1999; Dani et al., 2005; Medrihan et al., 2008), the impaired synaptic plasticity (Asaka et al., 2006; Moretti et al., 2006), and the neuronal hyperexcitability (Zhang et al., 2008; Calfa et al., 2011) which are closely linked to MeCP2-deficiency. These redox-mediated changes may be transient or persisting, result from too oxidizing or too reducing conditions, and they can be expected to occur way before any oxidative tissue damage is manifesting.

In view of the mitochondrial dysfunction, the associated oxidative stress and their assumed role for the pathogenesis of RTT, improving mitochondrial function and/or reinstating cellular redox balance appear to be promising treatment concepts in RTT. Indeed, supplementation with ω-3 polyunsaturated fatty acids (PUFAs) successfully reduced the levels of several oxidative stress biomarkers in the blood of Rett patients and ameliorated some of the typical Rett symptoms (De Felice et al., 2012a; Maffei et al., 2014). Along this line, we recently evaluated in vitro the therapeutic merit of the free-radical scavenger Trolox, a vitamin E-derivative. In acute hippocampal slices of adult and symptomatic Mecp2−/y mice, we confirmed that acute incubation with Trolox dampens neuronal hyperexcitability, reinstates synaptic plasticity, ameliorates cellular redox balance and improves the hypoxia tolerance in Mecp2−/y hippocampus (Großer et al., 2012; Janc and Müller, 2014).

Based on these promising in vitro findings, we performed this preclinical trial, to define the merit of chronic Trolox treatment in vivo. Starting at postnatal day (PD) 10/11, Trolox was given to wild type (WT) and Mecp2−/y mice every other day by intraperitoneal (i.p.) injection for ~40 days. We screened for possible improvements in systemic and blood parameters, behavioral aspects and respiration. Markers of protein- and lipid-oxidation were quantified in isolated brain tissue, and detailed in vitro analyses on acute brain slices rated synaptic function and plasticity, hypoxia tolerance and mitochondrial metabolism. Also, potential changes in brain gross morphology were assessed.



MATERIALS AND METHODS

As mouse model for RTT, we used, as in our earlier studies mice lacking the Mecp2 gene B6.129P2(C)-Mecp2tm 1.1Bird (Guy et al., 2001). The entire study was performed on male mice, as Mecp2−/y mice show an earlier and more severe disease onset and present the more uniform conditions of complete MeCP2 deficiency. All procedures are in accordance with national German regulations, and were authorized by the Office of Animal Welfare of the University Medical Center Göttingen and the Lower Saxony State Office for Consumer Protection and Food Safety.


Systemic Trolox Treatment

The systemic treatment was designed as blinded, placebo-controlled study (Figure 1). Mice were randomly assigned to a treatment group, and starting from PD10–11 they received either vehicle (phosphate buffered saline, PBS), low-dose Trolox (10 mg/kg body weight) or high-dose Trolox (40 mg/kg body weight). Compounds were administered by i.p. injection every 48 h for a duration of ~6 weeks, i.e., until the mice had reached an age at which characteristic Rett symptoms are clearly evident (~PD47–50). In case of complications (massive weight loss, infections, edema, obvious signs of pain or suffering, tremors, lethargy, ruffled fur, difficulty breathing) treatment was terminated and the respective mouse euthanized. Injections, phenotypic analyses, in vitro experiments and data analyses were team efforts, with some overlap among those performing injections, running experiments and analyzing data. Everyone actively involved was blinded with respect to both mouse genotype and type of treatment. Yet, in view of the severe phenotype of the Mecp2−/y mice and the differences in body weight, their genotype became more and more obvious once they reached PD30 and beyond.
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FIGURE 1. Treatment plan and study design. Mice were randomly assigned to a treatment (phosphate buffered saline (PBS) only, 10 mg/kg Trolox, 40 mg/kg Trolox). Injections were started PD10–11, given every 48 h, and continued up to PD47–50. Mice then underwent behavioral testing before the final experiment (tissue isolation or transcardial perfusion). The schematic refers to a single cohort, consisting of at least 20 mice. Six of these cohorts (three treatment paradigms per genotype) were run in parallel fully blinded, identified for correct treatment by color codes only. Unblinding was done after all mice had been treated and all data had been analyzed.



Details on the pharmacokinetics of Trolox are not available, and its high blood brain barrier transferability has been demonstrated only very recently (Wada et al., 2016). Therefore, our compound dosing was chosen in accordance to earlier reports in which Trolox was i.p. injected or orally fed to rats/gerbils and successfully ameliorated neurotoxic effects as well as ischemia-related neurodegeneration (Gupta and Sharma, 2006; Al Mutairy et al., 2010). At the same time, the higher Trolox dose of 40 mg/kg is the consequence of the maximum soluble amount in saline (~4 mg/ml without additional solvents) and the maximum allowable volume for i.p. injections in mice. The 48 h injection interval is based on a report on mice, which shows that upon administration, the levels of the vitamin E compound tocopherol in blood, brain, lung, kidney and liver remain stable for at least 24 h upon a single dose administration (Baxter et al., 2012). Furthermore, we were concerned that i.p. injections performed on a daily basis for several weeks—especially in view of the early onset of treatment (PD10/11)—would be too stressful for the fragile Rett mice.



Solutions

All chemicals and assays were obtained from Sigma-Aldrich, unless indicated otherwise. Trolox ((±)-6-hydroxy-2,5,7,8-tetramethylchromane-2-carboxylic acid) was dissolved in PBS (1 mg/ml and 4 mg/ml injection solution), stored at 4°C, and used within 1 week. Artificial cerebrospinal fluid (ACSF) required for in vitro experiments contained (in mM): 130 NaCl, 3.5 KCl, 1.25 NaH2PO4, 24 NaHCO3, 1.2 CaCl2, 1.2 MgSO4 and 10 glucose. Constant aeration with carbogen (95% O2, 5% CO2) adjusted pH to 7.4. Cyanide (CN−) was dissolved as aqueous 1 M stock and stored at −20°C. FCCP (carbonyl cyanide-4-(trifluoromethoxy) phenylhydrazone, Tocris Bioscience) and rhodamine 123 (Rh123) were dissolved as 10 mM stocks in dimethyl sulfoxide (DMSO) and stored at 4°C. Final DMSO concentration was ≤0.02%.



Behavioral Testing and Whole-Body Plethysmography

For detailed phenotyping, all mice underwent various behavioral tests prior to final experiments, to rate motor function and activity, environmental exploration, and working memory. However, to prevent an “overtesting” not every animal underwent each test available, but typically only three of the behavioral tests. Motor coordination was tested on three consecutive days (~PD43), using a mouse Rotarod (Ugo Basile). The first day allowed the mice to adapt to the treadmill, the second day defined motor performance, and improvement from the second to the third day represents motor learning. Mice were placed on the rotating drum (non-skid surface, 30 mm diameter), the speed continuously accelerated from 5 rpm to 50 rpm within 5 min, and the time each animal stayed on the rod was measured as latency to fall. Occasionally, mice clasped to the rotating drum without running. In these cases the timing was stopped after five full rotations of clasping.

Motor activity and environmental exploration were rated in open field and hole board tests (~PD47–50). In the open field (45 cm × 45 cm), the motility of mice was monitored for a duration of 5 min. Any lateral movements were detected by a grid of 16 infrared beams and tracked using ActiTrack v2.7.13 software (Panlab, Harvard Apparatus). For detailed analyses, the open field was divided in three zones (a 95 mm wide periphery, the respective 95 mm × 95 mm corners and the remaining 260 mm × 260 mm center) which were defined as a virtual mask in the tracking software (see Figure 3B). In the hole board configuration, a base-plate with 16 equally spaced holes (25 mm diameter) was inserted into the arena, and an additional grid of infrared beams detected the head-dipping behavior of the mice.

Working memory was analyzed in a Y-maze (32.5 cm long and 8.5 cm wide arms, equally spaced at 120° angles), in which mice were tracked by video camera and ANY-maze software (Stoelting). Around PD47–50, mice were placed in the start arm and allowed to explore the maze for 10 min while one arm was blocked. After 1 h the test was repeated for a duration of 5 min with all arms being accessible, and the number of spontaneous alterations was counted. An alternation is defined as consecutive entry of all three arms in any order. Thus, the number of maximum possible alternations is the total sum of arm entries minus two. To compare mice, the number of spontaneous alternations was normalized to the maximum possible alternations.

To analyze breathing (PD47–50), mice were placed in a whole-body plethysmograph (Data Sciences International) and allowed to breathe naturally under conscious and unrestrained conditions. Breathing patterns were recorded by Ponemah v5 control software. After a ~10 min adaptation, breathing was analyzed for the following 3 min. The individual respiratory cycles were detected by the threshold crossing method (Clampfit 10.3, Molecular Devices), and breathing frequencies calculated as the reciprocal of the averaged inspiratory interval. The irregularity score was determined as the normalized difference between a pair of subsequent breaths (Barthe and Clarac, 1997; Telgkamp et al., 2002; Wegener et al., 2014).



Preparation and Transcardial Perfusion

To obtain brain tissue, mice (~PD50) were deeply anesthetized with ether and decapitated. The brain was isolated and placed in chilled ACSF for ~2 min. Coronal brain slices of 400 μm thickness were cut using a vibroslicer (752M Vibroslice, Campden Instruments) and split along the sagittal midline. Depending on the experiment they were transferred to an interface recording chamber or a submersion-style storage chamber. Prior to the experiments, slices were left undisturbed for at least 90 min, to ensure their recovery from dissection and slicing. Any brain tissue not required for acute analyses was immediately frozen in liquid nitrogen for later biochemical assays. Blood samples collected upon decapitation served to determine hematocrit and blood glucose levels (Contour® blood glucose meter; Bayer).

For transcardial perfusion, deep ether anesthesia was confirmed by the absence of foot-pinch reflexes. The chest was opened, the heart exposed, and an injection needle inserted in the left ventricle. Remaining blood was removed from the vascular system by PBS perfusion, then perfusion fixation was performed by 4% paraformaldehyde (PFA) in PBS. Once isolated, brains were postfixed for 3 days in 4% PFA and long-term stored in PBS with 0.02% NaN3.



Nissl Staining

Perfusion-fixed brains were cut into coronal sections (30 μm) using a microtome (VT1200S Leica). The sections were placed on microscope slides, passed through a descending ethanol series (95% for 15 min; 70% and 50% for 1 min each) and washed twice in demineralized water. They were then stained in an aqueous cresyl violet/acetate solution (5 mg/ml cresyl violet, 30 μl/ml acetic acid) for 2 min. Remaining dye was washed out by water, followed by an ascending ethanol series (50% for 1 min, 70% plus 1% acetic acid for 2 min, 95% for 2 min, 99.9% for 2 min). Finally, sections were cleared in xylol (5 min), dried (15 min), and coverslipped with Eukitt quick-hardening mounting medium. For the morphometric studies a rostrocaudal location of about −1.7 mm with respect to Bregma was chosen, and three sections per brain were analyzed using a digital microscope (Coolscope, Nikon) with NIS-Elements 3.2 cell analysis software. Quantification of neuronal size is based on soma area, and it was determined by randomly selecting five cells in each section analyzed. Those cells were chosen, which showed clearly identifiable boundaries and were not obstructed by neighboring/overlapping objects. The cross-sectional area was determined in the best focal plane by drawing along the outer cell boundaries (NIS-Elements analysis software).



Electrophysiological Recordings

Electrophysiological recordings were run in an Oslo style interface chamber, which was constantly aerated with carbogen (95% O2, 5% CO2; 400 ml/min) and supplied with oxygenated ACSF (3–4 ml/min). Synaptic plasticity and hypoxic responses were analyzed at temperatures of 31–32°C and 35–36°C, respectively. Recording electrodes were pulled from borosilicate capillaries (GC150TF-10, Harvard Apparatus) on a horizontal electrode puller (Model P-97, Sutter Instruments) and filled with ACSF. Their tip resistance was trimmed to ~5 MΩ. Schaffer collaterals were stimulated with stainless steel electrodes (50 μm diameter microwire, AM-Systems), delivering 0.1 ms unipolar stimuli (S88 stimulator with PSIU6 stimulus isolation units, Grass Instruments). Field excitatory postsynaptic potentials (fEPSPs) and extracellular DC potentials were recorded in CA1 st. radiatum, using a locally constructed field potential amplifier (Hepp et al., 2005). Data were sampled with an Axon Instruments Digitizer 1322A and analyzed by PClamp 9.2 software (both Molecular Devices). Synaptic function was rated based on input/output (i/o) curves and long-term potentiation (LTP). For LTP experiments, stimulus intensity was set to obtain half-maximum responses. Stable LTP was induced by three subsequent trains of high-frequency stimulation (100 Hz, 1 s, 5 min train interval; Janc and Müller, 2014). Hypoxia-induced spreading depression (HSD) was elicited by switching the interface chamber’s gas supply to nitrogen (95% N2 and 5% CO2); O2 was resubmitted 30 s after HSD onset (Hepp et al., 2005).



Optical Recordings

Mitochondrial metabolism and membrane potentials were monitored in CA1 st. radiatum using computer-controlled epifluorescence imaging systems. They were composed of a polychromatic xenon-light source (Polychrome II, Till Photonics), a CCD-camera (SensiCam QE, PCO) and an upright microscope (either Axiotech or Axioskop I, Zeiss). Hippocampal slices were imaged in a submersion-style chamber (30–33°C), using a 40× 0.8NA water immersion objective (Achroplan Zeiss). FAD and NADH tissue autofluorescence were monitored in a ratiometric approach (Duchen and Biscoe, 1992), by alternating excitation at 360 nm (NADH, 70 ms exposure) and 445 nm (FAD, 40 ms exposure). Image pairs were taken every 5 s (0.2 Hz frame rate), and autofluorescence was separated by a 450 nm dichroic mirror and a 510/80 nm emission bandpass filter (Gerich et al., 2006; Janc and Müller, 2014).

For Rh123 imaging of mitochondrial membrane potential changes, slices were dye-loaded (5 μM, 15 min) in a miniaturized staining chamber (Funke et al., 2007). As Rh123 was used in quenching mode, depolarization of mitochondria is indicated by an increase in Rh123 fluorescence (Emaus et al., 1986; Foster et al., 2006). Rh123 was excited at 480 nm using frame rates of 0.2 Hz and 5 ms exposure times; its emission was separated using a 505 nm dichroic mirror and a 535/35 nm bandpass emission filter.



Lipid Peroxidation and Protein Carbonylation

To assess oxidative tissue damage, lipid peroxidation and protein carbonylation were quantified in cryopreserved tissue samples of frontal cortex. Lipid peroxidation was determined in ~10 mg neocortical tissue using a colorimetric assay (MAK085), which is based on the reaction of MDA with thiobarbituric acid (TBA). Tissue samples were homogenized on ice in 300 μl MDA lysis buffer containing butylhydroxytoluene (100×), and debris was removed by centrifugation (13,000 g, 10 min). Then 0.2 ml of homogenate was added to 600 μl TBA solution. This mixture was incubated for 60 min at 95°C, cooled down on ice to room temperature (RT), and centrifuged again (13,000 g, 30 s) before absorbance at 532 nm was determined against a MDA standard curve.

Protein oxidation was determined using a protein carbonyl assay (MAK094), which reports the interaction of protein carbonyl groups with 2,4-dinitrophenylhydrazine (DNPH). The resulting stable dinitrophenyl (DNP) hydrazone adducts are detected spectrophotometrically. Tissue samples were homogenized in 500 μl CelLytic M buffer and incubated for 15 min before debris was removed by centrifugation (14,000 g, 15 min). The supernatant was collected and its protein content determined by Bradford assay (B6916). To quantify protein carbonyl levels, 0.15 ml of tissue supernatant (~10 mg/ml protein) was mixed with 0.15 ml of DNPH solution and incubated at RT for 10 min. Then, protein was precipitated by adding 0.45 ml of 100% trichloroacetic acid (5 min incubation on ice) and subsequent centrifugation at 13,000 g for 2 min. The pellet was dissolved in ice-cold acetate, incubated for 5 min at −20°C and centrifuged again at 13,000 g for 2 min, before the previous acetate washing step was repeated. Then the precipitated protein was re-dissolved in 0.33 ml of 6 M guanidine solution and incubated for 20 min at 60°C. Samples were allowed to cool down to RT; their carbonyl content was calculated from the absorbance at 375 nm, and their final total protein content determined by bicinchoninic acid assay (BCA1 AND B9643).



Statistics

For electrophysiological and optical recordings slices of at least five different brains of each genotype and treatment group were used. In behavioral experiments at least six mice per group were tested. All numerical values are given as mean ± standard deviation; the number of experiments (n) refers to the number of slices or mice analyzed. The significance of the changes observed was tested by two-way ANOVA followed by post hoc all-pairwise multiple comparisons (Holm-Sidak method); statistical calculations were performed with Sigmaplot 12.5 (Systat Software Inc.). In the diagrams, statistically significant differences among treatment groups of the same genotype are indicated by asterisks (*P < 0.05, **P < 0.01; ***P < 0.001), and those among WT and Mecp2−/y mice are identified by crosshatches (#P < 0.05, ##P < 0.01, ###P < 0.001).




RESULTS

To define the pharmacological merit of a systemic free-radical scavenger treatment in a mouse model of RTT, we assessed various systemic and behavioral parameters and conducted an array of in vitro analyses on the brain tissue of the treated mice.


Systemic Parameters

In vivo treatment started at the presymptomatic stage (PD10–11), to detect potential differences in disease onset or progression. Injections of either PBS, low-dose (10 mg/kg) or high-dose Trolox (40 mg/kg) were performed every 48 h for ~6 weeks (Figure 1). In total, 177 mice (88 WT and 89 Mecp2−/y mice) received blinded Trolox or PBS injections for the entire treatment duration. Another 17 mice (3 WT, 14 Mecp2−/y) died or had to be euthanized before the end of treatment. The deceased WT mice had received 10 mg/kg (n = 2) and 40 mg/kg Trolox (n = 1); the deceased Mecp2−/y mice belonged to PBS (n = 1), low-dose Trolox (n = 7) and high-dose Trolox-treated groups (n = 6). For summary and detailed survival rates see Table 1.


TABLE 1. Detailed overview of the six treatment groups, their group sizes and the relative survival rates reported as % values of total group size.
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In terms of body weights, WT and Mecp2−/y mice were indistinguishable up to the third postnatal week. Yet, from PD22 on, all Mecp2−/y mice—independent of the treatment—showed a reduced growth and gained less body weight than the WTs (Figure 2A). Their final body weight at PD50 was about half the weight of WT mice, and their body mass index (BMI, determined as body weight divided by body length2) was also significantly lower (Figure 2B). Genotype-matched comparison did not reveal any effects of the type of treatment on the growth parameters among the different WT or Mecp2−/y groups.
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FIGURE 2. Trolox treatment does not improve growth and hematocrit of Mecp2−/y mice, but abolishes the genotypic differences in blood glucose levels. (A) Body weights of Mecp2−/y and wild type (WT) mice were indistinguishable at first. Yet, from the third postnatal week, all Mecp2−/y groups gained less weight. Plotted are averaged body weights of 24–35 mice. For clarity, standard deviations are included for the PBS-treated groups only. Crosshatches indicate significant differences between Mecp2−/y and the respective WT mice (##P < 0.01; ###P < 0.001). (B) The body mass index (BMI) determined at PD47–50 was significantly lower in Mecp2−/y than in WT mice. Bar shading and patterns also apply to panels (C,D). The respective number of animals analyzed is indicated below each bar. (C) Mecp2−/y mice receiving PBS showed a lower blood glucose level than PBS-treated WTs. Low- and high-dose Trolox treatment tended to increase glucose levels in Mecp2−/y mice and abolished the genotypic differences. In WTs, high-dose Trolox significantly reduced the blood glucose content. This genotype-matched difference is indicated by asterisks (*P < 0.05). (D) The increased hematocrit of Mecp2−/y mice was not affected by any treatment.



Blood analyses detected ~29% lower blood glucose levels in PBS-treated Mecp2−/y mice than in the corresponding WTs. Those Mecp2−/y mice receiving low or high Trolox doses, showed a trend towards higher glucose levels and they did no longer differ significantly from PBS-treated or Trolox-receiving WTs (Figure 2C). In contrast, Trolox tended to reduce glucose levels in WTs, which reached the level of significance in the high-dose treated group (Figure 2C). The increased hematocrit, which we reported already earlier for Mecp2−/y mice (Fischer et al., 2009), was still evident in all Mecp2−/y groups; any modulation by Trolox was not observed (Figure 2D).



Behavioral Testing

Rett patients and Rett mice show complex motor impairment. To assess whether Trolox may exert any positive effects on motor coordination, rotarod tests were performed on three consecutive days (Figure 3A). After habituation (first day), all Mecp2−/y groups showed a poorer performance on the rotarod on the second day and only stayed on the treadmill for markedly ( >40%) shorter intervals than the respective WTs. Motor learning is expected between the second and third day of testing. Indeed, WT mice regardless of the treatment showed a trend towards increased running times of ~20%. In the Mecp2−/y groups, any improvement of motor learning between the second and third day was not seen (Figure 3A).
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FIGURE 3. Trolox-treated Mecp2−/y mice still show limited motor skills and reduced activity. (A) In Rotarod tests, the latency to fall was determined on three consecutive days. All Mecp2−/y mice showed a weaker motor performance than WTs, and Trolox did not affect motor performance in either genotype. (B) Open field tests rated general locomotor activity and anxiety. The arena was divided in the three virtual zones center, periphery and corner. The sample track represents a 5 min run, and the dimensions of the arena and of the three virtual zones are indicated. (C) The relative times spent in the three zones did not markedly differ among Mecp2−/y and WT groups, nor was it considerably affected by the type of treatment. (D–F) Mecp2−/y mice treated with PBS or low-dose Trolox traveled at lower velocities, rested longer and ran shorter distances than the respective WTs. In high-dose Trolox injected mice, these genotypic differences were not detectable anymore, as the treatment tended to dampen the activity of WT mice. (G) Hole-board testing revealed fewer head-dips in Mecp2−/y mice treated with PBS or low-dose Trolox. In contrast, Mecp2−/y mice receiving high-dose Trolox showed more frequent head-dips than the other Mecp2−/y groups, and they did no longer differ from the corresponding WTs. (H) The resting time was shortened in Mecp2−/y mice receiving high-dose Trolox. Nevertheless, all Mecp2−/y groups rested significantly longer than the respective WTs. (I) Y-maze testing did not detect any differences between WT and Mecp2−/y mice. Asterisks identify genotype-matched differences (*P < 0.05), crosshatches indicate differences between the respective Mecp2−/y and WT groups (#P < 0.05, ##P < 0.01, ###P < 0.001).



Exploratory behavior and locomotor activity of mice was determined in an open field arena (Figure 3B). This test mimics the natural conflict of mice between exploring a novel environment and avoiding illuminated, open areas. All mice avoided the center region, rather preferring the periphery and even more the corners (Figures 3B,C). Marked differences in the relative times spent within the three zones were not obvious between Mecp2−/y and WT mice. Mecp2−/y mice treated with PBS and low-dose Trolox were significantly less active than WTs, as indicated by their reduced average velocity (Figure 3D), longer relative resting time (Figure 3E), and shorter total distance traveled (Figure 3F). Interestingly, these activity parameters did not significantly differ among high-dose Trolox-treated WT and Mecp2−/y mice, as WTs tended to become less active under this treatment (Figures 3D,E,F).

Environmental exploration of mice was tested by the hole board. Mecp2−/y mice receiving PBS or low-dose Trolox showed significantly fewer head-dips than the respective WTs and rested longer (Figures 3G,H). High-dose Trolox-treated Mecp2−/y mice became clearly more active than the other Mecp2−/y groups, showing more head-dips and resting less than PBS-treated Mecp2−/y mice. Also their head dipping did no longer differ from high-dose treated WTs (Figure 3G).

For the assessment of spatial working memory, the Y-maze is considered a useful initial test (Dudchenko, 2004). It can be performed relatively easily, does not require multiple repeats, and does not impose high levels of stress or pronounced motor challenge on the mice. In view of the clear learning/memory deficits of MeCP2-deficient mice (Pelka et al., 2006) and their motor impairment, we therefore established this test. Against expectation, the number of spontaneous alterations did not differ among the respective WT and Mecp2−/y groups, nor did genotype-matched comparison indicate any effects of Trolox (Figure 3I). This suggests that the spatial complexity of only three arms is not sufficiently challenging to detect clear genotypic effects.

To evaluate the breathing pattern, unrestrained whole-body plethysmography was performed. Breathing was clearly disturbed in PBS-treated Mecp2−/y mice as compared to WTs (Figure 4A), and Trolox treatment failed to improve the regularity of breathing in Mecp2−/y mice. All Mecp2−/y groups still showed a higher incidence of breathing arrests and lower breathing frequencies than WTs (Figures 4B,C). Accordingly, the irregularity score, i.e., the variability of respiratory cycle duration, remained increased in all Mecp2−/y mice (Figure 4D).
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FIGURE 4. Irregular breathing of Mecp2−/y mice persists upon Trolox treatment. (A) Breathing pattern typically seen during whole-body plethysmography in WT and Mecp2−/y mice. The recordings were obtained from PBS-treated mice; note the frequent breathing arrests in the Mecp2−/y mouse (arrows). (B) In all Mecp2−/y groups, breathing arrests were far more frequent than in WTs. Plotted is the total number of breathing arrests exceeding 750 ms within a time period of 3 min. (C) Averaged breathing frequencies were significantly lower in all Mecp2−/y mice than in WTs. (D) Severe breathing disturbances in Mecp2−/y mice are evident as a noticeably increased irregularity score, which persisted despite Trolox treatment. Differences between the respective Mecp2−/y and WT groups are indicated by crosshatches (###P < 0.001).





Hypoxia Tolerance

To screen for differences in hypoxia susceptibility, acute hippocampal tissue slices isolated from treated WT and Mecp2−/y mice were exposed to transient O2 withdrawal to trigger an HSD episode, which represents the concerted network response to severe hypoxia. HSD was recorded as negative extracellular DC-potential shift, and its characteristic parameters amplitude (ΔV), duration at the half amplitude level (t1/2), and time to onset (Δt) were analyzed (Figure 5A). In hippocampal slices of low-dose Trolox-treated Mecp2−/y mice, the time to HSD onset was significantly increased as compared to the respective WTs and PBS-treated Mecp2−/y mice (Figure 5B). The amplitude and duration of the DC potential shift did not differ among genotypes and treatment groups (Table 2).
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FIGURE 5. Low-dose Trolox increases the hypoxia tolerance of Mecp2−/y hippocampus. (A) Negative extracellular DC potential shift associated with the occurrence of hypoxia-induced spreading depression (HSD). Recording was performed in CA1 st. radiatum of an acute slice of a PBS-treated Mecp2−/y mouse. The characteristic parameters of the DC potential shift (Δt, time to onset; ΔV, amplitude; t1/2, duration) are defined. (B) Low-dose Trolox treatment postponed HSD onset in Mecp2−/y slices as compared to the respective WTs and PBS-treated Mecp2−/y mice. Asterisks identify genotype-matched differences (*P < 0.05), crosshatches indicate differences between the respective Mecp2−/y and WT groups (###P < 0.001).




TABLE 2. Summary of the characteristic hypoxia-induced spreading depression (HSD) parameters for the different wild type (WT) and Mecp2−/y groups.
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Against expectation, the earlier observed increased hypoxia susceptibility of Mecp2−/y hippocampal slices (Fischer et al., 2009; Janc and Müller, 2014) was not obvious among PBS-treated WT and Mecp2−/y mice. To clarify, whether the lack of this genotypic difference may be due to frequent animal handling and i.p. injections, seasonal or breeding issues, HSD was triggered also in slices from untreated (naïve) Mecp2−/y and WT mice. These controls reproduced the hastened onset of HSD by ~28% in slices from Mecp2−/y mice with almost the identical times to HSD onset (Table 2) reported previously for naïve Mecp2−/y and WT slices (Janc and Müller, 2014; Table 3).


TABLE 3. Genotypic differences among WT and Mecp2−/y mice that either underwent PBS (placebo only) treatment or were not injected and handled frequently (naïve mice).
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Synaptic Function and Plasticity

Synaptic function and plasticity were assessed in acute hippocampal tissue slices by recording fEPSPs. Basal synaptic function, as judged on normalized i/o curves, did not noticeably differ between PBS-treated WT and Mecp2−/y mice (Figure 6A). The pronounced hyperexcitability observed earlier in slices of naïve Mecp2−/y mice (Janc and Müller, 2014), was not present among the PBS-injected groups. Neither did Trolox treatment induce any significant effects on basal synaptic function (Figure 6A). Trolox treated WT mice showed, however, a trend towards reduced fEPSP amplitudes.
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FIGURE 6. Improved synaptic plasticity in Mecp2−/y mice after low-dose Trolox treatment. (A) Input/output (i/o) curves of all treatment groups recorded in acute hippocampal slices. Plotted field excitatory postsynaptic potential (fEPSP) amplitudes are normalized to the fiber volley, representing the averages of 20–27 slices. Significant genotypic differences or treatment effects on neuronal excitability were not found, but Trolox treated WT mice tended to show somewhat reduced fEPSP amplitudes. (B) Sample fEPSPs of PBS-treated WT mice under baseline conditions, immediately after high-frequency stimulation (short-term potentiation, STP), and 1 h after inducing long-term potentiation (LTP). Stimulation artifacts are truncated. (C) STP was improved and the degree of LTP tended to increase in low-dose Trolox-treated Mecp2−/y mice as compared to the respective WT group. For clarity, error bars are omitted. Synaptic potentiation (STP, LTP) was induced by three consecutive 100 Hz stimulation trains (arrow marks), lasting 1 s each. (D) Comparing STP and LTP for the different groups shows that STP is significantly improved only in low-dose Trolox-treated Mecp2−/y mice. Further differences among genotypes and/or treatment groups were not found. Asterisks identify genotype-matched differences (*P < 0.05), crosshatches indicate differences between the respective Mecp2−/y and WT groups (#P < 0.05).



Synaptic plasticity was rated upon high-frequency stimulation, which mediated a robust short-term potentiation (STP) and LTP of fEPSPs in all Mecp2−/y and WT groups, regardless of treatment (Figures 6B,C). The amount of STP, determined right after the third stimulus train, was significantly more pronounced in low-dose Trolox-treated Mecp2−/y mice than in the respective WTs and in Mecp2−/y mice receiving PBS or high Trolox (Figure 6D). Other differences between genotypes and/or treatment groups were not detected. The degree of LTP (determined at 50–60 min upon train stimulation) did not differ significantly among the various groups, but the final level of LTP reached, tended to be higher in low-dose Trolox-treated than in PBS injected Mecp2−/y mice (Figure 6D).



Mitochondrial Metabolism and Function

RTT is accompanied by mitochondrial alterations. To assess whether Trolox-treatment may mediate any effects on mitochondrial metabolism, we monitored FAD/NADH autofluorescence as well as Rh123 fluorescence in acute hippocampal tissue slices of the treated mice. In correspondence to the electrophysiological recordings, these imaging experiments were performed in CA1 st. radiatum. The basal ratio of FAD/NADH autofluorescence did not differ among PBS and high-dose Trolox treated Mecp2−/y and WT mice; but it was slightly decreased in low-dose Trolox-treated WTs (Figure 7A). Pharmacological inhibition of mitochondrial respiration by low (100 μM) and high (1 mM) doses of CN− provoked the expected decreases in FAD/NADH ratio, whose magnitudes were similar among treatment groups and genotypes (Figure 7A).
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FIGURE 7. Systemic Trolox treatment does not in general interfere with mitochondrial function. (A) Recording the ratio of FAD/NADH autofluorescence in hippocampal slices did not identify consistent differences in basal mitochondrial respiration (artificial cerebrospinal fluid, ACSF) and in the responses to CN−-induced anoxia among Mecp2−/y and WT mice or the different treatment groups. Note however, that low-dose treated WTs showed lower FAD/NADH baseline levels than the corresponding Mecp2−/y group (##P < 0.01). Error bars are plotted in one direction only (WT down, Mecp2−/y up), and the number of slices analyzed is indicated. (B) The mitochondrial membrane potential responses to FCCP-induced uncoupling, measured as an increase in rhodamine 123 (Rh123) fluorescence, did not differ among the various groups. Therefore, major differences in mitochondrial polarization can be ruled out. (C) Chemical anoxia, induced by 100 μM CN−, elicited a pronounced mitochondrial depolarization, plotted here in reference (normalized) to the maximum FCCP-induced depolarization. These anoxia-mediated increases in Rh123 fluorescence did not differ among genotypes or treatment groups, suggesting similar mitochondrial vulnerabilities to mitochondrial challenge.



Mitochondrial polarization and anoxia vulnerability were assessed in Rh123-loaded slices, by evoking maximum depolarization with the uncoupler FCCP (5 μM, 5 min) and blocking mitochondrial respiration with CN− (100 μM, 2 min), respectively. The maximum mitochondrial depolarization, indicated by a massive increase in Rh123 fluorescence, did not differ among genotypes and treatment groups (Figure 7B). Neither did CN−-mediated inhibition of respiration evoke any different mitochondrial depolarizations (Figure 7C). It therefore can be concluded that Trolox treatment—even when applied systemically over a longer period—does not generally interfere with mitochondrial metabolism and function.



Lipid Peroxidation and Protein Carbonylation

The redox alterations associated with RTT were reported to culminate in oxidative damage in the brains of Rett mice (De Felice et al., 2014). Therefore, we determined the extent of lipid peroxidation and protein carbonylation in brain tissue of the treated mice (~PD50), to rate the antioxidative capacity of Trolox. These tests were performed on neocortex, as the hippocampi had already been used for the previously described FAD/NADH and Rh123 imaging experiments. First, we verified the feasibility of the chosen assays, and incubated neocortical tissue samples with the oxidant tert-butyl hydroperoxide (TBHP; 500 μM, 10 min) to induce oxidative damage. As compared to control tissue, TBHP increased lipid peroxidation and protein carbonyl content by 59.4 ± 8.2% and 79.7 ± 16.1% (each n = 3), respectively, confirming that both assays are functional.

Comparing neocortical samples from PBS-treated WT and Mecp2−/y mice, did not reveal any genotypic differences in lipid peroxidation (Figure 8A). In Mecp2−/y mice treated with high-dose Trolox, however, the degree of lipid peroxidation was significantly dampened as compared to PBS- and low-dose Trolox injected Mecp2−/y mice and high-dose Trolox treated WT mice (Figure 8A). In WTs, high-dose Trolox just showed a tendency to decrease lipid peroxidation. Protein carbonyl content was increased in PBS-treated Mecp2−/y mice as compared to the corresponding WTs, whereas in low- and high-dose Trolox treated Mecp2−/y mice this genotypic difference was no longer detectable (Figure 8B). Accordingly, the degree of oxidative damage in brain tissue can be ameliorated at least partly by Trolox treatment.
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FIGURE 8. Trolox dampens oxidative tissue damage in Mecp2−/y neocortex. (A) The malondialdehyde (MDA) level, a marker for lipid peroxidation, did not differ among PBS- or low-dose Trolox-treated WT and Mecp2−/y mice. Yet, Mecp2−/y mice receiving high-dose Trolox, showed significantly lower MDA levels than the PBS- and low-dose Trolox treated Mecp2−/y group and high-dose Trolox treated WTs. (B) Protein carbonylation, an indicator for oxidative damage of proteins, was higher in PBS-treated Mecp2−/y mice than in WTs. Among the Trolox-treated groups, this genotypic difference was no longer present. Asterisks identify genotype-matched differences (***P < 0.001), crosshatches indicate differences between the respective Mecp2−/y and WT groups (#P < 0.05).





Morphological Analyses

MeCP2-deficiency is associated with decreased brain size, thinning of neocortical layers and smaller neurons (Belichenko et al., 2008; Fischer et al., 2009). To screen for changes in these parameters, we performed morphological analyses on perfusion-fixed brains of the treated mice. Nissl staining of thin coronal sections (30 μm) revealed the expected reduction in total brain size in Mecp2−/y mice (Figure 9A). As referred to PBS-treated WTs, the total hemisphere size in the respective Mecp2−/y group was smaller by an average of 9.4%, the hippocampal formation was reduced by 7.0% and neocortical layers—as analyzed here for the primary somatosensory cortex (trunk region)—were thinned by 9.1% (Figures 9B–D). The soma of CA1 pyramidal neurons was also smaller in PBS-treated MeCP2-deficient mice by an average of 8.7% than in the respective WTs (Figure 9E). Systemic Trolox treatment did not mediate any effects on these morphological parameters in WT and Mecp2−/y mice, nor did it reverse the genotypic differences.


[image: image]

FIGURE 9. Microcephaly in Mecp2−/y mice is not ameliorated by Trolox treatment. (A) Nissl staining of sections (30 μm) from perfusion-fixed brains revealed the expected differences in brain size among WT and Mecp2−/y mice. (B,C) The reduced brain size of Mecp2−/y mice affects both, total hemispherical as well as hippocampal areas, and it is not rescued by Trolox. Bar shading and patterns are identical for all panels, the number of slices analyzed also applies to panel (D). (D) Cortical layer thickness was assessed in the primary somatosensory cortex as depicted here (arrow mark) in a slice of a PBS-treated WT mouse. Independent of the treatment received, neocortical thinning was still present in all Mecp2−/y mice. (E) The reduced size of MeCP2-deficient CA1 pyramidal neurons, plotted here as soma area, persists upon Trolox treatment. The number of cells analyzed is indicated below each bar. The sample image shows a CA1 st. pyramidale segment of a PBS-treated WT mouse. Crosshatches indicate differences between the respective Mecp2−/y and WT groups (##P < 0.01, ###P < 0.001).






DISCUSSION

Our earlier in vitro tests revealed promising effects of Trolox on hippocampal network function in symptomatic Mecp2−/y mice (Janc and Müller, 2014). As the next logical step we therefore assessed, whether in vivo treatment with this free-radical scavenger would be equally efficient and improve the physical constitution of Mecp2−/y mice or slow down disease progression. Chronic treatment and frequent injections were largely well-tolerated over the entire ~6 weeks. Only a small number of mice (3 WTs, 14 Mecp2−/y) died or had to be euthanized before the end of treatment. The survival rate of all treated Mecp2−/y mice was 86% at PD47–50, and this average does not noticeably differ from that of naïve, untreated animals in our Rett mouse colony or the observations of others (Guy et al., 2001). Taking a closer look at the specific survival rates of the different treatment groups (Table 1) indicates, however, that the mice which died or had to be euthanized even included three WTs and that they all (with the exception of one Mecp2−/y mouse) had received Trolox and not placebo. It therefore seems that even though the administered doses of Trolox were far below the LD50 lethal dose for mice (i.p. injection 1700 mg/kg see http://www.drugfuture.com/toxic/q28-q963.html), some adverse effects of systemic Trolox treatment cannot be excluded.

For example, WT mice receiving high-dose Trolox showed lowered blood glucose levels, and a trend towards decreased motor activity as well as reduced environmental exploration, whereas low-dose Trolox treated WTs had lower FAD/NADH baseline ratios and a tendency to decreased fEPSP amplitudes. The very underlying causes are unclear, but nevertheless this observation emphasizes the importance of proper antioxidant dosing and optimized titration of redox conditions. Without question, cellular viability suffers from an increased oxidant load, but in view of the numerous functions controlled by redox conditions, also an “over-buffering”, i.e., too reducing conditions may be equally damaging.

This preclinical trial is part of a long-lasting research line, and we have reference data on some of the parameters assessed, which were recorded earlier also from naïve mice. Comparing the data sets shows that some of the genotypic differences seen in naïve mice were either not present or less pronounced among PBS-treated WT and Mecp2−/y mice (Table 3). In several parameters WTs became worse, which dampened the phenotypic differences to Mecp2−/y mice. An obvious cause may be the frequent injections and animal handling, which might have resulted in adverse stress. During study design, we chose i.p. injections, as they ensure a highly reliable drug delivery and are applicable also to neonates. Osmotic mini pumps are not feasible for mice at the early postnatal age and oral feeding (via drinking water or chow) could only start after weaning, i.e., not before PD20, unless the (foster) mothers are treated as well.

There are of course further reasons which may explain the reduced efficacy of Trolox in vivo as compared to in vitro. Even though Trolox shows a relatively high blood-brain barrier transferability (Wada et al., 2016), it reaches an antioxidative effect of only ~65% of that observed in blood. Thus, it may not have reached sufficiently high doses to reverse all of these symptoms arising as a consequence of redox-imbalance and oxidative stress. Since higher doses of Trolox cannot be achieved without the use of additional solvents, shorter intervals and/or different routes of administration may be preferable for future trials. Furthermore, recent studies have pointed out that combinations of antioxidants—even applied at lower doses—may potentiate each others efficacy, and that this strategy may be more promising than just increasing the dose of a single compound (Tarnopolsky, 2008; López-Erauskin et al., 2011).


General Physical Appearance and Blood Parameters

The detailed assessment of body weights and BMI revealed that Trolox treatment did not ameliorate the reduced growth of Mecp2−/y mice. Once separated from their foster mothers and required to feed on their own, all Mecp2−/y groups gained less weight than their WT littermates, as was reported earlier also for non-treated Mecp2−/y mice (Guy et al., 2001).

Weaning marks a switch in metabolism from milk (high fat diet) to mouse chow (carbohydrate rich diet; Ferré et al., 1986), and this transition seems problematic in Mecp2−/y mice. Loss of MeCP2 function increases insulin levels, decreases insulin signaling and results in a dissociation of insulin levels and their appropriate metabolic effects on glucose regulation (Pitcher et al., 2013; Krishnan et al., 2015). Also in Rett patients, increased glucose utilization indicates altered glucose regulation and/or metabolism (Villemagne et al., 2002). We found ~29% lower blood glucose levels in PBS-treated Mecp2−/y mice than in WTs. This difference was abolished in Mecp2−/y mice receiving high or low Trolox doses, indicating that chronic Trolox treatment rescued the altered glucose regulation/metabolism.

Interestingly, it was shown in rats that glucose-mediated production of mitochondrial ROS is mandatory for insulin secretion; higher mitochondrial ROS levels increased insulin secretion, whereas antioxidants decreased it (Leloup et al., 2009). Thus the lower glucose levels observed in placebo treated Mecp2−/y mice may at least in part be a consequence of the systemic oxidative stress in these mice, which is then antagonized by Trolox. In contrast in WT mice, high-dose Trolox slightly lowered blood glucose levels by an as yet unidentified mechanism. For male C57BL6 mice (PD 56–70), the vendor specifies a blood glucose content of 13.7 ± 3.4 mM (n = 114; see http://www.criver.com/files/pdfs/rms/c57bl6/rm_rm_d_c57bl6n_mouse.aspx). High-dose Trolox treated WTs showed glucose levels of 12.1 ± 2.1 mM (n = 23), which are well within this range. As neither the growth curves of high-dose Trolox treated WT mice, nor any other of their behavioral parameters showed a significant decline, adverse systemic consequences of these moderate blood glucose changes seem unlikely.

The hematocrit was not affected by Trolox, and remained increased in all Mecp2−/y groups. As the high hematocrit represents an adaptive response of Mecp2−/y mice to irregular breathing and the associated intermittent systemic hypoxia (Stettner et al., 2008; Fischer et al., 2009), this suggests that Mecp2−/y mice, despite chronic Trolox treatment, still suffered from intermittent systemic hypoxia. The unchanged breathing irregularities detected in all Mecp2−/y groups during plethysmography support this notion.



Behavioral Testing and Plethysmography

Motor problems and insufficient motor skills are evident in various MeCP2-mutant mice (Guy et al., 2001; Shahbazian et al., 2002; Moretti et al., 2005; Wegener et al., 2014). Compared to WTs, the treated Mecp2−/y mice failed markedly earlier on the rotarod, and their impaired motor function was not ameliorated by Trolox. The poor rotarod performance likely arises from an insufficient motor coordination, as is suggested by the pronounced hind limb clasping in symptomatic Mecp2−/y mice (Guy et al., 2001). General muscle weakness is a less likely cause. We found most Mecp2−/y mice being able to climb around in their cages, and others confirmed normal muscle strength of Mecp2−/y mice in wire suspension tests (Santos et al., 2007).

Mecp2−/y mice are also less active (Guy et al., 2001), which in part may be due to their motor deficits. They traveled shorter distances than WTs, which in the open field and hole board tests was accompanied by a decline in mean velocity and prolonged resting times. Marked genotypic differences in the relative times spent in the defined areas were not found, but low-dose Trolox-treated Mecp2−/y mice stayed slightly more in the periphery and less in the corners than the respective WTs. Environmental exploration in the hole board was also less pronounced in Mecp2−/y mice. Yet, the number of head-dips was increased in high-dose Trolox-treated Mecp2−/y mice as compared to the other Mecp2−/y groups, and they did no longer differ from high-dose Trolox-treated WTs. This was paralleled by a shortened mean resting time of the respective Mecp2−/y mice. Accordingly, environmental exploration in Mecp2−/y mice slightly improved upon Trolox treatment.

One of the most prominent symptoms in RTT is erratic breathing (Julu et al., 2001; Weese-Mayer et al., 2006; Stettner et al., 2008; Katz et al., 2009). Each episode of irregular breathing evokes a drop in arterial O2 saturation, which is restored only after normal ventilation resumes. Such intermittent systemic hypoxia may provoke damage and/or induce redox stress in highly vulnerable neuronal tissue. Also the regulation of breathing itself might be affected. H2O2-evoked oxidative stress modulates the in vitro breathing pattern generated in the isolated medullary pre-Bötzinger Complex of neonatal WT mice: Biphasic responses were reported, consisting of an initial depression followed by augmented respiratory activity (Garcia et al., 2011). Therefore, we also assessed whether Trolox may improve breathing. As expected, Mecp2−/y mice showed highly irregular breathing patterns. High- or low-dose Trolox did not improve the regularity of breathing, and the number and duration of apneas did not decrease. Yet, a further deterioration of breathing was not observed either. It should be mentioned though that the individual Mecp2−/y mice varied greatly; some displayed only mild breathing disturbances with just 1–2 apneas during the evaluated 3 min interval, whereas others showed up to 49 apneas exceeding 750 ms.



Hypoxia Susceptibility and Synaptic Function

In contrast to our earlier studies on naïve mice (Fischer et al., 2009; Janc and Müller, 2014), PBS-treated WT and Mecp2−/y mice did not differ in their hypoxia susceptibility assessed as time to HSD onset. Nevertheless, treatment with low-dose Trolox increased the hypoxia tolerance of Mecp2−/y mice as compared to the respective WT and the PBS-treated Mecp2−/y group. This effect was not seen with high-dose Trolox, emphasizing the importance of well-adjusted cellular redox balance and careful antioxidant dosing. In view of the irregular breathing and intermittent hypoxia, the Trolox-mediated increase in hypoxia tolerance is clearly of merit, as it may prevent additional complications especially in highly anoxia-vulnerable neuronal networks such as the hippocampus and cortex.

Synaptic plasticity is impaired in Mecp2-mutant mice (Asaka et al., 2006; Moretti et al., 2006; Fischer et al., 2009; Janc and Müller, 2014). Yet, the differences among PBS-treated Mecp2−/y and WT mice were less evident than in naïve mice (Janc and Müller, 2014). As suggested by the normalized fEPSP amplitudes recorded in CA1 st. radiatum (Table 3), this seems to result from PBS-treated WTs showing a higher degree of neuronal excitability than naïve WT mice. This variability of genotypic differences in synaptic plasticity may be explained by earlier reports identifying stress and stress-hormones as a cause for impaired hippocampal LTP (Kim and Yoon, 1998; Kim and Diamond, 2002). Repeated i.p. injections for several weeks could represent a chronic stressor (Ryabinin et al., 1999) which induces stress hormone release and dampens LTP in slices of frequently handled/injected WT mice. In Mecp2−/y mice, LTP is already impaired to a degree that it may not have responded to any additional stress.

Nevertheless, in vivo Trolox treatment mediated some positive effects on synaptic plasticity. Low-dose Trolox-treated Mecp2−/y mice showed a significantly improved STP as compared to the respective WTs and the other Mecp2−/y groups. The final amount of LTP also tended to increase, but did not reach the level of significance. High-dose Trolox treatment failed to improve synaptic plasticity in Mecp2−/y or WT mice. This may result from a probably too high concentration mediating adverse effects. As a certain ROS level is necessary for signal transduction cascades during normal physiological processes (Serrano and Klann, 2004), optimum synaptic plasticity can be achieved in a well-balanced redox environment only. Accordingly, superoxide scavenging and overexpression of superoxide dismutase 3 impair hippocampal LTP (Klann et al., 1998; Thiels et al., 2000). Along this line, high-dose Trolox may have shifted hippocampal redox balance beyond the optimum. Similar effects we found earlier in naïve mice, in which Trolox rescued STP and LTP in Mecp2−/y hippocampal slices, but dampened it in WTs (Janc and Müller, 2014).



Mitochondrial Metabolism and Function

Trolox did not mediate any consistent changes in mitochondrial metabolism or polarization. A slight decrease of the FAD/NADH baseline ratio was found in low-dose Trolox treated WTs, but this was not accompanied by any changes in mitochondrial polarization, estimated here as Rh123 fluorescence. Hence, general negative side effects of this compound on mitochondrial function can be excluded. In contrast to our earlier studies on naïve mice (Großer et al., 2012; Janc and Müller, 2014), PBS injected/handled WT and Mecp2−/y did no longer differ in their hippocampal FAD/NADH ratios and Rh123 responses (Table 3). Again, the stress associated with the frequent i.p. injections, might have affected mitochondrial metabolism, thereby diminishing the genotypic differences. Most primary mediators of stress responses exert numerous effects on mitochondrial metabolism and ROS generation and may even induce apoptosis (Manoli et al., 2007).



Lipid Peroxidation and Protein Carbonylation

RTT is closely linked to oxidative stress and redox imbalance (Sierra et al., 2001; De Felice et al., 2011, 2012b; Großer et al., 2012; Müller and Can, 2014). Unclear is, however, which particular brain regions are affected and whether the oxidative damage mainly targets proteins, lipids or both. Earlier studies on whole brains of various Rett mouse models indicated that in particular lipids are subject to oxidative damage, whereas protein damage is not detectable in each model (De Felice et al., 2014). Our comparison of neocortical tissue of PBS-treated WT and Mecp2−/y mice did not reveal obviously different levels of lipid peroxidation, but high-dose Trolox decreased the extent of lipid peroxidation in Mecp2−/y neocortex below WT levels. Furthermore, the increased protein carbonyl content detected in PBS treated Mecp2−/y mice, was no longer evident upon Trolox treatment. This confirms that systemic Trolox administration is capable of ameliorating oxidative brain tissue damage. However, it also should be noted here that the sensitivity range of these assays may not be ideal to detect reliably also more subtle changes in protein and lipid oxidation. We verified both assays by provoking oxidative tissue damage via direct oxidant (TBHP) treatment. This resulted in a clear peroxidation of lipids and carbonylation of proteins in neocortical samples, but it also revealed that despite direct oxidant stress only marked but not massive changes in spectrophotometric readout were obtained.



Merits of Antioxidant and Free-Radical Scavenger Treatment in RTT

Various earlier studies verified that antioxidants and free-radical scavengers ameliorate certain aspects of the complex clinical appearance of RTT (Chapleau et al., 2013). In female Rett mice, alterations in vascular endothelium were reversed by administration of curcumin, an anti-inflammatory compound which also mediates antioxidative effects (Panighini et al., 2013). In Rett patients, ω-3 PUFA-supplementation led to an improvement of motor function, non-verbal communication and breathing regularity (De Felice et al., 2012a; Maffei et al., 2014). Ultimate proof for a pathogenic role of oxidative alterations in RTT is the brain-specific reactivation of the Mecp2 gene, which resulted in a clear phenotypic improvement in concert with a normalization of various oxidative stress markers (De Felice et al., 2014).

As vitamin E levels are decreased in blood serum of Rett patients (Formichi et al., 1998) and as this vitamin as well as its derivatives act as chain-breaking antioxidants, which prevent the propagation of free radicals in membranes and plasma lipoproteins (Traber and Stevens, 2011; Alberto et al., 2013), these compounds appear especially promising. Applied in vivo by oral uptake or i.p. injection, Trolox ameliorates ischemia-induced hippocampal cell loss and 3-NPA-mediated striatal lesions (Gupta and Sharma, 2006; Al Mutairy et al., 2010) as well as oxidative-stress related retinal damage (Dorfman et al., 2006). Our previous in vitro tests confirmed the efficacy of Trolox also in a Rett mouse model, in which it improved synaptic function as well as hypoxia tolerance and opposed neuronal hyperexcitability in Mecp2−/y hippocampal slices (Janc and Müller, 2014).

In the present study, the systemic administration of Trolox improved some of the tested parameters as well. Yet, this in vivo Trolox treatment did not noticeably change the most characteristic Rett symptoms. Obvious signs that the disease progression was slowed down in Mecp2−/y mice were not obtained either. It has to be considered though that these male Rett mice are very severely affected. Therefore, to understand completely the merits of systemic Trolox administration, it needs to be assessed in future trials, how efficient this treatment would be in heterozygous female Rett mice. They represent the conditions of a cellular MeCP2 mosaicism, truthfully reflecting the genetic conditions of the female patients. As disease progression and symptom severity are milder in female Rett (Mecp2+/−) mice, this will require, however, prolonged treatment durations of several months or even over a year. This certainly cannot be achieved by i.p. injections and the associated stress, as we learned in this present study.

In conclusion, this detailed in vivo study confirms some pharmacotherapeutic merit of systemically applied antioxidants in MeCP2-deficient brains. Unfortunately, frequent animal handling and repeated injections apparently modulated the phenotypic appearance of mice and diminished the genotype-related differences of numerous parameters. Therefore, the route of drug administration and the frequent mouse handling are critical issues in study design, which need to be further optimized in future trials. Also, as Trolox ameliorated only a few of the multiple complex Rett symptoms, one may consider its use as adjuvant, i.e., its combination with other compounds improving different symptoms, in order to complement the spectrum of effects. For example, respiration, which was not improved by Trolox was shown earlier to be normalized by norepinephrine uptake blockers, GABA uptake inhibitors, and serotonin 1a receptor agonists (Zanella et al., 2008; Abdala et al., 2010) or the antidepressant mirtazapine which furthermore prevented cortical atrophy (Bittolo et al., 2016). In view of the complex phenotype of RTT, such combination therapies, designed to the particular needs of each individual patient are probably the most promising but also the most challenging strategy.
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A Subset of Autism-Associated Genes Regulate the Structural Stability of Neurons
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Autism spectrum disorder (ASD) comprises a range of neurological conditions that affect individuals’ ability to communicate and interact with others. People with ASD often exhibit marked qualitative difficulties in social interaction, communication, and behavior. Alterations in neurite arborization and dendritic spine morphology, including size, shape, and number, are hallmarks of almost all neurological conditions, including ASD. As experimental evidence emerges in recent years, it becomes clear that although there is broad heterogeneity of identified autism risk genes, many of them converge into similar cellular pathways, including those regulating neurite outgrowth, synapse formation and spine stability, and synaptic plasticity. These mechanisms together regulate the structural stability of neurons and are vulnerable targets in ASD. In this review, we discuss the current understanding of those autism risk genes that affect the structural connectivity of neurons. We sub-categorize them into (1) cytoskeletal regulators, e.g., motors and small RhoGTPase regulators; (2) adhesion molecules, e.g., cadherins, NCAM, and neurexin superfamily; (3) cell surface receptors, e.g., glutamatergic receptors and receptor tyrosine kinases; (4) signaling molecules, e.g., protein kinases and phosphatases; and (5) synaptic proteins, e.g., vesicle and scaffolding proteins. Although the roles of some of these genes in maintaining neuronal structural stability are well studied, how mutations contribute to the autism phenotype is still largely unknown. Investigating whether and how the neuronal structure and function are affected when these genes are mutated will provide insights toward developing effective interventions aimed at improving the lives of people with autism and their families.
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INTRODUCTION

Autism spectrum disorder (ASD) is a neurodevelopmental clinical condition currently diagnosed based on the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) criteria reflecting symptoms, possibly of varying severity, in social interaction, communication and behavior (American Psychiatric Association, 2013; Lord and Jones, 2013). ASD occurs in 1:68 individuals in the United States (Baio, 2014) and complex genetic interactions appear responsible for a high degree of heterogeneity of the clinical symptoms in ASD. Individuals with ASD often co-express other comorbidities including epilepsy which often complicates diagnosis and treatment. Alterations in neuronal structures in different brain regions have been reported in ASD individuals, including increased dendritic spine density in cortical pyramidal neurons (Hutsler and Zhang, 2010; Tang et al., 2014) as well as stunting of dendritic branching in the hippocampus (Raymond et al., 1996; Bauman and Kemper, 2005). In addition, subcortical band heterotopia, representing alterations in cell migration has also been found in a child with ASD (Beaudoin et al., 2007). These brain regions are often characterized with neuroanatomical irregularities in ASD (Donovan and Basson, 2016). The defective regulation for structural stability of neurons may be one of the underlying mechanisms that contribute to the anatomical changes in ASD.

Autism spectrum disorder is typically diagnosed during the first 3 years of life, a period of extensive neurite formation, synaptogenesis and refinement (Huttenlocher and Dabholkar, 1997; Zoghbi and Bear, 2012; Stamou et al., 2013; McGee et al., 2014). Indeed, brain imaging studies from individuals with ASD and anatomical measurements of neuronal structure in post-mortem tissues exhibit differences in neuronal connectivity derived from the disruption of neurite outgrowth, synapse formation and stabilization (Raymond et al., 1996; Hutsler and Zhang, 2010; Penzes et al., 2011). Studies of human induced pluripotent stem cells (iPSCs) derived from people with ASD also have identified defects of neuronal structure (Habela et al., 2015; Nestor et al., 2015). Genome-wide association studies on individuals with ASD and their families revealed several risk genes that may be the common molecular targets in autism (Bucan et al., 2009; Glessner et al., 2009; Hussman et al., 2011; O’Roak et al., 2011, 2012a; Buxbaum et al., 2012, 2014; Sanders et al., 2012; Shi et al., 2013; Stamou et al., 2013; Yu et al., 2013; An et al., 2014; Brett et al., 2014; Cukier et al., 2014; De Rubeis et al., 2014; Iossifov et al., 2014; McGee et al., 2014; Pinto et al., 2014; Ronemus et al., 2014; Toma et al., 2014; Yuen et al., 2015). Animal studies of these genes further identify several specific cellular pathways during brain development that are vulnerable in ASD, including the disruption of neurite outgrowth, dendritic spine formation, and synaptic function (Figure 1) (Walsh et al., 2008; Bourgeron, 2009; Hussman et al., 2011; Penzes et al., 2011; Zoghbi and Bear, 2012; Ebert and Greenberg, 2013; Stamou et al., 2013; Bernardinelli et al., 2014; De Rubeis et al., 2014; Pinto et al., 2014; Phillips and Pozzo-Miller, 2015). Differences in environment as well as the presence of multiple gene mutations occurring in the same individual with autism complicate studies of the relationship between each gene and the phenotype observed. However, because similar cellular pathways (e.g., neurite outgrowth) are altered in different affected individuals, we can potentially develop therapeutic interventions to help mitigate the autism phenotypes.
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FIGURE 1. Diagram of autism-risk genes implicated in regulating the structural stability of neurons. Each circle represents a cellular pathway to regulate the structural stability of neurons, including neurite outgrowth (red), dendritic spine or synapse formation (blue), and synaptic plasticity (gold). Experimental evidence shows that many autism-risk genes regulate at least one cellular pathway to maintain the integrity of neuronal structures. Genes that regulate only one pathway are labeled in light gray. Genes that regulate two pathways are labeled in dark gray. Genes that regulate three pathways are labeled in black. The summaries of autism-risk genes that affect each cellular pathway can be found in Tables 1–3.



During development, neurite outgrowth and synapse formation are dynamic processes and their maturation is mutually dependent on proper guidance. Neurites initially exhibit frequent branch additions and retractions. Once dendrite arbors are established, productive synapse formation later in life and the accompanying activation of post-synaptic signaling machinery promotes arbor stability (Dailey and Smith, 1996; Wu and Cline, 1998; Rajan et al., 1999; Wong et al., 2000; Cline, 2001; Niell et al., 2004). Conversely, a loss of synaptic inputs leads to dendritic loss (Jones and Thomas, 1962; Matthews and Powell, 1962; Coleman and Riesen, 1968; Sfakianos et al., 2007). This reciprocal regulation contributes to the refinement of dendrites and synapses as the neurons mature (Wu et al., 1999; Trachtenberg et al., 2002; Holtmaat et al., 2005; Koleske, 2013). Thus, maintaining the structural stability of neurons and synapses is critical for proper brain function. Alterations in these processes likely underlie the disruption of normal dendrite and dendritic spine structure in neurological disorders, including neurodevelopmental conditions, psychiatric disorders, and neurodegenerative diseases (Fiala et al., 2002; Lin and Koleske 2010; Penzes et al., 2011; Kulkarni and Firestein, 2012; Zoghbi and Bear, 2012; Koleske, 2013; Bernardinelli et al., 2014).

It is well-accepted that ASD is not a monogenetic disorder, instead, it is often a neurological condition resulted from multiple mutations of several different genes. Although knockout, knockin, or transgenic approaches of autism-risk genes in animal models have demonstrated some of the autistic-like behaviors (Kazdoba et al., 2016), the limitation of the number of genes being manipulated in animals makes it difficult to recapitulate the human condition experimentally. Furthermore, ASD is a common comorbid condition in individuals with other neurodevelopmental disorders. The similar representation of the symptoms but different contribution of genetic mutations often complicates the diagnosis and the treatment. The complex profile of gene mutations makes it difficult to call a gene “the autism gene.” However, the list of autism-risk genes provides us a direction to understand the potentially vulnerable pathways in neurons that may be therapeutic targets to develop more efficient interventions for ASD. Indeed, in addition to the structural stability of neurons, several cellular pathways including transcriptional regulation (De Rubeis et al., 2014; Sanders, 2015), excitatory/inhibitory (E/I) balance (Blatt et al., 2001; Hussman, 2001; Rubenstein and Merzenich, 2003; Gao and Penzes, 2015; Nelson and Valakh, 2015), cerebellar development (Wang et al., 2014; Hampson and Blatt, 2015), and autoregulatory feedback loops (Mullins et al., 2016) have been proposed to be vulnerable in autism. In this review, we focus on recent identified autism-risk genes that have been shown to regulate neuronal structures and circuit formation, including aspects of neurite outgrowth (Table 1), synapse formation and spine stability (Table 2), and synaptic plasticity (Table 3). We will discuss the known biological function of those individual autism-risk genes in neurons and how they converge into common pathways. We have categorized these genes into cytoskeletal regulators, adhesion molecules, cell surface receptors, signaling molecules, as well as synaptic proteins (Figure 2). In addition, we include genes causing syndromic disorders in the discussion to highlight the importance of maintaining the neuronal structures for proper brain function.

TABLE 1. Summary of autism-associated genes that regulate neurite outgrowth.
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TABLE 2. Summary of autism-associated genes that regulate synapse/spine formation.
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TABLE 3. Summary of autism-associated genes that regulate synaptic plasticity.
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FIGURE 2. Schematic illustration of how autism-risk genes regulate neuronal structure and their sites of action. An illustration of a dendritic segment containing a dendrite and a dendritic spine is enlarged from the box region on the left and shown on the right. Microtubules (green) and actin filaments (blue) are two major cytoskeletons found in dendrites and dendritic spines, respectively. Autism-risk genes (in bold font) are categorized by their main function and color coded accordingly. (1) Cytoskeletal proteins (gray rounded rectangular box): MYO16, CTTNBP2, and ADNP, directly regulate actin and microtubule function to control dendritic spine and neurite stability. ELMO1 and SYNGAP1 regulate actin dynamics to control spine stability via small RhoGTPases. (2) Adhesion molecules (colored rectangular box): Cadherins (CDHs), protocadherins (PCDHs), and neurexin (NRXN)-neuroligin (NLGN) complex, as well as surface receptors, NTRK, GRIK, and NMDAR, act at synapses to regulate synaptic function. NCAM2 and CNTNAP2, also have functions in regulating neurite outgrowth. (3) Signaling molecules (blue ellipse shape): CDKL5, DYRK1A, and PTEN regulate several signaling pathways to maintain the stability of dendritic structures. (4) Scaffolding proteins (yellow polygon): SHANK3 and DLGAP2, locate at post-synaptic density and tightly associate with PSD95 and other signaling molecules to regulate spine stability and synaptic plasticity. (5) Synaptic proteins (pink ellipse shape): STXBP5 and PRICKLE1 not only regulate synaptic vesicle release, but also play a role in regulating neurite outgrowth. (6) Syndromic molecules (clear rectangular box): FMRP and UBE3A regulate the structural stability of neurons via the regulation of protein synthesis or binding with other molecules in dendritic spines. MECP2 mainly functions in the nucleus and regulates transcription of many genes to in turn affecting the structural stability of neurons. TSC1/2 regulates the mTOR pathway and cytoskeletal machinery to maintain dendritic stability.





CYTOSKELETAL REGULATION IS KEY TO THE MAINTENANCE OF PROPER STABILITY AND PLASTICITY OF NEURONS

The actin and microtubule cytoskeletons are the major components of dendritic spine and neurite structure, respectively (Hoogenraad and Akhmanova, 2010; Hotulainen and Hoogenraad, 2010; Dent et al., 2011; Shirao and Gonzalez-Billault, 2013). Precise regulation of these actin and microtubule networks is thus central to guide the proper development, plasticity, and long-term stability of these structures (Matus, 2000; Matus et al., 2000; Luo, 2002; Lin and Webb, 2009; Korobova and Svitkina, 2010; Lin and Koleske, 2010; Svitkina et al., 2010; Dent et al., 2011; Nicholson et al., 2012; Penzes and Cahill, 2012; Penzes and Rafalovich, 2012; Saneyoshi and Hayashi, 2012).

Actin and Microtubule Regulators Are Associated with Autism

Myosins are motors that utilize ATPase activity to provide motility of actin or cargo transport on actin filaments (Pollard and Korn, 1973; Oliver et al., 1999; Tyska and Warshaw, 2002). Several myosin isoforms play central roles in regulating neurite outgrowth, as well as dendritic spine structural plasticity (Wylie et al., 1998; Wylie and Chantler, 2003; Ryu et al., 2006; Hammer and Wagner, 2013; Kneussel and Wagner, 2013; Yoshii et al., 2013; Koskinen et al., 2014; Ultanir et al., 2014). Among all isoforms, MYO16 (Myr8 or NYAP3) was recently implicated in ASD (Wang et al., 2009; Connolly et al., 2013; Kenny et al., 2014; Roberts et al., 2014; Liu et al., 2015b). MYO16 is expressed predominantly in the cortex and cerebellum. Levels and phosphorylation of MYO16 protein peak during early developmental stages, consistent with a role in regulating neuronal migration and neurite extension (Patel et al., 2001; Yokoyama et al., 2011). In addition to binding directly to filamentous- (F-)actin, MYO16 also physically interacts with PI3K and WAVE complex to regulate stress fiber remodeling in fibroblasts as well as the adhesion-dependent neurite outgrowth in neurons (Yokoyama et al., 2011).

CTTNBP2 encodes cortactin-binding protein 2 that interacts with cortactin, a nucleation-promoting factor of actin (Ohoka and Takai, 1998). CTTNBP2 is highly expressed in dendritic spines where it locally interacts with cortactin, striatin, a calcium binding protein, and PP2A, a serine/threonine protein phosphatase 2A, to control the formation and the maintenance of dendritic spines (Chen et al., 2012; Chen and Hsueh, 2012; Hsueh, 2012). In addition, oligomerization of CTTNBP2 induces microtubule bundling to promote dendrite arborization (Shih et al., 2014). Several mutations of CTTNBP2 have been reported in ASD cases, further indicating the importance of neurite outgrowth and dendritic spine formation for proper brain function (Cheung et al., 2001; Iossifov et al., 2012; De Rubeis et al., 2014).

Activity-dependent neuroprotective protein (ADNP) is a homeobox-containing protein secreted from glia and neurons (Bassan et al., 1999; Zamostiano et al., 2001; Furman et al., 2004; Mandel et al., 2008; Nakamachi et al., 2008). Through its interaction with the chromatin remodeling complex SWI/SNF, ADNP regulates hundreds of genes to modulate brain function (Pinhasov et al., 2003; Mandel and Gozes, 2007; Mandel et al., 2007). In addition to its traditional role in regulating transcription, ADNP has also been suggested to have function in regulating dendritic spines through interactions with microtubule end binding proteins (Oz et al., 2014). Mutations in or the alteration of the protein expression of ADNP have been associated with several neurological disorders, including schizophrenia and Alzheimer’s Disease (Vulih-Shultzman et al., 2007; Fernandez-Montesinos et al., 2010; Dresner et al., 2011; Yang et al., 2012b). Intriguingly, the association of mutations in ADNP and ASD is further emphasizing that the cytoskeletal integrity of neurons is vulnerable in ASD (O’Roak et al., 2012a,b; Ben-David and Shifman, 2013; De Rubeis et al., 2014; Helsmoortel et al., 2014; Vandeweyer et al., 2014; D’Gama et al., 2015).

Small RhoGTPase Regulation Is a Key Mechanism in Controlling Neurite and Spine Stability

Small RhoGTPases including Rho, Rac, and Cdc42 are central cytoskeletal regulators that control cell motility and morphology (Govek et al., 2005; Newey et al., 2005; Lin and Koleske, 2010; Tolias et al., 2011). Genetic mutations or dysregulation of the small RhoGTPase regulators, including guanine-exchange factors (GEFs) and GTPase-activating proteins (GAPs), have been implicated in several neurological conditions, including ASD (Newey et al., 2005; Lin and Koleske, 2010; Antoine-Bertrand et al., 2011; Stankiewicz and Linseman, 2014). Here, we will highlight those that regulate the morphological stability of neurons.

Engulfment and cell motility 1 (ELMO1) was first identified in a complex with a RacGEF, DOCK180, to activate Rac1 activity, which is essential for cell migration and phagocytosis (Gumienny et al., 2001; Brugnera et al., 2002; Grimsley et al., 2004). In hippocampal neurons, ELMO1 and DOCK180 colocalize at synaptic sites and together are required for spine formation (Kim et al., 2011a). Loss of Elmo1 shows a reduction in spine number but increased filopodia, suggesting a role in formation and/or maintenance of mature spines (Kim et al., 2011a). In addition, ELMO1 has been shown to regulate axonal and dendritic branching via Rac1 activation in response to different upstream signals (Franke et al., 2012; Lanoue et al., 2013).

SYNGAP1 encodes a synaptic-specific Ras/Rap GAP that associates with PSD-95 and specifically localizes to synaptic sites (Kim et al., 1998; Krapivinsky et al., 2004). The role of SYNGAP1 in regulating spine morphology and synaptic function has been well described. In response to CaMKII phosphorylation, SYNGAP1 directly regulates Ras/Rap activity to modulate MAPK signaling to maintain the stability of dendritic spines (Chen et al., 1998; Krapivinsky et al., 2004; Oh et al., 2004; Rumbaugh et al., 2006). Overexpression of SYNGAP1 decreases AMPAR-mediated currents and surface expression (Rumbaugh et al., 2006; Wang et al., 2013). Deletion or reduction of SYNGAP1 results in an elevated synaptic strength and an increase of mushroom spines (Vazquez et al., 2004; Rumbaugh et al., 2006; Carlisle et al., 2008). Mice with Syngap1 haploinsufficiency show accelerated maturation of dendritic spines followed by disruptions of synaptic transmission and cognitive function (Clement et al., 2012, 2013; Ozkan et al., 2014; Aceti et al., 2015). Coincidentally, haploinsufficiency in SYNGAP1 has been found in individuals with autism, intellectual disability, and a specific form of epilepsy (Berryer et al., 2013). Several other de novo mutations of SYNGAP1 also have been identified in different cases of ASD (Pinto et al., 2010; Cook, 2011; Hamdan et al., 2011; Berryer et al., 2013; Willsey et al., 2013; Brett et al., 2014; De Rubeis et al., 2014; O’Roak et al., 2014).

Since the actin and microtubule cytoskeletons are the major components of neuronal processes, it is not surprising that manipulating the cytoskeletal machinery dramatically affects neuronal structures. A small imbalance of cytoskeletal dynamics will create a huge impact on the structural stability of neurons, which in turn alters the formation of neuronal circuitry. Interestingly, most autism-associated cytoskeletal regulators control neurite outgrowth and synapse/spine formation thereby affecting the structural stability of neurons. These two processes are also the initial steps to establish correct neuronal connections during development. Failure to regulate these processes properly may result in significantly altered wiring of brain circuitries that is often found in ASD. The next research focus should investigate early in development to connect the dysregulatory effects of mutations in cytoskeletal genes.



TRANS-SYNAPTIC ADHESION MOLECULES PLAY IMPORTANT ROLES IN THE REGULATION OF NEURONAL STABILITY

Cell adhesion molecules (CAMs) play crucial roles in many aspects of neural circuit formation and, thus, it comes as no surprise that these molecules are found as top hits in lists of autism risk genes (Betancur et al., 2009; Pinto et al., 2010; Hussman et al., 2011; Chen et al., 2014b). Here, we discuss the current understanding of how CAMs that belong to the cadherin-, the neurexin/neuroligin- and the immunoglobulin-superfamily regulate neuronal stability.

Cadherin Superfamily Members Are Prominent Hits in Autism Risk Gene Lists

The genetic association of cadherins with autism strongly supports their central roles in the development of the nervous system including synaptogenesis, dendrite arborization and dendritic spine regulation (Arikkath and Reichardt, 2008; Suzuki and Takeichi, 2008; Basu et al., 2015; Friedman et al., 2015a; Seong et al., 2015). The cadherin superfamily is comprised of more than a hundred different genes, subdivided into several classes including classical cadherins, protocadherins and atypical cadherins (Hulpiau and van Roy, 2009; Hirano and Takeichi, 2012). Several copy number variations (CNVs) and single nucleotide polymorphisms (SNPs) are found in classical cadherins: CDH2. CDH5. CDH8. CDH9, CDH10, CDH11, and CDH13 (Wang et al., 2010; Chapman et al., 2011; Hussman et al., 2011; Pagnamenta et al., 2011; Sanders et al., 2011; O’Roak et al., 2012b; Prandini et al., 2012; Connolly et al., 2013; Walker and Scherer, 2013; Crepel et al., 2014; Krumm et al., 2015); non-clustered protocadherins: PCDH9, PCDH10, and PCDH19 (Morrow et al., 2008; Depienne et al., 2009; Camacho et al., 2012; O’Roak et al., 2012b; Prasad et al., 2012; Girirajan et al., 2013; van Harssel et al., 2013); and an atypical cadherin, FAT1 (Hussman et al., 2011; Neale et al., 2012; Cukier et al., 2014; Kenny et al., 2014). In general, the extracellular domain of cadherins contains five cadherin repeats/EC motifs that mediate Ca2+-dependent homophilic adhesion (Tanihara et al., 1994). However, heterophilic interactions between different sub-classes of classical cadherins create more combinations of interaction and function (Shimoyama et al., 2000). The cytosolic tail binds to catenins leading to the anchoring of the cadherin-catenin complex to the cytoskeleton (via β-catenin and α-catenin) and the clustering of cadherins in the plasma membrane (via p120-catenin) (Yap et al., 1998; Nelson, 2008; McCrea and Gu, 2010). The cadherin superfamily contains numerous cadherin members which impact neuronal structure and function from early neurite extension to the maintenance of mature synaptic networks (Basu et al., 2015; Friedman et al., 2015a). However, the pathways underlying disrupted cadherin signaling still requires further investigation. Here, we focus our discussion on the autism-associated cadherins shown to regulate neurite outgrowth and synapse morphogenesis.

N-cadherin, also known as cadherin 2 (CDH2), is the best studied classical cadherin. N-cadherin functions throughout the development of the nervous system, including neurite outgrowth, axon guidance, synaptogenesis and synaptic plasticity (Takeichi and Abe, 2005; Arikkath and Reichardt, 2008; Hirano and Takeichi, 2012; Friedman et al., 2015a). N-cadherin promotes dendritic outgrowth during development and is also required for activity-dependent dendrite expansion (Esch et al., 2000; Tan et al., 2010). N-cadherin is also required for the establishment of initial contacts between axons and filopodia followed by clustering at contact points to stabilize early synapses (Benson and Tanaka, 1998; Huntley and Benson, 1999; Togashi et al., 2002). Blocking N-cadherin adhesion in hippocampal neurons perturbs synapse formation and abolishes long-term potentiation (LTP)-induced stabilization of dendritic spines (Togashi et al., 2002; Mendez et al., 2010). Neural activity increases N-cadherin protein levels and dimerization leading to increased synapse number (Bozdagi et al., 2000). In mature synapses, N-cadherin is required for the persistence of dendritic spine enlargement and LTP (Bozdagi et al., 2000, 2010). Together with N-cadherin, CDH8 regulates the development of the hippocampal mossy fiber pathway (Bekirov et al., 2008). CDH8 also mediates assembly and maturation of corticostriatal synapses (Bekirov et al., 2008; Friedman et al., 2015b), whereas CDH9-mediated adhesion is involved in the formation and differentiation of dentate gyrus synapses on CA3 cells where it regulates synapse density, presynaptic bouton complexity and postsynaptic morphology (Williams et al., 2011). In contrast to CDH8 and CDH9, an RNAi screen for molecules required for synapse development identified CDH11 and CDH13 as positive regulators of glutamatergic synapse development (Paradis et al., 2007). Interestingly, Cdh11-deficient mice revealed enhanced LTP in the CA1 region of the hippocampus and mice show reduced fear- or anxiety-related behavior suggesting that CDH11 might restrict synaptic plasticity and efficacy (Manabe et al., 2000).

Protocadherins are the largest subgroup within the cadherin superfamily and are further subtyped into clustered (α-, β- and γ-PCDH) and non-clustered protocadherins (δ1- and δ2-PCDH) (Frank and Kemler, 2002). They share a similar structure to classical cadherins, but with six to seven cadherin domains/EC motifs. However, the cytosolic tails of protocadherins and cadherins do not show significant homology suggesting that they likely engage distinct intracellular signaling pathways. Protocadherins are highly expressed in the nervous system and localize to synapses. Based on their spatial and temporal expression pattern in the brain and on recent reports, protocadherins have roles in dendritic development and synaptic connections (Hirano et al., 1999; Frank and Kemler, 2002; Kim et al., 2007, 2011b; Keeler et al., 2015). For example, PCDH10 expression is regulated by neuronal activity and its function is crucial for forebrain axon outgrowth and the proper patterning of thalamocorticial projections (Uemura et al., 2007; Morrow et al., 2008). In addition, PCDH10 mediates synapse elimination by promoting proteasomal degradation of PSD-95 (Tsai et al., 2012a).

FAT atypical cadherin 1 (FAT1) belongs to the atypical cadherin family and consists of a huge extracellular domain comprising 34 cadherin domains/EC motifs (Tanoue and Takeichi, 2005; Sadeqzadeh et al., 2014). FAT1 expression is enriched during embryonic neurodevelopment and severe nervous system defects are found in FAT1-deficient mice (Ciani et al., 2003; Sadeqzadeh et al., 2014). At the cellular level, FAT1 localizes to cell–cell contacts as well as to the leading edge of lamellipodia and tips of filopodia to regulate cell polarity, cell migration, and cell-cell adhesion (Moeller et al., 2004; Tanoue and Takeichi, 2004). These functions are likely mediated through intracellular signaling via Ena/VASP proteins to regulate actin assembly and dynamics (Moeller et al., 2004; Tanoue and Takeichi, 2004). Other intracellular binding partners of FAT1 include the classical cadherin binding partner β-catenin as well as the synaptic scaffolding molecules Homer-1 and 3 (Hou et al., 2006; Schreiner et al., 2006).

The Neurexin-Neuroligin Complex Is One of the Most Studied Trans-synaptic Adhesion Pairs in Autism

Neurexins are encoded by three genes (NRXN1-3) while the neuroligin family consists of four isoforms in mice (Nlgn1-4) and five isoforms in humans (NLGN1-4X and 4Y) (Südhof, 2008). Neurexins localize to presynaptic terminals and form heterophilic interactions with neuroligins, which are localized to the postsynaptic compartment (Ichtchenko et al., 1995, 1996; Nguyen and Sudhof, 1997). Presynaptic neurexins link synaptic adhesion with the synaptic vesicle release machinery via binding to PDZ-domain containing proteins (Hata et al., 1996; Butz et al., 1998; Dean et al., 2003; Missler et al., 2003). At the postsynaptic site, the neurexin-neuroligin complex induces clustering of scaffolding proteins, such as PSD-95, and recruits NMDA- and AMPA-receptors (Irie et al., 1997; Chih et al., 2005; Nam and Chen, 2005; Heine et al., 2008; Barrow et al., 2009; Mondin et al., 2011). Distinct neurexin-neuroligin complexes play discrete roles during synaptogenesis with neuroligin-1 regulating excitatory synapse formation and maturation, while neuroligin-2 and 3 mediate inhibitory synapse formation (Song et al., 1999; Scheiffele et al., 2000; Prange et al., 2004; Varoqueaux et al., 2004, 2006; Chih et al., 2005; Levinson et al., 2005; Barrow et al., 2009; Kwon et al., 2012; Gokce and Sudhof, 2013). Intriguingly, neurexin-1 can also bind to leucine-rich repeat transmembrane protein 2 (LRRTM2) and promote synapse formation (de Wit et al., 2009; Ko et al., 2009; Gokce and Sudhof, 2013). In addition to their synaptic roles, interaction of neurexin-1 and neuroligin-1 regulates neurite outgrowth (Gjorlund et al., 2012). Several mutations and CNVs in NRXN1-3 have been found to be associated with ASD with the prevalence highest for mutations in NRXN1 (Feng et al., 2006; Autism Genome Project Consortium et al., 2007; Kim et al., 2008; Yan et al., 2008; Ching et al., 2010; Pinto et al., 2010; Wisniowiecka-Kowalnik et al., 2010; Gauthier et al., 2011; Voineskos et al., 2011; Camacho-Garcia et al., 2012; Duong et al., 2012; Iossifov et al., 2012; Kong et al., 2012; Liu et al., 2012; Prasad et al., 2012; Schaaf et al., 2012; Vaags et al., 2012; Bena et al., 2013; Dabell et al., 2013; Girirajan et al., 2013; Jiang et al., 2013b; Koshimizu et al., 2013; Walker and Scherer, 2013; Cukier et al., 2014; De Rubeis et al., 2014; Egger et al., 2014; Imitola et al., 2014; Vinas-Jornet et al., 2014; Tammimies et al., 2015). Similarly, NLGN1-4 genes have been implicated in the pathogenesis of ASD with NLGN3 and 4 being the most prevalent (Jamain et al., 2003; Laumonnier et al., 2004; Ylisaukko-oja et al., 2005; Lawson-Yuen et al., 2008; Glessner et al., 2009; Yu et al., 2011, 2013; Leblond et al., 2012; O’Roak et al., 2012b; Steinberg et al., 2012; Yanagi et al., 2012; Girirajan et al., 2013; Jiang et al., 2013b; Iossifov et al., 2014; Kenny et al., 2014; Li et al., 2014a; Krumm et al., 2015; Sanders et al., 2015; Yuen et al., 2015). However, several reports also indicate the negative association of NLGN3 and 4 with autism (Vincent et al., 2004; Gauthier et al., 2005; Blasi et al., 2006; Wermter et al., 2008; Avdjieva-Tzavella et al., 2012; Liu et al., 2013b; Xu et al., 2014). Further investigation is required to clarify this controversy.

Mutations in another member of the neurexin superfamily, contactin-associated protein-like 2 (CNTNAP2/CASPR2), have also been identified in individuals with autism (Alarcón et al., 2008; Arking et al., 2008; Bakkaloglu et al., 2008; Vernes et al., 2008; Li et al., 2010; Petrin et al., 2010; Poot et al., 2010; Nord et al., 2011; O’Roak et al., 2011; Peñagarikano et al., 2011; Whitehouse et al., 2011; Anney et al., 2012; Prasad et al., 2012; Girirajan et al., 2013; Sampath et al., 2013; Egger et al., 2014; Poot, 2014; Chiocchetti et al., 2015). CNTNAP2 is required for dendrite arborization and dendritic spine development and maintenance (Anderson et al., 2012; Gdalyahu et al., 2015). Mice deficient for Cntnap2 show defects in spine stabilization and synaptic function resulting in several core ASD-like behaviors such as deficits in communication and social interaction, as well as repetitive behaviors (Peñagarikano et al., 2011; Gdalyahu et al., 2015; Varea et al., 2015).

Immunoglobulin Superfamily of Cell Adhesion Molecules Participate Largely in Neuronal Circuit Formation

The immunoglobulin superfamily of CAMs (IgSF-CAMs), including contactin, L1CAM, NCAM or SynCAM, make up a third large group of trans-synaptic CAMs. IgSF-CAMs have been implicated in various processes during neural circuit formation, from neurite outgrowth and axonal navigation to synapse formation and plasticity (Rougon and Hobert, 2003).

The contactin (CNTN) subfamily consists of six members (CNTN1-6), each of which contain six Ig-like and four fibronectin III-like domains that are linked to the cell membrane via a glycosylphosphatidylinositol (GPI)-anchoring domain (Shimoda and Watanabe, 2009). While CNTN1 and 2 have been extensively studied in the context of neurite outgrowth, fasciculation, and axon guidance, less is known about the function of CNTN3-6 (Karagogeos, 2003; Shimoda and Watanabe, 2009; Mohebiany et al., 2014). However, CNTN3-6 have been implicated as risk genes in ASD (Fernandez et al., 2004; Christian et al., 2008; Morrow et al., 2008; Glessner et al., 2009; Roohi et al., 2009; Cottrell et al., 2011; Hussman et al., 2011; van Daalen et al., 2011; Leblond et al., 2012; Prasad et al., 2012; Vaags et al., 2012; Cukier et al., 2014; Kashevarova et al., 2014; Nava et al., 2014; Poot, 2014; Hu et al., 2015; Liu et al., 2015a). CNTN4 is strongly expressed in a subset of olfactory sensory neurons where it guides proper targeting of axon terminals to the corresponding glomeruli for the formation of olfactory circuits (Kaneko-Goto et al., 2008). The Cntn5 knockout mice display reduced fiber density and glutamatergic synapses in the auditory brainstem (Li et al., 2003; Toyoshima et al., 2009). CNTN6 is highly expressed in the postnatal cerebellum and plays an important role in the formation of synapses between parallel fibers and Purkinje cells (Takeda et al., 2003; Sakurai et al., 2009). Similarly, CNTN6 regulates the formation of glutamatergic synapses in the hippocampus and the orientation of apical dendrites of layer V pyramidal neurons in the visual cortex (Ye et al., 2008; Sakurai et al., 2010).

Neural cell adhesion molecule 2 (NCAM2) belongs to the NCAM family and is a paralog of NCAM1. Similar to other members of the Ig-superfamily, NCAMs contain five Ig- and two FN3-domains in the extracellular region and are differentially spliced to produce both transmembrane and GPI-anchored variants (Winther et al., 2012). NCAM2 is predominantly expressed in the brain and required for the formation and maintenance of axonal and dendritic compartmentalization in the olfactory glomeruli (Walz et al., 2006; Borisovska et al., 2011). In addition, NCAM2 regulates filopodia formation and neurite branching of cortical neurons via a CaMKII-dependent signaling pathway (Sheng et al., 2015). SNP and chromosomal deletion including NCAM2 has been reported in individuals with autism (Haldeman-Englert et al., 2010; Hussman et al., 2011; Petit et al., 2015).

Adhesion molecules are a huge group of proteins that display many similarities in molecular structure and in signaling property. Depending on the cellular localization, functions of adhesion molecules range from neurite outgrowth and synapse/spine formation, to neuronal plasticity, further highlighting their importance in regulating the structural stability of neurons. However, whether these molecules function to compensate each other or are developmentally regulated is still not clear. The interesting question is whether the temporal and spatial expression patterns of these autism-associated adhesion molecules correlate with the affected developmental time frame and affected brain regions in ASD.



SURFACE RECEPTORS SIGNAL THROUGH INTRACELLULAR SIGNALING PATHWAYS TO REGULATE NEURONAL STABILITY

Establishment of synaptic connections and modification of their strength and stability is intimately related to the receptor populations in the plasma membranes of pre- and postsynaptic cell compartments. Thus, several ASD risk genes code for cell surface receptor proteins including the ionotropic glutamate receptors (iGluR) and the receptor tyrosine kinases (RTK).

Glutamate Receptors: GRIN2B and the GRIK Genes

Glutamate-mediated ionotropic signaling occurs via activation of the glutamate-gated ion channel family which is divided into three subfamilies; the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs), the N-methyl-D-aspartate receptors (NMDARs) and the kainate-type receptors (KARs) (Collingridge et al., 2009). The main function of these receptors focuses on the regulation of synaptic activity and plasticity, which in turn affect the structural stability of neurons. In particular, the genetic association of the GRIN2B gene, which encodes the GluN2B subunit of NMDARs, and the GRIK2/4 genes that encodes the GluK2 and 4 subunits of KARs with autism has been established (Jamain et al., 2002; Shuang et al., 2004; Holt et al., 2010; Myers et al., 2011; O’Roak et al., 2011, 2012a; Tarabeux et al., 2011; de Ligt et al., 2012; Griswold et al., 2012; Prasad et al., 2012; Talkowski et al., 2012; Yoo et al., 2012; Dimassi et al., 2013; De Rubeis et al., 2014; Kenny et al., 2014; Li et al., 2014a; Namjou et al., 2014; Poot, 2014; Aller et al., 2015; Pan et al., 2015).

NMDARs are composed of an obligatory GluN1 subunit and one or more GluN2 (GluN2A-GluN2D) subunits with the majority of the composition being GluN1/2A/2B (Buller et al., 1994; Petralia et al., 1994; Luo et al., 1997). The composition of GluN2 subunits are developmentally regulated and critically determine the synaptic properties (Laurie and Seeburg, 1994; Sheng et al., 1994; Li et al., 1998). The GluN2B subunit expresses early during development gradually being replaced by GluN2A indicating its role in the formation of neuronal circuitry (Sheng et al., 1994; Li et al., 1998; Bustos et al., 2014). Overexpression or knockdown of GluN2B alters dendrite arborization in neurons both in vivo and in vitro (Ewald et al., 2008; Espinosa et al., 2009; Sepulveda et al., 2010; Bustos et al., 2014). GluN2B is also required for the formation of dendritic spines, maturation of synapses, and the proper molecular compositions of several postsynaptic proteins (Akashi et al., 2009; Espinosa et al., 2009; Brigman et al., 2010; Kelsch et al., 2012). In turn, GluN2B is crucial for maintaining proper synaptic plasticity (Brigman et al., 2010; Ohno et al., 2010; Wang et al., 2011a; Yang et al., 2012a; Ryan et al., 2013; Dupuis et al., 2014). GRIN2B, an autism-risk gene, further suggests that pathways involved in early circuitry formation may be vulnerable targets in autism. Selective inhibition of GluN2B function has been shown to restore dendritic spine loss and associated behavior alterations in several experimental conditions providing insights to the potential therapeutic targets to correct some ASD phenotypes (Chen et al., 2011; Iafrati et al., 2014; Gupta et al., 2015).

Kainate-type receptors regulate axonal filopodia motility of hippocampal mossy fibers in response to neuronal stimulation during synaptogenesis (Tashiro et al., 2003). KAR subunits, in particular GluK2, interacts with structural elements of the synapse; such as the PSD-95 and SAP-102 scaffolding molecules, as well as the N-cadherin and β-catenin adhesion molecules (Carta et al., 2014; Pahl et al., 2014), indicating that Grik genes are involved in processes that regulate synapse architecture and stability. Indeed, GluK2 regulates hippocampal synapse maturation and stability (Huettner, 2003; Contractor et al., 2011; Lanore et al., 2012; Lerma and Marques, 2013). Animals with deficient GluK2 proteins exhibit a delay in the postnatal maturation of synaptic contacts between MF-CA3 in the hippocampus, suggesting that the expression of the GluK2 is important for the establishment of normal morphology and function of synaptic networks in the hippocampus (Contractor et al., 2001; Lanore et al., 2012). Expression of the GluK4 is mainly restricted to mossy fiber synapses in the hippocampal CA3 region where it co-assembles with GluK2 in functional pre- and postsynaptic GluK2/4 receptor complexes (Darstein et al., 2003). Mice with forebrain GluK4 overexpression exhibit altered synaptic transmission and display several autistic-like behaviors including social impairment, enhanced anxiety, and depressive states, coinciding with the finding of GRIK4 duplications in individuals with ASD (Griswold et al., 2012; Aller et al., 2015). Even though the phenotypes resulting from Grik gene dysfunction in mice are in the same general categories with symptoms of ASD, further investigation about the molecular consequences of impairments in GluK proteins in ASD is required for developing future therapeutic interventions.

Receptor Tyrosine Kinases: The NTRK Genes

Tyrosine receptor kinases (Trks) mediate neurotrophic growth factor-induced signaling via dimerization and trans-autophosphorylation of Tyr residues on the intracellular domains of the receptor and subsequent activation of intracellular signaling pathways (Deinhardt and Chao, 2014). This results in a number of neurogenic events, such as synaptic plasticity, maturation and stability, dendritic and axonal growth and differentiation as well as cell survival and maintenance (Martinez et al., 1998; Deinhardt and Chao, 2014). The Trk family consists of three proteins; TrkA, B and C, which are expressed by the neurotrophic tyrosine receptor kinase genes (NTRK. 1. 2 and 3, respectively. Each Trk receptor interacts selectively with a different neurotrophin resulting in preferential interaction pairs: TrkA is activated by NGF, TrkB by BDNF, and TrkC by NT-3 (Deinhardt and Chao, 2014). Considering its well-documented function in synaptophysiology (Minichiello, 2009), it would be reasonable to suspect a correlation between genetic variations in NTRK2 and ASD. However, to date, only one study has reported a weak association between NTRK2 mutations and ASD (Correia et al., 2010), while other studies were unable to confirm that link (Chakrabarti et al., 2009). Alternatively, a growing body of evidence generated from genetic evaluation of ASD risk genes has identified NTRK3, the gene coding for TrkC, as a plausible candidate in autism (Chakrabarti et al., 2009; Hussman et al., 2011; Vardarajan et al., 2013).

In the mammalian brain, TrkC (as well as other neurotrophic receptors) is present both as full length catalytically active receptor, as well as a splice variant that lacks the Tyr kinase domain and is catalytically inactive (Ichinose and Snider, 2000). Interestingly, knockout of the non-catalytic TrkC isoform in mice yields a more severe phenotype than does the depletion of the kinase-active receptor, indicating that TrkC has important functions beyond the ability to convey classical RTK signaling (Faux et al., 2007; Deinhardt and Chao, 2014). Indeed, recent studies have begun to elucidate the function assigned to non-catalytic isoforms by demonstrating a role for TrkC in synaptic adhesion complexes (Takahashi and Craig, 2013). Postsynaptic TrkC interacts across the presynaptic cleft with protein tyrosine phosphatase (PTP) σ to form an adhesion complex crucial for development and stability of excitatory, but not inhibitory, synapses (Takahashi et al., 2011; Coles et al., 2014). Formation of this adhesion complex is enhanced by the presence of the TrkC ligand, NT-3, which facilitates glutamatergic presynaptic assembly and function (Ammendrup-Johnsen et al., 2015). NT-3 binding to kinase domain-truncated TrkC isoforms has also been shown to induce cytoskeletal changes via recruitment of the scaffold protein tamalin, leading to activation of Arf6 and induction of Rac1-GTP (Esteban et al., 2006). Interestingly, the expression of non-catalytic TrkC relative to the kinase active isoform is upregulated during the second and third postnatal weeks, the most intense period of synaptogenesis, indicating that expression of the different Ntrk3 gene products is temporally associated with synapse formation (Valenzuela et al., 1993; Menn et al., 2000). Recent studies also found that NT-3-TrkC signaling between presynaptic granule neurons and postsynaptic Purkinje cells controls dendrite morphogenesis in cerebellum (Joo et al., 2014). Although no studies have evaluated the ratio of non-catalytic to catalytic TrkC receptors in individuals with ASD, it might be speculated that certain genetic variants could cause imbalances in the expression patterns of NTRK3 isoforms.

Surface receptors respond to extracellular signals such as neurotransmitters and trophic factors to activate downstream signaling pathways to diversify the cellular responses. Each receptor may have a unique signaling pathway associated with it and therefore, the mutations on selective receptors provide us with clues about which signaling pathways may be more susceptible to perturbations in ASD. Thus, identifying the downstream effectors and signaling pathways that are affected by these autism-associated receptor mutants should be an important direction of future investigation.



SIGNALING MOLECULES ACTIVELY REGULATE DENDRITIC SPINE AND DENDRITE MORPHOLOGY

Protein Kinases

The dual-specificity tyrosine-(Y)-phosphorylation-regulated kinase 1a (DYRK1A) is one of the isoforms in DYRK family and is a human homolog of the Drosophila kinase minibrain (MNB) (Shindoh et al., 1996). DYRK1A was first described as a cadidate gene for intellectual disability in Down syndrome because of its location on the “Down syndrome critical region” of chromosome 21 (van Bon et al., 1993; Shindoh et al., 1996; Hammerle et al., 2003). Interestingly, recent genetic analyses suggest that DYRK1A is also a risk gene in ASD (Iossifov et al., 2012; O’Roak et al., 2012a,b; Chen et al., 2014a; Krumm et al., 2014; Redin et al., 2014; Bronicki et al., 2015; van Bon et al., 2016). Expression of Dyrk1a in mouse brain is limited to early developmental periods and can promote neurite formation (Okui et al., 1999; Hammerle et al., 2003; Gockler et al., 2009). In addition, DYRK1A phosphorylates N-WASP, a cytoskeletal protein, to inhibit spine formation in primary hippocampal neurons (Park et al., 2012). Pyramidal neurons in Dyrk1a+/- mouse cortex have reduced dendritic branches and dendritic spine density, which potentially causes the reduced brain size in these mice (Fotaki et al., 2002; Benavides-Piccione et al., 2005). On the other hand, overexpression of DYRK1A in mice causes increased spine density in cortical pyramidal neurons, and these animals show prefrontal deficits including significant impairment of spatial learning and cognitive flexbitiliy (Altafaj et al., 2001; Thomazeau et al., 2014). However, overexpressing DYRK1A in primary cortical mouse neurons significantly reduces dendrite complexity through disruption of REST/NRSF levels and REST/NRSF-SWI/SNF chromatin remodeling complex (Lepagnol-Bestel et al., 2009).

The Cyclin-dependent kinase-like 5 (CDKL5) is a serine/threonine kinase, also known as serine/threonine kinase 9 (STK9). Mutations of CDKL5 have been associated with several X-linked neurodevelopmental disorders, as well as ASD (Weaving et al., 2004; Scala et al., 2005; Archer et al., 2006; Russo et al., 2009; Sprovieri et al., 2009; Schaaf et al., 2011; Bahi-Buisson and Bienvenu, 2012; Bartnik et al., 2012; Maortua et al., 2012; Carvill et al., 2013; Epi et al., 2013; Piton et al., 2013; Zhao et al., 2014; Codina-Sola et al., 2015; Szafranski et al., 2015). Expression of CDKL5 is enriched in the brain and increases gradually following development (Lin et al., 2005; Rusconi et al., 2008). In addition to a catalytic domain, CDKL5 contains nuclear localization and export signals and can shuttle between the cytoplasm and nucleus. In the nucleus, CDKL5 phosphorylates methyl-CpG-binding protein 2 (MECP2), a causative gene for Rett syndrome (see below), providing a suggestive molecular mechanism associated with the condition (Mari et al., 2005). In the cytosol, CDKL5 postively regulates neurite outgrowth and dendritic arborization via binding with Rac1 (Chen et al., 2010b). With this broad influence on neuronal function, Cdkl5 null mice have several defects ranging from neuronal survival, dendritie maturation, spine stability, synaptic plasticity, and behaviors (Amendola et al., 2014; Fuchs et al., 2014; Della Sala et al., 2016). Treatment of Cdkl5 null mice with insulin-like growth factor 1 (IGF-1) or the glycogen synthase kinase 3β (GSK3β) inhibitor can rescue these defective phenotypes (Della Sala et al., 2016; Fuchs et al., 2015). Furthermore, CDKL5 has been shown to bind to palmitoylated-PSD-95 and this interaction is important for synaptic targeting of CDKL5 and spine formation (Zhu et al., 2013).

Phosphatase: PTEN

Phosphatase and tensin homolog (PTEN) is a dual-specificity lipid/protein tyrosine phosphatase that negatively regulates the phosphatidylinositol 3-kinase (PI3K)/AKT/mammalian target of the rapamycin (mTOR) pathway to control cellular function (Maehama and Dixon, 1998, 1999; Stambolic et al., 1998; Vazquez and Sellers, 2000; Downes et al., 2001; Leslie and Downes, 2002; Hoeffer and Klann, 2010). PTEN was first identified as a tumor suppressor (Li et al., 1997) but later also found to be associated with neurodevelopmental conditions such as epilepsy, macrocephaly, and autism (Goffin et al., 2001; Butler et al., 2005; Buxbaum et al., 2007; Orrico et al., 2009; Varga et al., 2009; McBride et al., 2010; Redfern et al., 2010; Stein et al., 2010; Schaaf et al., 2011; O’Roak et al., 2012b; Busa et al., 2013; De Rubeis et al., 2014; Hobert et al., 2014; Marchese et al., 2014; Vanderver et al., 2014; Codina-Sola et al., 2015; D’Gama et al., 2015; Johnston and Raines, 2015; Krumm et al., 2015; Spinelli et al., 2015; Tammimies et al., 2015; Cupolillo et al., 2016; Schwerd et al., 2016; Tilot et al., 2016). PTEN expression in the brain is positively correlated with the developmental stages of neuronal dendrite formation and synaptogenesis suggesting a role in regulating neuronal function (Perandones et al., 2004). PTEN plays a critical role in regulating the stability of dendritic spines and synaptic activity. PTEN overexpression in hippocampal CA1 pyramidal neurons results in a decrease in spine density (Zhang et al., 2012). Deleting PTEN in cortical and hippocampal neurons causes loss of neuronal polarity and general neuronal hypertrophy, including increases in dendrite arborization and spine density (Jaworski et al., 2005; Kwon et al., 2006; Fraser et al., 2008; Zhou et al., 2009). Selective deletion of PTEN in dentate granule neurons results in increased spine density and synaptic activity, as well as increased mossy fiber sprouting (Luikart et al., 2011; Pun et al., 2012). Knockdown of PTEN in basaolateral amygdala and dentate gyrus, however, does not affect spine density, but spine morphology is dramatically altered with an increase of mature mushroom-shaped spines (Haws et al., 2014). The Pten knockout in cerebellum also results in significant alterations in neuronal morphology of Purkinje cells including swelling of dendrites, and an increase of axonal bouton and dendritic spine size (Cupolillo et al., 2016). The impact of PTEN on spine stability is dependent on the phosphorylation status of its serine/threonin residues and the PDZ-binding motif in its C-terminus (Zhang et al., 2012). The phenotypes observed following PTEN deletion result from hyperactivation of the PI3K/AKT/mTOR pathway and inhibition of this molecular pathway is sufficient to rescue these phenotypes (Jaworski et al., 2005; Kwon et al., 2006; Zhou et al., 2009; Pun et al., 2012).

The identification of the vulnerable intracellular signaling pathways will aid us in the pursuit to find new therapeutic drug targets in patients with ASD. Interestingly, a variety of gene mutations result in disruption of the mechanistic pathways that these signaling molecules participate in. Therefore, several of the experimental pharmacological agents currently proposed as possible treatment strategies for autistic phenotypes are targeting these signaling molecules (see “Perspectives”).



SYNAPTIC PROTEINS REGULATE SYNAPTIC FUNCTION TO MAINTAIN NEURONAL STABILITY

Scaffolding Proteins Provide Supporting Roles to Connect Structural and Signaling Molecules

Synaptic signaling processes are key to proper neural function. Some pivotal components of synapses are postsynaptic scaffolding proteins, which cluster neurotransmitter receptors, cell adhesion proteins, ion channels and cytoskeletal molecules to a confined postsynaptic region (Kim and Sheng, 2004; Sheng and Hoogenraad, 2007). Dysfunction in scaffolding proteins often has a huge impact on neuronal function, including neuronal morphology and synaptic plasticity (Ting et al., 2012). Emerging evidence has recently linked ASD with mutations of several genes encoding scaffolding proteins as described below.

SHANK genes encode three large scaffolding proteins, SHANK1-3, that contain ankyrin repeats, the SH3 domain, the PDZ domain, the proline-rich domain, and the SAM domain (Naisbitt et al., 1999; Sheng and Kim, 2000; Baron et al., 2006). These multiple putative protein interaction domains enable shank proteins to function as a bridge linking inotropic glutamate receptors, PSD-95, SAPAPS (Naisbitt et al., 1999), Homers (Tu et al., 1999; Hayashi et al., 2009) and the cytoskeleton (Böckers et al., 2001; Qualmann et al., 2004). Altered function of all three SHANK genes have been implicated in autism, with SHANK3 showing the highest prevalence (Moessner et al., 2007; Gauthier et al., 2009; Awadalla et al., 2010; Berkel et al., 2010, 2012; Pinto et al., 2010; Schaaf et al., 2011; Waga et al., 2011; Leblond et al., 2012, 2014; Prasad et al., 2012; Sanders et al., 2012; Sato et al., 2012; Boccuto et al., 2013; Koshimizu et al., 2013; Coe et al., 2014; De Rubeis et al., 2014; Guilmatre et al., 2014; Li et al., 2014a; Cochoy et al., 2015; Krumm et al., 2015; Nemirovsky et al., 2015; Yuen et al., 2015). In general, SHANK2 and 3 promote dendritic spine formation, whereas SHANK1 promotes dendritic spine head size enlargement (Sala et al., 2001; Roussignol et al., 2005; Hung et al., 2008; Verpelli et al., 2011). SHANK3 also binds to a synaptic scaffold, Densin-180, to inhibit the Densin-180-induced dendrite arborization (Quitsch et al., 2005). Disruption of the SHANK3 gene is associated with the 22q13.3 deletion syndrome, characterized by severe expressive-language delay and mild cognitive challenges (Bonaglia et al., 2001). Several genetically manipulated Shank3 mutant mouse models were developed to study the role of SHANK3 mutations in ASD (Bangash et al., 2011; Peça et al., 2011; Wang et al., 2011b; Jiang and Ehlers, 2013; Peixoto et al., 2016). Neurons in these mice have morphological alterations in dendritic spines resulting in LTP deficiency and defects at striatal synapses. Furthermore, these animals display several behavioral deficits including abnormal vocalization, dyadic social interaction, and compulsive-repetitive behaviors. Intriguingly, re-expressing Shank3 in adulthood is sufficient to restore parts of the autism-related phenotypes in mice (Mei et al., 2016). This study sheds light on the application of gene therapy for individuals with SHANK3 mutations. Mechanistically, several actin regulators including Abp1, cortactin, cofilin, and Rac1, have altered expression or activity associated with Shank3 deficiency or autism-related mutations that contribute to dendritic spine reduction and synaptic dystrophy (Haeckel et al., 2008; Durand et al., 2012; Duffney et al., 2015).

Disks large-associated protein 2 (DLGAP2), also known as synapse-associated protein 90/postsynaptic density-95-associated proteins (SAPAP2), is a postsynaptic adapter protein in mammalian brains (Kindler et al., 2004). DLGAP2 directly interacts with DLG4 (also known as PSD-95) and Shank proteins to form the Dlg4-Dlgap-Shanks complex important for maintaining the PSD structure (Kim et al., 1997; Takeuchi et al., 1997; Boeckers et al., 1999). The Dlgap2-/- mice have reduced spine density in the orbitofrontal cortex accompanied with downregulation of synaptic proteins, Homer1 and αCaMKII, as well as receptors, NR1 and GluR1, and exhibit exacerbated aggressive behaviors (Jiang-Xie et al., 2014). Molecular and genetic studies have demonstrated that alterations in DLGAP2 are involved the pathophysiology of various psychiatric conditions, including schizophrenia, Alzheimer’s disease, post-tramautic syndrome, and pediatric obsessive-compulsive disorder (Chertkow-Deutsher et al., 2010; Wu et al., 2013; Li et al., 2014b; Chaudhry et al., 2015). Rare de novo CNVs, deletions, and duplications of DLGAP2 have been reported in individuals with ASD, but how mutations of DLGAP2 contribute to autism is still largely unknown (Marshall et al., 2008; Ozgen et al., 2009; Chien et al., 2010; Pinto et al., 2010; Cukier et al., 2014).

Molecules Regulating Synaptic Vesicles Are Implicated in the Regulation of Neurite Outgrowth

Neurotransmitter release is regulated by the cycling of synaptic vesicles at the axonal terminal. The regulation of synaptic vesicles contains several steps and requires precise interaction of several specialized proteins, including SNARE complex for membrane fusion and syntaxin for vesicle docking. STXBP5 encodes a syntaxin-binding protein, tomosyn that negatively regulates neurotransmitter release by forming a syntaxin-SNAP25-tomosyn complex (Fujita et al., 1998; Sakisaka et al., 2004; Yizhar et al., 2004; Yamamoto et al., 2009, 2010; Bielopolski et al., 2014). Neuron-specific tomosyn deletion in mouse hippocampal dentate gyrus impairs spatial learning and memory, whereas tomosyn knockdown in dentate gyrus decreases synaptic plasticity of mossy fibers (Barak et al., 2013; Ben-Simon et al., 2015). Tomosyn also regulates SNARE complexes via ROCK phosphorylation of syntaxin-1 to control neurite outgrowth (Sakisaka et al., 2004). Recent genetic studies have identified the association of STXBP5 and ASD (Davis et al., 2009; Cukier et al., 2014; De Rubeis et al., 2014).

PRICKLE1 encodes PRICKLE1 protein, which has been traditionally thought to regulate the Wnt/beta-catenin signaling pathway to control epithelial planar cell polarity and cell migration during neural tube formation (Heitzler et al., 1993; Carreira-Barbosa et al., 2003; Veeman et al., 2003; Jenny et al., 2005). Intriguingly, the Prickle1+/- mice exhibit autism-like behaviors, which may result from disrupted interaction with synapsin, a regulator of neurotransmitter release, suggesting that PRICKLE1 plays a critical role in synaptic vesicle regulation (Paemka et al., 2013). In addition, knockdown of PRICKLE1 in mice results in reduced axonal and dendrite formation in hippocampal neurons (Liu et al., 2013a). More recently, variants of PRICKLE1 have been found in individuals with autism (Cukier et al., 2014; Toma et al., 2014).

Synaptic scaffolds are crucial not only to maintain the structural stability of dendritic spines and synapses but also to link the signaling molecules and receptors to efficiently act in response to certain extracellular stimuli. Mutations in these molecules may disrupt several different signaling pathways and result in wide range of cellular defects, which sometimes are not limited to ASD. In addition, couple autism-associated genes that have been shown to regulate synaptic vesicles also play roles in neurite outgrowth or synaptic plasticity thereby regulating the structural stability of neurons. An interesting direction of investigation is whether the regulation of synaptic vesicles represents one of the key vulnerable cellular pathway that contributes to the alteration of neuronal structures in ASD.



SPECIFIC SYNDROMIC DISORDER RELATED GENES

Several autism-related neurodevelopmental disorders, such as Fragile X, Rett, Angelman syndromes (AS), and tuberous sclerosis are caused by a highly penetrable mutation of a single gene, e.g., FMR1 in Fragile X (Verkerk et al., 1991; Gedeon et al., 1992), MECP2 in Rett (Amir et al., 1999), UBE3A in AS (Kishino et al., 1997), and TSC1/2 in tuberous sclerosis complex (TSC; Povey et al., 1994). In recent DMS-5 criteria, however, ASD condition has been separated out from these single gene related disorders. Interestingly, these molecules all have a major function in regulating gene expression or protein synthesis, which in turn widely affects the structural stability of neurons. Because of the comorbidity between ASD and these single gene related disorders, we also review the current understanding of these genes and discuss how alterations of these genes may impair the structural integrity of neurons.

FMRP

FMRP is a RNA-binding protein encoded by FMR1 gene (Ashley et al., 1993; Siomi et al., 1993). Mutations of the FMR1 gene in humans result in CGG repeat polymorphisms or in the deletion of FMRP protein contributing to Fragile X syndrome, the most common inherited form of intellectual disability (Verkerk et al., 1991; Gedeon et al., 1992). Interestingly, people with Fragile X syndrome often exhibit autistic behaviors and mutations of FMR1 genes are also found in several cases of ASD (Vincent et al., 1996; Feinstein and Reiss, 1998; Rogers et al., 2001; Hatton et al., 2006; Chaste et al., 2012; Yu et al., 2013). The absence of FMRP is associated with widespread morphological changes of dendrites and dendritic spines in different brain regions, including cortex (Comery et al., 1997; Weiler and Greenough, 1999; Irwin et al., 2000; Greenough et al., 2001; Nimchinsky et al., 2001; Galvez et al., 2003; Galvez and Greenough, 2005; McKinney et al., 2005; Bureau et al., 2008; Cruz-Martin et al., 2010; Pan et al., 2010; Qin et al., 2011; Berman et al., 2012; Amiri et al., 2014; Wijetunge et al., 2014), hippocampus (Braun and Segal, 2000; Segal et al., 2003; Antar et al., 2006; Grossman et al., 2010; Levenga et al., 2011a; Amiri et al., 2014), and cerebellum (Koekkoek et al., 2005).

Upon mGluR-activation, the local translation of Fmr1 in dendrite and dendritic spines is crucial for maintaining dendritic structure (Antar et al., 2004; Bear et al., 2004; Tucker et al., 2006; Osterweil et al., 2010; Pop et al., 2014). The hyperactivation of mGluR5 signaling, as well as the neuronal and behavioral deficits resulting from FMRP deficiency can be corrected by application of a mGluR5 antagonists (Bear et al., 2004; Bear, 2005; Tucker et al., 2006; Dolen et al., 2007; Price et al., 2007; Wilson and Cox, 2007; Auerbach and Bear, 2010; Osterweil et al., 2010; Levenga et al., 2011b; Michalon et al., 2012, 2014; Ronesi et al., 2012; Lohith et al., 2013; Pop et al., 2014). The activation of FMRP subsequently regulates the local synthesis of several other synaptic proteins, including AMPAR, CaMKII, and PSD95, which in turn modulates the activity-dependent dynamics and plasticity of dendritic spines (Muddashetty et al., 2007; Nakamoto et al., 2007; Kao et al., 2010; Ifrim et al., 2015). In addition, the Rac-PAK pathway is upregulated and coincides with the disruptive dendritic phenotype in the absence of FMRP (Lee et al., 2003; Hayashi et al., 2007; Chen et al., 2010a; Bongmba et al., 2011). A rare deletion and several variants of cytoplasmic FMR1 interacting protein 1 (CYFIP1) are also found in cases of ASD further suggesting genes involved in the FMRP signaling pathway are prevalent risk factors (van der Zwaag et al., 2010; Leblond et al., 2012; Toma et al., 2014; Waltes et al., 2014; Wang et al., 2015). Interestingly, CYFIP1 mediates FMRP-dependent protein translation to regulate the dendritic complexity and the stability of dendritic spines (Napoli et al., 2008; De Rubeis et al., 2013; Pathania et al., 2014). Overexpression of CYFIP1 results in an increase of dendritic branching and dendritic spine density (Oguro-Ando et al., 2015). Thus, the understanding of the molecular mechanisms regulated by FMRP provides insights into how mutations of FMR1 in ASD may affect neuronal function and contribute to autistic behaviors.

MECP2

Methyl-CpG binding protein 2 (MECP2) is a transcriptional factor that has multiple functions in gene regulation (Meehan et al., 1989; Nan et al., 1997, 1998; Young et al., 2005; Chahrour et al., 2008; Cheng et al., 2014). Mutations of MECP2 gene contribute to 90% of cases with Rett syndrome, which is a severe developmental disorder exhibiting autistic phenotypes (Amir et al., 1999; Shahbazian and Zoghbi, 2001; Van den Veyver and Zoghbi, 2001). Interestingly, the MECP2 duplication syndrome also exhibit phenotypes that resemble those with ASD (Ramocki et al., 2009; Peters et al., 2013; Lombardi et al., 2015). Mutations and CNVs of MECP2, including duplication of the gene, have been identified in people with ASD without the diagnoses of either Rett or MECP2 duplication syndromes (Carney et al., 2003; Zappella et al., 2003; Shibayama et al., 2004; Swanberg et al., 2009; Campos et al., 2011; Schaaf et al., 2011; Cukier et al., 2012; Hanchard et al., 2012; Lim et al., 2013; Yu et al., 2013). Most studies on MECP2 function focus on the understanding of the etiology of Rett syndrome and the MECP2 duplication syndrome. Upregulation or downregulation of MECP2 dramatically alters the dendritic and axonal architecture of neurons and significantly disrupts the connectivity of neuronal networks (Fukuda et al., 2005; Jugloff et al., 2005; Ballas et al., 2009; Belichenko et al., 2009; Chapleau et al., 2009; Kishi and Macklis, 2010; Cohen et al., 2011; Marshak et al., 2012; Nguyen et al., 2012; Stuss et al., 2012; Jiang et al., 2013a; Baj et al., 2014). Overexpression of BDNF appears to restore the dendritic defects in Mecp2-null condition suggesting a molecular mechanism regulated by MECP2 to maintain the structural stability of neurons (Zhou et al., 2006; Larimore et al., 2009; Gao et al., 2015). Synaptic plasticity is also regulated by the expression or the phosphorylation of MECP2 (Collins et al., 2004; Dani et al., 2005; Asaka et al., 2006; Moretti et al., 2006; Chao et al., 2007; Zhang et al., 2008; Li et al., 2011; Noutel et al., 2011; Blackman et al., 2012; Na et al., 2012, 2013; Qiu et al., 2012; Zhong et al., 2012; Della Sala and Pizzorusso, 2014; Deng et al., 2014; De Filippis et al., 2015). Whether a similar mechanism to Rett or MECP2 duplication syndromes is altered in ASD individuals with MECP2 mutations needs to be further evaluated.

UBE3A

UBE3A gene is a paternally imprinted gene located at human chromosome 15 and encodes a member of the E3 ubiquitin ligase proteins (Huibregtse et al., 1993; Albrecht et al., 1997). Because UBE3A is selectively imprinted in mature neurons, epigenetic regulation of UBE3A has been associated with several neurodevelopmental disorders (Albrecht et al., 1997; LaSalle et al., 2015). Mutations resulting in loss-of-function in the maternally expressed copy of UBE3A causes AS, a severe developmental disorder characterized by delayed development, intellectual disability, severe speech impairment, and ataxia (Kishino et al., 1997). Maternal duplication of UBE3A results in Dup15q syndrome, a developmental disorder that has many similarities with AS but also exhibits several autistic traits (Cook et al., 1997; Wang et al., 2008; Hogart et al., 2010; Smith et al., 2011; Urraca et al., 2013; Al Ageeli et al., 2014; Germain et al., 2014). Coincidently, several genome-wide studies from individuals with autism identify UBE3A as an autism-risk gene (Nurmi et al., 2001; Glessner et al., 2009; Schaaf et al., 2011; Kelleher et al., 2012; Carvill et al., 2013; Iossifov et al., 2014; Yuen et al., 2015). In addition to its function of ubiquitin ligase to catalyze the protein degradation step, UBE3A also can act as a transcriptional coactivator for the nuclear hormone receptor superfamily of transcription factors (Nawaz et al., 1999). UBE3A localizes both in the nucleus and cytosol, including dendrite and pre- and post-synaptic compartments in neurons to regulate dendrite and dendritic spine morphology (Dindot et al., 2008; Valluy et al., 2015). Although maternal deletion of Ube3a does not affect dendrite arborization in mouse brains, knockdown of UBE3A in cultured neurons results in defects of dendrite polarization in pyramidal neurons (Dindot et al., 2008; Miao et al., 2013). Maternal-deficiency of Ube3a in mouse brain, however, shows defects in dendritic spine development in the cortex, hippocampus, and cerebellum (Dindot et al., 2008; Kim et al., 2016). Furthermore, several neuronal substrates for UBE3A have been identified, including Arc (Greer et al., 2010), the Rho-GEF Pbl/ECT2 (Reiter et al., 2006), Ephexin5 (Margolis et al., 2010), and TSC2 (Zheng et al., 2008). Their regulation by UBE3A provides molecular mechanisms to explain how synaptic integrity is maintained and how alteration of this interaction contributes in part to neuronal phenotypes in neurodevelopmental disorders. In addition, a recent study demonstrates that a PKA phosphorylation-defective mutation on UBE3A found in an individual with autism resulted in an increase of dendritic spine density (Yi et al., 2015).

TSC1/TSC2

TSC1 and TSC2 genes encode protein harmartin and tuberin, respectively, and they bind and function together (European Chromosome 16 Tuberous Sclerosis Consortium, 1993; van Slegtenhorst et al., 1997; van Slegtenhorst et al., 1998). Mutations of TSC1 or TSC2 genes cause an autosomal dominant disorder TSC, which is characterized by hamartomas in various organs (Povey et al., 1994; Crino et al., 2006). Some patients with TSC exhibit several neurological problems including autism (Smalley, 1998; Bolton, 2004). Similarly, mutations of TSC1 or TSC2 are also found in several ASD cases (Smalley, 1998; Serajee et al., 2003; Schaaf et al., 2011; Kelleher et al., 2012; O’Roak et al., 2012b; Koshimizu et al., 2013; Brett et al., 2014; Toma et al., 2014; Krumm et al., 2015). TSC1/2 act upstream as to suppress the mammalian target of rapamycin (mTOR) pathway and mTOR inhibitors have been promising therapeutic agents to ameliorate some symptoms in TSC (Gao et al., 2002; Meikle et al., 2008; Curatolo et al., 2016). One of the mTOR inhibitors, rapamycin, has also been shown to correct the autistic-like synaptic pruning deficits in Tsc2+/- mice (Tang et al., 2014). In addition to the mTOR pathway being the key downstream target for TSC1/2, LIMK-cofilin pathway is altered upon deletion of TSC1 or TSC2 and enlargement of somas and dendritic spines are observed (Tavazoie et al., 2005). The Tsc2 mutations result in a loss of Purkinje cells and Tsc1 mutant mice have increased dendritic spine density, which correlates with cerebellar dysfunction and several autistic-like behaviors in animals (Tsai et al., 2012b; Reith et al., 2013). TSC1/2 also negatively regulates neurite and axonal outgrowth (Floricel et al., 2007; Choi et al., 2008). It has yet to be determined whether TSC1/2 mutations in ASD correlate with perturbations of neuronal structures.



PERSPECTIVES

Diagnosis of ASD cases has risen dramatically in recent years. The increased awareness of the symptoms and the broader definition of the spectrum may be major contributing factors for the rising number of ASD cases. Thus, there is an increased interest on understanding the etiologies of ASD. It is widely accepted that the genetic component plays a major role in ASD, however, except for the direct inheritance of some syndromic conditions, it is difficult to identify risk factors for autism. It is possible due to the low sample size and the high heterogeneity of genetic variances to have sufficient statistical power to make conclusive correlations (Geschwind and State, 2015). Among those autism-risk genes identified to date, some of the autism associations are due to de novo mutations, and some are familial variants (Table 4). Whether the inheritance pattern exhibits a risk factor is still not clear, however, the diverse gene mutations found in different individuals with autism suggest that instead of focusing on the genes per se, identifying the vulnerable pathways that these genes regulate may provide better clues toward understanding the contributing cellular and molecular changes that reserve in the autism phenotypes. The cellular defects resulting from different combinations of gene mutations contribute to the diverse phenotypes observed in autism. The heterogeneity of symptoms in ASD further complicates the diagnosis and treatment. However, understanding how autism-associated genes function in the regulation of key cellular pathways will provide insights to how therapeutic intervention can be more targeted and efficient to treat affected individuals.

TABLE 4. Inheritance pattern of autism-risk genes that regulate the structural stability of neurons.
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Neuroanatomical studies of individuals with autism suggest a common disruption of neuronal structures with a decrease of dendrite arborization but an increase of dendritic spine density in select brain regions (Raymond et al., 1996; Bauman and Kemper, 2005; Hutsler and Zhang, 2010; Tang et al., 2014). This feature is distinct from other neurodevelopmental disorders, such as Rett or Fragile X syndromes, where the dendrite arbors and dendritic spine density are both downregulated (Kulkarni and Firestein, 2012). Intriguingly, dendrite arborization completes prior to dendritic spine formation during development. Although it has been proposed that the pruning mechanism of dendritic spines is defective in ASD (Frith, 2003), it is also plausible that the increase of dendritic spine density may be a compensation to re-establish the sufficient quantity of connections with fewer dendrite arbors. However, the precise spatial arborization of dendrites is critical for correct pre- and post-synaptic innervation when establishing the brain circuitry. The local increase of dendritic spine density may not be sufficient to compensate the effect from the loss of dendrite arbors, and may instead result in abnormal synaptic activity to disrupt normal neuronal function. This further emphasizes the importance of the establishment of structural integrity for neurons in order to provide proper brain function. In addition, the mechanisms of action of many current pharmacological agents for treating ASD affect normal neuronal function including the structural stability of neurons. With the early onset of ASD, the treatment often occurs at a very young age when the brain is still undergoing the period of development and maturation. As these pharmacological treatments may be beneficial to ameliorate some symptoms in ASD, the general brain development of these individuals may also be affected (Penagarikano, 2015). Thus, more precise circuitry-specific therapeutic intervention is needed to reduce the unwanted effect to the developing brain. Understanding the genetic and cellular pathways affected in ASD should provide more selective candidates for developing targeted intervention.

Although the list of autism-associated genes that regulate neuronal structures is extensive, it stands out that several genes actually function in the same signaling pathways (Table 5). For example, the mGluR5 pathway is disrupted when Shank3 (Verpelli et al., 2011), Fmr1 (Giuffrida et al., 2005; Dolen et al., 2007; Price et al., 2007; Wilson and Cox, 2007; Hays et al., 2011; Ronesi et al., 2012), Ube3a (Pignatelli et al., 2014), or Mecp2 (Zhong et al., 2012) gene is altered. Application of mGluR5 antagonists has been shown to be promising to restore some phenotypes experimentally in neurons or animals with Fmr1 mutants (Price et al., 2007; Wilson and Cox, 2007; Levenga et al., 2011b; Michalon et al., 2012, 2014; Ronesi et al., 2012; Pop et al., 2014). Whether targeting mGluR5 pathway can be clinically effective for ASD with mutations beyond FMR1 will require further investigation. The mTOR pathway is defective when Pten (Jaworski et al., 2005; Kwon et al., 2006; Zhou et al., 2009; Pun et al., 2012), Tsc1/2 (Gao et al., 2002; Meikle et al., 2008; Curatolo et al., 2016), or Mecp2 (Ricciardi et al., 2011) gene is mutated. However, the mTOR pathway is upregulated in mice carrying defective gene products of Pten. Tsc1/2, or Fmr1, but downregulated in Mecp2-null mice. The mTOR inhibitor, rapamycin, has been shown to be effective to rescue some phenotypes caused by these mutations and has been used as a therapeutic agent to treat some of the autism symptoms (Meikle et al., 2008; Ehninger and Silva, 2011; Curatolo et al., 2016). The alteration of IGF-1/GSK3β pathway is implicated in Pten (Kwon et al., 2006), Cdk5l (Fuchs et al., 2014) or Mecp2 (Itoh et al., 2007) mutant animals. Inhibition of GSK3β or application of IGF-1 can rescue the dendritic phenotype in Cdk5l and Mecp2 mutant mice (Tropea et al., 2009; Fuchs et al., 2015; Della Sala et al., 2016). The mTOR pathway and the GSK3β pathway can be further linked together as they are both regulated by AKT. In addition, Rac1 activity is altered when Elmo1 (Grimsley et al., 2004), Cdk5l (Chen et al., 2010b), Shank3 (Duffney et al., 2015), or Fmr1 (Lee et al., 2003; Chen et al., 2010a; Bongmba et al., 2011) is mutated suggesting its crucial role to maintain the stability of neurons. The potential therapeutic approach targeting the Rac1 pathway to rescue the neuronal and behavioral phenotype in mutant animals is actively under investigation (Hayashi et al., 2007; Duffney et al., 2015).

TABLE 5. The common signaling pathways that are altered by mutations of autism-risk genes.
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To date, several animal studies have tried to model the behavior phenotypes in autism, however, there remains a debate as to whether rodents can sufficiently recapitulate the complexities of the condition in human. The heterogeneity of genetic components also make it difficult to establish reliable animal models to describe the cellular and molecular mechanistic alterations in specific pathways. However, the studies on rodents can suggest which brain circuitry should be the area of interest for the corresponding behavior. iPSCs derived from ASD individuals appear to be an attractive model systems that allow researchers to directly investigate the interaction between the genetic contribution and the autism-relevant phenotypes. However, what is lacking in this system is a physiological relevant environment to correlate the behavior and the cellular phenotype. A recent emerging genetic editing technique, CRISPR/Cas9 (Jinek et al., 2012), is a powerful tool to study the mechanistic questions and identify the potential therapeutic interventions. Unlike the traditional knock-in or knock-out technique, CRISPR/Cas9 can introduce genomic editing of several genes at once. Using CRISPR/Cas9 in iPSCs can potentially determine the genetic contribution to the cellular phenotypes and provide a mechanism to correct them. However, there is still room for improvement of the efficiency and precision before this technique can be reliably used in clinical applications. Combining animal studies, iPSC models, and gene editing techniques, it is now possible to perform more comprehensive translational research in order to better understand the etiologies of ASD and design more efficient and effective therapeutic interventions.
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Binge-drinking is the most prevalent form of alcohol abuse and while an early life history of binge-drinking is a significant risk factor for subsequent alcoholism and co-morbid affective disorders, relatively little is known regarding the biobehavioral impact of binge-drinking during the sensitive neurodevelopmental period of adolescence. In adult mice, a month-long history of binge-drinking elicits a hyper-glutamatergic state within the nucleus accumbens (Acb), coinciding with hyper-anxiety. Herein, we employed a murine model of binge-drinking to determine whether or not: (1) withdrawal-induced changes in brain and behavior differ between adult and adolescent bingers; and (2) increased behavioral signs of negative affect and changes in Acb expression of glutamate-related proteins would be apparent in adult mice with less chronic binge-drinking experience (14 days, approximating the duration of mouse adolescence). Adult and adolescent male C57BL/6J mice were subjected to a 14-day binge-drinking protocol (5, 10, 20 and 40% alcohol (v/v) for 2 h/day), while age-matched controls received water. At 24 h withdrawal, half of the animals from each group were assayed for negative affect, while tissue was sampled from the shell (AcbSh) and core (AcbC) subregions of the remaining mice for immunoblotting analyses. Adult bingers exhibited hyper-anxiety when tested for defensive marble burying. Additionally, adult bingers showed increased mGlu1, mGlu5, and GluN2b expression in the AcbSh and PKCε and CAMKII in the AcbC. Compared to adults, adolescent mice exhibited higher alcohol intake and blood alcohol concentrations (BACs); however, adolescent bingers did not show increased anxiety in the marble-burying test. Furthermore, adolescent bingers also failed to exhibit the same alcohol-induced changes in mGlu and kinase protein expression seen in the adult bingers. Irrespective of age, bingers exhibited behavioral hyperactivity in the forced swim test (FST) compared to water drinkers, which was paralleled by an increase in AcbC levels of GluN2b. Thus, a 2-week period of binge-drinking is sufficient to produce a hyper-anxious state and related increases in protein indices of Acb glutamate function. In contrast, adolescents were resilient to many of the effects of early alcohol withdrawal and this attenuated sensitivity to the negative consequences of binge drinking may facilitate greater alcohol intake in adolescent drinkers.
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INTRODUCTION

Underage binge-drinking is a significant public health concern. Individuals aged 12–20 years old account for 11% of all alcohol consumed in the U.S. (Centers for Disease Control and Prevention, 2014) and over 90% of this alcohol is consumed in the form of binge-drinking episodes. Frequent binge-drinking during the vulnerable developmental period of adolescence can have enduring psychological and neurobiological consequences. Engaging in binge-drinking behavior is a significant risk factor for later development of alcoholism. More specifically, youth who start drinking before age 15 years are five times more likely to develop alcohol dependence later in life than those who begin drinking at or after age 21 years (SAMHSA, 2004).

Adolescence is a dynamic period of cognitive, social and emotional maturation. During this transition from childhood to adulthood, adolescents show distinct behavioral and psychological differences, compared to adults (Dahl, 2004). For instance, adolescents show less positive responses to stimuli of low or moderate incentive value, which is thought to drive adolescents to seek-out stronger reinforcement by engaging in impulsive, risky behaviors such as drug use (Novier et al., 2015). Additionally, adolescents have higher basal levels of anxiety and depression and are more vulnerable to stress (Spear, 2002), which may be a source of negative reinforcement that encourages drug use. Indeed, research has found that perceived stress is one of the strongest predictors of adolescent substance use (Myers and Brown, 1990; Pohorecky, 1991; Wagner, 1993).

Adults and adolescents differ both in their pattern of alcohol consumption and also the consequences of that consumption, especially during the “hangover” period of early withdrawal. Although adolescents typically consumer larger quantities of alcohol per drinking episode than adults, they appear resilient to many of the adverse effects of alcohol that serve as modulatory cues to curb excessive consumption such as locomotor incoordination, subjective intoxication, sedation, and many “hangover” symptoms including, anxiety and dysphoria (Brasser and Spear, 2002; Varlinskaya and Spear, 2004; Spear and Varlinskaya, 2005). In contrast, adolescents appear more sensitive to the positive rewarding effects of alcohol that serve as primary reinforcers of drinking. This combination of permissive/facilitative factors is theorized to drive high alcohol consumption in adolescents (Spear and Varlinskaya, 2005). Although more extensively studied in animal models, these age-related differences and are consistent with reports of greater tolerance and less severe withdrawal symptoms in human adolescent drinkers (Filstead et al., 1989; Martin and Winters, 1998; Winters et al., 1999; Deas et al., 2000).

The nucleus accumbens (Acb) is a basal forebrain structure critically involved in learning, motivation, and reinforcement (Salgado and Kaplitt, 2015). The Acb is composed of the shell and core subregions, which are both anatomically and functionally distinct. The outer shell (AcbSh) subregion is believed to govern the primary positive reinforcing properties of rewarding stimuli (Salgado and Kaplitt, 2015). The AcbSh is part of the extended amygdala, a basal forebrain macrosystem critically involved in emotional processing and regulation (Alheid, 2003), which often undergoes maladaptive plasticity as a result of chronic drug abuse (Koob, 2003). The medial core (AcbC) subregion of the Acb is involved in initiating motivated behavior and mediates the motor “seeking” behaviors associated with a reinforcing stimulus. The AcbC is involved in associative learning and plays a central role in the development and maintenance of operant conditioning. Through its connectivity with the basal ganglia, the AcbC serves as a motor interface in coordinating motivationally salient input with a behavioral output (Corbit et al., 2001).

The Acb is well-characterized with regards to its role in addiction, as virtually all drugs of abuse increase activation of the Acb (Quintero, 2013). Rewarding stimuli, including alcohol and other drugs of abuse, cause an increase in extracellular dopamine and glutamate within the Acb (Szumlinski et al., 2007; Ding et al., 2013), which over time can mold neural circuitry and cause drug-related stimuli to become more salient (Britt et al., 2012). With repeated use, synaptic plasticity within the Acb has been shown to underlie the maintenance and escalation of drug use (Quintero, 2013), as well as craving and the propensity for relapse during withdrawal (Bauer et al., 2013).

In addition to its role in appetitive motivation, the Acb is also involved in aversive motivation (Salamone, 1994). Acb dysfunction has been implicated in a variety of neuropsychiatric disorders characterized by pathologically high negative affect, including bipolar disorder, obsessive-compulsive disorder, anxiety and depression (Shirayama and Chaki, 2006; Salgado and Kaplitt, 2015). In rodents, an increase in Acb glutamate is associated with the manifestation of depressive behaviors (Rada et al., 2003) and reducing Acb activation via NMDA antagonism has anxiolytic effects (Martinez et al., 2002). As such, Acb stimulation is emerging as a promising target for the treatment of both anxiety and depression in the clinical population (Sturm et al., 2003; Bewernick et al., 2010; Nauczyciel et al., 2013). In contrast to the increased excitation of Acb projection neurons typically associated with rewarding stimuli (Kalivas and Nakamura, 1999; Stuber et al., 2011; Britt et al., 2012), it has been shown that glutamatergic excitation of GABAergic interneurons suppresses neurotransmission within the Acb and elicits an aversive state (Qi et al., 2016). Therefore, given the role of the Acb in the regulation of negative affective states, the Acb is also a possible substrate for the aversive properties of drug withdrawal.

The Acb undergoes substantial development during adolescence, as does its major glutamatergic projections from the prefrontal cortex (PFC), which become fully established and strengthened during this critical developmental period (Arain et al., 2013). Insufficient prefrontal control over subcortical activation during adolescence is theorized to underlie a preference for activities requiring low effort but yielding high excitement such as substance use (Kelley et al., 2004). Subcortical hyper-activation also creates a bias towards bottom-up emotional processing, which could contribute to the increased vulnerability to anxiety and depression during adolescence (Casey et al., 2008). Given the immature developmental state of the Acb during adolescence, it is reasonable to speculate that there may also be age-dependent glutamatergic effects of binge-drinking within this region that relates to age-dependent differences in sensitivity to alcohol withdrawal-induced anxiety.

The present study investigated the relation between protein indices of glutamate neurotransmission within the Acb and alcohol withdrawal-induced anxiety. Due to the relatively brief duration of mouse adolescence (Brust et al., 2015), all animals were subjected to a 14-day drinking period. This drinking period is similar to that employed in other studies of adolescent alcohol exposure (Spear, 2000b; Brunell and Spear, 2005; O’Tousa et al., 2013) and enables the extension of prior immunoblotting work (Cozzoli et al., 2012, 2014, 2016) to a shorter history of binge-drinking in adult animals. Approximately 24 h following the final drinking period, animals underwent behavioral testing or tissue collection. We predicted that a history of binge-drinking in adult mice would produce signs of negative affect and increased glutamate-related protein expression in Acb subregions, notably the AcbSh, given its limbic functions. Based on the evidence that adolescents are resilient to many of the aversive properties of alcohol and its withdrawal (Spear and Varlinskaya, 2005), we predicted that symptoms of negative affect would be attenuated or absent in adolescent animals relative to adults. We also hypothesized that this behavioral resilience might be associated with a resistance to binge-induced changes in protein indices of glutamate function within the Acb of adolescent bingers.



MATERIALS AND METHODS


Subjects

This study used two separate cohorts of animals—one for behavioral testing and one for immunoblotting. As a previous study from our laboratory revealed effects of our behavioral testing procedures themselves on cellular activation within Acb subregions (Lee et al., 2015), a separate cohort of animals was used to generate tissue for immunoblotting in order to assess the effects of binge-drinking on protein expression, independent of behavioral-testing confounds. Both cohorts of animals were exposed to identical drinking procedures and each consisted of 48 C57BL/6J (B6) male mice (Jackson Laboratories, Sacramento, CA, USA) that were either 8 weeks (adults; n = 24) or 4 weeks (adolescents; n = 24) of age at onset of drinking. Within each age group, animals were randomly divided into an alcohol-drinking group (n = 12) and a water-drinking group (n = 12) and then individually housed in standard, Plexiglas cages, under a 12-h-reverse light/dark cycle (lights off at 10 am), in a temperature-controlled vivarium (23°C). Food and water were available ad libitum, with the exception of the 2-h alcohol-drinking period, during which time the home cage water bottle was removed. All experiments were conducted in compliance with the National Institutes of Health Guide for Care and Use of Laboratory Animals (NIH Publication No. 80–23, revised 2014) and approved by the IACUC of the University of California, Santa Barbara.



Drinking-in-the-Dark (DID) Procedures

Animals were subjected to 14 consecutive days of binge-drinking under modified 4-bottle Drinking-in-the-dark (DID) procedures. While earlier studies employed 30-day binge drinking regimens (Cozzoli et al., 2009; Lee et al., 2015), alcohol-access was restricted to 14 days in this study to correspond with the estimated length of adolescence in the mouse (Spear, 2000b). Each day, animals were given simultaneous access to 5, 10, 20 and 40% (v/v) unsweetened ethanol solutions for 2 h beginning at 3 h into the dark phase of the circadian cycle, which corresponds to the time of peak fluid intake. Each day, the amount of alcohol consumed was calculated by bottle weight immediately before and after the drinking period. Control animals received an identical sipper tube of filtered tap water in lieu of alcohol. Submandibular blood samples were collected from all alcohol-drinking animals on day 10, immediately following the 2-h drinking period. The timing of the blood collection was selected to ensure that the animals’ intakes had stabilized, while also allowing ample time for recovery prior to behavioral testing. Blood alcohol concentrations (BACs) were determined using an Analox alcohol analyzer (model AM1, Analox Instruments USA, Lunenburg, MA, USA) as per the manufacturer’s instructions.



Behavioral Testing

A 2-day behavioral test battery commenced approximately 24 h following the final alcohol presentation and consisted of a novel object test and the Porsolt forced swim test (FST) on day 1 and the marble burying test on day 2. These tests were selected based on the results of our prior study demonstrating robust effects of alcohol withdrawal upon the various dependent measures in these paradigms (Lee et al., 2015). All animals completed the novel object test before beginning the FST in order to allow animals to rest between assays. Given the size of our cohorts and the availability of testing equipment, it was not possible to complete all the behavioral testing in a single day. The order of testing was based on considerations regarding the duration of each trial, as well as the instruction from our IACUC which included avoiding additional testing following the FST in order to allow the animals time to fully recover.


Novel Object

To test reactivity to a novel object as an index of neophobia- related anxiety (Misslin and Ropartz, 1981; Dulawa et al., 1999), animals were placed in an activity arena measuring 46 cm long × 42 cm wide × 40 cm high. In the center of the arena was placed a novel, inedible, object (we used a patterned ceramic candlestick holder; measuring approximately 6 cm in diameter × 12 cm high). Using AnyMazeTM tracking software (Stoelting Co., Wood Dale, IL, USA), a zone was designated around the novel object and was used to monitor the animals’ interaction with the novel object during the 2-min trial. The number of contacts and total time spent in contact with the novel object, as well as the total distance traveled within the activity arena, were recorded.



Porsolt Forced Swim Test

Floating behavior during the Porsolt FST serves as an index of behavioral despair in laboratory animals (Porsolt et al., 1977a) and is a model with high predictive validity for the clinical efficacy of anti-depressant drugs (Porsolt et al., 1977b). Each animal was placed into an 11-cm diameter cylindrical container filled with room-temperature water such that animals were unable to touch the bottom. The latency to first exhibit immobility (defined as no horizontal or vertical displacement of the animal’s center of gravity for 5s+), total time spent immobile, and the numbers of immobile episodes were monitored during a 6-min period using AnyMazeTM tracking software (Stoelting Co., Wood Dale, IL, USA).



Marble-Burying

The marble-burying test was used to measure anxiety-induced defensive burying (Njung’e and Handley, 1991). In our paradigm, 12 square glass pieces (2.5 cm2 × 1.25 cm tall) were placed in the animals’ home cage, six at each end. Animals were then left undisturbed for 15 min. At the end of the trial, a blind observer recorded the number of marbles at least 75% buried.




Brain Tissue Collection

Animals not subjected to behavioral testing were decapitated approximately 24 h following the final alcohol presentation to mirror the time-frame of that employed in the behavioral study. The brain was cooled on ice and sectioned in 1 mm-thick slices, along the coronal plane, at the level of the striatum using ice-cold razor blades. The AcbSh and AcbC were bilaterally sampled from the slice located approximately 1.18 mm anterior to Bregma, as depicted in the mouse brain atlas of Paxinos and Franklin (2004), using a 18-gauge biopsy needle (as depicted in Figure 1).
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FIGURE 1. Immunoblotting sample placement. Schematic illustrating a coronal section through the accumbens (Acb), highlighting the size and location of the bilateral sampling region used to assay protein changes within the (A) AcbSh and (B) AcbC.





Immunoblotting

Immunoblotting was performed on whole tissue homogenates from the AcbSh and AcbC subregions, following procedures similar to those employed previously by our group (Goulding et al., 2011; Ary et al., 2013; Cozzoli et al., 2014; Lum et al., 2014). Samples were homogenized in a medium containing RIPA buffer (Boston BioProducts, Ashland, MA, USA), Complete Mini-tab Protease Inhibitor Cocktail tablet, sodium fluoride, sodium orthovanadate phosphatase inhibitor cocktail (Sigma-Aldrich, St. Louis, MO, USA). For analysis, 15 μl of homogenized sample was subjected to SDS-polyacrylamide gel electrophoresis using Tris–Acetate gradient gels (3–8%; Invitrogen, Carlsbad, CA, USA) and transferred to polyvinylidene difluoride membranes. Gels were run such that each membrane contained three samples from each age/drinking group. Membranes were preblocked with tris-buffered saline containing 0.1% (v/v) Tween 20 and 5% (w/v) nonfat dried milk powder for 1 h before overnight incubation with the following rabbit primary antibodies: mGlu1 (Synaptic Systems, Göttingen, Germany; 1:1000 dilution), mGlu5 (Millipore, Temecula, CA, USA; 1:1000 dilution), GluN2A and GluN2B (both from Calbiochem, San Diego, CA, USA; 1:1000 dilution), CAMKII (Millipore, Temecula, CA, USA; 1:1000 dilution) and Thr286 phosphorylated CAMKII (pCAMKII; Cell Signaling Technology, Beverly, MA, USA; 1:1000 dilution), PKCε (Santa Cruz Biotechnology, Dallas, TX; 1:500 dilution) and Ser729 phosphorylated PKCε (pPKCε; Santa Cruz Biotechnology, Dallas, TX; 1:500 dilution), and calnexin (Enzo Life Sciences, Farmingdale, NY; 1:1000 dilution) for standardization.

Membranes were washed, incubated with a horseradish peroxidase-conjugated goat anti-rabbit secondary anti-body (Jackson ImmunoResearch Laboratories, West Grove, PA; 1:100,000 dilution) for 90 min, washed again, and immunoreactive bands were detected by enhanced chemiluminescence (ECL Plus; Amersham Biosciences, Inc., Piscataway, NJ). Levels of immunoreactivity were quantified by integrated density using Image J (NIH, Bethesda, MD) and standardized to each animal’s respective calnexin signal. These values were then averaged across the adult water control samples within each gel (n = 3/gel) and all bands on that gel were normalized as percent of the average control value. To obtain an index of kinase activation, the density × area measurements for each phospho-protein was also normalized to that of its corresponding non-phosphorylated protein prior to expressing the data as a percent average of the controls on each gel.

Our proteins of interest were selected based on previous work from our lab demonstrating that binge-drinking history upregulates these protein indices of excitatory neurotransmission including mGlu1/5, NR2A/B, and the downstream effector protein kinase C epsilon (PKCε; Szumlinski et al., 2008; Cozzoli et al., 2009, 2016; Goulding et al., 2011), which are believed to promote a “pro-alcoholic” phenotype (Szumlinski et al., 2008; Kalivas et al., 2009; Cozzoli et al., 2012). For the present study, we also included plasticity-related calcium/calmodulin-dependent protein kinase II (CAMKII) in our analysis due to its recent implication in the maintenance of alcohol consumption, as well as negative affective states (Easton et al., 2013a; Zhao et al., 2015). Prior work from our group indicates that alcohol-drinking history increases glutamate-related protein expression selectively within the AcbS (Szumlinski et al., 2008; Cozzoli et al., 2009, 2012, 2016; Goulding et al., 2011). Thus, we measured protein expression within both the Acb shell and core in the present study with the expectation that the AcbS would show a greater number and larger changes in protein levels, relative to the adjacent, but functionally distinct, AcbC.



Statistical Analysis

Statistical analyses of all behavioral and immunoblotting data were conducted using between-subjects two-way analysis of variance (ANOVAs), along with planned comparisons to assess group differences based on treatment and age using Fisher’s LSD tests for simple main effects. α= 0.05 for all analyses. Statistical outliers were identified using the ±1.5 × IQR rule and excluded from analyses. No more than two outliers were present per group, resulting in n’s of 10–12 per age/drinking group. All calculations were performed using SPSS v.21 statistical software (IBM, 2012).




RESULTS


Alcohol Consumption

The ANOVA revealed a significant between-subjects effect of age (F(1,22) = 7.54, p = 0.012), with adolescent animals consuming significantly more alcohol than adults across the entire 14-day drinking period (Figure 2A). The analysis of the blood samples collected immediately following the 2-h drinking period on day 10 yielded an average BAC of 94.12 ± 10.83 mg/dl in adult mice exhibiting an average alcohol intake of 6.97 ± 0.57 g/kg and an average BAC of 141.17 ± 10.23 mg/dl in adolescents exhibiting an average alcohol intake of 8.82 ± 0.56 g/kg. Based on the NIAAA criteria of >80 mg/dl BAC (National Institute on Alcohol Abuse and Alcoholism, 2004), both age groups were engaged in binge drinking. However, adolescent mice binge-drank more alcohol (t(22) = 2.32, p = 0.029) with higher resulting BACs (t(22) = 2.13, p = 0.043; Figure 2B) compared to their adult counterparts on day 10. There was no significant difference in alcohol intake or body weight between the animals tested for behavior vs. those used for immunoblotting.
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FIGURE 2. Adolescents consume more alcohol than adults. (A) Over the 14-day drinking period, adolescent animals consumed significantly more alcohol than adults (p < 0.05). The average intake across all 14 days was 6.13 ± 0.19 g/kg for adults and 7.68 ± 0.23 g/kg for adolescents. (B) Blood samples were collected on day 10 of drinking, immediately following the 2 h drinking period. Adolescent animals consumed more alcohol on this day and had a higher average blood alcohol concentrations (BACs) than their adult counterparts. The data represent the means ± SEMs of 10–12 mice/group, excluding statistical outliers. *p < 0.05 vs. adults.





Behavioral Testing


Novel Object Test

Adolescent animals were more interactive and hyperactive in the novel object test, compared to adults (Figure 3). Adolescents made more object contacts (age effect: F(1,44) = 7.47, p = 0.009; Figure 3A) and spent more time in contact with the novel object during the 2-min trial (age effect: F(1,43) = 14.46, p < 0.001; Figure 3B), irrespective of their prior binge-drinking history (no Treatment effects or interactions for either variable, p’s > 0.05). Adolescents also traveled a greater overall distance in the enclosure (age effect: F(1,42) = 19.36, p < 0.001; Figure 3C), although alcohol-drinking animals of both ages were hypoactive compared to water-drinking controls (Treatment effect: F(1,42) = 10.74, p = 0.002; interaction: p > 0.05).


[image: image]

FIGURE 3. Differences in the novel object test are age-dependent but alcohol-insensitive. (A) Adolescent mice made more contacts with the novel object and (B) spent more total time in contact with the object during the 2 min trial. (C) Adolescent animals also showed general locomotor hyperactivity compared to adults. The data represent the means ± SEMs of 10–12 mice/group. *p < 0.05 vs. adults.





Marble Burying Test

In the marble burying test, an age × treatment interaction (F(1,43) = 4.10, p = 0.049; Figure 4A) was detected. Deconstruction of the interaction revealed that adult alcohol drinkers buried more marbles than age-matched water controls (LSD p = 0.042), while adolescent alcohol drinkers trended toward burying less marbles (LSD p = 0.09).
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FIGURE 4. Withdrawal from binge drinking produces mixed effects on behavioral measures of negative affect. (A) In the marble burying test, there was an age × treatment interaction showing that adult drinkers buried more marbles compared to their water-drinking counterparts while adolescents trended toward burying less. (B) In the forced swim test (FST), an age-independent main treatment effect showed that alcohol-drinking animals showed significantly reduced immobility compared to water drinkers, both in number of immobile episodes and total time spent immobile. The data represent the means ± SEMs of 10–12 mice/group. *p < 0.05 vs. respective water control.





Forced Swim Test

As both adult and adolescent alcohol-drinkers showed comparable reductions in immobility, compared to their respective controls, the data from this test were collapsed across age to highlight the alcohol-water difference (Figure 4B). Alcohol-drinkers spent less time immobile (Treatment effect: F(1,43) = 4.31, p = 0.043) and had fewer immobile episodes (Treatment effect: F(1,42) = 4.33, p = 0.044), compared to water-drinkers. There were no age-related differences in behavior or interactions between age and prior drinking history (all p’s > 0.05).




Western Blotting


Accumbens Shell

The positive experimental outcomes from the immunoblotting study of the AcbSh are presented in Figure 5. Significant age × treatment interactions were detected for mGlu1 (F(1,40) = 5.17; p = 0.028; Figure 5A), mGlu5 (F(1,41) = 6.58; p = 0.014; Figure 5B), and GluN2B (F(1,41) = 5.11; p = 0.029; Figure 5C). LSD analysis of simple main effects revealed that water-drinking adolescents had higher basal mGlu1 (p = 0.03), and mGlu5 expression (p = 0.04) compared to water-drinking adults. Additionally, adult bingers exhibited a significant alcohol-induced increase in mGlu1 (p = 0.033), mGlu5 (p = 0.042), and GluN2b (p = 0.037) at 24 h withdrawal. In contrast, adolescent mice showed no alcohol-induced change in mGlu1, mGlu5, or GluN2b (all p’s > 0.05). Non-significant immunoblotting results are summarized in Table 1.
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FIGURE 5. Adult animals are more vulnerable than adolescents to binge-induced increases in protein expression within the AcbSh. Adult drinkers showed a significant increase in (A) mGlu1, (B) mGlu5 and (C) GluN2B at 24 h withdrawal that was not present in adolescent drinkers. The data in panels (A–C) represent mean ± SEM of 10–12 mice/group; *p < 0.05 vs. respective water control.




TABLE 1. Summary of non-significant immunoblotting results from the AcbSh and AcbC.
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Accumbens Core

The positive experimental outcomes from the immunoblotting study of the AcbC are presented in Figure 6. In the AcbC, alcohol-drinking animals showed an age-independent increase in GluN2B (Treatment effect: F(1,430) = 4.61; p = 0.038; no Age effect or interaction, p’s > 0.05; Figure 6A). We also observed an age × treatment interaction for total pPKCε (F(1,40) = 4.22; p = 0.047; Figure 6B), which mirrored the results of the activated:total PKCε ratio (F(1,43) = 4.12; p = 0.049) reflecting an alcohol-induced increase in pPKCε in adult drinkers (LSD p = 0.049) that was not present in adolescent drinkers (LSD p > 0.05). The 2-way ANOVA also revealed an alcohol-dependent increase in CAMKII (treatment effect: F(1,41) = 7.44; p = 0.009; Figure 6C) and although, the age × treatment interaction was shy of statistical significance (p = 0.07), inspection of the results argue that the treatment effect is being driven primarily by the data from the alcohol-drinking adults. Indeed, LSD planned comparisons showed a significant increase in adult drinkers compared to water controls (t(21) = 2.80; p = 0.011), but no significant difference between alcohol- and water-drinking adolescents (p > 0.05).
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FIGURE 6. Adult animals are more vulnerable than adolescents to most binge-induced increases in protein expression within the AcbC. (A) A main treatment effect of alcohol showed a binge-induced increase in GluN2b independent of age. (B) Adult drinkers showed a significant increase in phosphorylated PKCe (pPKCe) at 24 h withdrawal that was not present in adolescent drinkers, which resulted in a similar increase in the phospho: total PKCe ratio (data not shown). (C) The analysis of variance (ANOVAs) showed a main treatment effect of alcohol on CAMKII expression. However, further analysis revealed that this effect was primarily due to the significant increase in alcohol-drinking adults. The data in panels (A–C) represent mean ± SEM of 10–12 mice/group; *p < 0.05 vs. respective water control.







DISCUSSION

Cessation of excessive alcohol consumption often results in a dysphoric state to which adolescent drinkers appear less susceptible (Spear and Varlinskaya, 2005). This age-dependent insensitivity to the affective consequences of early alcohol withdrawal is apparent in both humans and animal models of alcoholism (Doremus et al., 2003; Spear and Varlinskaya, 2005). The underlying neurobiological mechanisms contributing to adolescent resilience to withdrawal-induced dysphoria is not well understood, particularly within the context of the most prevalent pattern of alcohol drinking exhibited by adolescents—binge drinking. As such, the present study employed behavioral and immunoblotting procedures to determine the interactions between the subject factors of age and binge-drinking history with respect to emotionality and indices of glutamate transmission within Acb subregions. While correlational in nature, the study outcomes provide novel evidence that the age of binge-drinking onset is an important subject factor that contributes to both alcohol withdrawal-induced negative affect and changes in Acb glutamate, the causal relation between which will be a major focus of future studies.

Consistent with prior literature characterizing adolescent drinking behavior in both humans (National Institute on Alcohol Abuse and Alcoholism, 2002) and laboratory rats (Doremus et al., 2005; Spear and Varlinskaya, 2005; Vetter et al., 2007), adolescent mice in our study consumed significantly more alcohol than adults across the 14-day drinking period, with higher resulting BACs following the 2-h drinking session. Notably, both adult and adolescent animals attained intoxicating “binge” levels of drinking, however that of the adolescents was significantly greater (National Institute on Alcohol Abuse and Alcoholism, 2015).


Behavioral Dysregulation at 24 h Withdrawal from Binge-Drinking

When assayed at 24 h withdrawal, the adult bingers in this study exhibited hyper-anxiety in the marble burying test, which is consistent with our previous data showing an increase in marble burying in adult mice with a 30-day history of binge drinking (Lee et al., 2015). This suggests that even a relatively brief, 2-week period, of binge-drinking is sufficient to elicit a negative affective state in adult animals. In contrast, despite consuming more alcohol and achieving higher BACs, adolescent alcohol-drinkers showed resilience to withdrawal-induced anxiety in this paradigm, as indicated by no alcohol-induced increase in marble burying. These results corroborate those of other studies showing resilience to the anxiogenic effects of acute alcohol withdrawal in adolescent rats when assayed by the elevated plus maze and social interaction test (Doremus et al., 2003; Varlinskaya and Spear, 2004). Thus, the results of the present study complement existing work in the field by extending these findings to a mouse model of voluntary binge-drinking and demonstrating the sensitivity of an additional behavioral assay to the anxiogenic effects of alcohol withdrawal.

The adolescent mice in our study were overall more interactive and hyperactive in the novel object test compared to adult mice. Elevated novelty-preference and novelty-induced locomotor hyperactivity in adolescents vs. adults is associated with greater impulsivity and a predisposition toward sensation-seeking (Stansfield and Kirstein, 2006). In humans, these traits are strongly predictive of engaging in risk-taking behaviors and substance abuse in human adolescents (Spear, 2000a, 2010; MacPherson et al., 2010). Given that locomotor suppression is a common symptom of acute alcohol withdrawal (Kliethermes et al., 2004; Kliethermes, 2005), it is not surprising that both adult and adolescent bingers exhibited less locomotor activity in the novel object test, compared to their respective age-matched water controls. Although, overall, adolescents showed greater locomotor hyperactivity, compared to adults, both age groups were susceptible to this alcohol withdrawal-induced hypo-activity. This outcome contrasts with that from our prior study in which adult mice binge-drank alcohol for 30 days and indicates that, unlike marble burying, the novel object test does not appear sensitive to changes in anxiety induced by a 14-day history of binge-drinking and it remains to be determined whether the subject factors of age and binge-drinking interact in this paradigm in animals with more prolonged history of excessive alcohol intake.

However, consistent with our previous study in adults (Lee et al., 2015), all binging animals, irrespective of age, exhibited hyper-activity in the FST, as evidenced by reduced time spent immobile and a lower number of immobile episodes, relative to water controls. Although the FST is typically used as an assay of depression, based on increased floating behavior (Porsolt et al., 2001), we have reliably observed a decrease in floating behavior in animals with a history of binge-drinking. We have previously interpreted this hyperactive swimming as reflecting panic in alcohol-withdrawn mice, given that panic is often characterized in laboratory animals using measures of motivated escape in which the animal is actively engaged in fleeing from aversion or a perceived proximal threat (Sena et al., 2003; Campos et al., 2013). In humans, panic is considered an anxiety-related condition with a distinct presentation and symptom profile (Craske et al., 2010; American Psychiatric Association, 2013). Panic disorder shares a high comorbidity with alcohol use disorders (Cowley, 1992; Marshall, 1997) and furthermore, frequent bouts of intoxication and withdrawal are capable of eliciting neuroadaptations that may precipitate symptoms of panic (Cosci et al., 2007).

Despite the somewhat unconventional interpretation of our FST data, the fact that these differences can be observed as early as 24 h following a 2-week history of binge-drinking argues that this assay is particularly sensitive to this pattern of excessive alcohol consumption. However, as both binge-drinking adolescents and adults exhibited a similar behavioral profile in this assay, withdrawal-induced hyperactivity in the FST does not appear to be sensitive to differences in the age of binge-drinking onset. It is also plausible that the failure to observe an age-dependent effect of binge-drinking history in this test reflects the severity of the stressor, which is both psychological and physiological in nature and potentially life-threatening (vs. encountering novel, but benign, objects such as marbles). These data indicate that binging adolescents are not wholly impervious to alcohol withdrawal-induced anxiety of a panic-like nature and that factors associated with the nature of stressor may be critical in determining whether or not binging adolescents exhibit withdrawal-induced behavioral dysregulation.



Changes in Protein Expression within the Acb During Withdrawal from Binge-Drinking

To complement our behavioral data and expand upon our prior work (Lee et al., 2015), we examined changes in protein expression within the Acb, a structure known to be sensitive to drug-induced neuroadaptations. We know that alcohol-induced dysregulation of excitatory signaling within the Acb is highly implicated in the maintenance and escalation of alcohol consumption, including binge-drinking (Szumlinski et al., 2005, 2007, 2008; Cozzoli et al., 2009, 2012, 2016; Lum et al., 2014); however, virtually no studies have assessed the role of the Acb in withdrawal-induced negative affect despite this structure’s involvement in emotional circuitry.


Glutamate Receptor Expression in the AcbSh Parallels Withdrawal-Induced Anxiety

Similar to our previous studies in which mice were subjected to months-long drinking procedures (Szumlinski et al., 2008; Cozzoli et al., 2012, 2016), we found that binge-alcohol experience significantly increased mGlu1/5 and GluN2b within the AcbSh. However, we failed to replicate previous work showing an increase in AcbSh PKCε priming (Cozzoli et al., 2016). This discrepancy are likely attributable to differences in the duration of binge-exposure (14 vs. 30 days) between the two studies, suggesting that alcohol-induced protein changes are, not surprisingly, experience-dependent and manifest differentially over the course of brief to prolonged exposure. The increased expression of mGlu1, mGlu5, and GluN2b expression in the AcbSh of adult bingers paralleled the hyper-anxious behaviors displayed by adult bingers in the marble burying test and FST. Given the well-established role of glutamate in anxiety (Bergink et al., 2004; Swanson et al., 2005; Simon and Gorman, 2006; Kotlinska and Bochenski, 2008; Koltunowska et al., 2013), these results were consistent with our hypothesis that withdrawal-induced anxiety would be associated with increased protein indices of glutamatergic transmission within the AcbSh, thereby further implicating AcbSh excitability in withdrawal-induced negative affect. The AcbSh also receives significant glutamatergic innervation from the amygdala, which is highly susceptible to alcohol-induced perturbation and is known to mediate many aspects of withdrawal-induced negative affect (Christian et al., 2012; Gilpin et al., 2015). Therefore, increased glutamate-related protein expression could render the AcbSh hypersensitive to excitatory innervation from the amygdala and perpetuate alcohol-induced dysfunction within the emotional circuitry of the extended amygdala.

Consistent with the literature (reviewed in Crews et al., 2007), the adolescent water-drinking controls exhibited higher basal glutamate receptor expression in the AcbSh, compared to control adults. These receptors have been shown to be important in all aspects of alcohol consumption including drug-seeking, maintenance and escalation of intake, and relapse (reviewed in Tsai et al., 1995; Gonzales and Jaworski, 1997; Kalivas et al., 2009). Our lab has previously shown higher basal mGlu1 expression in the AcbSh of two distinct lines of mice selectively bred to binge-drink high amounts of alcohol (Cozzoli et al., 2009, 2012). Therefore, it is likely that hypersensitivity of these “pro-binge” receptors is an underlying factor contributing to the greater alcohol consumption seen in adolescent vs. adult mice. Interestingly, the binge-induced increases in receptor expression seen in adult animals were not present in the adolescent bingers. These results paralleled the behavioral data from the marble burying test and provide additional evidence in support of adolescent resilience to binge-induced behavioral and neurobiological abnormalities.



Kinase Expression in the AcbC Parallels Withdrawal-Induced Anxiety

Adult bingers showed an increase in CAMKII and activated PKCε in the AcbC at 24 h withdrawal, which also tracked with the behavioral data from the marble burying test. Similar to the results from the AcbSh, these protein changes were not present in adolescent bingers. Although there were no changes seen in mGlu1/5 receptor expression, both PKCε and CAMKII are downstream substrates of group1 mGlu activation and have both been implicated in alcohol-induced neural adaptations (Lee and Messing, 2008). PKCε is an emergent target of interest in the treatment of alcoholism given its role in the maintenance and escalation of drinking (Gass and Olive, 2009; Lesscher et al., 2009; Cozzoli et al., 2016) and its ability to influence hypnotic sensitivity to alcohol (Choi et al., 2002). PKCε is also of interest in the treatment of anxiety due to its ability to regulate GABA receptor function (Gordon, 2002). Additionally, animal studies that show PKCε knockout mice are less anxious than wild types (Hodge et al., 2002). Therefore, it is plausible that an alcohol-induced increase in activated PKCε may contribute to a hyperanxious state during withdrawal.

CAMKII is a critically important regulator of glutamatergic signaling. CAMKII interacts directly with both metabotropic and ionotropic glutamate receptors and plays an essential role in controlling receptor function, trafficking, and localization (Mao et al., 2014). As such, CAMKII is a protein marker of synaptic plasticity and is essential for long-term potentiation. CAMKII-dependent modulation of AMPA receptor trafficking within the Acb is theorized to contribute to the maladaptive plasticity resulting from other drugs of abuse (Pierce and Wolf, 2013; Scheyer et al., 2016). Studies have shown that CAMKII plays a significant role in addiction as a mediator between accumbal DA and glutamate (Anderson et al., 2008). Accordingly, CAMKII is associated with craving and relapse for a variety of drugs including morphine (Liu et al., 2012), cocaine (Easton et al., 2014), and alcohol (Zhao et al., 2015). Alcohol has been shown to increase CAMKII-dependent phosphorylation of AMPA receptors within the Acb (Cannady et al., 2016) and elevated Acb CAMKII is theorized to contribute to the reinforcing properties of alcohol (Easton et al., 2013a,b). Although the involvement of Acb CAMKII in emotional processes has not been well-defined, CAMKII is thought to play a role in anxiety through its enhancement of AMPA and NMDA activity, as both AMPA and NMDA blockade within the Acb has anxiolytic effects (Martinez et al., 2002).

In addition to these kinase changes, we also found an age-independent increase in GluN2b in the AcbC, which resembled the behavioral changes seen in the FST. Given the role of the AcbC as a “limbic-motor interface” integrating motivation and action (Mogenson et al., 1980), the increased glutamate receptor expression in the AcbC could render animals hypersensitive to stressful environmental conditions and primed to flee from aversive or threatening situations in a panic-like state. In support of this interpretation, a study characterizing the behavior of mGlu2 knockout mice showed that these animals displayed hyperlocomotion under the stressful conditions of the FST, which coincided with enhanced glutamate signaling in the Acb (Morishima et al., 2005). However, it is also possible that these AcbC protein changes reflect adaptations related to conditioned aspects of drug reinforcement, many of which are mediated by the AcbC. For example, AcbC NMDA receptors are necessary for alcohol conditioned place-preference (Gremel and Cunningham, 2009) and AcbC NMDA signaling has been shown to mediate aversion-resistant alcohol consumption (Seif et al., 2013). Additionally, increased glutamatergic transmission within the AcbC is associated with cue-induced reinstatement of alcohol seeking (Gass et al., 2011).

Individual housing conditions are capable of eliciting behavioral and/or neurochemical changes (Brain, 1975; Goldsmith et al., 1978; Hilakivi et al., 1989), particularly in adolescent animals (Robbins et al., 1996; Weintraub et al., 2010; Amiri et al., 2015). Although individual housing could be a potential confounding factor for our results, other researchers have demonstrated that elevated alcohol consumption and resilience to withdrawal-induced anxiety in adolescent animals is not a function of isolation stress/individual housing (Brunell and Spear, 2005). Additionally, our lab has completed subsequent unpublished replicates of this study design in which animals were group housed and only separated during the drinking period. These experiments have yielded comparable alcohol intake and behavioral data. Although tissue samples were also collected from these animals, the immunoblotting has not yet been processed. Therefore, it will be interesting to see what, if any, effect single-housing stress has on binge-induced changes in protein expression.

Although our binge-induced changes in kinase-related proteins did not perfectly align with receptor changes in either the AcbSh or Acb, changes in total protein expression do not always correspond to changes in receptor function, nor do they necessarily indicate the behavioral relevance of the receptor for alcohol intake. Indeed, our laboratory has detected alcohol-induced changes in Acb levels of mGlu5 in some (Figure 5B; Goulding et al., 2011; Cozzoli et al., 2012), but not all studies (Szumlinski et al., 2007), which may reflect differences in the subregions examined, route of administration/drinking paradigm employed. Nevertheless, intact mGlu5 function within Acb subregions, notably the AcbSh, is important for binge-drinking behavior (Cozzoli et al., 2009; Besheer et al., 2010; Sinclair et al., 2012). Therefore, behavioral differences could be driven by changes in receptor function that are not reflected in changes in total protein expression. Given the present observation of an age-related difference in AcbSh mGlu5 expression, it is important for follow-up studies to causally relate to the manifestation of hyper-anxiety during early alcohol withdrawal to mGlu5 function within Acb subregions and determine age-related differences therein.

It is noteworthy that the AcbSh and AcbC show distinct profiles of binge-induced protein changes. These regions, while highly interconnected, are both functionally and anatomically distinct and serve unique roles in the neurobiology of drug abuse (Di Chiara, 2002; Quintero, 2013; Salgado and Kaplitt, 2015). Given that the Acb does not respond in unison to binge-induced dysregulation, exploring the functional significance and of these region-specific consequences of binge drinking are worthy of future investigation. It is also important to acknowledge that these neurobiological changes found in the Acb may not be functionally related to our behavioral data and perhaps a different brain region such as the amygdala or BNST is the primary mediator of these changes. This study provides a necessary initial characterization of distinct, age-dependent differences in alcohol-induced neuroadaptations and withdrawal phenotype in adult and adolescent male mice following a relatively brief history of binge drinking. However, further research is necessary to establish a causal relationship between alcohol-induced changes in the Acb and withdrawal-induced negative affect.




Conclusion

In this study, we demonstrate that a 2-week voluntary binge-drinking experience is sufficient to increase behavioral signs of anxiety in adult male mice, concomitant with increased indices of excitatory neurotransmission within Acb subregions. Despite exhibiting higher basal glutamate receptor expression and greater alcohol intake than adult mice, adolescents appear more resilient than adults to particular affective and neurobiological consequences of binge drinking during early withdrawal. Given that glutamatergic synapses in the Acb are not yet fully developed in adolescence, this immaturity may be protective and render them less susceptible to alcohol-induced perturbation compared to adult animals, as was demonstrated in the present study. However, engaging in binge drinking during adolescence could adversely affect the maturation of this system and shape developing neural circuitry in such a way that creates a predisposition to addiction later in life. Additionally, this study presents an intriguing possibility for the involvement of excitatory signaling within the Acb in withdrawal-induced anxiety in adult bingers, which warrants further investigation. Thus, ontogenetic differences exist in vulnerability to alcohol-induced neuroplasticity within Acb that could contribute to age-related differences in binge drinking behavior and future addiction vulnerability.
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Purpose: Our previous study indicated that mitochondrial DNA (mtDNA) damage and mutations are crucial to the progressive loss of retinal ganglion cells (RGCs) in a glaucomatous rat model. In this study, we examined whether high pressure could directly cause mtDNA alterations and whether the latter could lead to mitochondrial dysfunction and RGC death.

Methods: Primary cultured rat RGCs were exposed to 30 mm Hg of hydrostatic pressure (HP) for 12, 24, 48, 72, 96 and 120 h. mtDNA alterations and mtDNA repair/replication enzymes OGG1, MYH and polymerase gamma (POLG) expressions were also analyzed. The RGCs were then infected with a lentiviral small hairpin RNA (shRNA) expression vector targeting POLG (POLG-shRNA), and mtDNA alterations as well as mitochondrial function, including complex I/III activities and ATP production were subsequently studied at appropriate times. Finally, RGC apoptosis and the mitochondrial-apoptosis pathway-related protein cleaved caspase-3 were detected using a Terminal deoxynucleotidyl transferase dUTP nick end-labeling (TUNEL) assay and western blotting, respectively.

Results: mtDNA damage was observed as early as 48 h after the exposure of RGCs to HP. At 120 h after HP, mtDNA damage and mutations significantly increased, reaching >40% and 4.8 ± 0.3-fold, respectively, compared with the control values. Twelve hours after HP, the expressions of OGG1, MYH and POLG mRNA in the RGCs were obviously increased 5.02 ± 0.6-fold (p < 0.01), 4.3 ± 0.2-fold (p < 0.05), and 0.8 ± 0.09-fold (p < 0.05). Western blot analysis showed that the protein levels of the three enzymes decreased at 72 and 120 h after HP (p < 0.05). After interference with POLG-shRNA, the mtDNA damage and mutations were significantly increased (p < 0.01), while complex I/III activities gradually decreased (p < 0.05). Corresponding decreases in membrane potential and ATP production appeared at 5 and 6 days after POLG-shRNA transfection respectively (p < 0.05). Increases in the apoptosis of RGCs and cleaved caspase-3 protein expression were observed after mtDNA damage and mutations.

Conclusions: High pressures could directly cause mtDNA alterations, leading to mitochondrial dysfunction and RGC death.

Keywords: retinal ganglion cells, hydrostatic pressure, mitochondrial DNA, mutation, mitochondrial dysfunction

Glaucoma neurodegeneration, a leading cause of irreversible blindness worldwide, is characterized by aggressive death of retinal ganglion cells (RGCs) and visual field impairment (Gupta and Yücel, 2007; Osborne, 2008). The mechanisms involved in RGC death in glaucoma are complicated. The elevated intraocular pressure (IOP) is considered to be the major risk factor (Osborne, 2008; Ju et al., 2015; Yang et al., 2016), and lowering the IOP is thus far the only relatively effective treatment clinically (Chen et al., 2013; Itakura et al., 2015). However, lowering the IOP is not sufficient to prevent or delay progressive vision loss, and the molecular mechanisms underlying accelerated RGC loss, even when the raised IOP is lowered to a normal level for many years, remain poorly understood (Gupta and Yücel, 2007; Osborne, 2010). Further insight into glaucoma pathogenesis is critical for exploring novel therapeutic strategies for protecting RGCs and rescuing vision in glaucoma patients.

Increasing evidence has shown that mitochondria disorders play an important role in the development of glaucoma (Lee et al., 2011; McElnea et al., 2011; Lascaratos et al., 2012). It has been reported that OPA1, a protein required for mitochondrial fusion, was down-regulated in the peripheral blood of patients with primary open angle glaucoma (Abu-Amero et al., 2006; Bosley et al., 2011). The neuroprotective effects against elevated pressure exerted by lithium chloride and iNOS were involved in regulating the mitochondrial dynamic proteins DRP1 and OPA1, respectively (Dai et al., 2011). Recently, Ju et al. (2015) found that increasing mitochondrial fission, volume density and length protected astrocytes in glaucomatous neurodegeneration. Moreover, many studies have indicated that mitochondrial abnormalities occur in primary open-angle glaucoma patients, including increasing mitochondrial DNA (mtDNA) pathogenic mutations and content as well as decreasing mitochondrial respiratory activity (Abu-Amero et al., 2011; Nucci et al., 2013; Sundaresan et al., 2015). Our previous studies have shown that progressively increased mtDNA damage and mutations contributed to aggressive RGC death in rat model of experimental glaucoma, and the prevention of mtDNA alterations improved RGC survival after IOP elevation (Wu et al., 2015). However, the underlying mechanisms triggering mtDNA mutations and damage in glaucoma remain unknown because of the complexity of the in vivo microenvironment of the retina after IOP elevation.

The aim of this study was to determine whether elevated pressure itself, as the major risk factor for glaucoma, directly induced mtDNA alterations, which then led to subsequent mitochondrial dysfunction and RGC death. We investigated mutations of and damage to mtDNA under hydrostatic pressure (HP) using primarily cultured rat RGCs in vitro to eliminate interference factors (such as oxidative stress, glutamate excitotoxicity, or reperfusion injury) that existed in vivo, and we further explored the changes in mitochondrial function and RGC apoptosis induced by mtDNA alterations. We demonstrated that high pressure could directly damage mtDNA. Increasing mtDNA alterations by blocking mtDNA repair/replication enzymes could ultimately result in mitochondrial dysfunction and RGC apoptosis. These results further provided a novel mechanism of RGC death in glaucoma: an elevated IOP causes RGC mtDNA alterations, followed by mitochondrial dysfunction and cell apoptosis.


MATERIALS AND METHODS


Ethics Statement

All animals (obtained from SLAC Laboratory Animal Co., Ltd. Shanghai, China) were handled and housed according to the ARVO Statement for the Use of Animals in Ophthalmic and Vision Research. All procedures followed the Declaration of Helsinki, accorded with the guidelines of Fudan University on the ethical use of animals, and all endeavors were done to minimize animal suffering. A total of 420 rats were used.



Cell Culture and Treatment

The isolation protocol for purified RGCs followed our previously described two-step immunopanning-magnetic separation method (Wu et al., 2015; Gao et al., 2016). Briefly, 2-day-old Sprague-Dawley rats were sacrificed to obtain the retinas. The retinas were removed and dissociated in 4.5 units/mL of papain solution (#3126, Worthington, Lakewood, NJ, USA). The cell suspensions were then transferred to a petri dish coated with anti-macrophage antibody (#CLAD51240; Cedarlane Laboratories, Hornby, ON, Canada) and CD90.1 MicroBeads (Miltenyi Biotec, GmbH, Bergisch Gladbach, Germany) successively, and RGCs were then collected by an MS column (Miltenyi Biotec GmbH) in the magnetic fields of a MiniMACS (Miltenyi Biotec GmbH). The isolated RGCs were then seeded onto 6-well plates treated with poly-D-lysine (#P6407; Sigma-Aldrich, St. Louis, MO, USA) and mouse-laminin (#3400-010-01; Trevigen Inc., Gaithersburg, MD, USA). The cultures were maintained at 37°C in a humidified environment containing 10% CO2. To mimic chronically elevated IOP, the cells were exposed to 30 mm Hg of HP using a closed, pressurized chamber equipped with a manometer for 12, 24, 48, 72 and 120 h, as we previously reported (Wu et al., 2013). Subsequently, the cells were collected for further analysis.

To induce mtDNA mutations and damage in vitro, the cultured RGCs were transfected with lentivirus-small harpin polymerase gamma (shPOLG; Santa Cruz Biotechnology, CA, USA). Lentivirus-scrambled RNA was used as a control (Lentivirus-SC RNA, Santa Cruz Biotechnology). As previously reported (Tewari et al., 2012), the cells were incubated with the lentivirus-shPOLG or SC RNA for 4 days, washed with phosphate-buffered saline (PBS, Gibco, Grand Island, NY, USA), and incubated for 6 additional days. The transfection efficiency was evaluated by quantifying POLG gene expression. mtDNA was examined using Long-extension (LX)-PCR and mtDNA mutation assays. Mitochondrial function was assessed by examining complex activity, ATP production and mitochondrial membrane potential (Δψm).



Mitochondria Isolation

The cultured RGCs were harvested and mitochondria were isolated using Mitochondria Isolation Kit (Pierce Biotechnology, Rockford, IL, USA) as previously reported (Wu et al., 2015). The isolated mitochondrial pellet was resuspended in 100 μL of mannitol (210 mM), sucrose (70 mM), HEPES (5 mM), EGTA (1 mM) and fatty-acid-free bovine serum albumin (BSA, 0.5% (w/v) Sigma-Aldrich, St. Louis, MO, USA) solution.



Western Blot Analysis

RGC protein extractions and Western blot analysis were performed as previously reported (Wu et al., 2015). Briefly, cultured RGCs were lysed and total proteins were extracted on ice by use of cell lysis buffer (Cell Signaling Technology, Boston, MA, USA) and protease inhibitor cocktail (Sigma-Aldrich, St. Louis, MO, USA). The protein concentration was quantified using a BCA protein assay kit (Thermo Fisher Scientific, Rockford, IL, USA), and then the proteins were separated by SDS-polyacrylamide gel electrophoresis and the separated proteins were electrotransferred to polyvinylidene difluoride membranes. After blocking with 5% non-fat milk for 20 min, the membranes were incubated overnight at 4°C with primary antibodies against DNA POLG (Abcam, Cambridge, MA, USA) and cleaved caspase-3 antibody (Abcam, Cambridge, MA, USA). The loading controls included β-actin (Abcam, Cambridge, MA, USA) for the total proteins and Cox IV (Molecular Probes, Rockford, IL, USA) for mitochondria. Secondary antibodies included HRP-conjugated goat anti-rabbit antibody (Millipore, MA, USA) and HRP-conjugated goat anti-mouse antibody (Millipore, MA, USA). The resulting western blots were exposed to film (Hyperfilm ECL, Thermo Fisher Scientific, Rockford, IL, USA) and were analyzed using the Kodak Imaging System (Kodak 440CF). The intensity of the band was quantified by densitometry using ImageJ software (NIH, Bethesda, MD, USA).



DNA Isolation

The total DNA and mtDNA were extracted from the RGCs as described in our previously reported (Wu et al., 2015). Shortly, the total DNA was isolated using the DNeasy blood and tissue kit (QIAGEN, Duess eldorf, Germany). mtDNA were obtained from the isolated mitochondria by use of mitochondrial lysis buffer containing proteinase K (0.2 mg/ml), SDS (0.5%), Tris-HCl (10 mM) and 0.05 M EDTA. The amount of DNA was determined using the Quant-iT dsDNA assay kit (Invitrogen, Carlsbad, CA, USA).



Quantification of mtDNA Mutation

mtDNA mutation frequency was detected by random mutation capture assay as described in our published article (Wu et al., 2015). In summary, two primer pairs were designed for PCR reactions. One is flanking the Taq1 sites at mtDNA positions 1427 and 8335, the other primer pair does not flank a TaqI restriction sites as controls. PCR amplification was performed in 25 μL reactions, containing 2 μL of 10 μM forward and reverse primers, 0.2 μL of uracil DNA glycosylase (New England Biolabs, Beverly, MA, USA), 12.5 μL 2× Brilliant SYBR Green I Master Mix (Stratagene, La Jolla, CA, USA) and 3.3 μL H2O. Then the PCR product was digested with TaqI restriction enzyme and the mtDNA mutation frequency was determined by analysis of the band size of gel electrophoresis. The mutation frequency was showed as the mutation number per million bases.

LX-PCR assay was performed to determine DNA damage using GeneAmp XL PCR kit (Applied Biosystems, CA, USA) as previously described (Wu et al., 2015). DNA damage was quantified by comparing the ratio between the long and short fragments of PCR amplicons (mtDNA = 210 bp/13.4 kb).



Quantitative PCR Analysis

The total RNA was extracted by use of TRIzol reagent (Invitrogen, Carlsbad, CA, USA) and cDNA was generated using a SuperScript First-Strand Synthesis kit (Takara, Tokyo, Japan) according to the manufacturer’s instructions. The mRNA expressions of Polg, Ogg1 and Myh were assessed by SYBR Green-based real-time PCR using an Applied Biosystems, 7500fast (Life Technologies, Grand Island, NY, USA). The β-actin was acted as a normalized control. Amplifications were performed in duplicate well in two independent experiments, and the transcripts were quantified by the ΔΔC (t) method.



Mitochondrial Function Assay

Mitochondrial membrane potential (Δψm) was evaluated using MitoProbe JC-1 dye (Invitrogen), according to the manufacturer’s specifications. In brief, RGCs cultured in a six-well plate with different treatments were incubated with JC-1 for 30 min and were visualized using an inverted fluorescence microscope (Leica; green: 488 nm excitation/530 nm emission; red: 550 nm excitation/590 nm emission). Quantitative analysis was performed using ImageJ software, and Δψm was indicated by the ratio of the mean red fluorescence to the mean green fluorescence. According to this assay, mitochondrial depolarization was indicated by an increase in the green-to-red fluorescence intensity ratio.

The activities of mitochondrial complex I and III were detected using previously described methods (Birch-Machin and Turnbull, 2001; Rosca et al., 2005; Yao et al., 2011; Wu et al., 2015) with a Synergy H1 plate reader (BioTek Winooski, VT, USA) using the kinetics mode of Gen5 software (BioTek). Briefly, complex I activity was determined by following the decrease in absorbance to the NADH oxidation at 340 nm. Complex III activity was measured by monitoring the cytochrome c reduction at 550 nm. Enzymatic activities are expressed as nmol/mg protein/min.

Rate of ATP production was assayed using bioluminescence assay kit (ENLITEN ATP assay system; Promega, Madison, WI, USA), followed by the manufacturer’s protocol in our lab (Wu et al., 2015). The ATP content was measured using a microplate reader (BioTek Synergy HT) and was standardized to the total proteins of mitochondria. The results were calculated from three independent ATP standards run in duplicate.



Terminal Deoxynucleotidyl Transferase dUTP Nick End-Labeling (TUNEL) Assay

A terminal deoxynucleotidyl transferase-mediated dUTP nick end-labeling (TUNEL) assay was performed according to the manufacturer’s instructions (in situ Cell Detection Kit; Roche, Mannheim, Germany). The methods for TUNEL were performed as previously described (Galvao et al., 2015). Cultured rat RGCs were fixed in 4% (w/v) paraformaldehyde (PFA) at 4°C and were blocked with 3% BSA and 0.1% Triton X-100 for 1 h at RT. The nuclei were counter-stained with DAPI. The preparations were mounted using Glycergel mounting medium (Dako, Denmark) and were visualized using a confocal microscope (Leica).



Statistical Analysis

All data are expressed as the means ± SEMs and were analyzed using SigmaStat software. All data were tested by the Shapiro-Wilk test and only variables that were normally distributed; the data were then analyzed of variance, followed by two-tailed unpaired Student’s test. Values of p < 0.05 were considered the threshold for statistical significance.




RESULTS


High Pressure Induces mtDNA Damage and Mutations in Cultured RGCs

To determine whether high pressure itself directly induced mtDNA damage and mutations previously observed in RGCs in glaucomatous rat models, we conducted an in vitro experiment to investigate the effects of HP on the mitochondrial genome using cultured RGCs. The exposure of RGCs to high pressure (HP) induced mtDNA damage (indicated by the ratio of the 210 bp and 13.4 kb mtDNA band) as early as 48 h (p < 0.05) after onset. The damage continued to increase and was significantly increased (>40%) at 120 h (Figure 1A). Next, we examined the frequency of mtDNA mutations in the RGCs by random mutation capture assay. An increase in mtDNA mutations (1427 and 8335) was observed when the duration of HP was extended beyond 48 h, reaching levels 4.8 ± 0.3-fold (p < 0.01), compared with the control values at 120 h (Figure 1B). Furthermore, we found no significant increase in ROS throughout the duration of the experiment (data not shown).
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FIGURE 1. Elevated hydrostatic pressure (HP; 30 mm Hg) led to mitochondrial DNA (mtDNA) damage and mutations in primarily cultured cells. (A) mtDNA damage in retinal ganglion cells (RGCs) was determined by long-extension (LX)-PCR, based on the ratio of short to long amplicons at different times after the onset of exposure to increased HP (n = 4–7/time point/group). (B) After exposure to increased HP, the random mutation capture assay determined that the point mutation frequency in mtDNA increased at two independent sites. *P < 0.05, **P < 0.01. Values are the means ± SEMs. HP, increased hydrostatic pressure; ctrl, control with normal pressure.





mtDNA Repair and Replication Compromise After HP

OGG1, MYH and POLG are important mtDNA repair/replication enzymes. At 12 h of HP exposure, we found that the expression of OGG1, MYH and POLG mRNA in the RGCs were increased 5.02 ± 0.6-fold (p < 0.01), 4.3 ± 0.2-fold (p < 0.05), and 0.8 ± 0.09-fold (p < 0.05), respectively. Subsequently, OGG1 and MYH mRNA levels declined to the levels observed in RGCs incubated under normal pressure (Figures 2A,B), whereas POLG decreased by approximately 1.9 ± 0.4-fold (Figure 2C), compared with control RGCs. In contrast, the mitochondrial accumulation of OGG1, MYH and POLG proteins was significantly decreased at 72 h of HP exposure and remained lower after 120 h of high-pressure insult (Figure 3).
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FIGURE 2. Real-time PCR analysis of the mRNA levels of the mtDNA repair/replication enzymes OGG1 (A), MYH (B) and polymerase gamma (POLG; C) in the cultured RGCs under an increased HP. The data are expressed as normalized ratios (Ctrl = 1). Each sample was run in triplicate. (n = 5–7/time point/group). *P < 0.05, **P < 0.01. Values are the means ± SEMs. ctrl, control with normal pressure.
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FIGURE 3. Western blot analysis showed that protein expressions of OGG1, MYH and POLG in the mitochondria of cultured RGCs decreased after exposure to increased HP. Cox IV was used as a control to ensure equal protein loading. Band density is expressed in normalized ratios (Ctrl = 1; n = 7/time point/group). *P < 0.05, **P < 0.01. Values are the means ± SEMs. HP, increased hydrostatic pressure; ctrl, control with normal pressure.





Mitochondrial Dysfunction After mtDNA Damage

To further determine whether increased mtDNA alterations could lead to mitochondrial dysfunction, we used a lentivirus to transfect POLG-small hairpin RNA (shRNA) into RGCs to block repair of mtDNA alterations, as previously reported (Tewari et al., 2012); subsequently, verification was undertaken by real-time PCR and western blotting. The results showed that the mRNA and protein expression of POLG was significantly decreased 10 days after transfection (p < 0.01, Figure 4A). In the lenti-shPOLG-transfected RGCs, mtDNA damage increased, as shown by the decrease in the relative amplification of long (13.4 kb) fragments of mtDNA, compared with short (210 bp) fragments of mtDNA (Figure 4B). The mutation frequency of mtDNA at both 1427 and 8335 sites was also significantly increased (p < 0.01) at 4 days after transfection (Figures 4C,D). Then, we examined the changes in mitochondrial function. The activities of complex I and complex III were decreased by 32.6 ± 2.3% (p < 0.05) and 46.8 ± 2.8% (p < 0.01), respectively, at 10 days after transfection with shPOLG (Figures 5A,B). To further characterize the mitochondrial dysfunction, we used the JC-1 fluorescent probe to measure Δψm, as previously published (Almeida and Bolaños, 2001). The ratio of the fluorescence of the aggregate and monomer forms of JC-1 reflected a decrease in Δψm in shPOLG-treated astrocytes (Figure 6A). We performed the kinetic measurement of ATP production. As expected, the MAPR in the cells transfected with shPOLG decreased in a time-dependent manner, with levels amounting to 57.5 ± 3.7% of those in the SC-transfected cells at 9 days (p < 0.05, Figure 6B).
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FIGURE 4. Transfection of lenti-shPOLG in cultured RGCs led to mtDNA damage and mutations. (A) POLG mRNA levels were measured by qPCR, and mitochondrial protein levels were quantified by western blot using Cox IV as a loading control at 10 days post-transfection. (B) mtDNA damage increased at 10 days after transfection, indicated by the ratios of long (13.4 kb) and short (210 bp) fragments using LX-PCR. Values are presented as the means ± SEMs from three or four independent experiments. (C,D) The point mutation frequency in mtDNA increased after transfection was determined by the random mutation capture assay at two independent sites. Values are the means ± SEM. *P < 0.05, **P < 0.01, ***P < 0.001, compared with control RGCs transfected with lenti-scrambled small hairpin RNA (shRNA). ShPOLG, lenti-shPOLG-transfected RGCs; SC, lenti-scrambled shRNA-transfected RGCs.
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FIGURE 5. Mitochondrial complex I (A) and III (B) activity decreased in RGCs transfected with shPOLG, compared to the RGCs with SC shRNA. Values are the means ± SEMs. *P < 0.05, **P < 0.01, compared with control RGCs transfected with lenti-scrambled shRNA.
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FIGURE 6. Transfection of lenti-shPOLG into cultured RGCs led to mitochondrial dysfunction. (A) Representative images of JC-1 staining of astrocytes at 10 days (left panel). Quantitative analysis of mitochondrial membrane depolarization by flow cytometry after JC-1 staining (right panel). Values are expressed as percentages, with the red/green fluorescence ratio values of lenti-SC shRNA-transfected RGCs set at 100%. Scale bars, 50 μm. (B) Mitochondrial ATP production rates in RGCs were analyzed at different time points after transfection with lenti-shPOLG or SC shRNA, using a luciferase-based assay. All of the values in these figures are presented as the means ± SEMs from three or four independent experiments. *P < 0.05, compared with control RGCs transfected with lenti-scrambled shRNA. Sh, lenti-shPOLG-transfected RGCs; SC, lenti-scrambled shRNA-transfected RGCs.





RGC Apoptosis After mtDNA Damage

Next, we assessed the effects of mtDNA damage and mutation on RGC apoptosis. Thirty-six percentage (p < 0.01) and 57% (p < 0.001) of RGCs were positive for TUNEL staining 5 and 10 days after transfected with POLG-shRNA, respectively. Indicating the occurrence of cell apoptosis, while no obvious apoptosis was observed in the control group (Figures 7A,B). Meanwhile, western blotting analysis showed that the amount of cleaved caspase-3 was increased 2.6-fold and 6.5-fold 5 and 10 days after transfected with POLG-shRNA, respectively, compared to the controls (p < 0.001, Figure 7C).
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FIGURE 7. RGC apoptosis increased after transfection of lenti-shPOLG. (A) Terminal deoxynucleotidyl transferase dUTP nick end-labeling (TUNEL) assay for detecting apoptotic cell death. Representative microscopic images showing TUNEL-positive cells in the RGCs treated with lenti-shPOLG or with lenti-scrambled shRNA. Red, TUNEL; blue, DAPI. Scale bars, 50 μm. (B) Quantitative analysis of RGC apoptosis determined by TUNEL assay. The data are expressed as survival cell counts. (C) The active form of caspase-3 increased as determined by western blot using an antibody to cleaved caspase-3. Values are presented as the means ± SEMs. **P < 0.01, ***P < 0.001, compared with control RGCs transfected with lenti-scrambled shRNA. Sh, lenti-shPOLG-transfected RGCs; SC, lenti-scrambled shRNA-transfected RGCs.






DISCUSSION

The present investigation demonstrated the direct relationships among high pressure, mtDNA alterations, mitochondrial dysfunction and RGC apoptosis. Previously, we reported that mtDNA damage and mutations occurred in RGCs in glaucoma and contributed to progressive RGC loss (Wu et al., 2015). Due to the complex pathogenesis of glaucoma, the insult that initiates mtDNA alterations has been unclear. It has been suggested that ROS can result in mtDNA damage (Santos et al., 2011). In fact, it is generally accepted that retinal oxidative stress occurs secondary to IOP elevation (Tezel et al., 2005; Liu et al., 2007). Whether mechanical pressure caused by IOP elevation can directly lead to mtDNA alterations has not yet been investigated. The present study provided evidence that the high pressure could directly cause mtDNA damage and mutations in primarily cultured RGCs, and the mtDNA alterations increased RGC apoptosis. These findings could help to more deeply understand the complex mechanisms of RGC death in glaucoma.

It is well accepted that mtDNA is more vulnerable than nuclear DNA (nDNA) to external stress. In addition, the compromise of the mtDNA repair system can also result in mtDNA alterations (Francisconi et al., 2006; Ciccone et al., 2013; Venesio et al., 2013; Sepe et al., 2016). OGG1, MYH and POLG are important mtDNA repair/replication enzymes. In this study, we found that high pressure induced significant mtDNA alterations as soon as 48 h after onset, and mtDNA alterations occurred before the decreases in OGG1, MYH and POLG expressions after exposure to high pressure, suggesting that mtDNA alterations were apparently initiated by high pressure rather than by impaired mtDNA repair enzymes. Furthermore, the lack of a significant increase in ROS during the experiment diminished the possibility that ROS caused the mtDNA damage or mutations under HP conditions.

This study found that high pressure caused POLG, other than OGG1 and MYH, obviously decreased in the cultured RGCs. This result is consistent with the previous report in the experimental rat glaucoma (Wu et al., 2015). POLG is an important DNA polymerase functioned in mitochondria, which is responsible for mtDNA replication and base excision repair (BER). In the BER, POLG acts as a rate-determining enzyme and its decrease or inactivation may increase the accumulation of deleterious intermediate products, such as DNA single strand breakings (Bohr and Anson, 1999; Ledoux and Wilson, 2001). POLG plays a vital role in maintaining the mtDNA and mitochondrial function (Van Goethem et al., 2001; Di Fonzo et al., 2003). Mutations or knockdown of the POLG gene can cause mtDNA damages, mitochondrial dysfunction and diseases (Van Goethem et al., 2001; Kujoth et al., 2005). It has been reported that POLG1-siRNA could result in mtDNA mutations in retinal endothelial cells (Chen et al., 2002; Graziewicz et al., 2006; Liu and Demple, 2010) and dopaminergic neurons (Dai et al., 2014). Consistent with this finding, in this study, we established an RGC model harboring mtDNA damage and mutations through POLG-shRNA transfection.

ATP and Δψm are important indicators of mitochondrial function. Impaired mitochondrial ATP synthesis and low Δψm are exhibited in cells with mutations in genes encoding the respiratory chain complexes and tRNAs (Schon et al., 2012; Szczepanowska et al., 2012). This study showed the Δψm and ATP production decreased in shPOLG-treated RGCs, suggesting mtDNA alterations were responsible for mitochondrial dysfunction in RGCs. ATP is essential for maintaining Δψm (Xu et al., 2001; Krayl et al., 2007). Recently, Sommer et al. (2016) reported that low Δψm could depress ATP synthesis and transportation. Consistent with this, our data found that Δψm declining followed by impairment of mitochondrial ATP synthesis in shPOLG-treated cells, implying Δψm is a sensitive indicator for mitochondrial function. Mitochondrial dysfunction leads to a reduction of energy production and induction of apoptosis (Osborne, 2010; Lascaratos et al., 2012). Here we indicated that mitochondrial dysfunction resulted from mtDNA mutations significantly increased RGC apoptosis. Moreover, cleaved caspase-3 increased in the shPOLG-transfected RGCs suggested that mitochondria-dependent RGC apoptosis was induced by mtDNA alterations and subsequent mitochondrial dysfunction.

Taken together, the present study further revealed a novel mechanism of RGC death in glaucoma: an elevated IOP could directly cause RGC mtDNA alterations, followed by mitochondrial dysfunction and cell apoptosis.
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Lack of Cdkl5 Disrupts the Organization of Excitatory and Inhibitory Synapses and Parvalbumin Interneurons in the Primary Visual Cortex
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Cyclin-dependent kinase-like 5 (CDKL5) mutations are found in severe neurodevelopmental disorders, including the Hanefeld variant of Rett syndrome (RTT; CDKL5 disorder). CDKL5 loss-of-function murine models recapitulate pathological signs of the human disease, such as visual attention deficits and reduced visual acuity. Here we investigated the cellular and synaptic substrates of visual defects by studying the organization of the primary visual cortex (V1) of Cdkl5−/y mice. We found a severe reduction of c-Fos expression in V1 of Cdkl5−/y mutants, suggesting circuit hypoactivity. Glutamatergic presynaptic structures were increased, but postsynaptic PSD-95 and Homer were significantly downregulated in CDKL5 mutants. Interneurons expressing parvalbumin, but not other types of interneuron, had a higher density in mutant V1, and were hyperconnected with pyramidal neurons. Finally, the developmental trajectory of pavalbumin-containing cells was also affected in Cdkl5−/y mice, as revealed by fainter appearance perineuronal nets at the closure of the critical period (CP). The present data reveal an overall disruption of V1 cellular and synaptic organization that may cause a shift in the excitation/inhibition balance likely to underlie the visual deficits characteristic of CDKL5 disorder. Moreover, ablation of CDKL5 is likely to tamper with the mechanisms underlying experience-dependent refinement of cortical circuits during the CP of development.
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INTRODUCTION

De novo mutations of the cyclin-dependent kinase-like 5 (CDKL5) gene are responsible for the Hanefeld variant of Rett syndrome (RTT), also referred to as CDKL5 disorder. This is an X-linked neurodevelopmental condition with a broad range of deficits including stereotypical hand movements, deficient language acquisition and in some cases respiratory dysregulation. Differently from classic RTT, patients affected by CDKL5 disorder exhibit early onset (in the first months of life) epilepsy, severe hypotonia, characteristic sideways glance, abnormal eye tracking and severe visual impairment (Mari et al., 2005; Bertani et al., 2006).

CDKL5 encodes a ubiquitously expressed serine/threonine kinase whose catalytic domain shares homology with members of the cyclin-dependent kinase family and mitogen-activated protein kinases (Montini et al., 1998). This kinase is expressed at high levels in the brain, reaching a peak during postnatal development, when crucial events occur, such as neuronal maturation and synaptogenesis (Rusconi et al., 2008; Kilstrup-Nielsen et al., 2012). CDKL5 can be found both in the nucleus and the cytoplasm, as it shuttles between these cellular compartments. Recently, it has been demonstrated that CDKL5 is targeted to synapses via its interaction with the palmitoylated form of postsynaptic density protein-95 (PSD-95; Zhu et al., 2013). Moreover, by phosphorylating netrin-G1 ligand (NGL-1), CDKL5 can modulate the association of this cell adhesion molecule with PSD-95, thereby contributing to regulate the structural organization of dendritic spines and excitatory synapse function (Ricciardi et al., 2012).

To clarify the role of CDKL5 in the etiology of CDKL5 disorder, we and others previously generated and characterized a constitutively Cdkl5 knockout (KO) mouse (Wang et al., 2012; Amendola et al., 2014). We showed that Cdkl5 KOs exhibit behavioral abnormalities that resemble RTT-like phenotypes, such as hind-limb clasping, hypoactivity and visual attention/acuity deficits (Amendola et al., 2014). These defects are associated with neuroanatomical alterations, such as a significant reduction of the thickness of somatosensory cortex and hippocampus, and a decreased length and complexity of dendritic arborization of pyramidal neurons (Amendola et al., 2014; Fuchs et al., 2015). Cdkl5-KO mice also present severe deficits in the organization and stability of dendritic spines, as well as in the density of PSD-95 dendritic clusters and synaptic long-term potentiation (Della Sala et al., 2016).

Despite these advances, a comprehensive understanding of the role of CDKL5 in the organization and function of cortical circuitry is still missing. Since RTT might arise from the disruption of the balance between excitation and inhibition (E/I) in specific brain circuits (Rubenstein and Merzenich, 2003; Boggio et al., 2010; Zoghbi and Bear, 2012; Feldman et al., 2016), we hypothesized that CDKL5 could have a key role in this process. In the present study, we evaluated whether structural E/I abnormalities could result from the lack of CDKL5 by investigating the organization of excitatory and inhibitory synapses in the cerebral cortex of Cdkl5 KO mice. Given that visual deficits are a key sign of CDKL5 disorder both in patients and in mouse models (Bahi-Buisson et al., 2008; Moseley et al., 2012; Amendola et al., 2014), we focused our attention on the primary visual cortex (V1) of adult mutant mice. The well-characterized developmental pattern of V1 circuitry (Levelt and Hübener, 2012) also allowed us to establish whether the absence of CDKL5 might interfere with the experience-dependent maturation processes during the critical period (CP) of V1 refinement.



MATERIALS AND METHODS


Animals

Animal care and handling throughout the experimental procedures were conducted in accordance with European Community Council Directive 86/609/EEC for care and use of experimental animals with protocols approved by the Italian Minister for Scientific Research (Authorization number 175/2015-PR) and the Bioethics Committee of the University of Torino, Italy. Animal suffering was minimized, as was the number of animals used. Mice for testing were produced by crossing Cdkl5−/x females with Cdkl5−/y males and Cdkl5−/x females with Cdkl5+/y males (Amendola et al., 2014). Littermate controls were used for all the experiments. After weaning, mice were housed 3–5 per cage on a 12 h light/dark cycle (lights on at 7:00 h) in a temperature-controlled environment (21 ± 2°C) with food and water provided ad libitum. For most of this study, we used 8-week old Cdkl5−/y males; for the evaluation of CP abnormalities, brains were collected from Cdkl5−/y male mice aged 18, 22 or 35 days.



Immunocytochemical and Histochemical Procedures

For most immunolabeling experiments, animals were anesthetized with an intraperitoneal injection of Avertin (Sigma-Aldrich) and transcardially perfused with ice-cold 4% formaldehyde in 0.1 M phosphate buffer (PB). The brains were then dissected and kept in the same fixative solution overnight at 4°C. Afterwards, brains were cryoprotected by immersion in 10%, 20%, and 30% sucrose solutions, cut into 30 μm sections with a cryostat and stored at −20°C in a solution containing 30% ethylene glycol and 25% glycerol until use. Cryosections were subsequently processed free-floating for immunohistochemistry or peri-neuronal nets (PNNs) visualization (Ricciardi et al., 2011; Tomassy et al., 2014).

For c-Fos detection, after a blocking step in phosphate-buffered saline (PBS) containing 10% normal goat serum (NGS) and 0.05% Triton X-100, sections were incubated overnight at room temperature with rabbit anti-c-Fos (1:500, Santa Cruz Biotechnology, Santa Cruz, CA, USA, cat. sc-52), diluted in PBS with 3% NGS and 0.05% Triton X-100. Sections were then rinsed, incubated for 1 h with goat anti-rabbit biotinylated secondary antibody (1:250; Vector Labs, Burlingame, CA, USA), and transferred to a biotin-avidin complex containing solution (1:100, Vector Labs, Burlingame, CA, USA). The immunoreactivity was visualized by incubating the sections in a solution containing 3,3′-diaminobenzidine (0.05% DAB in Tris-HCI, pH 7.6) with 0.01% H2O2 for 3 min. Sections were mounted on gelatin-coated glass slides, air dried, dehydrated in ethanol, cleared in xylene, mounted in DPX mounting media (Fisher Scientific, Loughborough, UK) and coverslipped. Control sections in which the primary antiserum was omitted were completely unstained (not shown). Sections were observed with a light microscope (Eclipse 800, Nikon, Tokyo, Japan) equipped with a CCD camera (Axiocam HRc, Zeiss, Jena, Germany). Images of V1 (from the pial surface to the white matter) were captured with a 10× objective from 4 to 6 animals per genotype using at least two corresponding coronal brain sections.

For immunofluorescence, sections were kept in PBS solution containing 0.05% Triton X-100 and 10% normal donkey serum (NDS) for 1 h followed by an overnight incubation at 25°C with the appropriate primary antibodies (see Table 1). Antibodies were diluted in PBS with 3% NDS and 0.05 Triton X-100. The following day the sections were washed and incubated with appropriate fluorescent secondary antibodies (1:1000; Jackson ImmunoResearch, West Grove, PA, USA). After several PBS rinses, the sections were mounted on gelatin-coated glass slides and coverslipped with Dako fluorescence mounting medium (Dako Italia, Milan, Italy).


TABLE 1. Primary antibodies used in this study.

[image: image]


To visualize PNNs, sections were incubated overnight in biotinylated Wisteria floribunda agglutinin (WFA; 1:200, Sigma Aldrich, Milan, Italy, cat. L-1516). Subsequently, sections were incubated for 1 h at RT with streptavidin Texas Red (1:1000, Vector Labs, Burlingame, CA, USA). After several PBS rinses, the sections were mounted on gelatin-coated glass slides and observed with a confocal microscope.

For the detection of PSD-95 and gephyrin immunoreactivity, mice were anesthetized intraperitoneally using Avertin (Sigma-Aldrich) and decapitated. The brains were rapidly excised and cut into coronal slabs that were fixed by immersion in ice-cold 4% formaldehyde in 0.1 M PB for 30 min. After fixation, the tissue slabs were rinsed in PB, cryoprotected via immersion in ascending sucrose solutions (10%, 20%, and 30%), cut into 20 μm sections with a cryostat, mounted on gelatin-coated slides and stored for a maximum of 1 month at −20°C (Giustetto et al., 1998). Following a blocking step in PBS with 10% NDS and 0.5% Triton X-100, the sections were incubated with the primary antibodies (Table 1) overnight at 4°C. The sections were then washed and incubated with Cy3 anti-mouse secondary antibodies (1:1000; Jackson ImmunoResearch, West Grove, PA, USA) for 1 h at room temperature. The sections were then rinsed again and coverslipped with Dako medium.



Image Analysis

All analyses were carried out in the binocular region of V1, which was identified according to anatomical marks (van Brussel et al., 2009), by an investigator who was blinded to the genotype. Cortical layers were identified as in Tomassy et al. (2014).

The analysis of c-Fos+ cell density was performed under constant microscope settings and bright-field illumination intensity. Images were background subtracted with ImageJ using the intensity of corpus callosum background staining as threshold, and cells were manually counted using the point tool in ImageJ.

Synaptic puncta in the neuropil were analyzed from 5 to 6 mice per genotype on five serial optical sections (0.5 μm Z-step size) that were acquired from layers 2 to 5 of the V1 cortex with a laser scanning confocal microscope (LSM5 Pascal; Zeiss, DE, Germany) using a 100× objective (1.4 numerical aperture) and the pinhole set at 1 Airy unit. Synaptic puncta were identified if present in at least two consecutive optical sections. PV+-VGAT+ puncta that outlined the cell body of pyramidal neurons and VGluT1+ puncta in close juxtaposition to a labeled dendritic segment were identified as presynaptic varicosities. The co-apposition of VGluT1+ clusters with PV/CR-positive dendrites was estimated visually in the three orthogonal planes with an Imaris Software dedicated tool. The number of immunopositive puncta was determined by manually counting pre- or post-synaptic clusters using the Imaris Software (Bitplane, Switzerland) and expressed as puncta/μm2 (neuropil density) or puncta/μm (somata/dendritic density).

The density of INs and WFA+ PNNs was estimated in at least five animals per genotype. Confocal images spanning from the pial surface to the white matter of V1 were captured in at least two corresponding coronal brain sections with a 40× objective (1.0 NA) using a 1-μm Z-step. Digital boxes in width (230.34 μm) spanning from the pial surface to the white matter (corpus callosum) were superimposed at matched locations on each coronal section of the V1 cortex, divided into 10 equally sized sampling areas (bins; layer I: bin 1; layer II/III: bins 2–3; layer IV: bins 4–5; layer V: bins 6–7; layer VI: bins 8–10), and immunopositive cells were manually counted in each bin (Tomassy et al., 2014).

The analysis of WFA staining intensity was performed as previously described (Foscarin et al., 2011) on confocal images captured with a 100× objective (at least 30 PNNs/animal and five animals per genotype). To minimize intensity variability, each labeled PNN was acquired in a single confocal section showing the highest WFA intensity. Briefly, the brightness intensity (range 0–255) of PNNs was measured by averaging the intensity of 15 pixels randomly selected from each net. The background brightness, taken from a non-stained region of layer I, was subtracted from the brightness measurements. Depending on its mean intensity, each net was included in one of three categories based on the percentage of the maximum staining intensity: faint = 0–33%, medium = 34–66%, strong = 67–100%.



Statistical Analysis

If the data sets passed normality test and equal variance test, we performed Student’s t-test or two-way ANOVA followed by Bonferroni post hoc tests as specifically indicated in the text of each figure legend, using GraphPad Prism software (La Jolla, CA, USA). To compare the distribution of frequencies relative to WFA staining intensity categories, we used χ2-test. All values are presented as mean ± SEM, and n indicates the number of mice.




RESULTS


Neuronal Activity Is Reduced in V1 of CDKL5−/y Mice

We evaluated the expression levels of a marker of neuronal activity, the immediate early gene c-Fos, to assess overall levels of cortical activity in 8-weeks old Cdkl5−/y male mice. As shown in Figure 1A, we found that the levels of c-Fos immunoreactivity were strongly reduced throughout V1 layers in mutant mice. Quantitative analyses revealed a profound reduction of c-Fos positive cell density (Cdkl5+/y, 1167 ± 56.3 cells/mm2; Cdkl5−/y, 683.1 ± 39.2; p < 0.05; n = 6 for each group) in male mutants compared with WT littermates (Figure 1B). Interestingly, the reduction of c-Fos+ cells was detectable across all cortical layers with the exception of layer I, which however has a low cellularity (two-way ANOVA: p < 0.001; Bonferroni: layer II–III p < 0.05, IV p < 0.001, V p < 0.01, VI p < 0.01; Figure 1C). A similar reduction of c-Fos immunolabeling was found in the primary somatosensory cortex (c-Fos+ cells density: Cdkl5+/y, 525.1 ± 34.84 cells/mm2; Cdkl5−/y, 159.5 ± 16.37 cells/mm2; p < 0.001; n = 4 for each group; Figures 1D,E) of mutant mice, suggesting that the reduction is generalized in the cortex and not restricted to V1.
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FIGURE 1. Neural activity in primary visual cortex (V1) and S1 cortices of adult cyclin-dependent kinase-like 5 (Cdkl5−/y) mice is reduced. (A) Representative examples of c-Fos immunohistochemistry in V1 of Cdkl5+/y and Cdkl5−/y mice (scale bar 50 μm). Analyses of c-Fos+ cells density (B) and c-Fos cells density layer distribution (C) reveal a decrease in c-Fos levels spanning across all cortical layers in mutant mice as compared to WT. (D) Representative examples of c-Fos immunohistochemistry in S1 of Cdkl5+/y and Cdkl5−/y mice (scale bar 50 μm) and quantification analysis of c-Fos+ cells density (E). c-Fos cell density analysis: Student’s t-test, ***p < 0.001; layer distribution: two-way ANOVA, ***p < 0.001; Post hoc Bonferroni test, §p < 0.05, §§p < 0.01, §§§p < 0.001.





Altered Synaptic Connectivity in V1 of CDKL5−/y Mice

Because reduced activation of V1 in the absence of CDKL5 may stem from defective neuronal connectivity, we next investigated synaptic organization in V1 using immunofluorescence and confocal microscopy. We first analyzed the localization of the vesicular glutamate transporters 1 (VGluT1) and 2 (VGluT2), which are markers of cortico-cortical and thalamo-cortical glutamatergic axon terminals, respectively (Wojcik et al., 2004; Nahmani and Erisir, 2005), and the vesicular GABA transporter (VGAT), a marker of GABAergic axonal terminals (Chaudhry et al., 1998). Surprisingly, we found a significant increase in the density of VGluT1-positive puncta both in the upper and lower layers of V1 in sections from mutant mice compared to WT littermates (VGluT1+ puncta/μm2, layer II–III: Cdkl5+/y 0.49 ± 0.02, Cdkl5−/y 0.59 ± 0.01 p < 0.01; layer V: Cdkl5+/y 0.41 ± 0.01, Cdkl5−/y 0.54 ± 0.02 p < 0.01; n = 5–6 for genotype; Figures 2A,B). On the other hand, we detected no changes in the density of VGluT2+ puncta in layer IV, where the majority of VGluT2+ terminals are located, between WT and KO mice (VGluT2+ puncta/μm2: Cdkl5+/y 0.13 ± 0.01, Cdkl5−/y 0.14 ± 0.01 p = 0.53; n = 5–6 for genotype; Figures 2C,D). These findings suggest that thalamo-cortical afferents are preserved in the mutant mice and that lack of CDKL5 has a specific impact on cortico-cortical excitatory synapses.
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FIGURE 2. Synaptic connectivity is altered in V1 of adult Cdkl5−/y mice. Representative micrographs acquired in the neuropil of V1 illustrating VGluT1+ (layer V) (A), VGluT2+ (layer IV) (C) and VGAT+ (layer V) (E) immunofluorescence from Cdkl5+/y and Cdkl5−/y mice (scale bar 5 μm). (B,D,F) Quantitative analysis of VGluT1+ (B), and VGAT+ (F) puncta shows an increase of both excitatory and inhibitory terminals density in layer II–III and layer V of Cdkl5−/y mice compared to WT whereas no changes were detected in VGluT2+ density (D). Puncta density analysis: student’s t-test, **p < 0.01.



Besides, the density of VGAT-immunopositive terminals was also augmented in mutant V1 (VGAT+ puncta/μm2, layer II–III: Cdkl5+/y 0.18 ± 0.001, Cdkl5−/y 0.22 ± 0.001 p < 0.01; layer V: Cdkl5+/y 0.15 ± 0.001, Cdkl5−/y 0.18 ± 0.01 p < 0.01; n = 5–6 for genotype; Figures 2E,F). This concomitant increase of VGluT1+ and VGAT+ terminals is apparently in conflict with the reduced activity revealed by c-Fos imaging. To get further insights into the synaptic determinants of altered cortical activity, we next investigated postsynaptic compartments. First, we analyzed the expression of PSD-95, a major scaffolding molecule at the glutamatergic post synaptic site, crucially involved with the control of E/I ratio (Prange et al., 2004; Keith and El-Husseini, 2008). As shown in Figure 3A, the number of PSD-95 immunofluorescent puncta was reduced in V1 of mutant mice compared with control animals (PSD-95+ puncta/μm2, layer II–III: Cdkl5+/y 0.88 ± 0.01 vs. 0.78 ± 0.02 in Cdkl5−/y, p < 0.05; layer V: 1.06 ± 0.03 in Cdkl5+/y vs. 0.76 ± 0.01 in Cdkl5−/y; p < 0.0001; n = 5–6 for genotype; Figures 3A,B). Accordingly, we also found a significant decrease in the density of Homer, another postsynaptic constituent that is coupled to PSD-95 by the scaffolding protein Shank (Luo et al., 2012) (Homer+ puncta/μm2, layer II–III: 0.92 ± 0.03 in Cdkl5+/y vs. 0.81 ± 0.02 in Cdkl5−/y, p < 0.05; layer V: 0.86 ± 0.03 in Cdkl5+/y vs. 0.71 ± 0.02 in Cdkl5−/y, p < 0.01; n = 5 for genotype; Figures 3C,D). Despite these alterations of glutamatergic postsynapses, we did not find any significant changes in the density of gephyrin, a scaffolding protein involved in regulating the maturation and plasticity of GABAergic synapses (Tyagarajan and Fritschy, 2014) (gephyrin+ puncta/μm2, layer II–III: 0.32 ± 0.03 in Cdkl5+/y vs. 0.29 ± 0.02 in Cdkl5−/y, p = 0.41; layer V: 0.30 ± 0.01 in Cdkl5+/y vs. 0.29 ± 0.03 in Cdkl5−/y, p = 0.92; n = 5–6 for genotype; Figures 3E,F). These data indicate that ablation of CDKL5 leads to a selective disruption of key molecular constituents of the glutamatergic PSD, and alters the number of pre- and postsynaptic specializations in an unpredictable manner.
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FIGURE 3. The molecular organization of excitatory postsynapses is disrupted in Cdkl5−/y mice. Representative micrographs of PSD-95 (A), Homer (C) and gephyrin (E) punctuate immunofluorescence in the neuropil (layer V) of V1 from Cdkl5+/y and Cdkl5−/y mice (scale bar 5 μm). Quantitative analysis of immunoreactive puncta reveals a significant reduction of excitatory molecules PSD-95 (B), and Homer (D) in layer II–III and V in Cdkl5−/y mice with no changes in gephyrin+ puncta (F). Puncta density analysis: Student’s t-test, *p < 0.05, **p < 0.01, ***p < 0.001.





The Density of Parvalbumin-Positive Interneurons Is Abnormal in V1 of CDKL5−/y Mice

Cdkl5 is expressed at high levels in inhibitory INs (Rusconi et al., 2008), suggesting that some of the synaptic alterations observed in Cdkl5 KO mice could be associated with altered IN densities. We therefore investigated three major IN subtypes, which account for more than 90% of all cortical INs (Wonders and Anderson, 2006; Gonchar et al., 2007; Fishell and Rudy, 2011; Rudy et al., 2011): the fast-spiking parvalbumin+ (PV) INs, the regular-spiking calretinin+ (CR) INs, and the burst-spiking somatostatin+ (SOM) INs. Moreover, since CR+ cells can be further subdivided by the differential expression of SOM (Xu et al., 2006), we also investigated SOM+CR+ cells. This analysis revealed that the density of PV+ cells was significantly increased (134.9 ± 10.28 in Cdkl5+/y vs. 187.5 ± 11.71 in Cdkl5−/y, p < 0.01 cells/mm2; n = 10 for genotype) in Cdkl5−/y mice compared to WT littermates (Figures 4A,B). Separate analysis of each cortical layer indicated that the density of PV+ cells was particularly increased in layers II–III and V (two-way ANOVA: p < 0.001; Bonferroni: layer II–III p < 0.05, layer V p < 0.001; Figure 4C). In contrast, the number of CR+, SOM+ and SOM+CR+ positive cells was similar in both genotypes (CR: 114.3 ± 9, 67 in Cdkl5+/y vs. 100.2 ± 9.65 in Cdkl5−/y, p = 0.87; SOM: 99.19 ± 10.8 in Cdkl5+/y vs. 100.6 ± 11.28 in Cdkl5−/y, p = 0.93 cells/mm2; CR+SOM+: 32.60 ± 5.04 in Cdkl5+/y vs. 27.11 ± 3.4 Cdkl5−/y, p = 0.37 cells/mm2; n = 5 for genotype; Figures 4D–F). CR+ INs can be further subdivided in two functionally distinct subpopulations (Butt et al., 2005; Gelman and Marín, 2010) based on their morphology (bipolar vs. multipolar). Both types had a similar density and distribution in Cdkl5 KO and control mice (Bipolar CR: 23.08 ± 3.35 in Cdkl5+/y vs. 17.75 ± 4.06 in Cdkl5−/y, p = 0.36; Multipolar CR: 68.68 ± 8.97 in Cdkl5+/y vs. 65.89 ± 7.86 in Cdkl5−/y, p = 0.82 cells/mm2; n = 5 for genotype).
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FIGURE 4. Cdkl5 deletion affects the organization of neocortical interneurons. (A) Representative confocal micrographs of triple immunofluorescence for PV+ (red), CR+ (green) and SOM+ (cyan) INs throughout V1 from Cdkl5+/y and Cdkl5−/y mice (scale bar 50 μm). (B–F) Quantification of total density (B) of INs shows a selective increase of PV+ cells in Cdkl5−/y mice compared to WT that is particularly pronounced in layers II–III and V of the cortex (C). The total density of CR+ (D), SOM+ (E) and CR+/SOM+ (F) INs shows no abnormalities. (G) Representative confocal micrographs of double immunofluorescence for PV+ (red) and NeuN+ (green) cells in V1 of Cdkl5+/y and Cdkl5−/y mice (scale bar 50 μm). (H,I) Whereas quantification of total NeuN+ cells density shows no apparent changes of neuronal density in Cdkl5−/y mice (H), layer distribution analysis reveals a small but selective increase in layer V in mutant mice compared to WT (I). (J,K) Total quantification (J) and layer distribution (K) analyses of PV+/NeuN+ ratio indicate an increase in the percentage of PV+ INs that particularly affects layers II–III and V of Cdkl5−/y mice. Total density analysis: student’s t-test, *p < 0.05, **p < 0.01. Layer density analysis: two-way ANOVA, **p < 0.01, ***p < 0.001; Post hoc Bonferroni test, §p < 0.05, §§p < 0.01, §§§p < 0.001.



Given the increased density of PV+ cells, we also evaluated the number of PV+ INs relative to the total number of neurons identified with NeuN labelling. As shown in Figures 4G,H, the overall density of NeuN+ cells was unaffected by Cdkl5 deletion (Cdkl5+/y: 1934 ± 77.82, Cdkl5−/y: 2017 ± 43.38, p = 0.38 cells/mm2; n = 5 for genotype). However, the analysis of layer distribution revealed a specific increase of NeuN+ cell density in layer V of mutant mice (two-way ANOVA, Bonferroni: layer V p < 0.05; Figure 4I). In perfect agreement, the percentage of PV+ INs relative to the total NeuN+ cells was significantly increased in Cdkl5 mutant mice (5.70% ± 0.46 in Cdkl5+/y vs. 7.40% ± 0.22 in Cdkl5−/y, p < 0.05; n = 5 for genotype; Figure 4J). Layer distribution analysis showed that PV+ INs are significantly more abundant in layers II–III and layer V of KO mice (two-way ANOVA: p < 0.01; Bonferroni: layer II–III p < 0.01, layer V p < 0.01; Figure 4K). Overall, these observations indicate that ablation of CDKL5 leads to a selective increase in the density of PV+ INs of V1 of adult animals, with no apparent changes in other classes of GABAergic INs.

Lastly, we verified whether the reduced c-Fos expression observed in V1 of Cdkl5−/y mutants (Figure 1) also affects PV+ cells. We found that in WT animals c-Fos was expressed in a small percentage of PV+ cells, and this fraction was even smaller in Cdkl5−/y mice (PV+c-Fos+/total PV+: 8.77% ± 2.7 in Cdkl5+/y vs. 1.66% ± 1.06 in Cdkl5−/y, p < 0.05; n = 5 for genotype). Reciprocally, the number of c-Fos+ cells also expressing PV was also reduced (PV+c-Fos+/total c-Fos+: 2.44 ± 0.62 in Cdkl5+/y vs. 0.76 ± 0.51 in Cdkl5−/y, p < 0.05; n = 5 for genotype; Figures 5A–C). Thus, c-Fos is normally expressed by a small percentage of PV+ INs, and c-Fos expression reveals a small but significant reduction of PV+ cell activation in Cdkl5−/y mice.
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FIGURE 5. The number of PV+ INs showing c-Fos staining in V1 is reduced in Cdkl5−/y mice. (A) Representative confocal micrographs (scale bar 50 μm) and higher magnification insets (scale bar 25 μm) showing V1 from Cdkl5+/y and Cdkl5−/y mice stained for PV+ (red) and c-Fos+ (blue). (B,C) Quantitative analyses of c-Fos+/PV+ INs on total number of PV+ INs (B) and c-Fos+/PV+ INs on total number of c-Fos+ cells (C) reveal a reduction in the percentage of activated PV+ INs in mutant mice. Density analysis: student’s t-test, *p < 0.05.





Enhanced Connectivity Between Parvalbumin Interneurons and Pyramidal Cells in CDKL5−/y Mice

Given the abnormal density of PV+ subclass of INs in V1 of Cdkl5 KO mice, we decided to investigate whether Cdkl5 deletion may also have an impact on the structural connectivity of these cells. First, we investigated the weight of synaptic input by evaluating the number of excitatory connections onto PV+ INs throughout all cortical layers. We found an higher density of excitatory terminals decorating the dendrites of PV+ INs in Cdkl5 null animals compared with WT mice (VGluT1+ puncta/μm, 1.39 ± 0.03 in Cdkl5+/y vs. 1.70 ± 0.04 in Cdkl5−/y, p < 0.001; 8 dendrites/animal, n = 5 for genotype; Figures 6A,B). In support of a cell-specific action of Cdkl5 on INs organization, we did not find any difference in the number of excitatory inputs contacting the dendrites of CR+ INs (VGluT1+ puncta/μm, 0.91 ± 0.04 in Cdkl5+/y vs. 1.033 ± 0.04 in Cdkl5−/y, p = 0.058; 8 dendrites/animal, n = 5 for genotype; Figures 6C,D).
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FIGURE 6. The connectivity between PV+ INs and pyramidal cells is enhanced in V1 of Cdkl5−/y mice. (A,C) Examples of VGluT1+ varicosities in V1 decorating dendritic branches of PV+ (A) and CR+ (C) INs from both Cdkl5+/y and Cdkl5−/y mice (scale bar 10 μm). (B,D) Analysis of VGluT1+ terminals contacting dendrites reveals an increase in excitatory connectivity on PV+ INs in Cdkl5−/y mice compared to WT (B) while no changes in excitatory terminals were detected on CR+ cells (D). (E) Representative micrographs of PV+/VGAT+ puncta decorating the somata of pyramidal neurons in V1 of Cdkl5+/y and Cdkl5−/y mice (scale bar 10 μm). Py, pyramidal neurons. Quantitative analysis (F) shows an increase of PV+ GABAergic synapses on the somata of layer V pyramidal neurons in mutant mice. Puncta density analysis: student’s t-test, **p < 0.01, ***p < 0.001.



We then investigated the synaptic output of PV+ cells by counting the number of GABAergic synapses established by these cells with the cell body of pyramidal neurons. This analysis revealed a significant increase of the density of double-labeled (VGAT+/PV+) boutons decorating the cell body of layer V pyramidal neurons in mutant mice compared to WT animals (PV+VGAT+ puncta/μm, 0.41 ± 0.01 in Cdkl5+/y vs. 0.49 ± 0.02 in Cdkl5−/y, p < 0.01; 8 pyramidal cell soma/animal, n = 5 for genotype; Figures 6E,F). Surprisingly, no changes were found around the cell body of layer II/III pyramidal neurons (PV+VGAT+ puncta/μm, 0.41 ± 0.01 in Cdkl5+/y vs. 0.40 ± 0.01 in Cdkl5−/y, p = 0.69; 8 pyramidal cell soma/animal, n = 5 for genotype). Together, these data reveal that the lack of CDKL5 leads to excessive glutamatergic connectivity onto PV+ cells in V1 that in turns make more synapses with corticofugal layer V pyramidal neurons.



The Density of Perineuronal Nets Is Abnormal in V1 Cortex of Adult CDKL5−/y Mice

To further characterize the effects of Cdkl5 deletion on PV+ cells, we next evaluated the density and pattern of expression of chondroitin sulfate proteoglycans (CSPGs) visualized with WFA labeling. CSPGs condense around the cell body and major dendrites of PV+ INs forming extracellular matrix specialized structures called PNNs (Wang and Fawcett, 2012). PNNs were reported to progressively limit the plasticity of PV+ INs with the establishment of mature circuits (Pizzorusso et al., 2002; Kwok et al., 2011). As shown in Figure 7B, the percentage of PV+ cells enwrapped by PNNs was similar in both genotypes (76.39% ± 4.43 in Cdkl5+/y vs. 78.15% ± 3.12 in Cdkl5−/y, p = 0.76; n = 5 for genotype). However, the density of cells surrounded by WFA+PNNs in V1 of mutant mice showed an increase compared to WT (140.1 ± 10.19 in Cdkl5+/y vs. 185.7 ± 8.04 in Cdkl5−/y, p < 0.01; n = 5 for genotype), consistent with the augmented density of PV+ INs (Figures 7A,C). Despite this, there were no obvious changes in the intensity of WFA+ PNNs in Cdkl5+/y and control mice (χ2 Cdkl5+/y vs. Cdkl5−/y, p = 0.97; n = 5 for genotype; Figure 7D). Thus, the increase of PV+ INs in Cdkl5−/y mutants is accompanied by an increase in the number of cells enwrapped by PNNs, although the general organization of PNNs is similar in both genotypes.
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FIGURE 7. CDLK5 loss affects peri-neuronal nets (PNNs) density in adulthood. (A) Representative confocal micrographs of wisteria floribunda agglutinin (WFA)+ PNNs in V1 of 8-week old Cdkl5+/y and Cdkl5−/y mice (scale bar 50 μm) and higher magnification insets showing PV+ INs (arrowheads) and PV+ cells enwrapped by WFA+ PNNs (arrows; scale bar 25 μm). (B,C) Analysis of the percentage of PV+ cells enwrapped by PNNs shows no differences between WT and mutant mice (B) whereas the quantification of the total density of PNNs reveals an increase in Cdkl5−/y mice (C). (D) The analysis of the frequency distribution of PNNs maturation, based on WFA+ staining intensity, does not detect any changes between wild type and mutant mice. PNNs density analysis: student’s t-test, **p < 0.01.





Cdkl5 Ablation Affects the Organization of the PV+ System During the Critical Period

Because the correct organization of the PV system is crucial for the CP of ocular dominance plasticity (ODP) in the visual cortex (Levelt and Hübener, 2012), we investigated whether Cdkl5 deletion may tamper with the developmental trajectory of cortical circuitry refinement. First, we analyzed the density of PV+ INs in a pre-CP stage (postnatal day P18), at the transition toward the opening of the CP (postnatal day P21), and at the end of the CP (postnatal day P35) (Fagiolini et al., 2004; Hooks and Chen, 2007; Sugiyama et al., 2008; Levelt and Hübener, 2012; Sun et al., 2016). While the density of PV+ cells was similar in WT and mutant mice at P18 and P21 (two-way ANOVA: p > 0.05), null mice displayed a higher number of PV+ INs at the closure of the CP (two-way ANOVA: p < 0.01; Bonferroni: P35 Cdkl5+/y vs. Cdkl5−/y p < 0.05; n = 5 for group; Figures 8A,B). Interestingly, the analysis of layer distribution pointed out a selective increase of PV+ cells in layers IV–V of mutant mice (two-way ANOVA: p < 0.001; Bonferroni: P35 layer IV Cdkl5+/y vs. Cdkl5−/ y p < 0.01; layer V Cdkl5+/y vs. Cdkl5−/y p < 0.01; Figure 8C). Furthermore, this analysis showed an age-dependent increase of PV+ INs in KO mice that was not detected in WT animals (Bonferroni: Cdkl5−/y at P18 vs. Cdkl5−/y at P35 p < 0.01; Figure 8B). Intriguingly, our data show that while in adulthood the increase in PV+ cell density is detectable in layers II–III and V, at P35 the increase is limited to layers IV–V of mutant mice.
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FIGURE 8. CDLK5 loss affects PV+ INs density during the critical period (CP) of cortical plasticity. (A) Representative confocal micrographs of PV+ INs in V1 of Cdkl5+/y and Cdkl5−/y mice before the onset (P18) and at the end (P35) of the CP (scale bar 50 μm). (B,C) Quantitative analyses of total PV+ cells density (B) and layer distribution (C) at P18, P21 and P35 show an age-dependent increase of PV+ INs which is abnormally enhanced in mutant mice. (D) Examples of PV+/VGAT+ puncta contacting the somata of layer V pyramidal neurons in in V1 from Cdkl5+/y and Cdkl5−/y mice aged P21 and P35 (scale bar 10 μm). Py, pyramidal neurons. Quantitative analysis (E) shows no changes in the density of PV+ inhibitory varicosities between WT and mutant mice at either development stages. However, there is an age dependent increase of PV+ putative synapses irrespective of genotype. PV+ INs density and PV+/VGAT+ puncta analyses: two-way ANOVA, *p < 0.05, **p < 0.01, ***p < 0.001; Post hoc Bonferroni test: §p < 0.05, §§p < 0.01 compared to the corresponding age-matched wild type group; #p < 0.05, ##p < 0.01 compared to the corresponding genotype-matched P18/21 group.



Given the increased density of PV+ cells at the end of the CP, we investigated possible abnormalities of their connectivity. Specifically, we quantified the density of PV+ terminals targeting the cell body of pyramidal cells at P21 and P35. This analysis revealed no genotype-related abnormalities at both developmental stages (two-way ANOVA: p > 0.05; Figures 8D,E). However, in agreement with previous findings (Huang et al., 1999), we observed an age-dependent increase in the density of inhibitory perisomatic synapses in both genotypes (layer II–III, two-way ANOVA: p < 0.001; Bonferroni: Cdkl5+/y at P21 vs. Cdkl5+/y at P35 p < 0.05; Cdkl5−/y at P21 vs. Cdkl5−/y at P35 p < 0.01. layer V, two-way ANOVA: p < 0.05; n = 4 for group).

Since the mature configuration of PNNs coincides with the end of the CP in V1 (Kwok et al., 2011), we evaluated the numerical density and staining intensity of WFA+ PNNs before the opening and at the end of the CP. Interestingly, we found no difference in the percentage of PV+ INs surrounded by PNNs irrespective of the developmental stage and genotype (two-way ANOVA: p > 0.05; n = 5 for group; Figures 9A,B). The density and labeling intensity of WFA-positive nets were similar in Cdkl5 KO and control mice at P18 (χ2 Cdkl5+/y vs. Cdkl5−/y, p = 0.77; n = 5 for group; Figures 9D,E). However, at P35 PNNs were more numerous in Cdkl5 KOs compared with WT mice (two-way ANOVA: p < 0.01; Bonferroni: P35 Cdkl5+/y vs. Cdkl5−/y p < 0.05, Cdkl5−/y at P18 vs. Cdkl5−/y at P35 p < 0.01; n = 5 for group; Figure 9C), and WFA staining was significantly fainter in mutants (χ2 Cdkl5+/y vs. Cdkl5−/y, p < 0.05; n = 5 for group; Figure 9E). Importantly, while PNNs showed an age-dependent process of maturation in WT animals, reflected by an increased frequency of PNNs with strong WFA staining (χ2 Cdkl5+/y at P18 vs. Cdkl5+/y at P35, p < 0.001; n = 5 for group), such developmental maturation of PNNs was completely abolished in Cdkl5−/y mice (χ2 Cdkl5−/y at P18 vs. Cdkl5−/y at P35, p > 0.05; n = 5 for group). These data indicate that the lack of CDKL5 leads to profound alterations in the establishment of PV+ IN assembly, together with defective formation of PNNs at the end of the CP.
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FIGURE 9. CDLK5 deletion slows down PNNs organization during the CP of cortical plasticity. (A) Examples of WFA+ PNNs staining in wild type and mutant mice at P18 and P35 (scale bar 50 μm). (B,C) Quantification of the percentage of PV+ INs surrounded by WFA+ PNNs reveals no differences between Cdkl5+/y and Cdkl5−/y mice at either developmental stages (B). The density of WFA+ PNNs shows a significant age-dependent increase which is more pronounced in the mutant mice (C). (D) Higher magnification insets showing PV+ INs (arrowheads) and PV+ cells enwrapped by WFA+ PNNs (arrows; scale bar 25 μm). (E) The analysis of the frequency distribution of PNNs, classified on the basis of their WFA+ staining intensity, revealed an age-dependent increase only in wild type mice. PNNs density analysis: two-way ANOVA, **p < 0.01, Post hoc Bonferroni test: ##p < 0.01 compared to the corresponding genotype-matched P18 group, §p < 0.05 compared to the corresponding age-matched wild type group. Frequency distribution analysis: χ2, ###p < 0.001 compared to the corresponding genotype-matched P18 group, §p < 0.05 compared to the corresponding age-matched wild type group.






DISCUSSION

In the present study, we report that ablation of CDKL5 profoundly affects synaptic connectivity in the V1. We show that both excitatory and inhibitory presynaptic terminals are increased in V1 of Cdkl5 KO mice. Despite this, we reveal a downregulation of glutamatergic postsynaptic proteins, such as PSD-95 and Homer, with no apparent changes in the density of gephyrin. Furthermore, we demonstrate a selective increase in the number of PV+ INs, and of their synapses with pyramidal cells. These defects are functionally relevant, as pointed out by the reduced expression of the neural activity marker c-Fos in V1 of Cdkl5 KO mice. Our data show that lack of CDKL5 has a negative impact on PNN maturation in V1, suggesting that this gene may play a role in mechanisms underlying the closure of the CP. Overall, our data indicate that CDKL5 deletion produces an opposite impact on excitatory and inhibitory transmission in cortical circuits, with an increase in PV+-mediated inhibition and a perturbation of glutamatergic synapses, conceivably resulting in alteration of the E/I balance. Furthermore, we provide an anatomical substrate for the visual deficits affecting both CDKL5 patients and the KO mouse model by disclosing developmental alterations that are crucially involved in experience-dependent cortical plasticity.

One important finding of this study is that loss of CDKL5 caused a disruption of the postsynaptic machinery at glutamatergic synapses. Both PSD-95 and Homer clusters were significantly reduced in cortical layers of Cdkl5 KO mice compared with the control littermates. This is consistent with previous findings showing that CDKL5 plays a critical role in orchestrating the molecular composition, stabilization and functionality of excitatory postsynapses and that its absence severely affects the morphology and dynamics of dendritic spines, possibly destabilizing PSD-95-NGL-1 interaction (Ricciardi et al., 2012; Della Sala et al., 2016). Intriguingly, alteration of excitatory transmission was reported recently by studies conducted on neurons derived from CDKL5 mutated human iPS cells (Ricciardi et al., 2012). In particular, these investigations revealed a profound reduction in the expression of excitatory markers such as VGluT1 and PSD-95, combined with an increased presence of filopodia-like immature spines, in CDKL5-derived IPS cells.

Unexpectedly, in our mouse model the reduced expression of PSD-95 was accompanied by an increased number of putative excitatory terminals labeled for VGluT1. This observation was surprising, because two previous studies reported that both PSD-95 and VGluT1 levels are reduced in CDKL5 deficient mice (Ricciardi et al., 2012; Fuchs et al., 2015). It is worth noting that in Ricciardi et al. (2012) CDKL5 was manipulated by in utero electroporation, resulting in a downregulation of CDKL5 protein rather than a complete loss. Moreover, the analysis of VGluT1+ synapses was conducted on P11 mouse brains, whereas our present data were obtained in fully-mature adult mice. Since synaptogenesis occurs largely during the first postnatal month (De Felipe et al., 1997), we speculate that the reduction of VGluT1+ puncta at P11 may just reflect a temporary delay in synaptogenesis, which may not be conserved into adulthood. This hypothesis is also supported by findings from Chen et al. (2010), showing a postnatal migration delay of pyramidal cortical neurons in rats silenced for CDKL5. In Fuchs et al. (2015), the reduction of VGluT1 was revealed in the molecular layer of the hippocampal dentate gyrus, a brain structure that markedly differs from the visual cortex. It is thus plausible that Cdkl5 deletion may result in region-specific abnormalities of synaptic connectivity. Furthermore, in the aforementioned article, the analysis of VGluT1 was carried out by measuring the optical density of VGluT1 immunoreactivity, which correlates with VGluT1 expression levels rather than with the density of VGluT1+ clusters corresponding to pre-synaptic structures. The apparent discrepancy between the increase of VGluT1+ presynaptic terminals and the reduction of excitatory postsynaptic proteins could also be attributed to a compensatory mechanism established to counteract reduced postsynaptic functionality and/or it could indicate the occurrence of silent synapses, similar to the situation reported in PSD-95 KO mice (Béïque et al., 2006). In line with this possibility, the surface expression of GluR1 was reduced in CDKL5 shRNA silenced neurons (Zhu et al., 2013).

In addition to changes of glutamatergic synapses, we found an increased number of GABAergic axonal boutons in Cdkl5 mutants. This observation is consistent with the increase in the number of PV+ INs in mutant V1 (see below). However, the density of postsynaptic gephyrin clusters was similar in Cdkl5 KO and control mice. One possible explanation for this discrepancy is that in the absence of CDKL5 PV+, INs establish supernumerary inhibitory synapses with the cell body of pyramidal neurons, where gephyrin is undetectable (Patrizi et al., 2008). At present, it is impossible to determine whether the augmented density of GABAergic axon terminals is exclusively due to the increase of PV+ cells and their connections or whether it reflects a more general rearrangement of GABAergic synapses.

PV+ cells were the only type of inhibitory IN modified after ablation of Cdkl5. The density of these cells and their synapses was increased in layers II–III and V of mutant V1, and glutamatergic contacts onto PV+ dendrites were also increased. These changes are likely to contribute considerably to the visual deficits reported in Cdkl5 KO mice, because PV+ cells are involved in mediating feedback and feedforward inhibition and are crucial for the generation of network oscillations underlying perception (Atallah et al., 2012; Lee et al., 2012). These neurons form numerous synapses onto the cell body of pyramidal cells, making them perfectly suited to detect changes in sensory input, to regulate the spiking, and to synchronize brain regions (Kawaguchi and Kubota, 1997). Importantly, the adjustment of the strength of synapses made by PV+ INs is needed for equalizing E/I ratio of pyramidal cells following increased activity (Xue et al., 2014). Moreover, pyramidal neurons targeting PV+ dendrites represent critical regulators of PV+ cell activity (Kameda et al., 2012), and their excitatory synapses can undergo activity-dependent plastic modifications that may be required for rebalancing dynamic changes in network E/I ratio (Chang et al., 2010; Nissen et al., 2010; Le Roux et al., 2013). The hyperconnectivity of pyramidal neurons with PV+ cells observed in V1 of Cdkl5 KOs is, therefore, expected to cause a major perturbation of cortical activity, resulting in hypoactivation of projection neurons. Interestingly, several lines of evidences support the concept that dysfunctions of GABAergic circuits specifically involving PV+ cells might play a prominent role in RTT syndrome (Chao et al., 2010; Ure et al., 2016). We previously reported an increased density of PV+ INs in the somatosensory cortex of MeCP2 KO mice (Tomassy et al., 2014). Durand et al. (2012) also revealed defects in the organization of the PV+ circuitry in the V1 of MeCP2 mutants, albeit with no changes in the density of PV+ INs.

The reduced expression of c-Fos in V1 of Cdkl5 KO mice (Figure 1) is a strong indicator of an altered E/I balance in cortical circuits. Our observations indicate that c-Fos is expressed in only in a small subset of PV+ INs, as reported in previous studies (Mainardi et al., 2009). Interestingly, this small subset of c-Fos+ expressing PV+ cells is further reduced in the KO mice, suggesting that, hypoactivation of these INs might be a compensatory mechanism to counteract the increased GABAergic drive and/or the strong impairment of glutamatergic transmission. Remarkably, c-Fos levels were also diminished in somatosensory cortex (Figures 1D,E), suggesting that ablation of CDKL5 may cause a generalized reduction of brain circuit activity. A similar hypoactivation of cortical circuits, as revealed by c-Fos expression, was reported in Mecp2 null mice (Kron et al., 2012), indicating that defects in the E/I balance might be a prominent feature of RTT syndrome. Importantly, several lines of evidences suggest that the synaptic and circuitry abnormalities underlying E/I defects in the Mecp2 mice might be region specific. For instance, in the medial prefrontal cortex of Mecp2 null mice, c-Fos reduction is eventually due to reduced excitatory synaptic connectivity with no apparent changes in inhibitory synaptic currents or the expression of PV+ (Sceniak et al., 2016), whereas the V1 hypoactivation is caused by enhanced strength of PV+ inhibitory connectivity (Durand et al., 2012). This raises the possibility that CDKL5 deletion also has variable effects on the functionality of specific brain circuitries, that may explain the plethora of cognitive, motor and autonomic dysfunctions affecting CDKL5 patients. On the other hand, although early onset seizures are a prominent feature of CDKL5 disorder, surprisingly Cdkl5 KO mice do not exhibit spontaneous seizures, epileptiform activity or increased seizure susceptibility (Wang et al., 2012; Amendola et al., 2014). Thus, it is also conceivable that the overall reduction of cortical activation, that we found in the CDKL5 mouse cortex, might be the consequence of unpredictable compensatory mechanisms responsible for the prevention of seizures onset in the animal.

The mechanisms responsible for the increased density of PV+ INs in Cdkl5 mutants are presently unclear. However, CDKL5 was reported to be expressed at high levels in GABAergic INs (Rusconi et al., 2008), positing a possible involvement of CDKL5 in embryonic proliferation and/or cortical migration of these inhibitory neurons. Even though the molecular mechanisms through which the lack of CDKL5 leads to a disordered inhibitory transmission need further investigations, it is worth noting that CDKL5 expression peaks at P14, which coincides with the beginning of PV+ expression (Gonchar et al., 2007). Moreover, we report here that the upregulation of PV+ INs in Cdkl5 KO mice is already detectable at the closure of the CP, suggesting that CDKL5 loss may affect visual stimuli-driven refinement of cortical circuits during postnatal development. In line with this hypothesis, Ueno et al. (2015) revealed an increase of PV+ cells in the visual cortex of dark reared mice.

The structure and function of PNNs play a crucial role in physiological and pathological conditions and, conceivably, tools enabling the manipulation of PNNs may have to some extent a potential for the development of new therapies aimed to normalize neuronal plasticity in neurodevelopmental disorders (Carulli et al., 2016). In this study, we show that the developmental-dependent modifications of PNNs structure, evaluated by WFA intensity, are impaired in CDKL5 KO mice. It is conceivable that the reduced levels of PSD-95 immunoreactivity in Cdkl5 KO cortex, that are already detectable at P28 (Della Sala et al., 2016), could affect visual input processing, as reported by the decrease in the amplitude of visual evoked potentials (VEPs) found in adult Cdkl5−/y mice (Amendola et al., 2014). This reduced strength of visual inputs might lead to a delay in external stimuli-induced maturation of PV+ cells and PNNs during the CP. This hypothesis is supported by the maturation sequence of PNNs in Cdkl5 KO mice, in which PNNs intensity appears strongly attenuated at the end of CP, but becomes comparable to WT in adulthood. The same altered visual stimuli-driven refinement of cortex might be responsible for the increase in the number of PV+ synapses on pyramidal cells, which is observed in adult mice only. According to this interpretation, the excessive PV+ cells in the mutant mice would need a longer time to establish their connections onto excitatory cells, resulting in a surplus of PV+ synapses detectable only in adult mice.

These data suggest that the CP might be prolonged in Cdkl5 mutants. Accordingly, PSD-95 KO mice exhibit lifelong ODP (Huang et al., 2015). Interestingly, defects of PV+ INs disrupting CP mechanisms were found in V1 of MeCP2 null mice (Krishnan et al., 2015), and conditional deletion of MeCP2 in PV+ cells completely abolished CP plasticity (He et al., 2014). However, in MeCP2 KO mice, the maturation of PV+ circuitry is accelerated, leading to a premature opening and closure of CP of plasticity in V1. Importantly, in MeCP2 mutants the accelerated maturation of the PV+ network was not associated with an increase in the density of PV+ INs, as we found in Cdkl5 mutant mice, but rather with increased levels of PV expression (Krishnan et al., 2015). Future experiments combining electrophysiological input-output connectivity evaluation of both PV+ INs and pyramidal cells in V1 associated with an analysis of the CP using a monocular deprivation paradigm will help defining the impact of Cdkl5 on cortical function and plasticity.

In conclusion, our study points to a primary role of CDKL5 in the correct formation and maintenance of the E/I balance in V1 in vivo that is likely to underlie the severe visual impairments associated with CDKL5 pathology. Furthermore, we unveiled an unknown crucial role of CDKL5 in the organization of cortical inhibitory transmission. Future studies are needed to pinpoint the molecular machinery responsible for CDKL5-mediated E/I balance functionality. Moreover, our study further supports the idea that RTT variants may actually share common pathogenic mechanisms, involving disruption of the E/I ratio and an enhancement of GABAergic transmission mediated by PV+ INs (Dani et al., 2005; Durand et al., 2012; Tomassy et al., 2014; Mariani et al., 2015; Patriarchi et al., 2016). This kind of information is important as it may help to design a common treatment for different forms of RTT.
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Synaptic and mitochondrial pathologies are early events in the progression of Alzheimer's disease (AD). Normal axonal mitochondrial function and transport play crucial roles in maintaining synaptic function by producing high levels of adenosine triphosphate and buffering calcium. However, there can be abnormal axonal mitochondrial trafficking, distribution, and fragmentation, which are strongly correlated with amyloid-β (Aβ)-induced synaptic loss and dysfunction. The present study examined the neuroprotective effect of geniposide, a compound extracted from gardenia fruit in Aβ-treated neurons and an AD mouse model. Geniposide alleviated Aβ-induced axonal mitochondrial abnormalities by increasing axonal mitochondrial density and length and improving mitochondrial motility and trafficking in cultured hippocampal neurons, consequently ameliorating synaptic damage by reversing synaptic loss, addressing spine density and morphology abnormalities, and ameliorating the decreases in synapse-related proteins in neurons and APPswe/PS1dE9 mice. These findings provide new insights into the effects of geniposide administration on neuronal and synaptic functions under conditions of Aβ enrichment.
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INTRODUCTION

Mitochondrial damage and synaptic dysfunction are early events in the pathogenesis of Alzheimer's disease (AD; Reddy and Beal, 2008; Hauptmann et al., 2009; Reddy, 2009; Reddy et al., 2012). Synapses, which are the basic structural foundations of signal transduction in the central nervous system, form connections, and transmit chemical signals among neurons (Billups and Forsythe, 2002; Li et al., 2004). Severe structural and functional damage to synapses fundamentally cause cognitive and memory dysfunctions (Du et al., 2008; Adalbert and Coleman, 2013). Changes in the density and morphology of synapses and dendritic spines can be detected in the cerebral cortex and hippocampus of AD patients (DeKosky et al., 1996). Cognitive dysfunction is more strongly correlated with synaptic loss than with senile plaques, neurofibrillary tangles, neural loss, or gliosis (Pozueta et al., 2013).

Synapses require a large amount of energy provided by mitochondria, which involves mitochondrial fusion, fission, and transport from the soma. Mitochondria are distributed throughout neurons, including at synapses, via transfer through axons and dendrites. The proper intracellular distribution of the mitochondria is critical for the normal physiological functions of neuronal cells (Cai and Tammineni, 2016), such as neurotransmission, synaptic plasticity, and axonal outgrowth (Li et al., 2004). Abnormal distribution and transport disorders of the mitochondria can be observed in AD models (Stokin et al., 2005; Du et al., 2010; Sheng and Cai, 2012; Umeda et al., 2015) and influence the synthesis of neurotransmitters, the release of synaptic vesicles, and calcium homeostasis, ultimately resulting in synaptic dysfunction and adenosine triphosphate (ATP) deficiency (Billups and Forsythe, 2002; Hollenbeck, 2005; Verstreken et al., 2005). In this process, amyloid-β (Aβ) is regarded as the major toxic molecule (Rui et al., 2006; Du et al., 2010).

Aβ is transported to the mitochondria via receptor for advanced glycation end products (RAGE; Takuma et al., 2009), the translocase of the outer membrane (TOM) machinery (Hansson Petersen et al., 2008; Reddy, 2009), or endoplasmic reticulum–mitochondrial crosstalk (Hedskog et al., 2013). Aβ progressively accumulates in the neuronal mitochondria of AD mouse models overexpressing Aβ, AD brains, and cultured neurons (Manczak et al., 2006, 2011; Reddy and Beal, 2008; Reddy, 2009; Calkins et al., 2011). The accumulation of Aβ in the mitochondria occurs before the deposition of extracellular Aβ plaques and increases with age, particularly in synaptic mitochondria, which are vulnerable to cumulative damage, and induces the exaggeration of synaptic and mitochondrial injuries, such as the overproduction of reactive oxygen species (ROS; Manczak et al., 2006), decreased ATP, and hypometabolism (Cardoso et al., 2004; Du and Yan, 2010). Recent studies have shown that neuronal axonal mitochondria exhibited significantly repressed mobility and increased fragmentation (Du et al., 2010; Calkins and Reddy, 2011). Increasing evidence suggests that Aβ-induced synaptic mitochondrial dysfunction contributes to synaptic injury (Du et al., 2008, 2010; Calkins et al., 2011; Calkins and Reddy, 2011; Fang et al., 2015). Thus, strategies to protect synaptic mitochondria against the structural and functional damage of Aβ may effectively prevent the deterioration of synaptic mitochondrial dysfunction and halt AD progression.

Geniposide (Zhao et al., 2016a), an iridoid glucoside compound isolated from gardenia fruit (Gardenia jasminoides Ellis, Rubiaceae), attenuated the oligomeric Aβ1–42-induced mitochondrial dysfunction by restoring ATP generation, mitochondrial membrane potential, and cytochrome c oxidase and caspase-3/-9 activity by reducing ROS production and cytochrome c leakage, as well as by inhibiting apoptosis (Lv et al., 2014a, 2015). Most studies also focused on the neuroprotective effect of geniposide against brain diseases, especially neurodegenerative disorders (Gao et al., 2014; Liu et al., 2015; Zhang et al., 2015). However, the protective effect of geniposide on axonal mitochondrial trafficking and synaptic injury in neurons remains unclear. The outcome of this study on cultured neurons showed that geniposide treatment significantly alleviates Aβ-induced synaptic structural and morphological injuries by protecting axonal mitochondrial trafficking and morphology.



MATERIALS AND METHODS


Chemicals

Geniposide (Zhao et al., 2016b; purity > 98%) was purchased from the National Institute for the Control of Pharmaceutical and Biological Products (Beijing, China) and was free of endotoxins. 1,1,1,3,3,3-Hexafluoro-2-propanal (HFIP) and penicillin/streptomycin were obtained from Sigma (St. Louis, MO, USA). Fetal bovine serum (FBS), B27, and Neurobasal-A medium were purchased from Gibco (Waltham, MA, USA).



Mice and Drug Administration

Experimental mPrP-APPswe/PS1dE9 (APP/PS1) doubly transgenic mice and C57BL/6 mice were purchased from Beijing HFK Bio-Technology Co., Ltd. Nine-month-old male mice were individually housed under a 12 h light/dark cycle at an ambient temperature of 23 ± 1°C and relative humidity of 55 ± 5% and were given food and water ad libitum. Before the experiment, the mice were housed under these conditions for 2–3 days to allow them to adapt to the environment. APP/PS1 mice were randomly categorized into the treatment groups or the vehicle group and treated with either geniposide (12.5, 25, or 50 mg/kg/days; n = 15) or water (n = 15), respectively, for 3 months via intragastric administration. Age-matched C57BL/6 mice were fed water as the vehicle control (n = 15). Geniposide was dissolved in water within 24 h before use. Equal volumes of liquid were given to each group daily for 3 months before the mice were sacrificed.

All animal procedures performed in this study were approved by the Beijing Normal University Laboratory Animal Care and Use Committee in accordance with the National Institute of Health “Guidelines for the Care and Use of Laboratory Animals” (NIH Publications No. 8023, revised 1996). The mice were sacrificed by cervical dislocation after being anesthetized. All efforts were made to minimize the number of animals used and their suffering.



Oligomeric Aβ1–42 Preparation

Oligomeric Aβ1–42 was prepared from commercially available synthetic peptides (Sigma Chemical Co., St. Louis, MO, USA), as previously described (Dahlgren et al., 2002; Yin et al., 2011). The lyophilized peptide was resuspended in cold HFIP at a concentration of 1 mg/mL and aliquoted into microcentrifuge tubes to quickly obtain 0.1 mg stocks. The stocks were stored at room temperature and protected from light for 2–4 h before the removal of HFIP under gentle vacuum, thereby leaving a thin transparent film of peptides on the internal surface of the tube. The stocks were stored at −20°C. For the aggregation protocols, HFIP-treated peptides were dissolved in anhydrous dimethyl sulfoxide at 5 mM and diluted to 100 μM in Ham's F12 Nutrient Mixture (Thermo Fisher Scientific, Waltham, MA, USA). The diluted peptides were incubated at 4°C for 24 h to obtain oligomeric Aβ1–42.



Hippocampal Neuronal Culture and Treatment

One-day-old male C57BL/6 mice were purchased from Beijing Vital River Laboratory Animal Technology Co., Ltd., and transported within a specific pathogen-free, air permeable, and bacteria shield shipping box. The mice were sacrificed by cervical dislocation.

Primary hippocampal neurons were prepared from the hippocampi of 1 day-old (newborn) pups. The hippocampi were dissected in cold D-Hanks solution. Tissues were collected and washed in D-Hanks, and 0.05% (v/v) trypsin was added for digestion at 37°C for 20 min. Digestion was terminated by adding FBS to a final concentration of 10% (v/v). Cells were collected by centrifugation at 800 × g for 10 min to remove the D-Hanks solution and were then resuspended in Neurobasal-A medium (Thermo Fisher Scientific, Waltham, MA, USA) supplemented with 2% (v/v) B27 (Thermo Fisher Scientific).

For the various analyses, cells were plated onto 6-, 12-, and 96-well-plates or glass-bottom dishes with four chambers (CELLview, Greiner, Germany) (~5 × 104 cells/mL) pre-coated with poly-D-lysine (10 μg/mL). The cells were cultured at 37°C and 5% CO2 until use. The initial medium was removed after 4 h and replaced with fresh medium. After 14 days, the medium was replaced with Neurobasal-A medium without serum and phenol red (which affect the aggregation of Aβ). The primary cultured hippocampal neurons were pre-incubated for 24 h in the absence or presence of geniposide (2.5, 5, or 10 μM) before adding oligomeric Aβ1–42 (200 nM) for 24 h to assess the protective effect of geniposide on the Aβ1–42-treated neurons.



Western Blot Assay

The brain tissue or neuron samples were lysed in 10 volumes (w/v) of radio-immunoprecipitation assay buffer containing a cocktail of complete protease and phosphatase inhibitors and were centrifuged at 15,000 × g for 10 min at 4°C. The protein concentration of the supernatant was determined using the BCA method. Proteins were examined by Western blot analysis using standard protocols. Equal amounts of proteins were loaded and resolved by 10% sodium dodecyl sulfate polyacrylamide gel electrophoresis and transferred to nitrocellulose membranes (Millipore, Billerica, MA, USA). The membranes were incubated in blocking solution (5% skim milk in PBST, 20 mM Tris-HCl, 150 mM NaCl, 0.1% Tween-20) at room temperature for 1.5 h. The membranes were incubated and gently shaken overnight (at 4°C) in PBST containing 5% skim milk and the indicated primary antibodies from among the following: monoclonal rabbit antibodies against c-AMP response element binding protein (CREB, 1:400, Cell Signaling, Beverley, MA, USA), and GAPDH (1:3000, Cell Signaling); polyclonal rabbit antibodies against phosphorylated Ca2+/calmodulin dependent protein kinase II α (p-CaMKIIα, 1:8000, Santa Cruz, CA, USA); and monoclonal mouse antibodies against synaptophysin (1:500, Abcam, Cambridge, UK), CaMKIIα (1:250, Santa Cruz), phosphorylated CREB (p-CREB, 1:400, Cell Signaling), postsynaptic density protein-95 (PSD-95, 1:500, Abcam), and β-actin (1:2000, Santa Cruz). After four washes with PBST, the membranes were incubated for 1.5 h at room temperature with the corresponding secondary antibodies. The membranes were washed four times with PBST and detected with an infrared imaging system (Odyssey). The intensity of the blots was analyzed and compared using NIH ImageJ program.



ROS Measurement

ROS were measured with 2′,7′-dichlorodihydrofluorescein diacetate (DCFH-DA). The cell-permeable DCFH-DA can be oxidized to dichlorofluorescein (DCF) by ROS in the cytoplasm and emit intensely fluorescence. After incubation with Aβ1–42 in the presence and absence of geniposide for 24 h, cultured neurons were washed with PBS and incubated with 10 μM DCFH-DA for 30 min at 37°C in an incubator with 5% CO2. Fluorescence images were captured using a laser-scanning confocal microscope (TCS-SPE, Leica, Germany). Fluorescence intensity was analyzed using NIH ImageJ program.



Axonal Mitochondrial Density Assay and Length Measurement

Hippocampal neurons at 14 day in vitro (DIV) were used for axonal mitochondrial density assay, and the length of these neurons was measured after the treatments. Neurons cultured in glass-bottom dishes with four chambers (CELLview, Greiner, Germany) were incubated with MitoTracker Red (Thermo Fisher Scientific, Waltham, MA, USA) at 100 nM for 20 min at 37°C and 5% CO2. Neurons were fixed in 4% paraformaldehyde for 20 min after being permeabilized with 0.5% Triton X-100 in 0.1% sodium citrate and blocked with 10% goat serum. Up to 0.25 mL of anti-Tau antibody (Abcam, 1:500) was added to each chamber, followed by incubation with goat anti-rabbit secondary antibody (Alexa Fluor 488, Abcam, UK). Axons were identified based on morphological characteristics. In live images, branches that are longer and with thin and uniform diameter, as well as sparse branching, were considered to be axons. Particles with strong red fluorescence (compared with background) and clear edges colocalized with axons were considered to be mitochondria. Fluorescence images were captured using a laser-scanning confocal microscope (TCS-SPE, Leica, Germany) and analyzed using NIH ImageJ program.



Recording and Analysis of Axonal Mitochondrial Trafficking

MitoTracker Green (Thermo Fisher Scientific, Waltham, MA, USA) was used to label the mitochondria in living neurons. The axons and mitochondria were identified using the procedure described in Section Axonal Mitochondrial Density Assay and Length Measurement. The proximal region of axons was selected for time-lapse imaging analysis. Time-lapse images were captured under an inverted laser-scanning confocal microscope (TCS-SPE, Leica, Germany) with a stage-based chamber under 5% CO2 and 37°C. Time-lapse image stacks composed of five images (512 × 512 pixel) were taken every 10 s for 5 min for a total of 150 images under 40× magnification. Kymographs were generated using the kymograph tool for ImageJ program under maximum intensity projection. The width of the kymographs represents the length (μm) of the imaged axon, and the height represents the recording time. A mitochondrion was considered to be stationary if it remained non-mobile for the entire recording period. A mitochondrion was considered movable only if the displacement was more than 2 μm. The percentages of stationary and movable mitochondria and of anterograde and retrograde mitochondrial movement were measured separately from the corresponding kymographs by using NIH ImageJ program. A mitochondrion that moves from the soma toward the distal end of an axon is considered anterograde, whereas movement from the distal end toward the soma is considered retrograde. The average velocity (μm/s) of all anterograde and retrograde axonal mitochondria was calculated using the displacement of each mitochondrion.



Dendritic Spine Density Measurement and Morphological Assay

Neurons cultured in glass-bottom dishes with four chambers (CELLview, Greiner, Germany) were fixed in 4% paraformaldehyde for 20 min and washed with PBS after the neurons were incubated with 2 μM preheated CellTracker CM-DiI (Life Technologies, Waltham, MA, USA) for 20 min at 37°C. LAS X software was used to control the laser-scanning confocal microscope (TCS-SPE, Leica, Germany) equipped with a 63× objective and excitation at 543 nm. Images were taken under the confocal microscope, and Z-stacks were gathered at increments of 0.67 μm. To increase the accuracy of the identification of the surfaces of the dendrite shaft and spines, sequence images were deconvolved to reduce point-spread functions by using the adaptive blind 3D deconvolution method (AutoQuant X, Media Cybermedics, Inc., Bethesda, MD) prior to analysis. The output images were obtained with Build Neurites and Build Spines in NeuronStudio software (CNIC, Mt. Sinai School of Medicine, New York, USA) to mark and record all the spines on the selected dendrites. Dendritic protrusions with a clearly identifiable neck attached to the branch of the dendrite composed a spine. The output data included length, neck diameter, and head diameter of each spine, based on which the types of spines were recognized. Spines with a spine length-to-neck diameter ratio <2.0 were defined as of the stubby type. Spines were categorized as mushroom type if they presented a length-to-neck diameter ratio of more than 2.0 and a head-to-neck diameter ratio of more than 1.3. Spines were categorized as thin type if the spines exhibited a length-to-neck diameter ratio of more than 2.0 and a head-to-neck diameter ratio of <1.3 (Du et al., 2014). Spine density and morphology were measured separately for portions of three to five selected secondary dendrites per neuron.



Neuronal Synaptic Density Analysis

Cultured hippocampal neurons were fixed in 4% paraformaldehyde for 20 min after the neurons were permeabilized with 0.5% Triton X-100 in 0.1% sodium citrate and blocked with 10% goat serum. Up to 0.25 mL each of anti-MAP2 antibody (Abcam, 1:100) and anti-synaptophysin (Abcam, 1:200) was added to each chamber, followed by incubation with goat anti-rabbit and mouse secondary antibodies (Alexa Fluor 488, Alexa Fluor 594, Abcam, UK) for 30 min at 37°C. Images were taken under a laser-scanning confocal microscope (TCS-SPE, Leica, Germany) by using a 40× objective and excitation of 488 and 543 nm, and Z-stacks were gathered at increments of 0.67 μm. The z-stack images were compressed to a single image via the max projection method and analyzed using NIH ImageJ program.



Statistical Analysis

The results were processed for statistical analysis using SPSS (version 20.0 for Windows). The results are presented as the mean ± standard error of the mean (SEM). Statistical analyses were performed with one-way analysis of variance, followed by Fisher's protected least significant difference test for post-hoc comparisons. A value of P < 0.05 was considered significant.




RESULTS


Geniposide Ameliorated Aβ1–42-Induced Axonal Mitochondrial Abnormalities

Mitochondria are vital to the function of synapses because they supply energy for maintenance, calcium buffering, synaptic transmission, and vesicle release. Mitochondria are thought to be synthesized perinuclearly. Thus, they must be transferred from the soma to distal synapses through axons and dendrites via mitochondrial transport and constantly reconfigured to meet synaptic needs. Mitochondrial morphology is also dynamic and can be regulated through fusion and fission. An elongated morphology may confer bioenergetic advantages for ATP generation and dispersal (Skulachev, 2001). Therefore, the effects of geniposide on Aβ-induced abnormal axonal mitochondrial trafficking, distribution, and morphology were analyzed. A primary cultured hippocampal neuronal model was examined as previously reported because of the technical limitations on observing mitochondrial trafficking in vivo (Du et al., 2010). Axonal processes were selected for the quantitative analysis of mitochondrial length, density, distribution, and mobility because of their known morphologic and dynamic characteristics (Banker and Cowan, 1979; Du et al., 2010) and because of the significantly synaptic pathology of AD.

Geniposide Attenuated Aβ1–42-Induced Axonal Mitochondrial Fragmentation

First, axonal mitochondrial density was evaluated by counting the mitochondria (particles positive for MitoTracker Red) in each axonal process of the same length. As shown in Figures 1A,B, the axonal mitochondrial density was significantly lower (~37%) in neurons treated with Aβ1–42 than in vehicle-treated neurons (2.685 ± 0.237 vs. 1.685 ± 0.181 per 10 μm; p < 0.01). However, the axonal mitochondrial density of neurons pretreated with 10 μM geniposide was significantly higher than that of neurons treated with Aβ1–42 alone (2.611 ± 0.217 vs. 1.685 ± 0.181 per 10 μm; p < 0.01).


[image: image]

FIGURE 1. Geniposide ameliorated the reduction in axonal mitochondrial density and length induced by oligomeric Aβ1–42 treatment. (A) Axonal mitochondria from hippocampal neurons (14 DIV) were analyzed after 24 h of treatment with vehicle, oligomeric Aβ1–42 (200 nM), or oligomeric Aβ1–42+geniposide (10 μM). The axonal mitochondrial index (numbers per 10 μm of axon) was computed from three independent experiments. **p < 0.01 vs. vehicle-treated group, ##p < 0.01 vs. Aβ-treated group. (B) Representative images of axonal mitochondrial distribution for the groups treated with vehicle, oligomeric Aβ1–42, or oligomeric Aβ1–42+geniposide. Double fluorescent staining with MitoTracker Red (red, mitochondrial marker) and Tau (green, axonal marker) was performed. Scale bar = 10 μm. (C) Average lengths of axonal mitochondria in the three groups. *p < 0.05 vs. vehicle-treated group, #p < 0.05 vs. Aβ-treated group. (D) Distribution of axonal mitochondrial length in the three groups. (E) Cumulative percentile of mitochondrial length in C. n = 3 independent cultures, eight axons per group.



Second, the changes in mitochondrial morphology were detected by measuring the axonal mitochondrial length. Treatment with 200 nM oligomeric Aβ1–42 significantly decreased the average length of axonal mitochondria compared with hippocampal neurons treated with vehicle or geniposide (1.117 ± 0.049 μm in Aβ1–42-treated neurons vs. 1.435 ± 0.041 μm in vehicle-treated neurons or 1.375 ± 0.023 μm in geniposide- and Aβ1–42-treated neurons; p < 0.05; Figure 1C). The percentage of axonal mitochondria <0.5 μm in length in neurons exposed to Aβ was significantly higher than in neurons treated with vehicle or geniposide (Figure 1D), whereas the percentage of mitochondria more than 2.0 μm long decreased. Cumulative data indicated a leftward shift in the mitochondrial length of Aβ1–42-treated neurons (Figure 1E).

Geniposide Ameliorated the Aβ1–42-Induced Impairment of Axonal Mitochondrial Trafficking

Third, mitochondrial trafficking within hippocampal axonal processes was investigated. The percentage of stationary mitochondria among total mitochondria in Aβ1–42-treated neurons was significantly higher (by ~15%) that that in the neurons treated with vehicle (60.028 ± 2.154 vs. 74.695 ± 3.363%; p < 0.01, Figure 2A), and geniposide treatment produced a partial recovery of the percentage of stationary mitochondria (63.319 ± 2.761%; p < 0.05; Figure 2A). The percentage of mitochondria moving in either direction (anterograde and retrograde) in Aβ1–42-treated neurons was significantly lower than in vehicle-treated and geniposide-treated neurons (Figures 2A,C). The percentage of anterograde mitochondria among movable mitochondria in Aβ1–42-treated neurons slightly decreased compared with neurons treated with vehicle or geniposide (45.63 ± 2.324% in Aβ1–42-treated neurons vs. 56.3 ± 3.24% in vehicle-treated neurons or 56.55 ± 3.323% in geniposide- and Aβ1–42-treated neurons; p < 0.05; Figure 2B). By contrast, the percentage of retrograde mitochondria increased in Aβ1–42-treated neurons.
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FIGURE 2. Geniposide ameliorated the abnormal axonal trafficking of mitochondria induced by oligomeric Aβ1–42 treatment. Axons from hippocampal neurons at 14 DIV were analyzed after 24 h of treatment with vehicle, oligomeric Aβ1–42 (200 nM), or oligomeric Aβ1–42+geniposide (10 μM). Fluorescent staining with MitoTracker Green (mitochondrial marker) was performed. (A) Percentages of stationary, movable, anterograde-moving, and retrograde-moving mitochondria were calculated compared with the numbers of total mitochondria. **p < 0.01 vs. vehicle-treated group, #p < 0.05 vs. Aβ-treated group. (B) Percentages of anterograde-moving and retrograde-moving mitochondria were calculated compared with the total numbers of movable mitochondria. *p < 0.05 vs. vehicle-treated group, #p < 0.05 vs. Aβ-treated group. (C) Calculations were based on analysis of kymographs. Representative kymographs of the axonal mitochondrial movement in the three experimental groups. Scale bar = 10 μm. (D) Average velocity of anterograde and retrograde transport of mitochondria for all movable mitochondria (μm/min) is shown. *p < 0.05 vs. vehicle-treated group, #p < 0.05 vs. Aβ-treated group. (E,F) Cumulative percentile of anterograde or retrograde mitochondrial velocity in D. n = 4 independent cultures, six axons per group.



Fourth, the velocity of mitochondrial movement within axons was measured. Aβ1–42 treatment produced a greater detrimental effect on anterograde mitochondrial movement velocity than retrograde (Figure 2D). Aβ1–42 treatment decreased the anterograde velocity of axonal mitochondria by 18% (16.996 ± 1.18 μm/min in Aβ1–42-treated neurons vs. 13.965 ± 0.98 μm/min in vehicle-treated neurons; p < 0.05; Figures 2D,E), whereas the geniposide treatment decreased the toxicity of Aβ1–42 on the anterograde mitochondrial velocity (16.996 ± 1.18 μm/min in Aβ1–42-treated neurons vs. 17.134 ± 0.961 μm/min in geniposide- and Aβ1–42-treated neurons; p < 0.05). However, the retrograde transport velocity of axonal mitochondria did not differ significantly among the three groups (Figures 2D,F). Cumulative data displayed a leftward shift in the anterograde mitochondrial velocity (Figure 2E) but not in the retrograde mitochondrial velocity (Figure 2F) of Aβ1–42-treated neurons.

Geniposide Attenuates Aβ1–42-Induced Neurites ROS Elevation

The mitochondrial ROS level was evaluated by measuring the fluorescence intensity of DCF within neurites. As shown in Figures 3A,B, the fluorescence intensity of DCF within the neurites of Aβ1–42-treated hippocampal neurons significantly increased (by ~48%), unlike the vehicle-treated or geniposide-treated neurons (1.0 ± 0.075 in Aβ1–42-treated neurons vs. 1.478 ± 0.097 in vehicle-treated neurons or 1.050 ± 0.065 in geniposide- and Aβ1–42-treated neurons; p < 0.01; Figure 3B). These results suggested that geniposide treatment significantly reduced the Aβ-induced increase in ROS in neurite mitochondria.
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FIGURE 3. Geniposide treatment attenuates the oligomeric Aβ-induced increase in neuritic ROS. (A) Representative images of DCF staining of hippocampal neurites treated with vehicle, oligomeric Aβ1–42 (200 nM), or oligomeric Aβ1–42+geniposide (10 μM). Scale bar = 10 μm. (B) Quantification of DCF intensity in (A). The intensity of DCF-labeled neurites was significantly increased in neurons treated with oligomeric Aβ1–42 for 24 h, while the geniposide treatment dramatically reduced the Aβ-induced ROS elevation. **p < 0.01 vs. vehicle-treated group, ##p < 0.01 vs. Aβ-treated group. n = 4 independent cultures.



These data indicate that geniposide plays a protective role against the increased mitochondrial fragmentation, ROS elevation, and defective axonal mitochondrial trafficking induced by oligomeric Aβ1–42 in neurons.



Geniposide Alleviated Aβ1–42-Induced Synaptic Damage in Cultured Neurons and an AD Model

Axonal mitochondria are dynamic organelles, and their dynamics, trafficking, and docking are critical to maintain synaptic function and plasticity. The impairment of axonal mitochondrial may lead to synaptic loss and dysfunction. Various lines of evidence indicate that synaptic loss and deactivation are the biological bases of AD, and the accumulation of Aβ is an early event associated with synaptic and mitochondrial damage in AD. Thus, the density of synapses, the morphology of dendritic spines, and the levels of synapse-related proteins were analyzed to assess the contributions of abnormal mitochondrial fragmentation and trafficking to synaptic loss and dysfunction.

Geniposide Protected against Aβ1–42-Induced Synaptic Loss

Synaptic density was measured by counting synaptophysin-positive clusters (green) on dendrites in order to determine the protective effect of geniposide on oligomeric Aβ1–42-induced synaptic loss. As shown in Figure 4A, there were significantly fewer synaptophysin-positive clusters in Aβ-treated neurons than in vehicle- or geniposide-treated neurons. The density of synapses in Aβ1–42-treated neurons was significantly lower (by ~49%) than in the vehicle-treated neurons (1.001 ± 0.041 per micron vs. 0.509 ± 0.030 per micron; p < 0.001, Figure 4B), whereas neurons pre-treated with geniposide (10 μM) showed a higher density of synapses than the Aβ1–42-treated group (0.985 ± 0.040 per micron vs. 0.509 ± 0.030 per micron; p < 0.001).
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FIGURE 4. Effect of geniposide on Aβ-induced synaptic loss. Cultured hippocampal neurons at 14 DIV were analyzed after 24 h of treatment with vehicle, oligomeric Aβ1–42 (200 nM), or oligomeric Aβ1–42+geniposide (10 μM). Immunostaining with MAP2 (neuronal marker) and synaptophysin (synaptic marker) was performed. (A) Representative images for neurons and synapses treated with vehicle, oligomeric Aβ1–42, or oligomeric Aβ1–42+geniposide. Double immunostaining with MAP2 and synaptophysin. Scale bar = 10 μm. (B) Numbers of synaptophysin-positive clusters per micron of dendrites were significantly increased in Aβ1–42+geniposide-treated neurons compared with Aβ1–42-treated neurons. ***p < 0.001 vs. vehicle-treated group, ###p < 0.001 vs. Aβ-treated group. n = 4 independent cultures, eight neurons per group.



Geniposide Rescued Aβ1–42-Induced Abnormal Spine Density and Morphology

Dendritic spine density and morphology significantly changed in transgenic AD mouse models (Perez-Cruz et al., 2011; Penazzi et al., 2016); therefore, the spine phenotypes in cultured primary hippocampal neurons were investigated using CellTracker CM-DiI, and dendritic spines were categorized into three groups (mushroom, stubby, and thin).

First, the spine density was examined. As expected, Aβ1–42 treatment significantly decreased the spine density on dendrites, whereas geniposide-treated neurons showed notable recovery (7.95 ± 0.405 per 10 μm in Aβ1–42-treated neurons vs. 10.825 ± 0.994 per 10 μm in vehicle-treated neurons or 10.575 ± 0.826 per 10 μm in geniposide- and Aβ1–42-treated neurons; p < 0.05; Figure 5A). Cumulative data showed a substantial leftward shift in the spine density of Aβ1–42-treated neurons (Figure 5B).
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FIGURE 5. Geniposide rescued the Aβ1–42-induced abnormal spine density and morphology. Dendrites from hippocampal neurons at 14 DIV were analyzed after 24 h of treatment with vehicle, oligomeric Aβ1–42 (200 nM), or oligomeric Aβ1–42+geniposide (10 μM). Fluorescent staining with CellTracker CM-DiI was performed. (A) Quantification of total spine density per 10 μm of dendrite. (B) Cumulative percentile of spine density in (A). (C) Average lengths of all spines in the three groups. (D) Percentages of the three spine types (mushroom, thin, and stubby) in total spines. (E) Average head diameter of mushroom spines. (F) Cumulative percentile of mushroom head diameter in (E). (G) Representative images of DiI-labeled dendritic segments. Scale bar = 5 μm. *P < 0.05 vs. vehicle-treated group, #p < 0.05 vs. Aβ-treated group. n = 4 independent cultures, eight neurons per group.



Subsequently, the spine morphology was evaluated in terms of spine length and classification (mushroom, stubby, and thin). The morphology of the spines from Aβ1–42-treated neurons changed markedly from that of vehicle-treated neurons: the former appeared shorter and more stubby, with fewer mushroom-type spines than the latter (Figure 5G). Calculation of the average length of spines showed that Aβ1–42 treatment significantly decreased the spine length (by ~20%), whereas geniposide treatment reversed this pattern (Figure 5C). The quantitative analysis of dendritic spines in Aβ1–42-treated neurons showed that the percentage of mushroom-like spines significantly decreased (25.476 ± 3.308% in Aβ1–42-treated neurons vs. 40.129 ± 3.776% in vehicle-treated neurons or 37.977 ± 2.052% in geniposide- and Aβ1–42-treated neurons; p < 0.05; Figures 5D,G), but the percentage of stubby-like spines increased (36.548 ± 2.957% in Aβ1–42-treated neurons vs. 23.641 ± 1.755% in vehicle-treated neurons or 26.206 ± 2.268% in geniposide- and Aβ1–42-treated neurons; p < 0.05; Figures 5D,G). However, pretreatment with geniposide almost completely reversed the deleterious effect of Aβ1–42 on the percentages of stubby and mushroom spines. Geniposide considerably increased the average mushroom head diameter compared with Aβ1–42-treated neurons (1.152 ± 0.102 vs. 0.735 ± 0.043 μm; p < 0.05; Figure 5E). The plots of cumulative percentage curves clearly displayed a leftward shift in the mushroom head diameter of Aβ1–42-treated neurons (Figure 5F). These data indicated that geniposide treatment significantly preserved dendritic spine density and morphology, which may play a protective role in synaptic function.

Geniposide Ameliorated the Decrease in Synapse-Related Proteins in Cultured Neurons and Mice

Synaptic plasticity is widely thought to be the basis of learning and memory formation. Synapse-related proteins are the foundation of synaptic plasticity. To investigate the effect of geniposide on the expression of synapse-related proteins, the levels of specific synaptic proteins in cultured primary hippocampal neurons were examined. The levels of synapse-related proteins significantly decreased in Aβ1–42-treated neurons relative to vehicle-treated neurons. As shown in Figure 6, the levels of p-CaMKIIα/CaMKIIα, p-CREB/CREB, synaptophysin, and PSD-95 in Aβ1–42-treated neurons were markedly lower than those in vehicle-treated neurons and significantly increased in neurons treated with various doses of geniposide (2.5, 5.0, and 10.0 μM geniposide; Figure 6). The expression of synapse-related proteins in the hippocampi of C57 and APP/PS1 (overexpressing Aβ) mice was examined further. Consistent with the data in cultured neurons, these results showed that the expression levels of p-CaMKII/CaMKIIα, p-CREB/CREB, synaptophysin, and PSD-95 were lower in vehicle-treated APP/PS1 mice than in vehicle-treated WT mice. Geniposide treatment (12.5, 25, and 50 mg/kg) of APP/PS1 mice also significantly increased the levels of the above proteins in a dose-dependent manner (Figure 7). These data indicate that the application of geniposide protects the expression of synapse-related proteins against the neurotoxic effects of Aβ in neurons and APP/PS1 mice.
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FIGURE 6. Geniposide alleviated the decrease in synapse-related proteins in cultured primary hippocampal neurons. (A–D) Western blot analysis of phospho-CaMKIIα and total-CaMKIIα (A), phospho-CREB and total-CREB (B), PSD-95 (C), synaptophysin (SYN) (D), and GAPDH in hippocampal neurons treated with the indicated concentrations of oligomeric Aβ1–42 or geniposide. Western blot of synaptophysin, PSD-95, and GAPDH were performed in the same membrane, therefore they share the same loading control (GAPDH). Quantification of p-CaMKIIα/CaMKIIα (A) p-CREB/CREB (B), PSD-95/GAPDH (C), and synaptophysin/GAPDH (D) was performed with the values from vehicle-treated neurons set as 1.0. Data are presented as the mean ± SEM. n = 4 independent cultures. NS, non-significant.
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FIGURE 7. Geniposide alleviated the decrease in synapse-related proteins in the hippocampi of APP/PS1 mice. (A–D) Western blot analysis of phospho-CaMKIIα and total-CaMKIIα (A), phospho-CREB, and total-CREB (B), PSD-95 (C), synaptophysin (D), and GAPDH in the hippocampi of indicated group of mice with/without geniposide administration. Western blot of synaptophysin, PSD-95 and GAPDH were performed in the same membrane, therefore they share the same loading control (GAPDH). Quantification of p-CaMKIIα/CaMKIIα (A) p-CREB/CREB (B), PSD-95/GAPDH (C), and synaptophysin/GAPDH (D) was performed using the values from vehicle-treated WT mice as 1.0. Data are presented as the mean ± SEM. n = 6 mice for each group. Gp, mice treated with geniposide. NS, non-significant.






DISCUSSION

There are evidence suggest that geniposide have multifaceted neuroprotective effects, such as ameliorating cholinergic deficit (Zhao et al., 2016b), increasing the expression of insulin-degrading enzyme (Zhang et al., 2015) and attenuating Aβ accumulation (Lv et al., 2015), inhibiting the signaling pathway of RAGE-MAPK and suppressing the production of proinflammatory mediators (Lv et al., 2014b, 2015), and protecting mitochondria by recovering ATP generation and mitochondrial membrane potential (Lv et al., 2014a; Zhao et al., 2016a). However, the protective effect of geniposide on Aβ induced mitochondrial transport and synaptic injury remains unclear.

The protective effect of geniposide against oligomeric Aβ1–42 in primary cultured hippocampal neurons was investigated in the current study. In consideration of the influence of overproduction of amyloid precusor protein (APP) and its metabolites in APP transgenic mice's neurons, we investigated the toxicity effect of Aβ by adding exogenous oligomeric Aβ1–42. Evidence suggests that RAGE mediates the transport of Aβ peptides across the cytomembrane from extracellular to intracellular (Deane et al., 2003; Takuma et al., 2009; Candela et al., 2010), including mitochondrial localization. Moreover, Aβ can be transported to the mitochondria via the TOM machinery and ER-mitochondrial crosstalk (Hansson Petersen et al., 2008; Hedskog et al., 2013).

In the present study, we demonstrate that geniposide protects cultured primary hippocampal neurons from the Aβ-induced impairment of axonal mitochondrial transport by improving axonal mitochondrial morphology, motility, and distribution, as well as rescuing anterograde mitochondrial movement, thus alleviating Aβ-induced synaptic injury by increasing the numbers of synapses and dendritic spines and the levels of synapse-related proteins, as well as attenuating the increase in ROS.

Axonal mitochondrial transport and synaptic mitochondrial distribution play crucial roles in synaptogenesis, synaptic transmission, and synaptic plasticity (Chang et al., 2006). Abnormal synaptic mitochondrial mobility and dynamics are responsible for synaptic failure. Considering the critical role of synaptic failure and neuronal dysfunction in AD pathogenesis, studies have investigated the mechanisms of synaptic mitochondrial perturbation that contribute to synaptic dysfunction (Du et al., 2008, 2010). These studies indicated that Aβ-induced abnormal axonal mitochondrial trafficking and synaptic mitochondrial dysfunction are responsible for the synaptic injury in AD.

Presynaptic terminals require mitochondria to handle calcium buffering, power the plasma membrane Ca2+-ATPase, and release Ca2+ to maintain post-tetanic potentiation (Medler and Gleason, 2002). Furthermore, synthesis of neurotransmitters, release of synaptic vesicles, outgrowth of axonal, and maintenance of synaptic plasticity also need mitochondria to supply high levels of ATP (Dillon and Goda, 2005). Therefore, decreased mitochondrial transport in axons likely impairs the delivery of organelles to synapses. Aβ has been reported to cause rapid and severe impairment of synaptic mitochondrial distribution and axonal mitochondrial mobility and thus to increase axonal mitochondrial fragmentation (Rui et al., 2006; Du et al., 2010; Calkins et al., 2011; Manczak et al., 2011). The current results regarding mitochondrial morphology and mobility indicated that geniposide ameliorated the effects of Aβ treatment that were induced by abnormal mitochondrial morphology and trafficking in axons by increasing the mitochondrial density and length and the proportions of movable and anterograde-transported mitochondria, as well as the average velocity of movable axonal mitochondria. These data suggest that geniposide may protect synaptic mitochondrial function from Aβ-induced impairment at an early stage.

Aβ-induced axonal and synaptic mitochondrial dysfunction is accompanied by synaptic degradation and is exhibited as the decrease of synapse-related proteins, the loss of dendritic spines and synapses, and morphological changes to spines. Synapse-related proteins constitute the structural and functional foundation of synapses. However, the expression levels of synapse-related proteins, such as synaptophysin, PSD-95, p-CaMKII, and p-CREB, are significantly decreased in the cortex and hippocampus of AD patients and of an AD mouse model (Gylys et al., 2004; Almeida et al., 2005; Zeng et al., 2015). Moreover, synaptic loss is the most severe condition of synaptic injury, and it manifests as the loss of dendritic spines and synapses in the brains of a transgenic AD mouse model and of AD patients. The density of dendritic spines significantly decreased in the cortex and hippocampus of several AD models (Yang et al., 2011; Du et al., 2014; Price et al., 2014), as well as in cultured primary hippocampal or cortical neurons treated with Aβ in vitro (Jo et al., 2011; Chen et al., 2015). In conclusion, the axonal and synaptic mitochondria are vulnerable and susceptible to various types of damage, leading to the synaptic degradation in AD. In the present study, geniposide-treatment significantly alleviated Aβ-induced synaptic injury by protecting the expression levels of synapse-related proteins, the density of dendritic spines and synapses, and the morphology of spines. Similar results were obtained for the expression of synapse-related proteins in the hippocampi of APP/PS1 mice.

In summary, the results demonstrated that geniposide protected primary neurons from Aβ-induced oxidative stress and from the acute impairment of axonal mitochondrial trafficking and morphology. This protective effect is associated with structural and functional changes in synapses. These findings indicate that axonal and synaptic mitochondria are vulnerable and susceptible to injury by Aβ at a low concentration, whereas geniposide can alleviate such injury. Thus, geniposide is a potential therapeutic agent that can be used to halt and prevent AD progression at an early stage.
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Intricate molecular interactions between neurons and glial cells underlie the creation of unique domains that are essential for saltatory conduction of action potentials by myelinated axons. Previously, the cell surface adhesion molecule Neurofascin (Nfasc) has been shown to have a dual-role in the establishment of axonal domains from both the glial and neuronal interface. While the neuron-specific isoform of Neurofascin (NF186) is indispensable for clustering of voltage-gated sodium channels at nodes of Ranvier; the glial-specific isoform of Neurofascin (NF155) is required for myelinating glial cells to organize the paranodal domain. Although many studies have addressed the individual roles of NF155 and NF186 in assembling paranodes and nodes, respectively; critical questions about their roles in the maintenance and long-term health of the myelinated axons remain, which we aimed to address in these studies. Here using spatiotemporal ablation of Neurofascin in neurons alone or together with myelinating glia, we report that loss of NF186 individually from postnatal mice leads to progressive nodal destabilization and axonal degeneration. While individual ablation of paranodal NF155 does not disrupt nodes of Ranvier; loss of NF186 combined with NF155 causes more accelerated nodal destabilization than loss of NF186 alone, providing strong evidence regarding a supporting role for paranodes in nodal maintenance. In both cases of NF186 loss, myelinating axons show ultrastructural changes and degeneration. Our studies reveal that long-term maintenance of nodes and ultimately the health of axons is correlated with the stability of NF186 within the nodal complex and the presence of auxiliary paranodes.

Keywords: myelin, axonal degeneration, nodes, paranodes, neurofascin


INTRODUCTION

The clustering of proteins into distinct molecular domains along myelinated axons allows for the segregation of voltage-gated ion channels, which is critical for saltatory conduction. The molecular components of axonal domains, including axon initial segments (AIS), nodes of Ranvier (nodes), paranodes, and juxtaparanodes, have been well established (Lambert et al., 1997; Rasband et al., 1998; Pedraza et al., 2001; Thaxton and Bhat, 2009). The key components at nodes are the 186 kDa neuron-specific isoform of Neurofascin (NfascNF186), Ankyrin-G (AnkG), βIV Spectrin and voltage-gated sodium (NaV) channels. While at the paranode, Contactin, Contactin-associated protein (Caspr), and the 155 kDa glia-specific isoform of Neurofascin (NfascNF155) are critical for maintaining the interface between the axon and myelinating glial cells.

To precisely ascertain how molecular domains are organized, mouse models lacking these individual components have been generated (reviewed in Buttermore et al., 2013). Mice deficient for the cell adhesion molecule Neurofascin (Nfasc), which lack both NF155 and NF186 isoforms, were found to die around postnatal day 7 (P7) when the transition to saltatory conduction occurs (Sherman et al., 2005). Despite being unable to establish nodes or paranodes, Nfasc knockouts have normal levels of myelination (Zonta et al., 2008). In order to address the individual roles of NF155 and NF186, we generated NfascFlox mice (Pillai et al., 2009). Neuron-specific Cre-dependent ablation of NF186 during development led to lack of NaV channels and AnkG at nodes, paranodal invasion into the nodes, a significant reduction in nerve conduction velocity (NCV), and death around P20 (Thaxton et al., 2011). Loss of NF155 through a myelinating glia-specific Cre resulted in mice that lack paranodes and are unable to segregate nodal NaV channels from juxtaparanodal voltage gated potassium (KV) channels. Although these mice had fully developed nodes, they displayed loss of axo-glial junctions, severe reductions in NCV, and died around P17 (Pillai et al., 2009; Thaxton et al., 2011). Together these results provide strong evidence for a pioneering role for NF186 at the node and NF155 at the paranode.

Although many studies have addressed the initial axonal domain assembly during development, investigations into the long-term maintenance of axonal domains throughout life have just begun. Using inducible myelinating glia-specific Cre, NF155 postnatal ablation led to a gradual degradation of NF155 and progressive disruption of the paranodal axo-glial junctions. This also caused loss of segregation of juxtaparanodal KV channels from the nodal NaV channels and a modest but significant reduction in NCV (Pillai et al., 2009). Recently utilizing an adult neuronal ablation model of NF186, Desmazieres et al. (2014) reported that loss of NF186 did not lead to a total absence of NaV channels at nodes of Ranvier in either the central nervous system (CNS) or peripheral nervous system (PNS) suggesting the nodal protein complex could be maintained without the extended presence of NF186. Despite the persistence of nodal proteins, significant reduction in conduction velocity, as well as, death of the mice 4 months after ablation was reported. Additionally, paranodes were suggested to play a role in nodal maintenance (Desmazieres et al., 2014); however, the consequences of adult ablation of a paranodal component along with NF186 remain to be addressed. Overall these studies indicate that NF155 and NF186 contribute to the stability of axonal domains in adults; however, whether long-term loss of Neurofascin leads to axonal degeneration as is seen in demyelinating disorders remains unclear.

In the current study to address the relative contributions of NF186 and the paranodal axo-glial junctions toward the life-long stability of the nodal complex as well as the consequences of adult nodal disorganization on the health of the myelinated axons, we utilized neuronal-specific, myelinating glia-specific, and ubiquitous inducible Cre lines. With the neuronal-specific line, we demonstrate that ablation of NF186 from mature nodes leads to progressive nodal disorganization and extensive axonal degeneration, along with loss of NCV and premature death around 6 months post injection (mpi). The consequences of nodal deterioration are further accelerated, when NF186 and NF155 are simultaneously ablated after postnatal development; however, no nodal destabilization is observed after NF155 ablation even 12 mpi. Our results provide evidence that NF186 remains remarkably stable at the nodes for months after ablation with intact paranodes, but when NF186 is eventually lost, this induces rapid nodal destabilization and neurodegeneration. Together, our findings suggest that the stability of the nodal complex is dependent on NF186 and that the stability of NF186 is enhanced when the flanking paranodal domains are present. These data provide insights into life-long nodal maintenance and axonal health, and how progressive demyelinating conditions compromise axonal domains leading to degeneration of myelinated axons and onset of neurological pathologies.



MATERIALS AND METHODS


Materials

Unless otherwise noted, all chemicals and reagents were purchased from Sigma Aldrich (St. Louis, MO). Details for all antibodies used in this work are listed in Table 1.



Table 1. List of Antibodies used in the current studies.
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Briefly, polyclonal antibodies were generated to AnkG from amino acids TEDK to KKTH, to βIV Spectrin from amino acids ARRA to QESA, and to pan-NaV channels from amino acids FNQQ to AFDI of the sodium channel NaV1.6. Other antibodies used are anti-Caspr (Bhat et al., 2001), anti-NF186 (Thaxton et al., 2011), and anti-NFCT (Pillai et al., 2009). Commercial antibodies used included rabbit anti-myelin basic protein (Abcam; Cambridge, MA); mouse anti-α-tubulin (DSHB; Iowa City, IA); mouse anti-Caspr, anti-AnkR and anti-Kv1.2 (NeuroMab; Davis, CA), fluorescent secondary antibodies (Alexa Fluor; Life Technologies; Grand Island, NY), and infrared (IR) conjugated secondary antibodies (LI-COR; Lincoln, NE). All electron microscopy reagents were purchased from Electron Microscopy Sciences (Hatfield, PA).



Animals and Treatments

To characterize the role of Neurofascin in nodal maintenance, NfascFlox/− (NFfx/−) mice (Pillai et al., 2009) were bred to three inducible Cre lines with specific patterns of expression: Plp-CreER [expressed in only myelinating glial cells; (Doerflinger et al., 2003)], SLICK-H-CreER [a derivative of Thy1.2-CreER expressed in projection neurons; (Heimer-McGinn and Young, 2011)], and ubiquitously expressed Actin-CreER (Hayashi and McMahon, 2002). Mice were group-housed in the animal facility with temperature-controlled rooms (23 ± 1°C) and a maintained light cycle (12 h light on/12 h off). The mice were allowed ad libitum access to water and a standard rodent diet. Mice were maintained on a mixed strain background of C57BL/6 and 129/Sv, and genotyped before weaning at 21 days of age. To induce genetic ablation of NF155, NF186, or both, 1 mg tamoxifen (MP Biomedicals) suspended in sunflower seed oil was delivered as intraperitoneal (ip) injections for 10 consecutive days between P23–32. At various timepoints post-injection, these mice were evaluated by electrophysiological, immunohistochemical, biochemical, and ultrastructural techniques. Aged matched non-Cre NFfx/− littermates (who also received tamoxifen injections) were used as controls. These studies utilized equal numbers of males and females per group unless noted otherwise. All mice were provided with moist food on the floor of their cage to promote survival. End stage was defined as the point at which mice placed on their backs could no longer right themselves. At this point, mice were humanely euthanized. All animal research was conducted in conformity with the Public Health Service Policy on Humane Care and Use of Laboratory Animals, and experiments were performed with prior approval from the Institutional Animal Care and Use Committee of the University of Texas Health Science Center at San Antonio (protocol #12092x).



Immunofluorescence

At various timepoints post-tamoxifen, CreER;NFfx/− and controls were anesthetized through an intraperitoneal injection of Avertin (2-2-2 tribromoethanol in 2-methyl-2-butanol). Once mice no longer responded to touch, the right sciatic nerve (SN) was removed and placed in 4% paraformaldehyde (PFA) made in 0.01M phosphate buffer saline (PBS). Mice were perfused intracardially using a peristaltic pump for 3 min with saline followed by 2 min with a chilled 0.1M phosphate buffer (PB) containing 1% PFA and 1% sucrose.

Sciatic Nerve

After 30 min in 4% PFA on ice, the SN was washed at least three times with PBS. The individual nerve fibers were teased apart on slides and allowed to dry overnight. The teased nerves were then placed in a humidity chamber at room temperature and incubated for 1 h in blocking buffer (5% bovine serum albumin, 1% goat serum, and 0.2% triton x-100) before overnight incubation with primary antibodies for nodal, paranodal, or juxtaparanodal proteins diluted in blocking buffer. After three PBS washes, nerves were incubated in the dark with corresponding Alexa Fluor secondary antibodies at 1:1000 for 2 h. Following 3 more washes, slides were coverslipped using anti-fade mounting media (0.2% n-propyl gallate, PBS, and 90% glycerol).

Spinal Cord

After perfusions, 1 cm of the cervical spinal cord (SC) was carefully removed from each mouse and post-fixed for 2 h at 4°C in 1% PFA solution. After washes, tissues were placed in 30% sucrose in PB at 4°C until completely submerged (~2 days) and then cryopreserved at −80°C. On the day of sectioning, SCs were embedded in optimal cutting temperature compound (Tissue-Tek) and cut longitudinally at −20°C into 14 μm sections using a Leica CM 1860 cryostat. Sections were immediately placed on SuperFrost Plus glass slides (Fisher; Pittsburgh, PA) and immunostained as described above for SN.



Image Analysis

Confocal images of teased SNs and the dorsal funiculus of the SC were acquired with a Zeiss LSM 710 Microscope using a 40x oil objective. Identical settings were maintained to capture images from control and mutant samples. The representative immunofluorescence images shown are maximal intensity projections from Z-stacks with an interval of 0.4 μm. For quantification of nodal intensities, three z-stack images were taken for each mouse. Then using paranodal markers to identify nodal boundaries, nodal areas were selected in order to measure area, intensity, and integrated density using ImageJ software (NIH; Bethesda, MD). A minimum of 50 nodes for each nodal marker per tissue were quantified. In addition, 10 background readings were taken of non-nodal areas within each image. This information was used to calculate the corrected fluorescence for each node = integrated density − (area of selected node × mean fluorescence of background readings) (McCloy et al., 2014).



Immunoblotting

SNs and SCs were collected from anesthetized CreER;NFfx/− and controls at various timepoints post-tamoxifen and stored at −80°C until processed. Extractions and immunoblotting were carried out as previously described (Thaxton et al., 2011). The only modifications include using IR-conjugated secondary antibodies (1:10,000 for 1 h) and imaging the membranes with an Odyssey scanner (LI-COR). Image Studio was used for intensity quantitation of bands relative to the loading control, α-tubulin.



Quantitative PCR

SCs were collected from anesthetized CreER;NFfx/− and controls at various timepoints post-tamoxifen and flash-frozen in liquid nitrogen. Tissues were stored at −80°C until total RNA was isolated using the TRIzol Plus RNA Purification System (Ambion). RNA concentrations were determined by absorbance at 260 nm. 2 μg of RNA was treated with RNase-free DNase and converted to cDNA using SuperScript II reverse transcriptase (Invitrogen). Quantitative real-time PCR (qPCR) was performed with an Applied Biosystems 7900HT. Each qPCR was analyzed in duplicate and contained in a final volume of 10 μl: 25 ng of cDNA, each primer at 150 nM, and 5 μl of 2x SYBR Green PCR Master Mix (Applied Biosystems). Results were evaluated by the comparative cycle number at threshold (CT) method using cyclophilin as the invariant housekeeping gene. Primers used for qPCR were designed based on Basak et al. (2007) or using NCBI Primer-BLAST, as follows: NfascNF186 FP-TCCAAGCATTCAGAATGAGCTG, RP-CCTGCTGTTGCGAGTCCAG; NfascNF155 FP-TCAGTGGAACCGAGTCTACTC, RP-ACCACCACCATCTCCAGCTTG; NfascTotal FP-GAAGCTAAAGGCAACCCCGC, RP-TTGTTCCGGGCAAAGCACTG.



In vivo Recordings

At various timepoints post-tamoxifen, CreER;NFfx/− and controls were anesthetized by continuous isoflurane (5% aerosolized) for in vivo electrophysiological recordings using a Nicolet Teca Synergy portable neurological system (Natus Neurology Inc., Middleton, WI). During recordings, each mouse's temperature was maintained between 33 and 34°C using a warming lamp. Once fully anesthetized, nerve conduction velocities (NCV) and amplitudes were recorded from the tail and sciatic nerve as previously reported (Oh et al., 2010; Shi et al., 2014). Briefly, tail recordings were achieved by applying an electrical stimulus (0.02 ms, 4 mA) at the base of the tail and recording 30 mm distally. To record from the SN, the recording electrodes were placed in the dorsum of the foot, and two separate recordings were made. First, a stimulus was given at the ankle (0.02 ms, 3 mA) and then at the sciatic notch (0.02 ms, 4 mA). For each trace, amplitude was measured as the height of the peak, and NCV was calculated by the distance divided by the latency. In order to determine the sciatic NCV, the distance between the notch and ankle divided by the difference between the notch and ankle latencies was used. After the recordings, each mouse was monitored as it recovered from the anesthesia which took <1 min. As some minor nerve damage has been reported to occur through electrode placement (Schulz et al., 2014), NCV studies were limited to the left SN, so that the SN on the right side could be used for further analyses.



Electron Microscopy

CreER;NFfx/− and controls at the specified timepoints post-tamoxifen were anesthetized and perfused intracardially using a peristaltic pump with saline for 10 min followed by a 2.5% glutaraldehyde:4% PFA PB solution for 30 min. After perfusion, the whole animal was submerged in fixative for at least 2 weeks before the SC and SN were dissected. The tissues were cut into 1 mm square pieces and left in sodium cacodylate buffer overnight. Then the samples were: (1) rinsed with buffer; (2) incubated in 2% OsO4 for 1 h; (3) rinsed with buffer; (4) dehydrated in ethanol (30–100%); (5) incubated in 100% propylene oxide (PO) for 1 h, 2PO:1Poly/Bed resin overnight, then 1PO:2Poly/Bed for 6 h, and finally in 100% Poly/Bed resin for 36 h; and (6) embedded in resin blocks at 55°C for 36 h. Once in blocks, the samples were submitted to the UTHSCSA Electron Microscopy Lab and processed as previously described (Green et al., 2013). Samples were imaged on a JEOL 1230 transmission electron microscope using an Advanced Microscopy Techniques camera and software (Woburn, MA). For quantification of healthy axons, 20 images were taken at 5000x for each tissue. From the images, a minimum of 200 axons for SN and 500 axons for SC were scored for each mouse.



Data Analysis

All data are presented as the mean ± SEM. Relative values were arithmetically adjusted to yield a unit of 1 for the control group at each timepoint. When only a single timepoint was used, statistically significant differences between CreER;NFfx/− mice and controls were determined using student's T-tests. When comparing multiple timepoints across genotypes, two-way ANOVA were performed followed by Tukey's multiple comparison analyses. Statistic differences are represented by *(P < 0.05), ** (P < 0.01),*** (P < 0.001) with black asterisks indicating differences between age-matched control and mutants; while colored asterisks signify differences among the mutant group at different ages (red for SLICK-H-CreER;NFfx/− and blue for Actin-CreER;NFfx/−). All statistical tests were performed using GraphPad Prism6 software (San Diego, CA).




RESULTS


Neurofascin 186 Disappears Gradually from the Nodes after Adult Ablation

To study the individual contribution of NfascNF186 to the long-term maintenance of the node, we crossed Nfascfx/− (NFfx/−) mice (Pillai et al., 2009) with Single Neuron Labeling with Inducible Cre-mediated Knockout (SLICK-H-CreER) mice, which utilize a Thy1.2 promotor modified to be specifically expressed in neurons (Caroni, 1997; Young et al., 2008). SLICK-H-CreER;NFfx/− and NFfx/− control littermates were given tamoxifen injections for 10 consecutive days starting at P23 to specifically ablate NF186 from neurons after myelination was complete. These mice were examined at 1, 4, and 6 months of injection (mpi), as SLICK-H-CreER;NFfx/− did not survive until 7 mpi (Figure 1A). Although adult loss of NF186 ultimately led to an ataxic phenotype and shortened lifespan, SLICK-H-CreER;NFfx/− mice did not show a difference in body weight, gait, or tremor until 4 mpi which then enhanced rapidly (Figure 1B). By 6 mpi, SLICK-H-CreER;NFfx/− mice displayed foot clasping, abnormal gait, partial hindlimb paralysis, and severe spine deformation (Figures 1C–E, Movie 1), which was never observed in tamoxifen injected littermate NFfx/− controls. In accordance with the timing of the phenotype, immunostaining of sciatic nerve (SN) fibers and spinal cord (SC) slices before 4 mpi showed no significant loss of NF186 in SLICK-H-CreER;NFfx/− mice (Figures 1F–I). In SC, quantification analysis revealed 53.1 ± 1.4% of nodes had no detectable levels of NF186 at 4 mpi, which grew to 90.6 ± 1.3% by 6 mpi (Figure 1K); while 26.3 ± 3.9% of SN nodes had lost NF186 by 4 mpi, which was increased to 78.6 ± 4.1% by 6 mpi (Figure 1L). Further immunoblotting of SC and SN (Figure 1J, asterisk indicates non-specific band in SN) with an antibody to the C-terminus of Nfasc (NFCT, detects both NF155 and NF186) shows a significant reduction in NF186 by 6 mpi in SLICK-H-CreER;NFfx/− mice compared to NFfx/− mice (Figures 1M,N). However, there was no change in the myelinating glia NF155 isoform in either CNS or PNS (Figures 1J,M,N). While protein levels of NF186 appear to be stable before 4 mpi and then reduced to 10% by 6 mpi in SC (Figures 1K,M), qPCR analyses show NfascNF186 mRNA levels to be significantly down by 73 ± 1.3% as early as 1 mpi (Figure 1O). In addition, there is no change in NfascNF155 mRNA levels alone using a primer specific to the FN3 domain of NF155; while a 48 ± 3.2% reduction is detected in NfascTotal mRNA using a primer specific to the FN1 domain present in both NF155 and NF186 (Figure 1O). Together, these results reveal that complete turnover of NF186 at mature nodes takes up to 6 mpi after its ablation and that NF186 is highly stable once incorporated into the nodal complex.
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FIGURE 1. Adult neuronal-specific ablation of neurofascin reveals NF186 durability at the node. (A) Schematic representation of tamoxifen injections for NfascNF186 ablation from adult myelinated axons. SLICK-H-CreER;NFfx/−and NFfx/− control mice were analyzed 1, 4, and 6 mpi. (B) Graph representing weight of NFfx/− (black bar) and SLICK-H-CreER;NFfx/−(red bar) mice (males only, n = 5–8 mice /group). (C–E) Photographic depiction of 6 mpi SLICK-H-CreER;NFfx/− mutant and NFfx/− control mice after NF186 ablation by tamoxifen. (F–I) Immunostaining of 1, 4, 6 mpi teased SN fibers (F,G) and SCs (H,I) with antibodies against Caspr (green) and NF186 (red) from NFfx/− and SLICK-H-CreER;NFfx/−mice. (J) Immunoblot analysis of SC and SN lysates from 6 mpi NFfx/− and SLICK-H-CreER;NFfx/−mice with antibodies against NFCT and Tub. Asterisk shows size of a non-specific band present in the SN. (K,L) Quantification of the percentage of nodes with remaining NF186 at 1, 4, and 6 mpi in NFfx/− and SLICK-H-CreER;NFfx/− in SC or SN, respectively (n = 4–6/group). (M,N) Quantification of immunoblots relative to α-Tubulin from the SC or SN lysates, respectively (n = 3–4/group). (O) mRNA analysis of SC from 1 mpi NFfx/− and SLICK-H-CreER;NFfx/−mice by qPCR with primers specific to NF186, NF155, or common to both isoforms of Nfasc (n = 3–4/group). All data are represented as mean ± SEM. Black asterisks indicate statistical differences between control and mutant; while red asterisks signify differences between timepoints among mutants. See also Movie 1. Scale bar, 2 μm.





Adult Ablation of Neurofascin 186 Leads to Progressive Nodal Destabilization in Both the PNS and CNS

To determine the consequences of the slow loss of NF186 on the maintenance and stability of the nodal region, teased SNs from 1, 4, and 6 mpi NFfx/− and SLICK-H-CreER;NFfx/− were triple immunostained with antibodies against NF186, NFCT which simultaneously detects paranodal NF155 and nodal NF186, and either AnkG, βIV Spec, or pan-NaV (Figures 2A–I). Additionally, PNS nerves were immunostained with antibodies against NF186, Caspr, and AnkR (Figures 2J–L), an additional nodal Ankyrin protein which was recently reported to be highly localized at the node in AnkG-deficient nodes (Ho et al., 2014). At 1 mpi, when NF186 was still present at the nodes without any appreciable loss, there were no changes in either the localization or intensity of AnkG (Figure 2A), βIV Spectrin (βIV Spec) (Figure 2D), pan-NaV channels (Figure 2G), or AnkR (Figure 2J). By 4 mpi when NF186 was undetectable in 26.3% of nodes and barely detectable in the remaining nodes of SLICK-H-CreER;NFfx/− (Figures 2B,E,H,K), scoring nodes which had loss of AnkG, βIV Spec, pan-NaV, and AnkR revealed only an 8.4, 3.7, 8.5, and 10.5% reduction from control values, respectively (Figure 2Q). Although there was essentially no loss of other nodal proteins by 4 mpi, reductions in the intensity of AnkG, βIV Spec, pan-NaV, and AnkR were noticeable but only significant for pan-NaV in SLICK-H-CreER;NFfx/− compared to NFfx/− (Figures 2B,E,H,K,M–P). By 6 mpi when NF186 was below levels of detection in the majority of SLICK-H-CreER;NFfx/− nodes, there is still no substantial loss of AnkG (8.4%), βIV Spec (0.6%), pan-NaV channels (5.2%) or AnkR (14.3%) detected from NFfx/− controls, although the loss of AnkR reached significance (Figure 2R). However at 6 mpi, the intensity of βIV Spec, pan-NaV, and AnkR was significantly lower in SLICK-H-CreER;NFfx/− compared to NFfx/− (Figures 2F,I) with intensities of 45.4, 42.6, and 55.5%, respectively (Figures 2N,O). While even at 6 mpi, AnkG was not significantly lower in SLICK-H-CreER;NFfx/− compared to NFfx/− (Figures 2C,M), there was a strong trend (40.3%, p-value: 0.089) toward a decrease. Interestingly, when small amounts of NF186 were detected at the destabilizing nodes, AnkG, AnkR, pan-NaV, or βIV Spec always appeared to co-localize with NF186 suggesting that NF186 is the primary stabilizer of the nodal components. Together, these data indicate that NF186 is highly stable at the node and that the presence of NF186 is critical for the long-term stability of the nodal complex.
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FIGURE 2. Adult ablation of NF186 alone causes progressive nodal destabilization. (A–I) SN fibers from 1, 4, and 6 mpi age-matched NFfx/− and SLICK-H-CreER;NFfx/−littermate mice were immunostained with antibodies against NF186 (blue) and NFCT (green) in combination with either of the following proteins: AnkG (A–C), βIV Spec (D–F) or pan-NaV(G–I) (red). (J–L) PNS fibers from 1, 4, and 6 mpi age-matched NFfx/− and SLICK-H-CreER;NFfx/−littermate mice were immunostained with antibodies against NF186 (blue), Caspr (green), and AnkR (red). (M–P) Graphs representing intensity quantification of AnkG, βIV Spec, pan-NaV, and AnkR respectively in the PNS nodal area of 1, 4, and 6 mpi SLICK-H-CreER;NFfx/− (red bars) normalized to aged-matched NFfx/− control values (black bars). (A'–L') SCs from 1, 4, and 6 mpi age-matched NFfx/− and SLICK-H-CreER;NFfx/−littermate mice were immunostained with antibodies against NF186 (blue) and Caspr (green) in combination with either of the following proteins: AnkG (A'–C'), βIV Spec (D'–F'), pan-NaV (G'–I'), and AnkR (J'–L') (red). (M'–P') Graphs representing intensity quantification of AnkG, βIV Spec, pan-NaV, and AnkR respectively in the SC nodal area of 1, 4, and 6 mpi SLICK-H-CreER;NFfx/− (red bars) normalized to aged-matched NFfx/− control values (black bars). (Q–R) Quantification of the percentage of PNS (Q) and CNS (R) nodes with remaining AnkG, βIV-Spectrin, pan NaV, and AnkR at 4 and 6 mpi in SLICK-H-CreER;NFfx/− mice compared to NFfx/− controls. (S) Immunoblot analysis of SC lysates from 6 mpi NFfx/− and SLICK-H-CreER;NFfx/− mice with antibodies against AnkG, panNav, βIV-Spec, MBP and tubulin (Tub; as a loading control). All data are represented as mean ± SEM (n = 4–6 mice/group). Black asterisks indicate statistical differences between control and mutant; while red asterisks signify differences between timepoints among mutants. Scale bar, 2 μm.



To further study NF186 role in nodal maintenance in the CNS, SCs from 1, 4, and 6 mpi NFfx/− and SLICK-H-CreER;NFfx/−were also immunostained with antibodies against NF186, Caspr, and either AnkG (Figures 2A'–C'), βIV Spec (Figures 2D'–F'), pan-NaV channels (Figures 2G'–I'), and AnkR (Figures 2J'–L'). As was seen in the PNS, at 1 mpi before NF186 is turned over, there were no changes in CNS in either localization or intensity of AnkG (Figure 2A'), βIV Spec (Figure 2D'), pan-NaV (Figure 2G'), or AnkR (Figure 2J'). At 4 mpi when NF186 is undetectable in over half the nodes of SLICK-H-CreER;NFfx/− SCs, scoring nodes which had loss of AnkG, βIV Spec, pan-NaV, or AnkR revealed only slight reductions at 15.6, 3.2, 9.2, and 8.3% respectively (Figure 2R). While very little loss of other nodal proteins was observed from nodes lacking NF186, there were reductions in the intensity of remaining proteins in SLICK-H-CreER;NFfx/− compared to NFfx/− SCs at 4 mpi (Figures 2B',E',H',K'). Quantification analysis at 4 mpi shows a significant reduction of nodal AnkG, pan-NaV, and AnkR intensity by 46.4, 51.1, and 48.9% compared to controls levels (Figures 2M',O',P'), but not in βIV Spec which was reduced by only 24.9% (Figure 2N'). At 6 mpi when NF186 is undetectable in 90.6% of SLICK-H-CreER;NFfx/− nodes in SC, there is a slight but significant loss of AnkG (7.1%); however, no significant loss of either βIV Spec, pan-NaV, or AnkR was detected from control values (Figure 2R). Consistent with the changes in PNS at 6 mpi, the intensity of AnkG, pan-NaV, and AnkR are significantly lower in SLICK-H-CreER;NFfx/− CNS compared to NFfx/− (Figures 2C',I',L') with reductions of 51.4, 50.8, and 64.5% respectfully (Figures 2M'–P'). While even at 6 mpi, βIV was not significantly lower in SLICK-H-CreER;NFfx/− SC (Figures 2D',N'), there was a strong trend (26.4%, p-value: 0.065) toward a decrease compared to NFfx/−. Overall, these data indicate that once the nodal complex is assembled, it remains highly stable for long periods of time and that loss of NF186 in adults causes a gradual destabilization of pan-NaV, AnkR/G and βIV Spec from the nodes in the CNS. Despite the pronounced decrease of NF186 in SLICK-H-CreER;NFfx/− SC, there were no changes in the total protein levels of AnkG, βIV Spec, pan-NaV channels, or Myelin Basic Protein (MBP) normalized to tubulin compared to NFfx/− controls (Figure 2S). Together these data suggest that the steady state levels of other nodal proteins are not significantly affected, but instead the localization of these proteins is compromised due to destabilization of the NF186-deficient nodal complex and dispersal of these proteins along axons.



Paranodal Loss Alone Does Not Affect Nodal Stability

In order to thoroughly elucidate the role of paranodal region in the life-long stability of nodes, we chose to genetically ablate paranodal NF155 individually using a tamoxifen inducible myelinating glia Cre (Plp-CreER) (Doerflinger et al., 2003) and in combination with NF186. Although, we previously showed that nodes persist for up to 3 mpi in Plp-CreER;NFfx/fx when NF155 is ablated during adolescence after myelination is complete (Pillai et al., 2009), in this report we extended these studies until 12 mpi (Figure 3). Plp-CreER;NFfx/− mice along with NFfx/− control littermates were given tamoxifen injections for 10 days from P23-32 as was done previously. These mice were examined at 1, 7, and 12 mpi (Figure 3A). Even at 12 mpi, the Plp-CreER;NFfx/− mice maintained average body weights (23.3 ± 1.14 g for females compared to NFfx/− females at 22.0 ± 1.29 g, n = 3 mice/group); however, the mutant mice showed slight tremors and abnormal gait. In addition, in vivo electrophysiological recordings from the SN showed a significant reduction in NCV at 12 mpi in Plp-CreER;NFfx/− mice (19.8 ± 1.85 m/s) compared to NFfx/− littermate controls (34.4 ± 1.26 m/s, n = 4 mice/group).
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FIGURE 3. Nodal proteins remain stable despite disruption in the flanking paranodal Axo-glial junctions. (A) Schematic representation of tamoxifen injections for NfascNF155 ablation from adult myelinating glial cells. Plp-CreER;NFfx/−and NFfx/− control mice were analyzed 1, 7, and 12 mpi. (B–D) SN fibers from 12 mpi NFfx/− and Plp-CreER;NFfx/− littermate mice were immunostained with antibodies against NF186 (blue) and NFCT (green) in combination with either of the following proteins: AnkG (A), βIV Spec (B) or pan NaV (C) (red). (E–G) SCs from 12 mpi NFfx/− and Plp-CreER;NFfx/− littermate mice were immunostained with antibodies against KV1.2 (blue) and Caspr (green) in combination with either of the following proteins: AnkG (D), βIV Spec (E) or pan NaV (F) (red). Scale bar, 2 μm. The green asterisks are part of the schematic indicating when mice were studied as was used in Figures 1A, 4A.



To determine the consequences of paranodal NF155 ablation on nodal maintenance, teased SNs and sectioned SCs from 1, 7, and 12 mpi NFfx/− and SLICK-H-CreER;NFfx/− were triple immunostained with antibodies against NF186 and NFCT or KV1.2 and Caspr with either AnkG, βIV Spec, or pan-NaV. Even 1 year after tamoxifen, AnkG, βIV Spec, and pan-NaV channels were still clustered at the nodes in the absence of paranodes in PNS (Figures 3B–D, only 12 mpi shown) and CNS (Figures 3E–G); however, the nodal region becomes more diffuse in Plp-CreER;NFfx/− than in NFfx/−. These results show that the paranodal region is not individually required for nodal maintenance but may play a supportive role with other mechanisms at the node.



Simultaneous Loss of Nodal NF186 and Paranodal NF155 Dramatically Accelerates Nodal Destabilization

To address the combined contribution of neuronal NF186 and glial NF155 at the nodal regions, we simultaneously ablated both isoforms using a tamoxifen inducible ubiquitous Cre (ActinCre-ER) (Hayashi and McMahon, 2002). NFfx/− mice were crossed to Actin-CreER mice and given tamoxifen injections from P23-32 as was done to ablate NF186 and NF155 individually. Since Actin-CreER;NFfx/− failed to survive past 3 mpi, they were examined at 1, 2, and 3 mpi (Figure 4A). The difference between Actin-CreER;NFfx/− mice and their control littermates was evident by the significant reduction in body weight starting at 2 mpi (Figures 4B–D). Mice with ablation of both NF155/NF186 showed an extreme rapidly progressing phenotype (Figures 4D–E, pictured at 2 mpi), which started with foot clenching and abnormal gait at 1 mpi and resulted in complete hindlimb paralysis by 3 mpi (Movie 2). To confirm NF155 and NF186 ablation by tamoxifen, immunoblots were performed at 3 mpi in SC and SN (Figure 4F), which reveal a significant reduction of more than 80% in the protein levels of both NF155 and NF186 in Actin-CreER;NFfx/− SCs and SNs compared to controls (Figures 4H,I). In addition to the reduction in protein level, an over 80% loss of Nfasc mRNA was confirmed in SC at 3 mpi by qPCR analyses with primers specific to NF186, NF155 or common to both (Figure 4G). Further SNs and SCs were examined from 1 to 3 mpi with immunostaining using antibodies against NFCT and NF186. While paranodal NF155 and nodal NF186 were present at all timepoints in NFfx/− mice, by 1 mpi NF155 was undetectable in 60.5 ± 3% of paranodes in the PNS and 68.2 ± 4.7% in the CNS of Actin-CreER;NFfx/− mice (Figures 4J–M). Despite the loss of NF155, NF186 remains at most nodes 1 mpi in Actin-CreER;NFfx/−, albeit at lower intensity (Figures 4K,M). By 2 mpi, nodes with remaining NF186 were seldom seen without some traces of NF155 in at least 1 flanking paranodal domain (Figures 4K,M), indicating nodes where NF155 was completely ablated from each flanking paranode had already lost NF186. By 3 mpi, nodes or paranodes were rarely observed in the CNS or PNS (Figures 4K–M). However, the percentage of remaining paranodes with NF155 and nodes with NF186 does not fully reflect this loss as it is over the detectable nodes and does not include axons where nodes and paranodes could no longer be detected (Figures 4N–Q). Taken together, these results highlight the differential turnover rate of paranodal NF155 and nodal NF186. When both Nfasc are simultaneously lost, glial NF155 is depleted first which then permits an accelerated turnover of neuronal NF186 at the mature nodes. Compared to when NF186 is individually ablated, combined ablation lead to a quicker loss of NF186 at the nodes of Ranvier revealing a supportive role of the paranodal complex in nodal maintenance in both the PNS and CNS.
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FIGURE 4. Adult ablation of paranodal NF155 in combination with nodal NF186 accelerates nodal destabilization. (A) Schematic representation of tamoxifen injections for simultaneous NF155 and NF186 ablation from adults. Tamoxifen was injected starting at P23 for 10 consecutive days to Actin-CreER;NFfx/−and NFfx/−control mice, which were analyzed 1, 2, and 3 mpi. (B) Graph representing body weight of NFfx/− (black bar) and Actin-CreER;NFfx/− (blue bar) mice (males only, n = 4–6 mice/group). (C–E) Photographic depiction of 2 mpi (C–E) Photographic depiction of 2 mpi NFfx/− control (C) and Actin-CreER;NFfx/− mutant (D–E) mice after NF155/186 ablation by tamoxifen. (F) Immunoblot analysis of SC and SN from 3 mpi NFfx/− and Actin-CreER;NFfx/− mice with antibodies against NFCT and Tub. Asterisk shows size of a non-specific band present in SN. (G) mRNA analysis of SC from 3 mpi NFfx/− and Actin-CreER;NFfx/−mice by qPCR with primers specific to NF186, NF155, or common to both isoforms of Nfasc (n = 4/group). (H,I) Quantification of immunoblots relative to alpha-Tubulin in SC or SN, respectively (n = 3–4/group). (J–M) Immunostaining of 1, 2, and 3 mpi teased SN fibers (G,H) and SCs (I,J) with antibodies against NFCT (green) and NF186 (red) from NFfx/− and Actin-CreER;NFfx/− mice. (N–Q) Quantification of the percentage of paranodes with remaining NF155 (N,P) and of nodes with remanding NF186 (O,Q) at 1, 2, and 3 mpi in NFfx/− and Actin-CreER;NFfx/− in SN or SC, respectively (n = 4–6/group). (R–T) SN fibers from 2 mpi NFfx/− and Actin-CreER;NFfx/− littermate mice were immunostained with antibodies against NF186 (blue) and Caspr (green) in combination with either of the following proteins: AnkG, βIV Spec or pan-NaV(red). (U–W) SC sections from 2 mpi NFfx/− and Actin-CreER;NFfx/− littermate mice were immunostained with antibodies against KV1.2 (green) and Caspr (blue) in combination with either of the following proteins: AnkG, βIV Spec or pan-NaV (red). (X,Y) Graphs representing intensity quantification of AnkG, βIV Spec or pan-NaVin the SN and SC respectively (n = 3–4/group). All data are represented as mean ± SEM. See also Movie 2. Scale bar, 2 μm. Black asterisks indicate statistical differences between control and mutant; while blue asterisks signify differences between timepoints among mutants.



To determine the consequences of combined loss of NF186 and NF155 on the maintenance and stability of the node, SNs from 1, 2 and 3 mpi NFfx/− and Actin-CreER;NFfx/− were triple immunostained with antibodies against NF186, paranodal Caspr, and either AnkG (Figure 4R), βIV Spec (Figure 4S), or pan-NaV channels (Figure 4T). At 2 mpi despite paranodal NF155 loss, as long as some NF186 remained at the node, all other nodal proteins were intact; however, their intensity was significantly reduced compared to controls (Figure 4X). When nodal NF186 was no longer detectable, other nodal proteins began to diffuse but could be held temporarily by remaining axo-glial paranodal junctions as seen for βIV Spec in Figure 4S. To determine the combined role on nodal stability in the CNS, SCs from 1, 2, and 3 mpi NFfx/− and Actin-CreER;NFfx/− were triple immunostained with antibodies against juxtaparanodal KV1.2, paranodal Caspr, and either AnkG (Figure 4U), βIV Spec (Figure 4V), or pan-NaV channels (Figure 4W). As in PNS, all nodal markers were present at 2 mpi, but the intensity of all these nodal proteins was significantly reduced (Figure 4Y). By 3 mpi in both PNS and CNS, AnkG, βIV Spec, and pan-NaV channels were no longer clustered at the nodes that lacked NF186 and instead were either absent or diffusely distributed around the nodal area (data not shown). Together, the combined loss of NF186 and NF155 reveals that the paranodal complex functions to prevent the turnover of the nodal NF186 and thus helps to maintain the stability of the nodal complex.



Ablation of NF186 Alone and with NF155 Leads to Reduced Nerve Conduction

As significant reductions in intensity of pan-NaV were seen after ablation of nodal NF186 alone or in combination with paranodal NF155 in both PNS and CNS, we next wanted to determine how loss of nodes and paranodes impacted the electrophysiological properties of myelinated axons over time. Thus, we performed in vivo electrophysiological recordings from the SN and the tail of SLICK-H-CreER;NFfx/− and Actin-CreER;NFfx/− mice (Figure 5). While no changes in either conduction velocity or CAP amplitude were seen in SLICK-H-CreER;NFfx/− mice compared to NFfx/− mice at 1 mpi, significant changes were observed in later timepoints, which correspond with loss of NF186 from the nodes (Figures 5A–F). In the SN, NCV was reduced at 4 mpi and significantly lower by 6 mpi in SLICK-H-CreER;NFfx/− compared to NFfx/− (Figures 5A,B). However these changes in NCV were not observed in the tail between the littermate controls and SLICK-H-CreER;NFfx/− at any timepoint and the only significant change noted was a slight increase in NCV with age in both groups (Figures 5D,E). While there were trends toward a decrease in CAP amplitude in both SN and tail of SLICK-H-CreER;NFfx/− compared to NFfx/−, neither were significant by 6 mpi (Figures 5C,F). Overall, these electrophysiological measurements indicate an individual role for NF186 in maintaining sufficient levels of NaV channels at nodes in order to propagate action potentials and maintain proper conduction velocity along myelinated axons.
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FIGURE 5. Destabilization of nodes leads to reduced nerve conduction velocity. (A–C) Representative electrophysiological profiles (A) of Compound Action Potentials (CAPs) from SNs of 1, 4, and 6 mpi NFfx/− (black line) and SLICK-H-CreER;NFfx/− (red line) with quantification of NCV (B) and amplitude (C). (D–F) Representative electrophysiological profiles (D) of CAPs from tails of 1, 4, and 6 mpi NFfx/− and SLICK-H-CreER;NFfx/− with quantification of NCV (E) and amplitude (F). (G–I) Representative electrophysiological profiles (G) of CAPs from SNs of 1, 2, and 3 mpi NFfx/− (black line) and Actin-CreER;NFfx/− (blue line) with quantification of NCV (H) and amplitude (I). (J–L) Representative electrophysiological profiles (J) of CAPs from tails of 1, 2, and 3 mpi NFfx/− and Actin-CreER;NFfx/− with quantification of NCV (K) and amplitude (L). All data are represented as mean ± SEM (n = 7–10 mice/group). Black asterisks indicate statistical differences between control and mutant; while colored asterisks signify differences between timepoints among the mutant group (red for SLICK-H-CreER;NFfx/− and blue for Actin-CreER;NFfx/−).



Although no differences in nerve conduction were found before 4 mpi when NF186 was ablated individually, significant decrease in conduction velocity were already apparent at 1 mpi in Actin-CreER;NFfx/−when NF186 and NF155 were simultaneously ablated (Figures 5G–L). In SN, NCV was significantly reduced in Actin-CreER;NFfx/− compared to NFfx/− at all timepoints (Figures 5G,H). While in tail, a significant reduction in NCV was detected at 3 mpi between Actin-CreER;NFfx/−and both the 3 mpi control group as well at the 2 mpi Actin-CreER;NFfx/−(Figures 5J,K). This depreciation in conduction velocity in PNS, corresponds with the turnover of NF186 at the nodes (Figure 4O). While no significant differences were seen in CAP amplitude in Actin-CreER;NFfx/− compared to control, trends toward a decrease were apparent in both SN and tail at 3 mpi (Figures 5G,I,J,L). Taken together, these studies further emphasize a supporting role for flanking paranodal regions along with NF186 in preserving the integrity of the nodal complex and thereby sustaining the electrical properties of myelinated axons.



Destabilization of Nodes in Adults Leads to Ultrastructural Changes and Degeneration of Myelinated Axons

Since adult ablation of NF186 either alone or in combination with NF155 lead to nodal disorganization and concomitant reduction in nerve conduction, we next examined myelinated axons for any ultrastructural defects that might have occurred over time. At 4 and 6 mpi, SNs and SCs from NFfx/− and SLICK-H-CreER;NFfx/− were processed for electron microscopy; and representative images are presented in Figure 6. The cross sections from control SNs and SCs show morphologically normal axons (green arrowhead) surrounded by tight myelin ensheathment (green arrows) as expected (Figures 6A,D,J,M). In contrast the SNs of 4 mpi SLICK-H-CreER;NFfx/− reveal the presence of myelinated fibers with signs of axonal pathology or in severe cases axonal degeneration (Figures 6B,E,F). As axonal ruffling and shrinking occurred (red arrowheads), vacuoles (red asterisks) were created within the axons which appeared to be filled in by myelin (red arrows). By 6 mpi, most large and some smaller caliber axons were found to show signs of degeneration with abnormal myelin inclusion within the axons; however, normal small caliber axons were still prevalent (Figures 6C,G–I). In order to quantify these phenotypes, normal axons were scored from NFfx/− and SLICK-H-CreER;NFfx/− mice (Figure 6S). At both 4 mpi (25.6 ± 4.3%) and 6 mpi SLICK-H-CreER;NFfx/− (36.4 ± 2.7%), mice with postnatal ablation of NF186 had more abnormal axonal morphologies in SNs compared to controls (5.9 ± 1.3%). Similar to what was observed in SNs, axonal pathology (arrowheads) and abnormal myelin structures (arrows) are seen in approximately 1 in 4 axons in SLICK-H-CreER;NFfx/− SC at 4 mpi (Figures 6K,N,O). By 6 mpi, the frequency and level of axonal degeneration increased in SLICK-H-CreER;NFfx/− (Figures 6L,P–R). Quantification showed significantly more abnormal axons in SLICK-H-CreER;NFfx/− mice at 4 mpi (28.8 ± 9.1%) and 6 mpi (48.3 ± 9.5%) in comparison to controls (2.9 ± 0.6%, Figure 6T). Additionally, longitudinal sections were examined where control fibers always maintained a clear nodal gap flanked by paranodal axo-glial loops. In contrast, SLICK-H-CreER;NFfx/− mice in both the PNS and CNS often had disrupted nodes with myelin inclusions within the axons (data not shown). Together, the ultrastructural analyses reveal NF186 is essential for maintaining proper axonal architecture at the nodal region and that destabilization of adult nodes over time contributes to axonal pathology and degeneration.
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FIGURE 6. Disorganization of nodes leads to degeneration of adult myelinated axons. (A–I) Transmission electron microscopy (TEM) of cross sections from SNs of control NFfx/− mice at 6 mpi (A,D) and SLICK-H-CreER;NFfx/− mice at 4 mpi (B,E,F) and 6 mpi (C,H,I). Green arrowheads point to normal axons, red arrowheads to axonal pathology, greens arrows to compact myelin, red arrows to abnormal myelin or myelin inclusions, and red asterisks to vacuoles within axons. (J–R) TEM of cross sections from SCs of control NFfx/− mice at 6 mpi (J,M) and SLICK-H-CreER;NFfx/− mice at 4 mpi (K,N,O) and 6 mpi (L,P–R). (S–T) Quantification of healthy axons found in the cross sections of NFfx/− mice (black bar) and SLICK-H-CreER;NFfx/− (red and pink bars) SN and SC, respectively. A minimum of 200 axons were scored for SN and 500 axons for SC of each mouse. All data are represented as mean ± SEM (n = 4 mice/ group). Scale bar, 2 μm. Black asterisks indicate statistical differences between control and mutant.



As Actin-CreER;NFfx/− mice do not survive past 3 mpi, we processed SNs and SCs of 2 mpi NFfx/− and Actin-CreER;NFfx/− for electron microscopy (Figure 7). At this timepoint, we found axons displaying signs of degeneration (red arrowheads) and containing abnormal myelin (red arrows) to be prevalent in Actin-CreER;NFfx/− SN (Figures 7B,D–F); which were not present in SNs from aged-matched NFfx/− mice (green arrows for myelin and arrowheads for axons, Figures 7A,C). When normal axons surrounded by tight myelin were scored from control and NF186/NF155 ablated SN's, we found Actin-CreER;NFfx/− (53.4 ± 0.6%) showed significantly more abnormal axons at 2 mpi compared to controls (4.8 ± 1.8%, Figure 7M). Likewise in the SC, control axons appeared normal (Figures 7G,I); however, abnormal and degenerated axons, where only myelin (red arrows) and vacuoles (red asterisks) remained, were frequently observed in Actin-CreER;NFfx/− mice. Quantification found more abnormal axons in Actin-CreER;NFfx/− at 2 mpi (51.3 ± 4.6%) compared to controls (5.8 ± 0.5%, Figure 7N). Of note, although significant axonal disruption was observed when NF186 alone or in combination with NF155 was ablated, it was not accompanied by widespread demyelination. Taken together, these data demonstrate the importance of NF186 and NF155 in the long-term maintenance of the nodal region, and that simultaneous destabilization of the paranodal and nodal complex has dramatic consequences on myelinated axons leading to ultrastructural changes associated with axonal degeneration. These data also provide insight into how changes in axonal domain structure either due to loss of nodal or paranodal proteins can result in the degeneration of myelinated axons.
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FIGURE 7. Destabilization of paranodes along with nodes enhances degeneration of adult myelinated axons. (A–F) Transmission electron microscopy (TEM) of cross sections from SNs of NFfx/− control mice (A,C) and Actin-CreER;NFfx/− mice (B,D–F) at 2 mpi. Green arrowheads point to normal axons, red arrowheads to axonal pathology, greens arrows to compact myelin, red arrows to abnormal myelin inclusions, and red asterisks to vacuoles within axons. (G–L) TEM of cross sections from SCs of NFfx/− control mice (G,I) and Actin-CreER;NFfx/− mice (H,J–L) at 2 mpi. (M–N) Quantification of healthy axons found in the cross sections of 2 mpi NFfx/− (black bar) and Actin-CreER;NFfx/− (blue bar) SN and SC, respectively. A minimum of 200 axons were scored for SN and 500 axons for SC of each mouse. All data are represented as mean ± SEM (n = 3 mice/ group). Scale bar, 2 μm. Black asterisks indicate statistical differences between control and mutant.






DISCUSSION

The node specific cell adhesion molecule, NF186, has emerged as the key player in the initial nodal organization by providing a molecular link between its extracellular partners and intracellular cytoskeletal scaffolding proteins (Thaxton et al., 2011). Other mechanisms have also been suggested in nodal organization that involve contribution of the paranodes along with other nodal proteins (Susuki et al., 2013). In the current study, we have utilized spatiotemporal tools to address the role of neuronal NF186 and paranodal NF155 in the stability of the node, and the timeline in which the nodal complex remains stable after their ablation. Our findings indicate that the long-term nodal maintenance is highly dependent on the stability of NF186 within the nodal complex, and that the paranodal domains per se are not required for life-long maintenance of the node. Most importantly, when NF186 is ablated in combination with paranodal NF155, there is accelerated loss of NF186 which coincides with enhanced nodal destabilization, severe reduction in NCV and ultimately degeneration of myelinated axons.


NF186 Stability and Requirement in The Maintenance of the Node

Previous adult ablation studies suggested that NF186 is not required to maintain the nodal complex in either the CNS or PNS (Desmazieres et al., 2014), as other proteins including NaV channels, AnkG, and βIV Spec were retained at the nodes albeit at lower levels 16 weeks after tamoxifen induced ablation (wpi), while NF186 appeared to be absent from the node by 8 wpi. Interesting using the same exact tamoxifen inducible CreER; Nfascfx/−, it was reported that NF186 was remarkably stable at nodes of Ranvier and NF186 was shown to be present at low levels 16 wpi in nodes of cerebellar white matter tracts (Zonta et al., 2011). Consistent with these observations after tamoxifen-induced ablation, in the SLICK-H-CreER;NFfx/− it took up to 4 months before NF186 levels began to decline significantly and up to 6 months before NF186 became undetectable at majority of nodes in both PNS and CNS. The resistance of nodal NF186 to degradation after genetic ablation corresponds with the reported 3 month half-life of NF186 after shRNA knockdown from mature nodes in myelinating co-cultures (Zhang et al., 2012). This is in contrast to NF155 stability which was undetectable by 2 mpi from the paranodes in Plp-CreER;NFfx/− (Pillai et al., 2009) and to NF186 at the cerebellar AIS where it was undetectable in 3 wpi (Zonta et al., 2011). Thus, NF186 integrated into the nodal complex appears to be highly stable with very little turnover.

As NF186 protein levels slowly declined overtime in adults after tamoxifen-induced NF186 ablation, we observed a corresponding reduction in the nodal levels of NaV channels, AnkG, AnkR, and βIV Spec, but not a complete loss of these proteins highlighting the fact that the nodal complex is resistant to destabilization which occurs progressively over months. By this time in animal life, the phenotypes are extremely severe and mutant animals become highly ataxic and immobile, which leads to their death. Similar reductions but not complete loss in NaV channel levels after NF186 ablation from mature nodes were previously reported in vitro co-cultures (Zhang et al., 2012) as well as in vivo (Desmazieres et al., 2014). Although differential stability of NaV was reported between PNS and CNS in the NF186 adult-ablation model described in Desmazieres et al. (2014) at 4 mpi, our SLICK-H-CreER;NFfx/− model survived longer and allowed us to further observe nodal destabilization at 6 mpi which was also associated with axonal degeneration. At this later timepoint, no notable differences were observed in the loss of NaV channels or any other nodal protein between the CNS and PNS. This brings into focus whether the differences observed at 4 mpi reflect a differential loss of NF186 in the PNS versus the CNS nodal complex or rather reflect a variance in the accessibility of nodal NF186 to protein degradation between the peripheral and central myelinated axons.



Nodal Stability and Contribution of Paranodal Domains

Our previous studies showed that loss of paranodes after development did not impact nodal stability (Pillai et al., 2009); however, paranodes were recently proposed to have a distinct role in stabilizing NaV channels at the nodes after NF186 loss (Desmazieres et al., 2014). Loss of paranodes in Plp-CreER;NFfx/− adults did not have any appreciable effects on the long-term maintenance of the nodal complex even as far as 12 months after ablation indicating that paranodes per se are not individually required for nodal stability in either the PNS or CNS (Figure 3). However, the question remained if paranodal axo-glial junctions have a supportive role in maintaining the nodal complex. Our studies reveal loss of paranodes along with NF186 caused accelerated destabilization of the node when compared to loss of NF186 alone in the same timeline (Figure 8). In contrast to the prolonged stability of nodal NF186 after its individual genetic ablation in the SLICK-H-CreER;NFfx/−, NF186 levels dropped more rapidly with the simultaneous ablation of NF186/NF155 in Actin-CreER;NFfx/− mutants. While at 2 mpi no differences were observed between the intensity of any nodal protein between NFfx/− and SLICK-H-CreER;NFfx/− (data not shown); at this time in Actin-CreER;NFfx/− mutants, significant reduction in the levels of NaV channels, AnkG, and βIV Spec were seen at nodes in both SN and SC. The observation that when trace amounts of NF186 were present at nodal areas, other nodal proteins remained clustered with NF186 at those areas underscores the fact that NF186 is the key stabilizer of the nodal complex. In addition, an increasing number of axons without any detectable nodes or paranodes were observed over time in combined loss of NF186 and NF155. These data demonstrate that without the flanking paranodal domains, the turnover rate of NF186 at the nodes is sharply increased leading to faster nodal destabilization, and further reveal that paranodal axo-glial junctions do not play a determinative role but a supportive role in maintaining life-long stability of the nodal complex in myelinated axons.
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FIGURE 8. Schematic representation of nodal destabilization. (A) Adult ablation of NF186 results in gradual reduction of NF186 which is not completely lost until 6 mpi. As NF186 levels are reduced, nodes fail to maintain normal levels of NaV channels and AnkG followed by βIV Spec. Mice die around 6 mpi. (B) Adult ablation of NF155 does not have any appreciable effect on the localization or levels of nodal proteins within 12 mpi. Mice maintain normal lifespan. (C) Simultaneous adult ablation of NF155/NF186 results in a rapid loss of NF155 by 1 mpi. Without paranodal NF155, nodes fail to stably maintain NF186 leading to complete loss of NF186 by 3 mpi which is accelerated compared to ablation of NF186 alone. As NF186 levels are reduced, nodes fail to maintain normal levels of NaV channels followed by AnkG and βIV Spec. Mice die around 3 mpi.



While the Actin-CreER;NFfx/− model with ablation of both neuronal and glial Nfasc showed rapid loss of NF186 from nodes and death by 3 mpi; the SLICK-H-CreER;NFfx/− model with ablation of Nfasc only in neurons showed a delayed loss of nodal NF186 and survived until 6 mpi. Although the most probable explanation for the differences between phenotypes and life span of these models is the added loss of paranodal NF155 in the Actin-CreER;NFfx/−, additional variations could have arisen due to genetic backgrounds or other Nfasc functions outside neurons and myelinating glia. Even though both lines were maintained on essentially the same mixed C57BL/6 and 129/Sv strains, the Actin-CreER;NFfx/− and SLICK-H-CreER;NFfx/− models were bred and evaluated separately. The only difference that was observed between the two NFfx/− control groups was the amplitude in in vivo tail evoked response at 1 mpi (Figures 5F,L), which is likely explained by the smaller size of the NFfx/− (Actin-CreER) at 1 mpi (Figures 1B, 4B). To account for this and any other variation that could have occurred due to strain variation, the CreER;NFfx/− were statistically evaluated against their littermate NFfx/− controls in each experiment. Afterwards, the statistical changes between controls and mutants within each model were compared allowing us to conclude that Actin-CreER;NFfx/− display enhanced nodal destabilization and quicker demise than the SLICK-H-CreER;NFfx/− mutants.



Destabilization of Axonal Domains and Degeneration of Myelinated Axons

Myelination evolved with axonal domains to promote rapid and energy-efficient conduction of action potentials; however, myelin sheath disruption or loss has unintended consequences on axonal health. As has been observed in several mouse mutants, axonal pathology is often associated with defective axonal domain organization (Dupree et al., 1998; Boiko et al., 2001; Arroyo et al., 2002; Garcia-Fresco et al., 2006). Our studies reported here have uncovered a timeline in which nodal destabilization in adults leads to a significant reduction in nerve impulse propagation, pathology in myelinated axons and ultimately paralysis and subsequent death. In vivo NCV assays on peripheral nerves revealed that nodal stability is crucial for proper neuronal activity. Loss of NF186 in adults led to significant alterations in nerve function as conduction velocity was reduced in SN beginning at 4 mpi and worsened by 6 mpi, which is in agreement with reductions in NCV reported at 4 mpi in Desmazieres et al. (2014). In addition, simultaneous loss of the paranodes along with destabilization of the nodal region led to an accelerated decrease in conduction, which highlights the fact that proper nodal maintenance is critical for saltatory nerve conduction by myelinated axons.

The functional relationship between the myelinating cells and the axon also ensures preservation of the axonal ultrastructure and hence axonal function. The presence of ultrastructural abnormalities with degenerating axons in both the PNS and CNS in adult NF186 ablated animals uncovers the importance of the nodal complex in axonal health. Additional support for axonal pathology as a result of axonal domain disorganization comes from the further exacerbated of axonal degeneration in animals with ablation of both NF186 and NF155. Interestingly both models showed the same end stage phenotype, only it was accelerated in the Actin-CreER;NFfx/− model. Neither model exhibited seizures at any time point or the constant tremor indicative of MBP deficient rodent models (Sidman et al., 1985; Delaney et al., 1995). Instead both mouse models displayed ataxia (only when attempting movement), hindlimb clasping, and abnormal gait which developed into total hind limb paralysis. The mice also exhibited severe kyphosis and muscle atrophy. At end point, the mice were no longer able to right themselves when placed on their backs and appeared to have respiratory distress, although the cause was not investigated. These observations are particularly relevant to human myelin related pathologies where disorganization of established axonal domains serves as a measure of disease progression (Craner et al., 2004; Coman et al., 2006; Desmazieres et al., 2012). Of significant interest are observations that patients with inflammatory demyelinating disease, such as multiple sclerosis, have high levels of antibodies against both NF186 and NF155 (Mathey et al., 2007; Devaux et al., 2012; Ng et al., 2012) raising the possibility that loss of Neurofascin from established axonal domains contributes to degeneration of myelinated axons overtime as is observed in Actin-CreER;NFfx/− mutants. Since Actin-CreER;NFfx/− mutants survive an average of 3 mpi, these animals will be valuable to determine whether immunological changes occur that might further trigger demyelination or enhanced disorganization of NF186- and NF155-depedent protein complexes.

Collectively, our findings establish that NF186 functions as the key stabilizer of the nodal complex and that life-long maintenance of functional axonal domains is not only critical for saltatory conduction, but also for preserving the ultrastructure and long-term health of myelinated axons.
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Cholinergic hypofunction is associated with decreased attention and cognitive deficits in the central nervous system in addition to compromised motor function. Consequently, stimulation of cholinergic neurotransmission is a rational therapeutic approach for the potential treatment of a variety of neurological conditions. High affinity choline uptake (HACU) into acetylcholine (ACh)-synthesizing neurons is critically mediated by the sodium- and pH-dependent high-affinity choline transporter (CHT, encoded by the SLC5A7 gene). This transporter is comparatively well-characterized but otherwise unexplored as a potential drug target. We therefore sought to identify small molecules that would enable testing of the hypothesis that positive modulation of CHT mediated transport would enhance activity-dependent cholinergic signaling. We utilized existing and novel screening techniques for their ability to reveal both positive and negative modulation of CHT using literature tools. A screening campaign was initiated with a bespoke compound library comprising both the Pfizer Chemogenomic Library (CGL) of 2,753 molecules designed specifically to help enable the elucidation of new mechanisms in phenotypic screens and 887 compounds from a virtual screening campaign to select molecules with field-based similarities to reported negative and positive allosteric modulators. We identified a number of previously unknown active and structurally distinct molecules that could be used as tools to further explore CHT biology or as a starting point for further medicinal chemistry.

Keywords: HACU (high affinity choline uptake), acetylcholine, solute carrier, SSM electrophysiology, phenotypic screening, mass spectrometry, small molecule screening, SLC5A7


INTRODUCTION

Cholinergic neurons are responsible for transmitting signals to a wide range of tissues within the peripheral and central nervous systems. As a result, they are involved in a variety of crucial biological processes including muscle contraction, cognition, learning, memory, and control of autonomic functions (Woolf and Butcher, 2011). Decreased acetylcholine (ACh) levels or expression and/or function of the neurotransmitter receptors, in selected areas of the nervous system, have been described in several neurodegenerative diseases such as Alzheimer's, Parkinson's and Huntington's as well as in psychiatric disorders such as schizophrenia. The high affinity choline transporter (CHT) is responsible for uptake of choline into cholinergic nerve terminals, where it is acetylated by choline acetyltransferase (ChAT) to form the neurotransmitter acetylcholine. The transporter protein was cloned and identified by Okuda and co-workers in 2000, and shown to exhibit high-affinity, sodium-dependent choline uptake (Km~2 μM) which could be inhibited by hemicholinium-3 (HC-3) with a Ki of 1–5 nM (Okuda and Haga, 2000; Okuda et al., 2000; Apparsundaram et al., 2001). Collective evidence indicates that CHT density in the synaptic plasma membrane is the primary variable determining the capacity of cholinergic neurotransmission (Ferguson and Blakely, 2004; Ribeiro et al., 2006; Black and Rylett, 2012). The majority of CHT is localized intracellularly including a proportion present on ACh-containing synaptic vesicles, suggesting an elegant mechanism for linking ACh release to CHT membrane density and choline re-uptake (Ferguson et al., 2003; Apparsundaram et al., 2005): vesicular fusion is able to support a rapid biosynthetic response to neuronal stimulation. Manipulations that increase the rate of choline uptake, Vmax, also increase transporter density in the synaptic membrane. Post-translational modifications (PTM) such as phosphorylation and ubiquitination have been shown to modulate activity state in addition to subcellular trafficking via endosomal compartments into synaptic vesicles (Cooke and Rylett, 1997; Kar et al., 1998; Gates et al., 2004; Misawa et al., 2008; Black et al., 2010; Yamada et al., 2012; Hartnett et al., 2014; Parikh et al., 2014). Additional regulation likely includes specific protein-protein interactions; however the complex partners are not well-defined (Kar et al., 1998; Ribeiro et al., 2003; Parikh et al., 2006, 2014; Brock et al., 2007; Misawa et al., 2008; Pinthong et al., 2008; Cuddy et al., 2012, 2014, 2015; Kristofikova et al., 2013; Fishwick and Rylett, 2015). This raises the possibility of modulating CHT surface localization to impact on transport Vmax in addition to direct modulation of transport function through affinity (Km) or rate.

Presynaptic mechanisms influencing ACh synthesis and release have received little attention as therapeutic strategies for modulating cholinergic function, despite good understanding and high conservation of cellular mechanisms. Indeed, ACh release cannot be sustained without presynaptic transporter mediated recapture of choline, as demonstrated by genetic and pharmacological studies (Ferguson et al., 2004; Ferguson and Blakely, 2004; reviewed in Brandon et al., 2004; Apparsundaram et al., 2005; Parikh and Sarter, 2006; Bazalakova et al., 2007; Parikh et al., 2013). Neurons enhance CHT activity in response to neuronal activity to enhance ACh production. Thereby, if this mechanism were to be modulated by compounds, this offers a potentially impactful approach to augment cholinergic signaling for therapeutic purposes. Furthermore, the mechanism focuses on clearance of choline from the synapse rather than ectopic stimulation of acetylcholine receptors through acetylcholinesterase inhibitor (AChEI) treatment.

We therefore sought to leverage the comparatively high level of characterization and potential interest of CHT as a target to develop a platform to assess existing and novel approaches to characterizing electrogenic transporter function in a drug discovery context. We prioritized approaches focused on direct assessment of transporter function as an output that could be developed further into primary medium- and high-throughput screens. We also assessed potential secondary screening modalities using alternative assay formats such as assessment of transporter localization. We performed a focused screening campaign using a bespoke compound set. There is comparative paucity of relevant known tool molecules that modulate CHT function: published orthosteric inhibitors include hemicholinium-3 (HC-3) and related analogs which have been broadly used since their first discovery in 1955 (Ferguson and Blakely, 2004). In addition there is the recently described negative allosteric modulator (NAM) ML-352 (Ennis et al., 2015) and putative positive modulators of transporter function including MKC-231/coluracetam (Bessho et al., 2008; Takashina et al., 2008a,b) and staurosporine (STS) (Ruggiero et al., 2012). ML-352 and MKC-231 were used as seeds for generating the first set of 887 compounds via Cresset software (a computational approach that generates a 3-dimensional electrostatic shape or “field” which illustrates how the compound may interact with the target). The second set comprised the Pfizer Chemogenomic Library (CGL) of 2,753 compounds specifically designed to support target identification from phenotypic screening (Jones and Bunnage, 2017). We identified a number of active, previously unknown CHT positive allosteric modulator (PAM) chemotypes that could be used either as tools or as starting points for further medicinal chemistry activities.



MATERIALS AND METHODS


Cell Line Generation and Culture

Sequences corresponding to full-length CHT (NM_021815.4) and LV-AA mutation at residues 531–532 (Ribeiro et al., 2005; Ruggiero et al., 2012) were codon-optimized for expression in human cell lines and custom-synthesized by GeneArt (LifeTech). Constructs were designed with a N-terminal FLAG epitope (Cuddy et al., 2012) and cloned into the pLenti6.3/V5 DEST vector which also contained a C-terminal V5 epitope tag (LifeTech). Lentiviral particles were generated (ViraPower, Thermofisher Scientific) and used to transduce HEK-293 cells (Sigma Aldrich). Pools of stable transformants were selected with 8 μg/mL Blasticidin. In addition, SH-SY5Y cells (ATCC) were transduced with a CHT construct tagged with GFP at the C-terminal (Origene, PS100071) or a FAP tag at the N-terminus (Sharp Edge Laboratory). Both stable pools and single clones were expanded. HEK-293 cells were cultured in DMEM High glucose (Gibco # 21969-035) supplemented with 10% FBS and 4 mM Glutamine (Thermofisher Scientific). SH-SY5Y cells were cultured in DMEM:F12 with Glutamine (Gibco # 11320-033) supplemented with 15% FBS and 1x NEAA (Thermofisher Scientific).



Field-Based Approach to Identifying Novel CHT Modulators

The Cresset field based virtual screening tool, Blaze (formerly called FieldScreen), (Cheeseright et al., 2008, 2009) was utilized to search the full Pfizer compound screening collection to identify compounds similar to literature CHT positive allosteric modulator (PAM) MKC-351/coluracetam (Takashina et al., 2008a,b) or CHT negative allosteric modulator (NAM) ML-352 (Ennis et al., 2015). Similarity was assessed using 50% 3D electrostatic and hydrophobic properties (Cheeseright et al., 2006) and 50% shape (Grant et al., 1996). This field was then used as a template to virtually screen the Pfizer file for additional compounds with a similar field and potentially related biological activity. For each virtual screening run, the top 500 compounds from the Pfizer compound collection, based on Blaze score, were selected. The set of 1,000 compounds identified from the PAM and NAM virtual screening campaigns was further filtered based on compound availability and removal of chemically unattractive groups (Stepan et al., 2011) to generate a test-set set of 887 compounds.



Chemogenomic Compound Library

The Pfizer Chemogenomic Library (CGL) contains 2,753 selective small molecules covering 1,043 distinct biological targets (Jones and Bunnage, 2017). The CGL was created to support phenotypic screening with the purpose of expediting target identification. A hit from the set suggests the annotated activities of that pharmacological agent may be involved in perturbing the observable phenotype. Multi-parameter optimization was used in the creation of the library to ensure appropriateness of molecules for cell-based screening (including assessments of permeability, solubility, cytotoxicity and selectivity). CGL compounds were selected on their potency against their primary annotated target at a concentration equal to or less than 500 nM where possible.



SURFE2R

Preparation of CHT Containing Membrane Fragments

A single cell clone of HEK293 overexpressing CHT (CHT-WT4) cells was used to generate membrane fragments to assess on the SURFE2R platform. Cells were grown to 80% confluence and harvested. The membrane fraction was collected by ultracentrifugation and the plasma membranes were isolated by density gradient centrifugation (Schulz et al., 2008).

Thiol-Coating of the Sensors

All experiments were performed on the SURFE2R N1 device and the matching N1 sensor blanks (Nanion Technologies GmbH, Munich). The sensor blanks include a 3 mm diameter gold surface inside a small well coated by incubating 50 μL of 0.5 mM 1-octadecanethiol dissolved in isopropanol for 30 min, rinsed once with isopropanol and twice with water (ddH2O) and dried for 30 min at room temperature.

Preparation of the Solid Supported Membrane (SSM)

Buffers were prepared according to the following schedules: Potassium buffer–30 mM HEPES, 5 mM MgCl2, 140 mM KCl, pH 7.4 with KOH; Sodium buffer—30 mM HEPES, 5 mM MgCl2, 140 mM NaCl, pH 7.4 with NaOH; Choline buffer—Sodium buffer + 100 μM Choline Chloride. 7.5 μg/μL DPhPC (Avanti Polar Lipids) was dissolved in n-Decane. 1.5 μL were added onto the thiol-coated gold surface. Immediately, 80 μL of potassium buffer was added carefully. The CHT membrane preparation was diluted 1:10 with potassium buffer and sonicated. Eight microliter were added directly onto the SSM by submerging the pipette into the buffer and the sensors were centrifuged for 30 min at 2,200 × g. The quality of the SSM was controlled by determination of conductance σ and capacitance C. The SURFE2R N1 device includes default functions to perform these measurements. Sensors should have a conductance below 3 nS and capacitance below 20 nF.

Electrophysiological Measurements

Prepared sensors were inserted into the faraday cage of the SURFE2R N1 device and buffers applied via its automatic perfusion system, allowing rapid buffer exchange in a continuous liquid flow. The following buffer addition sequence was used for all experiments: Sodium buffer was applied for 2 s with a flow rate of 200 μl/s to establish a sodium gradient over the membrane. Retaining the flowrate of 200 μl/s, choline buffer was applied for 2 s and washed out again by sodium buffer (2 s). During those 6 s the current response was recorded. At the end of the recording the sensor was rinsed thoroughly with potassium buffer. Only sensors generating current signals with amplitude higher than 100 pA were used for experiments. Signals were used for evaluation after the first activation, which showed greater amplitude. A baseline subtraction was performed using sodium free buffers.

Data Analysis

Raw data were exported as ASCII files, analysis was performed using the scientific graphing and data analysis program IGOR Pro 6 (WaveMetrics, Portland, USA). The evaluated peak currents were determined using a peak detection algorithm. For every average value, results from different sensors were compared. The errors bars indicate the standard error of the mean. Concentration response relationships for inhibition and apparent affinity were obtained by perfusion of the sensors with increasing compound concentrations. Inhibitors were added to all three buffers. Data were normalized to the maximum amplitude and described by fitting to a Hill function (Boyman et al., 2009; Ottolia et al., 2009).



Radiometric Choline Uptake Assay

Uptake of [3H]Choline (American Radiochemicals; ART 0197; 1,000 Ci/vial; Specific Activity 60–90 Ci/mmol) was measured in HEK cells expressing the high affinity choline transporter (CHT), clone WT4. Cells were plated at 50,000 cells /well in 200 μL culture media on a PDL coated Cytostar-T 96 well plate (Perkin Elmer) 24 h prior to assay. On the day of assay, following two washes and a 30 min pre-incubation at 37°C in 50 μL Na(−) free buffer (0.54 mM KCl, 1.3 mM CaCl2, 0.53 mM MgCl2, 0.4 mM MgSO4, 0.37 mM KH2PO4, 240 mM Sucrose, 4.4 mM Tris-phosphate, 5.5 mM Glycine, 5.6 mM D-Glucose; pH 6.5 with KOH), 25 μL 4X control or test compounds in Na(−) buffer were added to the cells. Hundred and zero percent controls were defined with 10 μM Staurosporine and DMSO respectively. Final DMSO concentration was 0.25%. Following a 30 min incubation at 37°C, 25 μL [3H]Choline diluted to 320 nM (80 nM final concentration) was added in Na(+) buffer (0.54 mM KCl, 1.3 mM CaCl2, 0.53 mM MgCl2, 0.4 mM MgSO4, 0.37 mM KH2PO4, 138 mM NaCl, 0.28 mM Na2HPO4, 5.5 mM Glycine, 5.6 mM D-Glucose; pH 6.5 with KOH). Plates were sealed with TopSeals (Perkin Elmer) and incubated in darkness for 3 h at room temperature before reading using a Wallac Microbeta, 1 min/well. The assay window was typically 3-fold signal to background ratio. A number of datasets fell outside of assay acceptance criteria (defined as signal to background ratio >3, individual assay plate Z prime (also known as z-factor) value >0.3 and EC50 of a standard compound within the expected range) and were therefore not included in the analysis.



Mass Spectrometric Choline Uptake Assay

All LC/MS analyses were performed on a Sciex 6,500 triple quadrupole tandem mass spectrometer in positive electrospray ionization (ESI) mode. Other instrumentation consisted of Shimadzu LC-20AD pumps and an Apricot Design Dual Arm Autosampler (ADDA). Liquid chromatography was performed on a Waters Atlantis HILIC column (10 × 2.1 mm, 3μ). Mobile phase A consisted of water with 0.1% formic acid and mobile phase B consisted of water containing 0.1% formic acid and acetronitrile containing 0.1% formic acid (50:50). The flow rate was 0.6 mL/min and the gradient was as follows; hold at 100% B for 5 s and switch to 100% A for 10 s and return to 100% B for 5 s. Data were acquired with Analyst version 1.6. Quantitative analysis was performed in the multiple reaction monitoring (MRM) mode using MultiQuant software version 2.1. The MRM transitions monitored were m/z 113/60 m/z for choline-D9 (deuterated choline chloride-(trimethyl-d9), Sigma Aldrich) and 108/60 m/z for the internal standard, choline-D4 (deuterated choline chloride-1,1,2,2-D4, Sigma Aldrich).



Antibody Staining

A single cell clone of HEK293 overexpressing CHT (CHT-WT4) cells was grown in 96 or 384 well format to 50% confluency. Media was removed and cells were washed once with HBSS (+/+). 1 μg/mL Anti-FLAG antibody (F3165, Sigma) was diluted in HBSS (+/+) and added to the cellular monolayer for 30 mins. After incubation, cells were washed three times with HBSS (+/+) followed by incubation with 1:5,000 AF488 labeled secondary antibody (LifeTech) diluted in HBSS (+/+) for 30 min. After three washes, cells were fixed with 4% paraformaldehyde in HBSS (+/+) for 15 min. Nuclei were counterstained with the nuclear dye Hoechst. All images were captured and analyzed on an epifluorescent microsope or Cellomics platform.




RESULTS


Stable Cell Line Generation and Characterization

Historically, animal-derived materials such as synaptosomes and primary culture have been used to study CHT function. We sought to move away from these approaches in accordance with UK NC3R guidelines. We generated and characterized a range of stable recombinant cell lines in both HEK-293 and SH-SY5Y backgrounds as neuronal-like cell lines in order to assess CHT transporter function for drug discovery. In the HEK-293 background, stable pools with either wild-type (WT) or mutant (LV-AA) CHT constructs were expanded and used to generate genetically homogenous clonal lines using single cell flow cytometry. Pools were used for initial radiometric assay development which facilitated subsequent selection of the CHT-WT4 line over other clones. This was done on the basis of greater assay window for inhibition and activation of [3H Choline] uptake (using 1 μM HC-3 and 10 μM STS respectively; Supplementary Figure 1) and data reproducibility. Interrogation of CHT-WT4 revealed overexpression of the codon-optimized CHT transcript but not endogenous SLC5A7 transcript as measured by qPCR but no differential expression of other choline transporters (SLC6A12/BGT1, SLC44A1-4/CLT1-4) (Supplementary Figure 2A). Similarly, there is no differential expression of other molecules required for acetylcholine synthesis (CHAT), transport (SLC18A3/vAChT) or hydrolysis (ACHE); nor in muscarinic and nicotinic acetylcholine receptor subunits (Supplementary Figures 2B,C). Parallel experiments were performed on the SH-SY5Y stable cell lines which overexpressed the codon-optimized CHT-GFP fusion transcript in addition to some basal SLC5A7 expression in parental cells in addition to ACHE, SLC18A3, and CHAT expression (Supplementary Figures 2D–F). These cell lines were the basis for assessing a range of assays to identify and characterize molecules that increased CHT-mediated transport (Table 1).



Table 1. Method comparison.
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Assessment of Transporter Function Using Membrane Potential has Utility as an Orthogonal Assay Format

CHT is sodium (Na+) and chloride (Cl−) dependent and requires a negative membrane potential; hence, alterations in membrane potential can be used as a measure of CHT-mediated transport. Indeed, Blakely and colleagues reported the discovery of ML-352, a novel non-competitive inhibitor and STS as a positive modulator of CHT using a membrane depolarized assay (Ruggiero et al., 2012; Ennis et al., 2015). Building on these observations, we evaluated the SURFE2R™ platform (Nanion Technologies), as a solid supported membrane (SSM) based electrophysiology platform to assess electrogenic transporter activity (Bazzone et al., 2013; Barthmes et al., 2016). Membrane fragments containing the protein of interest are immobilized on a gold electrode several millimeters in diameter to facilitate detection of transporter currents. Synchronous activation of the transport proteins is triggered by rapid application of a substrate-containing buffer. During electrogenic transporter action, charge accumulates in the membrane fragments which directly correlate with the measurable current on the gold electrode and thus enables flexible, robust real time measurement of transporter activity. Membrane preparations are essentially “cell free” preparations minimizing trafficking impacts such that any effect seen is likely to be a result of direct action of compound or other treatment on the transporter. However, it should be noted that the comparatively low proportion of CHT proteins at the plasma membrane may be a limiting factor for assays made using the SURFE2R™. In the first instance, we demonstrated that the Na+ and pH dependence of CHT mediated choline transport could be recapitulated using membrane preparations from CHT-WT4 (Figure 1A). Furthermore, we were able to saturate the assay with an apparent Ka of 25 μM (Figure 1B) and noted the measured signal was stable over time (Supplementary Figure 3). We observed inhibition of current with HC-3 (Figure 1C) and ML-352 (Figure 1D) with IC50 estimates of 20.4 and 70.1 nM respectively (Table 2). However, we were not able to detect any effect of staurosporine (STS) or MKC-231.


[image: image]

FIGURE 1. Solid supported membrane based assays to evaluate CHT transport function. (A) Na+ and pH dependent effects on CHT. Normalized peak current is increased with higher pH. Compare pH 8.2, blue, vs. pH 6.0, red (p = 0.0002, 1-way ANOVA). Absence of Na+ leads to a decrease in current. Compare presence of Na+, blue, with absence of Na+, green (p = 0.0015, 1-way ANOVA). (N = 11). Error bars represent ± standard deviation. (B) Apparent choline affinity is measured by application of solution containing differing choline concentrations as indicated. EC50[choline] 25 ± 6 μM (N = 10). Hill coefficient: 0.5. (C,D) Normalized peak current was decreased by application of different concentrations of (C) HC-3: IC50 20.4 nM (N = 12) and (D) ML-352: IC50 70.1 nM (N = 13).





Table 2. Tool compound data.
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Radiometric Assessment of CHT Mediated Transport Function was not Suitable for Screening

SSM based approaches have utility as an orthogonal approach but may be currently limited by throughput; additionally we were also unable to observe positive effects of STS on CHT-related currents (see Section Discussion). A preponderance of literature precedent for measuring high affinity choline uptake (HACU) utilizes a radiometric assay to measure [3H]Choline transport in preparations. In order to measure CHT-mediated transport activity, we established a radiometric assay based on a measure of proximity-induced scintillation in recombinant cell lines (Figure 2A) which had increased throughput compared to traditional approaches. We observed an increase in [3H]Choline uptake in CHT-WT4 cells compared to the parental HEK293 background (Figure 2B) together with a concentration-dependent increase in [3H]Choline uptake (Supplementary Figure 4A). In addition, we recapitulated literature observations of sodium dependency (Figure 2C), consistent with known Na+ dependent choline co-transport activity as well as recapitulating pH dependency observations (Figure 2D) (Okuda et al., 2000). A number of parameters were assessed in assay development including cell seeding density, time of assay post-seeding, plate coating, buffer composition, read time and choline concentration. We noted that choline starvation and use of a sodium gradient and manipulating pH (decreasing pH increases STS response) improved assay window. We also observed the STS mediated enhancement of [3H]Choline was stable over time and there was reduced variability which led to the selection of a 3 h time point for screening purposes (Supplementary Figure 4B). However, a complete saturation curve could not be generated as the 3H-[choline] contained ethanol as a diluent which was toxic to the cells at higher concentrations; a limitation of this assay format. We proceeded to assess reported tools in this assay which was capable of reading out on both inhibitory and stimulatory activities (Table 2). Inhibition of CHT mediated transport was seen with the classic inhibitor hemicholinium-3 (HC-3) with an IC50 estimate of 116 nM (Figure 2E) in addition to the recently described negative allosteric modulator ML-352 with an IC50 estimate of 549 nM (Figure 2F) which is in broad agreement with literature observations (Okuda et al., 2000; Ennis et al., 2015). We further recapitulated the reported stimulatory effect of staurosporine (STS) on CHT-mediated transport (Ruggiero et al., 2012) with an EC50 estimate of 1.7 μM in CHT-WT4 cells (Figure 2G) but no apparent effect in CHT-LVAA pools (data not shown). We were unable to satisfactorily demonstrate potentiation of CHT transport with STS in SH-SY5Y cell backgrounds due to toxicity. We were also unable to see any impact of positive allosteric modulator MKC-231 (Takashina et al., 2008b) on CHT mediated transport (Figure 2H).
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FIGURE 2. Radiometric assay to evaluate CHT transport function. (A) Schematic showing principle of the radiometric assay format. A monolayer of CHT expressing cells (green outline) are grown on plates with scintillant embedded in the base. Uptake of [3H] Choline (red) by cells brings the radioligand in proximity to the scintillant giving rise to a signal that can be quantified. (B) Specific [3H] Choline uptake (plotted as cpm, counts per minute) observed in recombinant HEK293 cell line overexpressing wild-type CHT (Clone 4, CHT-WT4, red) compared to the parental HEK293 background (blue) (N = 8–24; p < 0.0001, unpaired t-test). Bars represent ± SD. (C) [3H] Choline uptake (plotted as cpm, counts per minute) is measured in the presence (red) or absence (blue) of sodium (Na) in the CHT-WT4 cell line. A clear increase in choline uptake is observed in the presence of sodium (p < 0.0001, unpaired t-test, N = 18). Bars represent ± SD. (D) [3H] Choline uptake (plotted as cpm, counts per minute) is measured at pH 5.5 (blue), 7.8 (red) and 9.5 (green). Uptake increases with increase in pH (Multiple comparisons performed with 1-way ANOVA. pH 5.5 vs. pH 7.8 p = 0.0009; pH 5.5 vs. pH 9.5 p < 0.0001; pH 7.8 vs. pH 9.5 p = 0.019. N = 2). Bars represent ± SD. (E–H) 10-point dose response curves to generate IC50 or EC50 estimates performed for HC3, IC50 116 nM (E), ML-352, IC50 549 nM (F), STS, EC50 1.7 μM (G), MKC231 (no apparent effect) (H); (N = 8). Bars represent ± SD for each data point. Cpm, Counts per minute; refers to uptake of [3H] Choline.



We selected a set of 887 Pfizer compounds selected via the Cresset field-based virtual screening technology, (Cheeseright et al., 2007) using seed molecules CHT PAM MKC-351/coluracetam (Takashina et al., 2008b) and CHT NAM ML-352 (Ennis et al., 2015) (Supplementary Figure 4). This library was initially screened in the CHT radiometric assay in a 96 well format at 1 and 10 μM compound concentrations. Actives identified in the 1 and 10 μM single point screens were then assessed in a 10-point dose response format (Table 2). Compounds 1, 2, and 3 were confirmed as positive allosteric CHT modulators with EC50 estimates of 0.3, 0.4, and 4.5 μM respectively. Compounds 4 and 5, with EC50 estimates of 1.5 and 0.7 μM respectively, were characterized as negative allosteric modulators of CHT function. The Chemogenomic Library (CGL) was also screened in the CHT radiometric assay in a 96 well format at 10 and 1 μM concentrations. From this screening campaign, a number of positive CHT modulator hits (compounds 6-9, Table 2) were identified. The CHT radiometric assay identified CHT modulators from both the field-based virtual screening campaign and the Chemogenomic Library (CGL) screen. However, as a consequence of the small assay window, inter-assay variation was high and not all datasets fell within the assay acceptance criteria as defined in the Materials and Methods section. This, coupled with our inability to satisfactorily perform saturation analyses, prompted us to assess alternative screening platforms.



Mass Spectrometry Assessment of Transport Function Enabled Screening to Identify Novel Positive Modulators

As highlighted in Section Radiometric assessment of CHT mediated transport function was not suitable for screening, given the challenges of our radiometric assay for high throughput screening, alternative methods for measuring choline uptake suitable for screening compound libraries were sought. We elected to focus on measuring transport of a stably labeled form of choline (deuterated choline chloride-(trimethyl-d9); D9-choline) coupled with mass spectrometric based quantification (Koc et al., 2002; Shariatgorji et al., 2014; Iwamoto et al., 2016). Using this method, we observed a clear increase in D9-choline uptake in HEK293 CHT-WT4 recombinant cells compared to the parental background (Figure 3A). Critically, we were also able to saturate transporter function using this method which led us to determine a Km of 7.0 μM (Figure 3B), consistent with literature reports (Okuda and Haga, 2000; Okuda et al., 2000). Further validation of the mass spec assay using our tool compounds revealed the capacity of the assay to report on both inhibitory and potentiation activities. Pleasingly, we observed a good agreement with obtained IC50 estimates for HC-3 (5.6 nM) and ML-352 (41.9 nM); and EC50 estimates of STS (507 nM) with those obtained in the radiometric assay and in the published literature (Figures 3C–E and Table 2). Again, we saw no apparent effect of MKC-231 (Figure 3F), consistent with lack of activity in all other assay formats. We successfully miniaturized the assay to a 384 well format with consistent z prime >0.5 (Supplementary Figure 6). As a proof of concept study, we screened the Chemogenomic Library (CGL) at 1 and 10 μM with DMSO as the negative control and 10 μM STS as the positive control. A number of hits with either inhibitory or stimulatory activities were identified, and these hits confirmed with 10 point EC50 dose response follow-up. As highlighted in Table 2, compounds 6-9, flagged as CHT PAMs in the single point radiometric assays, were identified as positive modulators in the mass spectrometry assay. These four compounds, all kinase inhibitors, were selected for further assessment in orthogonal assay formats (Tables 1, 2, Section Live cell staining reveals effect on transporter localization with compound treatment).
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FIGURE 3. Mass spectrometric assay to evaluate CHT transport function. (A) Specific D9-Choline uptake observed in recombinant HEK293 cell line overexpressing wild-type CHT (Clone 4, CHT-WT4, red) compared to the parental HEK293 background (blue) (p < 0.0001, unpaired t-test. N = 3). Bars represent ± SD. (B) Saturation of D9-Choline uptake in the presence of increasing concentration of D9-Choline (N = 2). Bars represent ±SD. (C–F) 10-point dose response curves to generate IC50 or EC50 estimates performed for HC3, IC50 5.6 nM (C), ML-352, IC50 41.9 nM (D), STS, EC50 507 nM (E), MKC231, no apparent effect (F) (N = 3). Bars represent ±SD for each data point.





Live Cell Staining Reveals Effect on Transporter Localization with Compound Treatment

CHT function has been proposed to be tightly regulated through localization with a minority of transporters present on the presynaptic membrane (<10% of the total population; Ferguson and Blakely, 2004; Ribeiro et al., 2006, 2007; Black and Rylett, 2012). Thus, understanding compound effects on CHT density and activation state in the synaptic membrane may aid interpretation of the effects on cholinergic neurotransmission. Conventional methods such as cell surface biotinylation present challenges in terms of the requirement of large quantities of cells and low throughput. The predicted topology of CHT indicates 13 transmembrane domains, with an extracellular N-terminus and intracellular C-terminal tail (Okuda et al., 2012). Our CHT overexpression construct contains a FLAG tag on the N-terminus which we sought to utilize with antibody detection in non-permeabilized cells. However, we found that fixation of cells with PFA or methanol gave rise to some permeabilization and labeling of the internal CHT pool as indicated by immunostaining for the V5 epitope tag at the intracellular C-terminus (Supplementary Figure 7A). We therefore moved to live cell immunolabeling to reduce artifacts. We used the CHT-LVAA pool vs. CHT-WT4 cells to assess the effectiveness of this approach in the first instance as this mutant protein has been reported to exhibit increased cell surface localization through a decrease in endocytosis (Ferguson et al., 2003; Ribeiro et al., 2005, 2007; Ruggiero et al., 2012; Supplementary Figure 7B). We proceeded to investigate the effect of compound treatment in more detail. Cells were incubated with compounds at 1 or 10 μM for 1 h before immunolabeling and visualization. Interestingly, we observed an increase in cell surface localization with HC-3, ML-352 and STS treatments whereas again, MKC-231 had no apparent effect (Figure 4). We further tested compounds 6-9, initially identified by screening in the radiometric and mass spectrometry assays at 1 and 10 μM, and noted that compounds 8 and 9 both increased cell surface localization of CHT but compounds 6 and 7 appeared to have no effects based on qualitative observations (Figure 4).
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FIGURE 4. Effect of compounds on CHT localization. Representative images showing effect of compounds on cell surface expression of CHT measured by immunocytochemistry of the N-terminal FLAG tag (green) in live CHT-WT4 cells. Nuclei are counterstained with DAPI (blue). Vehicle represents 0.1% DMSO and indicated compounds were used at a concentration of 10 μM. Images were captured at 40x magnification.






DISCUSSION

In this manuscript, we report on two overlapping areas of research: (1) seeking to develop novel approaches for identifying and characterizing molecules that positively modulate high affinity choline transport (ligand transport modulator), and (2) the discovery of novel molecules that could be used as tools or starting points for further medicinal chemistry efforts. It is worth noting here that the methods we describe in this manuscript have broader potential applications with respect to the field of transporter biology.

Classical approaches to measuring HACU as a primary function of CHT involve measuring the transport of radioactively labeled choline in a relevant substrate. We were unable to find a good immortalized source of human cholinergic neurons suitable for large scale culture though there are some putatively suitable murine lines (e.g., HT22) or stem cell derived cholinergic models (Liu et al., 2013; Ho et al., 2016). We generated stable, clonal lines in HEK-293 (a robust and well-understood line with properties reminiscent of immature neurons) and SH-SY5Y (neuroblastoma line which has been reported to differentiate toward a cholinergic phenotype with retinoic acid) backgrounds. These lines were characterized with respect to cholinergic expression and function; we believe they serve as useful tools for primary screening and other throughput approaches but given the known caveats with overexpressing cell lines, we would advocate further corroboration in a more “native” context.

Radiometric choline uptake, a direct assessment of the transport function and detected by scintillation proximity assay is a method we have previously used successfully [52, 53]. Assay development enabled us to refine parameters to increase assay window including the use of sodium free buffer prior to substrate and compound exposure to enhance the gradient and pH manipulation. Two sets of compounds were screened in the radiometric choline uptake assay. The first set was selected using the field-based approach from Cresset (Section Field Based Approach to Identifying Novel CHT Modulators, Supplementary Figure 5). If, as is the case for the choline receptor, structural information describing key ligand/protein interactions between a bound active ligand and a protein of interest is not available to act as a start point for virtual screening, an alternative approach is to use a ligand-based method. The Cresset approach computationally describes an active ligand as a 3D electrostatic and shape-based “field” to give a “protein's eye view” of how the compound interacts with the target. This “field” is then utilized as a template to virtually screen compounds collections in order to identify additional compounds with a similar field and therefore biological activity (Cheeseright et al., 2007). As discussed in Sections Chemogenomic Compound library and Radiometric assessment of CHT mediated transport function was not suitable for screening, 500 compounds based on the CHT PAM modulator MKC-351/coluracetam (Takashina et al., 2008b) and 500 compounds based on the CHT NAM modulator ML-352 (Ennis et al., 2015) were selected for screening from the Pfizer screening collection, based on their field scores. We identified a number of positive and negative CHT modulators in our experiments (Table 2). Positive allosteric modulators 1-3 were identified from the CHT PAM modulator MKC-351 and negative allosteric modulators 4-5 were identified from the CHT NAM modulator ML-352. Compounds 1-5 illustrate the value of the field-based approach, with a more varied range of active chemotypes identified than those that would be generated from a simple substructure or 2D similarity search. It is important to note that the original observations for the CHT PAM modulator MKC-231 were made in the AF64A-treated rat hippocampal synaptosomes with no impact of MKC-231 treatment on HACU or HC-3 binding with vehicle treatment (Takashina et al., 2008a,b). Consistently, we did not observe any impact of MKC-231 treatment in any of our approaches which were performed in the absence of AF64A treatment.

The Pfizer Chemogenomic Library (CGL) comprises approximately 2,753 historical compounds covering 1,043 distinct mechanisms (thus testing each mechanism multiple times) and was initially designed to support phenotypic screening assays to help delineate which mechanisms may be playing a role in the observed end point. Pleasingly, we identified compounds with either inhibitory or stimulatory activities. The initial stimulatory compound hits were further confirmed in 10 point dose response curves. Compounds 6-9 are examples of kinase inhibitor actives from the Pfizer Chemogenomic Library (CGL) screen highlighted in Table 2. Literature reports show that CHT activity at the plasma membrane and subcellular trafficking/internalization via endosomal compartments is tightly controlled at least in part by post-translation mechanisms (PTMs) with canonical consensus sequence motifs in the primary amino acid sequence for phosphorylation and ubiquitylation; motifs also exist for dimerization and clathrin-mediated endocytosis (reviewed in Ferguson and Blakely, 2004; Black and Rylett, 2012). Our observations raised the intriguing possibility that these compounds may be exerting effects through modifying CHT PTMs and its localization accordingly. Compounds 6-9 were selected for further characterization using the live cell antibody labeling to assess their impact on CHT cell surface localization. Of the four compounds, two were found to have no apparent effect on CHT localization on the cell surface (compounds 6 and 7), whereas compounds 8 and 9 each elicited a distinct increase in apparent cell surface localization. Interestingly, STS treatment also increased cell surface localization. Additional analysis is required to determine the specific kinase targets/pathways that may be responsible for modulating the phosphorylation state of the CHT transporter and increasing its retention at the cell surface.

In addition to STS treatment, our observations suggest that treatment with inhibitors HC-3 or ML-352 also increase transporter density on the cell surface which in turn invites speculation about conformational changes that block CHT internalization. We therefore suggest caution with respect to interpretation of data from HC-3 binding assays as an indication of active CHT present on the cell surface. Better understanding of CHT conformation dynamics and structural changes corresponding to activity would be invaluable using approaches such as single-molecule FRET (Erkens et al., 2013). Interestingly, preliminary data (not shown) generated under contract by Sharp Edge Laboratories with N-terminal modulation of a CHT construct with a fluorogen activated peptide tag (Snyder et al., 2015; Naganbabu et al., 2016; Plamont et al., 2016) appears to have no effect on trafficking of CHT but potentially interferes with [choline] transport.

Blakely and colleagues report the use of membrane potential changes as a basis for identifying novel compounds to modulate CHT given its electrogenic properties (Ruggiero et al., 2012; Ennis et al., 2015). Data generated with tool compounds in collaboration with Nanion Technologies on the SURFE2R™ platform using membrane preparations enabled us to generate direct, sensitive and functional measurements that correlated well with those reported in literature (Table 2). This approach is currently limited in terms of throughput but could be advantageous for orthogonal validation or for deeper study into mechanisms of action. An additional challenge in studying CHT by this method is the relatively low proportion of active transporter on the plasma membrane which may have been addressed to some extent in the literature by using a preparation from an LV-AA mutant form with higher transporter density (Ruggiero et al., 2012; Ennis et al., 2015). It would additionally be interesting to evaluate whether membrane fractions (e.g., plasma membrane vs. vesicles or endocytic machinery) would impact on assay window. Lack of activity of STS on the SURFE2R™ platform (Table 2) is further consistent with the hypothesis that STS and STS-like compounds exert their effect through an indirect kinase mechanism that in turn modulates the phosphorylation state of the transporter and increases its retention at the cell surface, as are published data suggesting STS has modulatory effect in striatal but not hippocampal synaptosomes (Ruggiero et al., 2012). Indeed, further biological and pharmacological interrogations around kinase inhibition and phosphorylation motifs and subsequent impact on subcellular localization and trafficking kinetics would be an interesting avenue to explore. Additional studies into the underlying mechanisms of these novel compounds described here include more detailed pharmacology experiments including Km and Vmax determination and relative efficacy of distinct mechanisms with respect to the fate of the transported choline in addition to impact on synaptic vesicle based activities. It is not currently clear whether there is sufficient transporter present at the cell membrane to provide efficacy through direct positive modulation.

The challenges (lack of saturation, requirement for high [3H]Choline concentrations and small assay window) associated with screening in the radiometric assay led us to seek alternative approaches. Mass spectrometry has previously been reported as a rapid, sensitive and directly quantitative approach with respect to AChEI (Shariatgorji et al., 2014). In our hands, mass spectrometry appeared advantageous with respect to bidirectional readout, high sensitivity, reproducibility, quantitative output, and compatible with throughput optimisation (e.g., miniaturization, automation). Furthermore, it appears amenable to more detailed kinetic, mechanistic and quantitative studies. We are intrigued by the additional potential to elucidate the fate of transported D9-choline through multiple metabolic routes including detection of released D9-ACh into the extracellular milieu; and associated possibilities for biomarker development. We are similarly captivated by the potential of X-ray fluorescence (Olabisi et al., 2016) with high throughput label-free direct activity-based measurements in normal culture conditions to identify compound effects on CHT overexpressing cells. However, we do not know how much tolerance CHT has for chemical modulation of specific groups and impact on substrate function, for example in order to label a choline mimetic (i.e., bromination of the N-methyl group) that can be detected by X-ray fluorescence.

Taken together, we outline a set of approaches suitable for screening to identify and characterize novel small molecules modulating transport function of CHT and selected other solute carriers. Furthermore, we report the discovery of potential positive ligand transport modulators for CHT which warrant further investigation and validation as possible tools and/or seeds for further medicinal chemistry efforts. We hope this report will prime efforts toward testing the hypothesis that positive modulation of CHT transport function is a relevant therapeutic mechanism in an appropriate cholinergic deficit model to determine level of restoration of function vs. positive controls such as acetylcholinesterase inhibitors.
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Supplementary Figure 1. [3H] Choline uptake in the presence of 0.25% DMSO (Vehicle, blue), 1 μM HC-3 (red) and 10 μM STS (green) was monitored in untransformed SK-N-FI and SH-SY5Y cell lines alongside two clonal cell lines in the HEK293 background, CHT-WT4 and CHT-WT5, and the pool from which clones were created, CHT-WT Pool. The inhibition by HC-3 and activation by STS in the CHT-WT4, CHT-WT5 and CHT-WT Pool cell lines was significant (Vehicle vs. HC3 and Vehicle vs. STS, p < 0.05 1-way ANOVA. N = 4). CHT-WT4 exhibited the largest % inhibition by HC-3 (~80%) compared to CHT-WT5 (~61%) and CHT-WT Pool (~69%). The fold-activation by STS was lower in CHT-WT4 compared to others suggesting that the uptake window was not saturated. No effect of HC-3 or STS was seen in SK-N-FI and SH-SY5Y lines.

Supplementary Figure 2. Quantitative PCR used to measure expression of indicated genes in recombinant CHT cell lines (red) in HEK293 (A–C) or SH-SY5Y (D–F) backgrounds compared to the appropriate parental cell line (blue). RPL19A is used as the housekeeping gene. A significant difference in CHT (SLC5A7) expression was observed between the recombinant and parental lines (p < 0.05, unpaired t-test, N = 3). Expression of no other gene was significantly altered. Individual data points, together with their mean, are shown.

Supplementary Figure 3. Membranes from CHT-WT4 were treated with 100 μM Choline at pH 8.2. The current amplitude signal measured on the SURFE2R platform was observed to be stable over time with no significant differences between any condition (1-way ANOVA, N = 4). Bars represent ± SD for each data point.

Supplementary Figure 4. (A) Measurement of [3H] Choline uptake in the presence of increasing concentration of [3H] Choline (N = 2). (B) 10-point dose response curves for STS generated at different time-points post addition of [3H] Choline. (N = 2). Bars represent ± SD for each data point. Cpm, Counts per minute; refers to uptake of [3H] Choline.

Supplementary Figure 5. Selected images from Blaze results with purported CHT modulator seed molecules (PAM MKC-351 and NAM ML-352) (green) shown on the left and output molecules 1-5 shown on the right (gray). Fields are shown with positive (red), negative (cyan), van der Waals (yellow), and hydrophobic (orange) regions.

Supplementary Figure 6. Table summarizing Z' for screening with [D9] Choline uptake. ZPE (zero percent effect) represents vehicle (0.1% DMSO) and HPE (hundred percent effect) was generated with 10 μM Staurosporine.

Supplementary Figure 7. (A) Representative images showing artifacts induced by fixation of cells with 4% PFA for 15 min. Immunocytochemistry was performed on HEK293-CHT cells expressing a CHT construct that is tagged with the FLAG tag at the N-terminus and a V5 epitope at the C-terminal which projects intracellularly. Immunocytochemistry in fixed cells under non-permeabilized conditions results in detection of the intracellular V5 epitope (green) indicating permeabilization introduced by the process of fixing alone. Nuclei are counterstained with DAPI (blue). Images are captured at 10x magnification. (B) Quantification of cell surface expressed CHT by the Cellomics software in recombinant HEK293 cell lines stably expressing LV-AA (blue) or WT (red) CHT. Increase in cell surface CHT is seen in the LV-AA condition (p < 0.0001, unpaired t-test. N = 12). Bars represent ± SD.
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Analysis of the Serotonergic System in a Mouse Model of Rett Syndrome Reveals Unusual Upregulation of Serotonin Receptor 5b
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Mutations in the transcription factor methyl-CpG-binding-protein 2 (MeCP2) cause a delayed-onset neurodevelopmental disorder known as Rett syndrome (RTT). Although alteration in serotonin levels have been reported in RTT patients, the molecular mechanisms underlying these defects are not well understood. Therefore, we chose to investigate the serotonergic system in hippocampus and brainstem of male Mecp2-/y knock-out mice in the B6.129P2(C)-Mecp2(tm1.1Bird) mouse model of RTT. The serotonergic system in mouse is comprised of 16 genes, whose mRNA expression profile was analyzed by quantitative RT-PCR. Mecp2-/y mice are an established animal model for RTT displaying most of the cognitive and physical impairments of human patients and the selected areas receive significant modulation through serotonin. Using anatomically and functional characterized areas, we found region-specific differential expression between wild type and Mecp2-/y mice at post-natal day 40. In brainstem, we found five genes to be dysregulated, while in hippocampus, two genes were dysregulated. The one gene dysregulated in both brain regions was dopamine decarboxylase, but of special interest is the serotonin receptor 5b (5-ht5b), which showed 75-fold dysregulation in brainstem of Mecp2-/y mice. This dysregulation was not due to upregulation, but due to failure of down-regulation in Mecp2-/y mice during development. Detailed analysis of 5-ht5b revealed a receptor that localizes to endosomes and interacts with Gαi proteins.
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INTRODUCTION

Rett syndrome (RTT) is a progressive neurodevelopmental disorder caused by different mutations in the X-chromosome-linked MECP2 gene (Amir et al., 1999). With an estimated prevalence of 1 in 10,000 live births (OMIM 312750, Rett, 1966), RTT is the second most common cause for mental retardation in females after Down syndrome (Percy and Lane, 2004; Fehr et al., 2011) and usually results from maternal or paternal de novo germline mutations (Thomas, 1996; Girard et al., 2001), but is rarely transmitted through generations (Hoffbuhr et al., 2001). Affected children initially develop apparently normal, but after 6–18 months, rapid developmental regression occurs where they lose previously learned skills. Regression eventually halts, but is accompanied by accelerated motor deterioration (Gillberg, 1986; Zappella, 1997). Characteristic features of RTT can be divided into mental disabilities like cognitive impairment, loss of speech, anxiety and seizures and bodily ailments. The latter can be grouped into central dysfunctions like apraxia, ataxia and dystonia or disturbed respiration and into autonomous dysfunctions like constipation, oropharyngeal dysfunctions, cardiac abnormalities, and osteopenia (Mount et al., 2001; Mari et al., 2005).

There are many different mouse models available that resemble classical RTT (Ricceri et al., 2008). Although only 10% of all human mutations create a true null phenotype (Katz et al., 2012), we chose the B6.129P2(C)-Mecp2(tm1.1Bird) mouse model which shows a complete deletion of exons 3–4 (Guy et al., 2001). A detailed comparison of all available models found little differences between mouse lines regarding principle changes of morphology, autonomic or motoric functions and lifespan or neurological features, while the major differences were found in cognition and behavior (Katz et al., 2012). However, substantial differences in the time of onset and degree of severity between different models have been reported (Chen et al., 2001; Guy et al., 2001; Shahbazian et al., 2002).

The serotonergic system is one of the oldest neuro-modulatory networks, and serotonergic dysfunction has been linked to similar symptoms as listed above in other genetic disorders including Prader–Willi or sudden infant death syndrome (Saito et al., 1999; Weese-Mayer et al., 2003; Waters, 2010). Regarding RTT, some groups reported reduced levels of serotonin in different brain regions and in the cerebrospinal fluid both in human patients as well as in Mecp2-/y mice (Jellinger, 2003; Ramaekers et al., 2003). Projecting fibers from the raphé nuclei innervate basically every brain region in mammals, although no alterations in the raphé nuclei and its ascendant serotonergic fibers were observed in Mecp2-/y mice at P21 and P56 (Santos et al., 2010). However, until now there is no information about specific genes involved in the serotonergic transmission in Mecp2-/y mice. With no apparent alterations in the area of origin, we decided to compare the regulation of the entire serotonergic system in two distinct brain areas between healthy wild type mice and Mecp2-/y littermates that receive considerable serotonergic projections. Here, a single transmitter activates 13 different molecular targets, 12 being G-protein-coupled receptors (GPCRs) and one (5-HT3R) is an ion channel. Adding to the count of 13 serotonergic targets, 3 enzymes are associated with serotonin production or transport. While RTT and related syndromes are so far incurable, progress has been made with pharmacological treatment, targeted at multiple GPCR populations in general (Wang et al., 2015) and at the serotonergic system specifically. For example, the application of 5-HT1A agonists was described to have beneficial effects on the respiratory phenotype in mice (Abdala et al., 2010), while pharmacological treatment with 5-HT7 agonists was reported to improve behavior (De Filippis et al., 2014, 2015).

Considering the delayed onset of symptoms in RTT, we chose to compare gene expression levels at P40 in male Mecp2-/y knockout mice. Males at P40 displayed sufficiently developed, uniform symptoms and were still healthy enough to collect sufficient numbers for analysis. For this study we reasoned that the complete lack of MeCP2 will better reveal any regulatory effect than a highly variable Mecp2 expression in hemizygous female mosaics.



MATERIALS AND METHODS

Ethics Statement

The experimental procedures were performed in accordance with European Community (EU Directive 2010/63/EU for animal experiments) and National Institutes of Health guidelines for the care and use of laboratory animals. The study was approved by the Georg-August-University, Göttingen and the approval ID T12/18 was assigned to this work.

Nomenclature

Following with convention, we designated human genes with all capital letters in italics (e.g., MeCP2), murine genes are given in italics with a starting capital letter (e.g., Mecp2) and genotypes are designated by superscript letters with “+” designating the presence of the wild type allele, “-” designating the knock-out of the allele and “y” indicating the male chromosome. Proteins are given in capital letters not differentiating between human and murine origin (e.g., MeCP2). For serotonin receptors, this takes the form of 5-HTxR, with x designating the subtype. The exception here are the members of serotonin receptor family 5, whose members are given in the form 5-htxR.

Animals

The Mecp2 knockout mouse (Mecp2-/y), which is a model for RTT, strain B6.129P2(C)-Mecp2tm1-1Bird (Guy et al., 2001) maintained on a C57BL/6J background was obtained from The Jackson Laboratory (Bar Harbor, ME, USA). Mecp2 knockout males (Mecp2-/y) were generated by crossing hemizygous Mecp2+/- females with C57BL/6J wild type males. Animals were kept in a temperature- und humidity-controlled 12 h light-dark cycle and had free access to water and standardized pellet food.

Genotyping

The genotype of newborn mice was determined using PCR on DNA isolated from mice tail biopsies. Mice tails were incubated in 25 mM NaOH/0.2 mM EDTA for 3 h at 65°C. After neutralization with equal volume of 40 mM Tris/HCl pH 5.5, 1 μl was used as template in a subsequent PCR. Primers for genotyping are given in Table 1.

TABLE 1. List of primers used in this study for genotyping, cloning and quantitative RT-PCR.
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Quantitative RT-PCR

Gene expression was analyzed by quantitative RT-PCR analysis. The total ribonucleic acid (RNA) of homogenized brain tissue (hippocampus and brainstem) was isolated using the Trizol® method according to manufacturer’s instructions (GibcoBRL) and its concentration was determined using the nanodrop ND-1000 spectrophotometer followed by its quality and integrity measurement by electrophoresis on RNA 6000 LabChip® kit (Agilent 2100 Bioanalyzer). The RNA was transcribed into the corresponding deoxyribonucleic acid (cDNA) using the iScript cDNA Synthesis Kit (BioRad). The primer pairs (Table 1) were designed by using the Primer3 program1.

Gel electrophoresis revealed a single polymerase chain reaction (PCR) product, and the melting curve analysis showed a single peak for all amplification products. The PCR products were sequenced and blasted to confirm the correct identity of each amplicon. Ten-fold serial dilutions generated from cDNA of each sample were used as a reference for the standard curve calculation to determine primer efficiency. Real-time PCR reactions (25 μl) were performed in triplicates containing 1/20 volume of the sample cDNA preparation from 250 ng total RNA, 400 nM of each primers, and 1X iQ-SYBR Green Supermix (BioRad, Laboratories, Ltd). The PCR-reactions were performed as follows: initial denaturation at 98°C for 30 s, 40 cycles of (denaturation 94°C/1 s, annealing 58°C/15 s, extension 72°C/1 s), and a final gradual increase of 0.5°C in temperature from 60°C to 90°C. All real-time quantifications were performed using the iCycler iQ system (BioRad) and were adjusted by using the method according to (Pfaffl, 2001). Hypoxanthine guanine phosphoribosyl transferase (Hprt) served as reference gene (“housekeeping gene”) for normalization in the qPCR.

Cell Culture, Transfection and Plasmids

Murine neuroblastoma cell line N1E-115 was obtained from the American Type Culture collection (ATCC). Cells were grown in Dulbecco’s modified Eagle’s medium (DMEM) containing 10% fetal calf serum (FCS) and 1% penicillin/streptomycin at 37°C under 5% CO2.

For transient transfection, cells were seeded in cell culture dishes and transfected with indicated plasmids using Lipofectamine2000 Reagent (Invitrogen) according to the manufacturer’s instruction.

Serotonin receptor 5b (5-ht5b) expression constructs were generated from murine cDNA. Brain tissue was explanted and used for total RNA isolation with the OLS RNA kit (OLS, Germany) according to the manufacturer’s instructions. The total RNA was used in one-step RT-PCR (Invitrogen) and resulting PCR fragment was cloned into pTarget expression vector (Promega). Primer sequences are given in Table 1. To obtain a C-terminal fluorophore fusion construct of 5-ht5b, the receptor and the fluorophores CFP, GFP, YFP or mCherry were amplified individually, and fusion PCR was used to combine the cDNAs. The resulting PCR fragment was cloned into pTarget expression vector (Promega). To test the hypothesis of a truncated 5-ht5b receptor, we amplified the unlabeled and the mCherry fusion construct and cloned the fragments into pTarget. Correct sequences of all constructs were determined by sequencing.

The Gi3α-CFP plasmid was kindly provided by Dr. Andrew Tinker (University College, London, UK). The Gsα-GFP plasmid was a kind gift of Dr. Mark Rasenick (U. Illinois College of Medicine, Chicago).

Counterstaining of Intracellular Compartments

The plasmids to fluorescently label the cell membrane (pYFP-Mem), the endoplasmic reticulum (pYFP-ER), mitochondria (pYFP-mito) and peroxisomes (pEGFP-Pex) were obtained from Clontech. The plasmid to label the endosomes (GFP-Rab5; Addgene plasmid # 31733) was a gift from Richard Pagano (Choudhury et al., 2002). Lysosomes were counterstained with LysoTracker (Thermo Scientific). The golgi apparatus was counterstained using antibodies directed against cis golgi marker GM-130 (sc-55591, Santa Cruz) and trans-golgi marker TGN38 (sc-166594, Santa Cruz).

Co-localization was observed using Zeiss LSM 510 Meta system. Quantitative analysis of co-localization was carried out by calculating Pearson’s correlation coefficients using LSM 510 software.

Immuno-Staining Procedures

Preparation of Tissue

To obtain tissue for immuno-fluorescence analysis, wild type and Mecp2-/y mice (P40) were deeply anesthetized with isoflurane (1-Chloro-2,2,2-trifluoroethyl-difluoro-methylether, Abbott, Germany) until they were unresponsive to pain stimuli. A thoracotomy was performed and animals were transcardially perfused with 50 ml of 0.9% NaCl followed by 200 ml of 4% phosphate-buffered formaldehyde (10 ml/min). The brain was removed and post-fixed for 4 h with the same fixative at 4°C. Whole brains were stored in 1% formaldehyde in PBS at 4°C. Before sectioning, brains were equilibrated in HEPES buffer (7.5 g NaCl, 0.3 g KCl, 0.06 g KH2PO4, 0.13 g Na2HPO4, 2 g Glucose, 2.4 ml 10 mM HEPES, 0.1 g MgCl2, 0.05 g MgSO4, 0.165 g CaCl2, pH 7.4) for 48 h, cryoprotected in 15% sucrose in PBS for 24 h followed by equilibration in 30% sucrose in PBS for 24 h at 4°C, and then frozen at -80°C. Series of 30-μm-thick brain sections ranging from cervical spinal cord to midbrain colliculi were cut using a freezing microtome (Frigocut, Reichert-Jung, Germany). Sections were stored in HEPES buffer. All buffers were supplemented with small amount sodium azide.

Generation of Anti-5ht5b Antibodies

The polyclonal antibodies against the mouse 5-ht5b receptor were generated by immunizing three New Zealand White rabbits (Charles River) with a 15mer peptide representing the C-terminus of the mouse 5-ht5b receptor amino acid sequence (NP_034613.1; NH2-KNYNNAFKSLFTKQR-COOH). For immunization purposes, peptides were coupled to keyhole limpet hemocyanin (KLH). The rabbits were immunized with 300 μg KLH-coupled peptide in Hunter’s adjuvant (TiterMax Gold, Sigma) five times (28-days-intervall). After estimation of the antibody titer using enzyme-linked immune-sorbent assay (ELISA) with solid phase-coated peptide, antibodies were purified on an antigen-coupled CNBr-activated Sepharose® 4B column. The eluate was dialyzed against two changes of 5 l PBS for 24 h at 4°C, and finally concentrated to at least 1 μg IgG/μl.

Immuno-Fluorescence Microscopy

Immuno-fluorescence analysis was started with antigen retrieval using citrate buffer (10 mM citric acid, 0.05% Tween20, pH 6.0) at 80°C for 30 min. Sections were incubated in blocking buffer (PBS, 0.1% Triton-X100, 1% Tryptone/Peptone) for 60 min at RT to permeabilize and block non-specific binding. Primary antibody (rabbit anti-5ht5b) was diluted 1:100 in blocking buffer and incubated for 60 min at RT. After washing in washing buffer (PBS, 0.05% Tween20, 0.3% Triton X100), sections were incubated for 1 h at RT in the dark with anti-rabbit atto647-conjugated secondary antibodies (Sigma–Aldrich, Cat. No. 40839) diluted 1:400 in blocking buffer. Sections were counterstained with DAPI during the wash step, then mounted onto microscope-slides and cover-slipped with Mowiol. Immuno-fluorescence was analyzed with a Zeiss fluorescence microscope (Zeiss, Germany). Images were taken at 10x magnification and were imported into ImageJ (Schneider et al., 2012), digitally adjusted if necessary for brightness and contrast, and assembled into plates. All buffers were supplemented with small amount sodium azide.

Immunoelectron Microscopy

Immunoelectron microscopy of ultrathin cryosections was performed as described previously (Feldmann et al., 2011). In brief, WT and MeCP2-deficient mice were anesthetized with isoflurane and transcardially perfused with 4% formaldehyde (Serva) in 0.1 M phosphate buffer. Vibratome sections of the brain stem were infiltrated with 2.3 M sucrose in 0.1 M phosphate buffer overnight. Small blocks from the region of the brainstem were mounted onto aluminum pins for ultramicrotomy and frozen in liquid nitrogen. Ultrathin cryosections were immune-labeled with rabbit antibodies specific for 5-ht5b receptor and protein A-gold (10 nm) obtained from the Cell Microscopy Center, Department of Cell Biology, University Medical Center Utrecht, The Netherlands. Sections were analyzed with a LEO EM912AB (Zeiss, Oberkochen) and digital micrographs were obtained with an on-axis 2,048 × 2,048-CCD camera (TRS, Moorenweis).

Western Blotting of the 5-ht5b Receptor

Brain tissue from Mecp2-/y mice or N1E-115 cells transfected with expression plasmids encoding the full-length murine 5-ht5b receptor were resuspended in 300 μl Laemmli buffer [20 mM Tris/HCl, pH 6.8, 2 mM EDTA, 2% (w/v) SDS, 10% (v/v) 2-mercaptoethanol, 10% (v/v) glycerol and 0.3% (w/v) bromophenol blue] supplemented with a protease inhibitor cocktail (Sigma) and boiled for 5 min at 95°C. Proteins (50 μg of each sample) were separated using 10% SDS–PAGE and transferred onto a nitrocellulose membrane. The membrane was blocked with 2% w/v BSA/TBS (pH 7.4) for 30 min at RT and antigen was detected using a primary polyclonal antibody (1:1,000 dilution) for 120 min at RT. Secondary antibodies (IRDye 800CW-conjugated anti-rabbit, LI-COR, Lincoln, NE, USA) were used at a dilution of 1:10,000 for 2 h at RT. The visualization of the antigen–antibody reaction was performed using the Odyssey detection system (LI-COR). To test specificity, the anti-5-ht5b receptor antibody was pre-incubated with a 50-fold molar excess of the immunizing peptide, which led to the vanishing of the specific 22.5 kDa band.

Assay for [35S]GTPγS Binding and Immune-Precipitation of G Protein α Subunits

Membrane preparations of transiently transfected mouse N1E-115 neuroblastoma cells expressing the full-length or truncated 5-ht5b receptor linked to cherry fluorophore and G-protein α subunits (Gαi3 and Gαs fused to variants of green fluorescent protein) were performed according to the protocol described by Kvachnina et al. (2009). Membrane preparations were diluted in reaction buffer (50 mM Tris/HCl pH 7.4, 2 mM EDTA, 100 mM NaCl, 3 mM MgCl2, and 1 μM GDP) to a concentration of 1 μg/μl. Each reaction contained 50 μg membranes in a total volume of 100 μl. Reactions were performed in triplicate. After adding [35S]GTPγS (Hartmann Analytic) to a final concentration of 3 nM, samples were incubated for 5 min at 30°C in the presence or absence of 1 μM 5-HT. The reaction was terminated by adding 900 μl of RIPA-buffer (20 mM Tris/HCl pH 7.4, 0.15 M NaCl, 10 mM EDTA, 10 mM Iodacetamide, 1% Triton X-100, 1% sodium deoxycholate and 0.1% SDS) for 30 min on ice. Samples were centrifuged at 13,000 rpm for 10 min. The supernatants were transferred into a new tube and samples were incubated for 2 h after addition of 100 μl protein A-Sepharose (Sigma, 20 mg/ml RIPA) and 0.5 μl of goat anti-GFP antibodies (University of Alberta, TEC Edmonton). Immuno-precipitates were washed three times, boiled in 0.5 ml of 0.5% SDS, and radioactivity was measured by scintillation counting.

Statistical Analysis

Statistical significance of the data was tested by non-parametric Mann–Whiney test using GraphPad Prism 5 (GraphPad Software Inc., La Jolla, CA, USA) on a Microsoft Windows PC. P-value less than 0.05 is considered significant. Data are presented as mean ± standard error of the mean (SEM).



RESULTS

The Serotonergic System

We used quantitative RT-PCR to analyze the complete serotonergic system in hippocampus and brainstem of WT and Mecp2-/y mice on the transcriptional level. We analyzed a total of 16 genes that included the serotonin receptors Htr1a, Htr1b, Htr1d, Htr1f, Htr2a, Htr2b, Htr2c, Htr3a, Htr4, Htr5a, Htr5b, Htr6, Htr7, the serotonin transporter (Slc6a4), and the synthesizing enzymes dopamine decarboxylase (Ddc) and tryptophan hydroxylase 2 (Tph2). The serotonin receptor Htr1e was not analyzed as it is absent in mice. Also note that Htr1c is not listed above. The gene was, after its initial discovery and characterization, renamed to Htr2c (OMIM 312861). Table 1 lists the accession numbers of the murine genes of the serotonergic system and the sequences of the primers used for RT-qPCR.

Analyses were performed at postnatal day 40 (P40), a stage where Mecp2-/y mice have already developed a RTT phenotype with hind limb clasping, low body weight and several other of the mentioned symptoms (Stettner et al., 2008). All differentially expressed genes are summarized in Table 2.

TABLE 2. Dysregulated genes of the serotonergic system in brainstem and hippocampus at P40.
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Regulation of Components of the Serotonergic System in the Brainstem

The differential expression levels for all 16 components of the murine serotonergic system in the brainstem are given in Figure 1, where the WT was set to 1. In the brainstem, 5 of the 16 genes of the murine serotonergic system were dysregulated between WT and Mecp2-/y mice at P40. These were the three serotonin receptor genes Htr1d, Htr2c and Htr5b, as well as the non-receptor genes Ddc and Tph2. Also, Htr4 and Htr6 showed strong, although not yet significant dysregulation.
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FIGURE 1. Comparison of mRNA expression of the serotonergic system in WT vs. Mecp2-/y mice in the brainstem at P40. Messenger RNA level in the brainstem was measured by qPCR for WT (black) and Mecp2-/y (red) mice at postnatal day 40. (A) Htr1a, (B) Htr1b, (C) Htr1d, (D) Htr1f, (E) Htr2a, (F) Htr2b, (G) Htr2c, (H) Htr3a, (I) Htr4, (J) Htr5a, (K) Htr5b, (L) Htr6, (M) Htr7, (N) Slc6a4, (O) Ddc, and (P) Tph2. The bar diagrams represent the results of separate qPCR analyses with mean values and standard error of the mean from n = 5 biological replicates of genes for the serotonin receptors Htr1a, Htr1b, Htr1d, Htr1f, Htr2a, Htr2b, Htr2c, Htr3a, Htr4, Htr5a, Htr5b, Htr6, Htr7, the serotonin transporter (Slc6a4), and the enzymes dopamine decarboxylase (Ddc) and tryptophan hydroxylase 2 (Tph2). The y-axis shows relative expression. Asterisks indicate significance (∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001).



The mRNA level for Htr1d in Mecp2-/y mice showed a 2-fold up-regulation (Figure 1C; 2.29 ± 0.184, p = 0.0013). Htr1d affects locomotion and anxiety and also induces vascular vasoconstriction in the brain. In addition, 5-HT1DR has been implicated in controlling activity of raphé neurons and therefore serotonin release. An up-regulation of 5-HT1DR in the brainstem could therefore inhibit the serotonin release in the raphé nuclei and thus explain the low brain serotonin levels reported previously (Mokler et al., 1998).

The mRNA level of Htr2c was reduced to roughly half compared with WT (Figure 1G; 0.482 ± 0.057; p = 0.005). Htr2c activation inhibits dopamine and norepinephrine release in the striatum, prefrontal cortex, nucleus accumbens, hippocampus, hypothalamus, and amygdala among other areas (Alex et al., 2005). It also regulates mood, anxiety, feeding, and reproductive behavior (Heisler et al., 2007). In the brainstem, Htr2c is associated with respiratory dysfunction (Tecott et al., 1995; Hodges et al., 2009).

The most striking difference was observed for Htr5b with an up-regulation in Mecp2-/y mice by a factor of 75 at P40 compared to age-matched WT mice (Figure 1K; 76.43 ± 15.86; p = 0.0089). Htr5b showed a tremendous dysregulation with nearly 75-fold upregulation in Mecp2-/y mice. Unfortunately, little is known about this specific serotonin receptor. Based on molecular studies, Htr5b is grouped with Htr5a forming the fifth class of serotonin receptors. The two 5-ht5 receptors are the only serotonin receptors that are transcribed from two exons (Matthes et al., 1993). Htr5b is believed to be non-functional in humans because its coding sequence is interrupted by several stop codons and repeated insertions (Grailhe et al., 2001), while rodents carry a fully intact Htr5b gene. Therefore, we performed some basic tests to determine the relevance of Htr5b dysregulation in RTT (see below).

Tryptophan hydroxylase 2 (Tph2) was reduced 2-fold in Mecp2-/y mice compared to WT (Figure 1P; 0.553 ± 0.379, p = 0.0067). Tph2 is the main synthesizing enzyme for serotonin, hydroxylating the rate-limiting step from L-tryptophan to 5-hydroxy-L-tryptophan (Kuhar et al., 1999). Tph2 is mainly expressed in neurons of the raphé nuclei, which contain the majority of serotonin-containing neurons (Frazer and Hensler, 1999). A defect of Tph2 could explain reduced levels of serotonin in the brain and in the cerebrospinal fluid (Jellinger, 2003; Ramaekers et al., 2003). The dopamine decarboxylase (Ddc) level was increased 3-fold in Mecp2-/y mice (Figure 1O; 3.48 ± 0.299, p < 0.001).

Regulation of Components of the Serotonergic System in Hippocampus

The differential expression levels for all 16 components of the murine serotonergic system in the hippocampus are given in Figure 2, where the WT was set to 1. In hippocampus, of the 16 genes of the serotonergic system, only two showed differential expression between WT and Mecp2-/y mice.
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FIGURE 2. Comparison of mRNA expression of the serotonergic system in WT vs. Mecp2-/y mice in the hippocampus at P40. Messenger RNA level in the hippocampus was measured by qPCR for WT (black) and Mecp2-/y (red) mice at postnatal day 40. (A) Htr1a, (B) Htr1b, (C) Htr1d, (D) Htr1f, (E) Htr2a, (F) Htr2b, (G) Htr2c, (H) Htr3a, (I) Htr4, (J) Htr5a, (K) Htr5b, (L) Htr6, (M) Htr7, (N) Slc6a4, (O) Ddc, and (P) Tph2. The bar diagrams represent the results of separate qPCR analyses with mean values and standard error of the mean from n = 5 biological replicates of genes for the serotonin receptors Htr1a, Htr1b, Htr1d, Htr1f, Htr2a, Htr2b, Htr2c, Htr3a, Htr4, Htr5a, Htr5b, Htr6, Htr7, the serotonin transporter (Slc6a4), and the enzymes dopamine decarboxylase (Ddc) and tryptophan hydroxylase 2 (Tph2). The y-axis shows relative expression. Asterisks indicate significance (∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001).



Ddc, which was upregulated threefold in the brainstem, was also up-regulated twofold in hippocampus (Figure 2O; 2.459 ± 0.336, p = 0.0015). Ddc catalyzes several different decarboxylation reactions (Siegel et al., 1999), thus mutations in Ddc lead to reduced levels of neurotransmitters dopamine and serotonin (Ramaekers et al., 2003). However, neither for dopamine nor for serotonin synthesis, Ddc is the rate-limiting enzyme (Kuhar et al., 1999), whereas in humans Ddc is the rate-limiting enzyme for the synthesis of trace amine transmitter (Berry, 2004). For the serotonergic system, Ddc catalyzes the decarboxylation of 5-Hydroxy-L-Tryptophan to serotonin, while Ddc also catalyzes the conversion of 3,4-dihydroxyphenylalanine (DOPA) and Levodopa to dopamine. Dopamine in the basal ganglia is important for coordination and smooth movement, and Mecp2-/y mice show disturbed motor function like hind limb clasping.

The second dysregulated gene in hippocampus was Slc6a4) which was down-regulated in Mecp2-/y mice (Figure 2N; 0.387 ± 0.611, p < 0.001). Slc6a4 (solute carrier family 6 member 4) encodes the serotonin transporter SERT (Blakely et al., 1991; Hoffman et al., 1991) and removes serotonin from the synaptic cleft, thus terminating its action by transporting 5-HT into the presynaptic neuron in a sodium-dependent manner (Horschia, 2001). Mutations in the Slc6a4 promoter affect the rate of serotonin uptake (Caspi et al., 2003) and are therefore associated with numerous diseases like sudden infant death syndrome (Weese-Mayer et al., 2003), and propensity to post-traumatic stress disorder (Liu et al., 2015) or susceptibility for depression (Lin et al., 2015).

An up-regulation of Ddc in RTT would have little effect on the availability and therefore on the strength of synaptic transmission. However, a down-regulation of Slc6a4 in RTT would result in increased serotonin-mediated synaptic transmission due to longer dwell time of 5-HT in the synaptic cleft. Therefore, and because no other genes were found dysregulated in hippocampus, we believe that upregulation of Ddc and down-regulation of Slc6a4 could be an adaption to low serotonin levels reported previously (Ramaekers et al., 2003).

Differences between Brainstem and Hippocampus

In our mouse model of RTT syndrome, 6 out of 16 genes constituting the serotonergic system in mouse were differentially regulated. Of these six genes, only two genes were dysregulated in hippocampus and only dopamine decarboxylase (Ddc) was dysregulated in both brain regions. Ddc was up-regulated in Mecp2-/y mice in hippocampus and brainstem by approximate the same factor, which might suggests a genetic reason for the up-regulation, e.g., the missing of transcriptional inhibitor Mecp2. Nevertheless, in hippocampus, up-regulation of Ddc might compensate for the down-regulation of Slc6a4 or vice versa. There have been reports of reduced serotonin (Jellinger, 2003; Ramaekers et al., 2003) and dopamine (Riederer et al., 1986; Lekman et al., 1989; Wenk et al., 1991) levels in the brain and cerebrospinal fluid of RTT patients which are compensated by increased expression of dopamine receptor (Chiron et al., 1993). The decrease of both neurotransmitters make it like that the dysregulation of both Ddc and Slc6a4 in hippocampus is compensatory.

Profiling Developmental Changes of Htr5b

After identifying Htr5b to be profoundly dysregulated in the brainstem at P40, we profiled the expression of this gene during the development at P7, P14, P21, P40, and P50 (Figure 3A). Up until P21, Htr5b expression increases uniformly in WT and Mecp2-/y mice. After reaching peak expression around P21, Htr5b expression in WT mice is essentially turned off after P21. However, in Mecp2-/y mice it remains at the same elevated levels. Thus, the observed dysregulation is not due to an upregulation of Htr5b in Mecp2-/y mice, but due to a failure to down-regulate Htr5b expression. In hemizygous female mice at P75, we also found a significant dysregulation, albeit not as strong as in male knockout mice (Figure 3B). However, female mice at this age do not display the same advanced disease progression as male mice and they are mosaics, displaying varying gene expression patterns. Considering the identical profiles in WT and Mecp2-/y mice up to P21, one can speculate that Htr5b expression may serve a physiological purpose in mice. The intracellular localization of 5-ht5b and the nearly complete down-regulation after P21 indicates that 5-ht5b might act more like a regulator than a receptor. In addition to Htr5b, we also assayed the other genes found dysregulated in P40 male mice again in P75 female mice (Figures 3C,D). All genes showed a comparable trend in the female mice as found in the male mice, although the differences between WT and Mecp2+/- animals were much smaller. In brainstem (Figure 3C), Htr2c (0.672 ± 0.124, p = 0.012) and Ddc (1.841 ± 0.198, p = 0.026) were found to be significantly dysregulated. In hippocampus (Figure 3D), only Ddc showed a significant dysregulation (1.452 ± 0.1, p = 0.0286). The lower number of significantly dysregulated genes as well as the smaller differences between WT and Mecp2+/- females could be explained in two ways. Hemizygous mice are a mosaic regarding Mecp2 activity, thus generating greater variability of gene regulation. Also, females develop symptoms much later, so possible differences may not be detectable at P75.
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FIGURE 3. Developmental profile of Htr5b in brainstem of WT and Mecp2-deficient mice. (A) Shown are the messenger RNA levels of Htr5b at post-natal days P7, P14, P21, P40, and P50 for male WT (black) and Mecp2-/y (red) mice. Htr5b expression increases in parallel in WT and Mecp2-/y until P21, after which it is downregulated completely in WT, but remains at the previously seen level in Mecp2-/y mice until P50, indicating a failure of down-regulation. (B) Messenger RNA levels of Htr5b at post-natal day P75 in female WT and Mecp2+/- mice. Htr5b also displays a significant dysregulation at P75 in female mice, although the dysregulation is by far not as pronounced as in male mice. Analyses were performed in triplicates with at least 3 different animals. (C) Messenger RNA levels of Htr1d, Htr2c, Ddc and Tph2 in brainstem at post-natal day P75 in female WT and Mecp2+/- mice. Htr1d, Htr2c, and Ddc in brainstem show a significant dysregulation. (D) Messenger RNA levels of Ddc and Slc6a4 in hippocampus at post-natal day P75 in female WT and Mecp2+/- mice. Analyses were performed in triplicates with at least 3 different animals. The y-axis shows relative expression. Asterisks indicate significance (∗p ≤ 0.05; ∗∗p ≤ 0.01; ∗∗∗p ≤ 0.001).



Molecular Analysis of Serotonin Receptor 5b (5-ht5b)

The tremendous dysregulation of Htr5b and lack of previous research prompted us to analyze this receptor in more detail at the protein level.

If any, only weak 5-ht5b receptor expression was found in the hippocampus of both WT and Mecp2-/y mice at P40 (data not shown). The same was true for the brainstem of WT mice (Figures 4A,C), while in MeCP2-deficient mice, 5-ht5b receptors were found in abundance (Figures 4B,D). Thus, receptor staining was in agreement with our qPCR expression data. Closer inspection of the immune-histochemical data revealed an unusual staining pattern for 5-ht5b with punctate intracellular pattern instead of uniform labeling of the cytoplasm (Figure 4E). Interestingly, transfection of a 5ht5b-fluorescent protein fusion construct in neuroblastoma cells produced the same intracellular expression pattern (Figure 4F).
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FIGURE 4. Distribution and upregulation of 5-ht5b in brainstem of Mecp2-/y mice. Representative immunohistological stainings of one out of three animals analyzed each. (A) In WT mice, 5-ht5b-receptor-positive cells (red) were virtually undetectable at postnatal day 40 (P40). (B) In contrast, mice with MeCP2 deficiency (Mecp2-/y) displayed a marked increase in the number of 5-ht5b-receptor immuno-reactive cells. (C,D) Higher magnification images of areas indicated in (A,B). (E) High magnification images of 5-ht5b-receptor-positive cells (red) revealed a clustered intracellular distribution indicating organelle localization of receptors. (F) The same clustered intracellular distribution was found when full length Htr5b fused to mCherry was expressed in murine neuroblastoma cell line N1E-115. Nuclei are counterstained with DAPI (blue). NTS, nucleus of the solitary tract; Rob, raphe obscurus nucleus; Sp5C, spinal trigeminal nucleus, caudal part; VLM, ventrolateral medulla; XII, hypoglossal nucleus. Scale bars as indicated.



Western blot analyses of both brainstem tissue (Figure 5B, IV) and neuroblastoma cells transfected with Htr5b (Figure 5B, II) verified the presence of a protein of approximately 40 kDa, as expected from the genetic sequence. In addition, western blots of transfected cells and murine tissue revealed a signal at 22.5 kDa (Figure 5B, II, IV). Such a signal is also obtained when a truncated 5-ht5b is transfected (Figure 5, III). The truncated receptor of 22.5 kDa might be important for Htr5b expression in humans. The human Htr5b gene is considered to be a pseudo-gene, as its first exon is disrupted by several mutations (Grailhe et al., 2001). However, sequence comparison between different species indicated the presence of a highly conserved second start codon surrounded by a classic Kozak sequence (Grailhe et al., 2001) in Htr5b. Transcription starting from this second exon would result in a shortened protein with a predicted molecular mass of 22.5 kDa. An artificially truncated murine 5-ht5b receptor behaved nearly identical to the full length version (data not shown), leaving the possibility that a truncated 5-ht5b might also be present in humans and contributes to RTT. Incidentally, two immune-reactive bands were also reported for 5-ht5a (Dutton et al., 2008). As both class 5 serotonin receptors are transcribed from two exons (Matthes et al., 1993), the presence of two protein variants might be a class-defining feature.
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FIGURE 5. Molecular analysis of 5-ht5b. (A) Specificity control of the antibody used in (B) and Figure 6. N1E-115 neuroblastoma cells were transfected with an plasmid coding for 5-ht5b-eGFP and were counterstained with DAPI (blue) and with the antibody generated against the C-terminus of 5-ht5b. The antibody was visualized with an atto647-coupled secondary antibody (red, Sigma–Aldrich, Cat. No. 40839). Only cells transfected with 5-ht5b-eGFP show reactivity with the antibody. (B) Immuno-blots of N1E-115 neuroblastoma cells transfected with expression constructs for unlabeled full-length or truncated 5-ht5b (Htr5b-tr) receptor (I – III) and of Mecp2-/y mouse brainstem lysates (IV, V). While no signal is detectable in mock-transfected cells (I), a signal at about 40 kDa corresponding to the full length protein is detected in transfected cells (II) and murine tissue (IV). Both in cells (II) and murine tissue (IV), an additional signal is visible at about 22.5 kDa. Such a signal corresponds to a theoretical truncated 5-ht5b receptor (see B) and can be reproduced in cells transfected with a truncated expression construct (III). Full length and truncated signal disappear in murine tissue if the antibody is pre-incubated with the antigen used for immunization (V). (C) Schematic representation of the Htr5b gene with exon-intron structure and the 5-ht5b protein with transmembrane domains. In human, the coding sequence is disrupted by insertion and nonsense mutations (marked by X). However, translation from the second ATG might produce a truncated protein of 197 amino acids with a predicted relative molecular mass of 22.5 kDa, corresponding with the smaller signal in Western blot analyses. The peptide used for antibody generation is indicated.



N1E-115 neuroblastoma cells expressing fluorescent 5-ht5b were either co-transfected with or counter-stained against specific organelle markers to determine 5-ht5b’s intracellular compartment. As expected, some co-localization was seen with the ER (Figure 6A, correlation coefficient 0.539 ± 0.08) and cis-golgi marker GM130 (Figure 6B, 0.584 ± 0.05) as proteins are produced here and are sorted for trafficking to the membrane. However, no receptor reached the plasma membrane (Figure 6C, 0.086 ± 0.01). Strong co-localization of 5-ht5b receptors was seen with endosomal compartments, shown exemplarily for early endosome marker rab5 (Figure 6D, 0.873 ± 0.02). No co-localization of 5-ht5b receptors was detected with markers for trans-golgi marker TGN38 (Figure 6E, 0.094 ± 0.03) or with lysosomes (Figure 6F 0.359 ± 0.04), meaning that the receptor is neither trafficked to the membrane nor sent immediately for degradation. For completeness, we also checked mitochondria (Figure 6G, 0.359 ± 0.04) and peroxisomes (Figure 6H, 0.343 ± 0.06), but found no co-localization with 5-ht5b.
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FIGURE 6. Subcellular localization of 5-ht5b. Intracellular localization of 5-ht5b receptor (red) counterstained against various compartment markers (green) in N1E neuroblastoma cells: (A) endoplasmic reticulum (ER recognition sequence of calreticulin), (B) cis-golgi network (GM130), (C) plasma membrane (GAP-43), (D) endosomes (rab5), (E) trans-golgi network (TGN38), (F) lysosomes (LysoTracker) (G) mitochondria (mitochondria recognition sequence of cytochrome C-oxidase), and (H) peroxisomes (Pex16). Scale bars as indicated.



An immune-gold electron microscopic analysis from mouse brainstem revealed that 5-ht5b receptors seemed integrated in vesicular organelles (Figures 7A,B), consistent with the light microscopic images (Figures 6A–H). The G-protein binding domain of a receptor integrated into organelles would be accessible from the cytoplasm (Figure 7C). To determine whether 5-ht5b, which has lost its capability to be expressed at the plasma membrane, can still serve its function as a receptor and interact with G-proteins, we studied the signaling pathway of the full-length 5-ht5b receptor in neuroblastoma cells by co-expressing Gαi or Gαs protein subunits. A GTPγS-assay revealed that cells co-expressing 5-ht5b receptors and Gαi proteins exhibited a 220% increase of the baseline signal. Cells co-expressing 5-ht5b receptor and Gαs as well as the mock-transfected control did not show any significant changes. The expression of Gαi alone resulted in a minor increase of 39% (Figure 7D). Overexpression of fluorescently labeled Gαi protein led to a faint membrane translocation of otherwise strictly intracellular 5-ht5b, indicating protein–protein interaction (Figure 7D). Although we found no cell surface expression using recombinant fusion constructs (Figures 6A–H), we need to note that early investigations found a reaction of 5-ht5b to stimulation by serotonin in rodents (Matthes et al., 1993), thus a small amount of receptor may reach the cell surface.
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FIGURE 7. Signaling mechanisms of intracellular 5-ht5b. (A,B) Representative electron microscopic micrograph of a series of tissue sections of the medullary brainstem (n = 3 biological replicates) revealed the incorporation of the receptor into organelle membranes. The antibody used was directed against the C terminus, which faces the cytoplasmic site. Scale bars, 500 nm in (A) and 50 nm in (B). ER, endoplasmic reticulum; Lys, lysosome; Mito, mitochondrion; TGN, trans-Golgi network. (C) Suggested organization of the truncated receptor in the membrane of endosomes. The G-protein binding site is accessible from the cytoplasm and the truncation causes a constitutive activity. (D) In co-transfected N1E cells, a GTPγS-assay shows binding of GTPγS to 5-ht5b in absence or in presence of Gαi3 or Gαs, respectively (n = 3; Asterisks indicate significance, ∗∗∗p < 0.001; one-way ANOVA). Co-expression of 5-ht5b receptor (red) together with inhibitory Gαi3-protein (blue), produces a faint but visible membrane localization of 5-ht5b, which is absent when 5-ht5b is expressed alone (scale bar = 10 μm).





DISCUSSION

The RTT is characterized by cognitive impairment, anxiety, oropharyngeal dysfunctions, cardiac abnormalities, osteopenia, impaired locomotor skills, propensity for seizure and disturbed breathing (Lugaresi et al., 1985; Gillberg, 1986; Glaze et al., 1987; Elian and Rudolf, 1991; Zappella, 1997; Mount et al., 2001; Steffenburg et al., 2001). Most of these symptoms are also present in the Mecp2 knock-out (Mecp2-/y) mouse model used here (Guy et al., 2001).

In any animal model of RTT, the choice between heterozygous males or hemizygous females has advantages and disadvantages. Heterozygous females are favored by many, as they might more closely resemble the human situation and therefore better serve translational approaches. However, in these animals the symptoms develop only after months with much broader and milder phenotypes. For gene effect studies like ours, the situation is further complicated by the mosaic-like inactivation of Mecp2 on the unaffected chromosome. With an early onset of symptoms and lethality starting at P45–50, the MeCP2-deficient male mice might compare better to the early development of symptoms in humans. Most importantly and from an experimental point of view, the complete lack of MeCP2 in this genotype is better suited for the analysis of regulatory effects on the serotonergic system.

We used RT-qPCR to determine the mRNA levels of all 16 components of the murine serotonergic system. In the brainstem, five genes were differentially regulated between WT and Mecp2-/y mice. The mRNA level of Htr2c and Tph2 were reduced, whereas the mRNA levels for Htr1d, Htr5b and Ddc were increased. In hippocampus, only two genes showed differential expression, with Slc6a4 being down- and Ddc being up-regulated in Mecp2-/y mice. The down-regulation of two genes seems strange as MeCP2 mainly acts as a transcriptional suppressor (Nan et al., 1997), which absence should lead to an increase of target gene expression. However, there have been reports of MeCP2 also acting as a transcriptional activator (Chahrour et al., 2008). The observed differential expression indicates that the Mecp2-dependent (de-) regulation of genes of the serotonergic system is region-specific and suggests different methylation patterns of these genes, since MeCP2 controls gene activity in response to DNA methylation (Nan et al., 1997; Chahrour et al., 2008) and different DNA methylation patterns were reported for other MeCP2-controlled genes (Urdinguio et al., 2008).

The most striking finding was the extent of Htr5b dysregulation in the brainstem of Mecp2-/y mice, which reached up to 75-fold excess at P40 and P50. Interestingly, Htr5b dysregulation in symptomatic Mecp2-/y mice is not caused by early developmental up-regulation, but rather by a failure to down-regulate gene expression at later developmental stages. Moreover, we found that 5-ht5b localizes to intracellular organelles and interacts with Gαi proteins. The strongest co-localization of 5-ht5b was with markers for the endosome. This distribution suggests that the receptor does not reach the cell membrane, but does get trapped in intermediate compartments. The abundance and location of 5-ht5b in the brainstem might have potential effects on the physiology of Mecp2-/y mice. (i) Being still able to interact with Gi proteins, the mass of 5-ht5b could scavenge G-proteins, thus blocking Gi signaling for other GPCRs. (ii) If the internalized 5-ht5b receptors are constitutively active, changes of the intracellular cyclic adenosine monophosphate (cAMP) concentration would lead to imbalance of the second messenger cascades of many GPCRs. Indeed, such a role of internalized receptors is not uncommon (Irannejad et al., 2013), and constitutively active GPCRs are known for a long time (Tao, 2008). (iii) Moreover, one has to consider the negative effect of 5-ht5b on 5-HT1A, which whom it specifically interacts, resulting in reduction of 5-HT1A surface expression (preliminary data; not shown).

The serotonergic system, especially in the brainstem, has been shown to be important for the modulation of breathing (Schwarzacher et al., 2002; Manzke et al., 2010; Niebert et al., 2011). The observed down-regulation of Htr2c might, therefore, contribute to the breathing phenotype seen in Mecp2-/y mice. Interestingly, Htr2c knock-out mice have also respiratory arrests with subsequent death following seizures (Tecott et al., 1995). Moreover, the Lmx1bf/f/p mouse strain, which is lacking nearly all serotonergic neurons displayed severe apnea, hypoventilation and reduced hypercapnic response (Hodges et al., 2009).

Although the ultimate cause of the low serotonin levels in RTT patients remains unknown (Mokler et al., 1998), the three genes Slc6a4, Ddc and Tph2 could be responsible for this alteration. The tryptophan hydroxylase 2 (Tph2) is the rate-limiting enzyme in the synthesis of serotonin (Kuhar et al., 1999) and a downregulation of Tph2 is in accordance with low brain serotonin levels. Indeed, a reduced Tph2 expression has been found in MecP2-deficent mice before (Samaco et al., 2009). These results are certainly in accordance with low brain serotonin levels. Nevertheless, the question remains whether reduced Tph2 expression alone can explain reduced 5HT levels. MeCP2 was shown to greatly affect brain-derived neurotrophic factor (BDNF) (Li and Pozzo-Miller, 2014), which in turn is a neurotrophic factor for serotonergic neurons (Paterson et al., 2005). In this regard, restoring BDNF function in a mouse model of RTT had beneficial effects (Ogier et al., 2007). However, the up-regulation of Htr1d might also be a factor in the reduction of 5HT. 5-HT1DR was found as an auto-receptor on brainstem neurons, reducing their activity when activated by binding of serotonin. Htr1d up-regulation in the brainstem could therefore auto-inhibit the release of serotonin and thus contribute to low brain serotonin levels reported previously (Mokler et al., 1998).

We cannot exclude that the observed changes of Ddc and Slc6a4 are mainly the result of a compensatory mechanism to counteract the dysregulation discussed above. An increase of dopa-decarboxylase (encoded by Ddc) should, although not the rate-limiting enzyme in 5HT synthesis (Kuhar et al., 1999; Berry, 2004) increase serotonin levels. Similarly, a serotonin transporter (5-HTT; Slc6a4) down-regulation will impair the re-uptake of serotonin from the synaptic cleft and this increases the extracellular levels. Nevertheless, a direct control of Ddc expression by MeCP2 is possible, as Ddc shows the same direction of dysregulation in brainstem and hippocampus.

Although Ddc is part of the serotonergic system, its contribution to the RTT phenotype must also be discussed with respect to its role in the dopaminergic system. Several groups reported decreased levels of dopamine in the brain (Jellinger, 2003) and dopamine in the basal ganglia is important for the execution of coordinated and smooth movement, which is disturbed in Mecp2-/y mice evidenced by hind limb clasping. As Ddc is also not the rate-limiting enzyme for dopamine synthesis, its upregulation here might again be compensatory.

In this regard, our results fit well with the established RTT pathology. The dysregulation of Tph2 and Htr1d might directly contribute to low serotonin levels, while the dysregulation of Slc6a4 and Ddc are, however, likely compensatory.

Taken together, our data points to the complex dysregulation of the serotonergic system at different levels, which can contribute to the functional dysregulation in the brain of MeCP2-deficient mice. This complexity is reflected by the fact that different strategies of pharmacotherapy seem to improve symptoms in RTT, although targeting opposing signaling pathways (reduction of cAMP via 5-HT1A; Abdala et al., 2010) or (elevation of cAMP via 5-HT7; De Filippis et al., 2014, 2015). Thus, it appears to be necessary to improve our knowledge of cell-type specific expression and regulation of serotonin-dependent GPCRs, not only in our mouse models but, of course, also in humans, to finally develop effective pharmacological tools.
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INTRODUCTION

The NAD+-dependent type III histone deacetylases, or Sirtuins, have differing cellular localizations, and can have nuclear (SIRT1 and SIRT6), cytoplasmic (SIRT2), mitochondrial (SIRT3, SIRT4, and SIRT5) or nucleolar (SIRT7) localization. The founding member of the Sirtuin family, S. cerevisiae Sir2p, and its orthologs have important roles in senescence and aging, with manipulation of their activities resulting in modest lifespan extension, as verified in several model organisms. Sirtuins have a wide range of nuclear and cytoplasmic substrates, and are implicated in the transcriptional and epigenetic regulations of cellular and systemic processes of energy metabolism, stress response, death and survival, as well as pathological conditions such as malignancy (Chalkiadaki and Guarente, 2015) and neurodegeneration (Herskovits and Guarente, 2013). Perhaps the most extensively studied member of the mammalian Sirtuin paralogs is SIRT1, but the cellular and systemic roles of other paralogs have also been intensively investigated in recent years.

SIRT6, like SIRT1, is nuclear localized. Acting primarily as a histone deacetylase, earlier studies have delineated its roles in telomere maintenance (Michishita et al., 2008), DNA repair (Mao et al., 2011) and transcription regulation of glucose homeostasis (Zhong et al., 2010). The importance of SIRT6 in mammals is illustrated by the fact that SIRT6 deficient mice have retarded postnatal development associated with cellular genomic instability, systemic metabolic defects, and exhibited premature senescence and aging, with early death occurring at around 4 weeks after birth (Mostoslavsky et al., 2006). In the past several years, many other emerging physiological as well as pathological functions for SIRT6 in multiple tissue contexts have also been reported (Tasselli et al., 2017). These include the regulation of the circadian clock (Masri et al., 2014), tumor suppression (Kugel et al., 2016) as well as lifespan extension in mammals (Kanfi et al., 2012), among others. In many of these cases, SIRT6 functions at first glance appear to have significant overlaps with that of SIRT1.

Unlike SIRT1, which has been extensively studied with regards to its roles in neurons and the central nervous system (CNS) (Herskovits and Guarente, 2014; Ng et al., 2015), the function of SIRT6 in neural tissues has been less well explored. Like SIRT1, SIRT6 appears to have anti-aging activities through the regulation of inflammation (Kawahara et al., 2009), the expression of antioxidant genes (Pan et al., 2016) as well as proteasomal degradation of senescence factors (Zhao et al., 2016), all of which are related to neuroprotection. Like SIRT1, SIRT6 activity may therefore be largely neuroprotective, and this expectation appears to have been borne out by several recent reports, which suggest that loss of SIRT6 during aging and neuropathological settings contributes to neurodegenerative processes. However, elevated SIRT6 level has also been noted to be undesirable under certain conditions. SIRT6 may also differ from SIRT1 in terms of enzymatic activity and mechanism of action. In the paragraphs below, I shall explore current evidence (as well as counterevidence) for the neuroprotective potential of SIRT6, and draw comparisons with that of SIRT1.



EVIDENCE FOR SIRT6'S ROLE IN NEUROPROTECTION

Like SIRT1, SIRT6 is abundantly expressed in mammalian brain neurons (Lee et al., 2013; Cardinale et al., 2015). However, while SIRT1 levels tend to increase in the aged brain (Koltai et al., 2010; Braidy et al., 2015), the levels of SIRT6 decline significantly with age (Braidy et al., 2015). Several recent reports have also implicated a neuroprotective function for SIRT6 in diverse neuropathological settings. SIRT6 is highly expressed in the retina, and analysis of SIRT6 knockout (KO) mice revealed retinal neural transmission defects that are associated with a down-regulation of the levels of both ionotropic and metabotropic glutamate receptors, and consequently impaired retinal function (Silberman et al., 2014). Investigating an Alzheimer's disease (AD) mouse model [transgenic for five familial AD (5XFAD) mutations associated with the Amyloid precursor protein (APP) and Presenilin 1], as well as brain samples from AD patients, Jung and colleagues reported a reduction in SIRT6 protein in these models (Jung et al., 2016). The amyloid plaque forming Aβ42 peptide downregulated SIRT6 levels in mouse cortical neurons as well as the mouse hippocampal cell line HT22, and this downregulation corresponded with an increase in the acetylation of histone K9 and K56. Interestingly, Aβ42, at least in HT22 cells, appeared to have suppressed SIRT6 through a c-Jun N-terminal kinase (JNK) and p53-dependent mechanism. In line with SIRT6's known role in facilitating DNA repair, another of the authors' findings is that SIRT6 over-expression attenuated Aβ42-induced DNA damage, as assessed by the H2AX phosphorylation, a marker for DNA double strand breaks (Jung et al., 2016).

Another recent study investigated the role of SIRT6 using mice with conditional knockout of SIRT6 in the brain (brS6KO mice, with Nestin-Cre based deletion of exon2-3 floxed SIRT6). These mice were previously shown to have stunted postnatal growth, but ultimately become obese with time (Schwer et al., 2010). Kaluski et al. further showed that the brS6KO mouse brain exhibited increased levels of the DNA repair protein Ataxia telangiectasia mutated (ATM), H2AX phosphorylation, TUNEL-labeled cells in the cortex, as well as impaired contextual learning that is suggestive of neurodegeneration (Kaluski et al., 2017). Indeed, the authors found that loss of SIRT6 led to tau hyperphosphorylation, which correlated with a decreased in glucose synthase kinase 3 (GSK3) phosphorylation (therefore increased GSK activity), with the latter restored with SIRT6 re-expression. Like Jung et al. above, the authors also found that SIRT6 levels are markedly reduced in human AD brain samples (Kaluski et al., 2017). Taken together, these studies suggest that SIRT6 reduction during diseased conditions (such as AD) may further enhance neuronal death and degeneration.

With regards to more acute neuronal injuries, evidence for a direct protective effect of SIRT6 on CNS neurons is lacking. On the other hand, a more definitive role for SIRT1 in protection against brain ischemic injury has been demonstrated, with a significantly increased in infarct volume in SIRT1−/− mice compared to control (Hernández-Jiménez et al., 2013). Several findings nonetheless point toward the notion that SIRT6 activity may well be congruent with, if not analogous to, SIRT1 in ischemic injury. In models of middle cerebral artery occlusion and oxygen-glucose deprivation, SIRT6 reduction may promote the release of the proinflammatory high mobility group box-1 (HMGB1) protein (Lee et al., 2013), possibly resulting in heightening of inflammation. SIRT6 was also shown to mediate the protective effect of the gasotransmitter hydrogen sulfide's positive effects on oxygen-glucose deprivation and reperfusion-stimulated brain endothelial cells (Hu et al., 2015).

The above findings suggest that maintaining or increasing SIRT6 activities, particularly in the aging brain, may be therapeutically beneficial against neurodegenerative disorders and CNS injury.



SIRT6'S ADVERSE EFFECTS IN THE NEURONAL CONTEXT

Although the notion that SIRT6 is neuroprotective may seem somewhat intuitive, there exist some experimental findings that are against it. In assessing the effect of Sirtuin paralog over-expressions in rescuing cerebellar granule neurons (CGNs) from low potassium treatment, it was found that in contrast to SIRT1, SIRT6 over-expression reduced the viability of CGNs (Pfister et al., 2008). Another investigation revealed that SIRT6 over-expression in cultured mouse cortical neurons stressed with the oxidant H2O2 further reduced neuronal survival (Cardinale et al., 2015). In these types of neurons, this finding with SIRT6 was in agreement with earlier findings associated with SIRT1, as both SIRT1 inhibition and its silencing was also shown to result in worsened viability during H2O2 treatment (Li et al., 2008). With human neuroblastoma SH-SY5Y cells, SIRT6 over-expression was also shown to decrease cell viability under H2O2-induced oxidative stress, which was associated with increased ROS production and autophagy induction (Shao et al., 2016).

In yet another report, SIRT6 over-expression in rat hippocampal neurons was found to attenuate AKT-GSK-3β phosphorylation (Mao et al., 2011), both of which are components of an important survival signaling pathway in ischemic (Endo et al., 2006) and neurotoxic (Mariottini et al., 2009) brain injury. This attenuation is associated with the animals acquiring depression-like behaviors (Mao et al., 2017). Over-expression of SIRT6 in the hippocampus CA1 region of rats impaired the formation of long-term contextual fear memory (but not short-term fear memory) (Yin et al., 2016). Other than the potential in impairing neuronal survival under certain pathological situations, excessive SIRT6 activity may therefore also be undesirable in some neurological contexts. One should of course be careful in interpreting results from over-expression experiments, as these are prone to non-specific, gain of function effects.



CONTEXT-DEPENDENT BENEFICIAL EFFECTS OF SIRT6 EXPRESSION AND ACTIVITY IN THE CNS—A COMPARISON WITH SIRT1

From the discussion above it appears that the neuroprotective effect of SIRT6 may be somewhat context-dependent rather than universal. The basis of this context dependency is not yet clear. However, it is notable that context-dependence of neuroprotection was also observed to some degree with SIRT1, and it would thus be of interest to see if these occur via similar mechanisms. SIRT1's role in AD is well known (Wong and Tang, 2016). Like SIRT6, SIRT1 activity decreases tau phosphorylation, and this occurs via its direct interaction with and deacetylation of tau, which reduced the latter's phosphorylation and promoted ubiquitination and turnover (Min et al., 2010). Whether SIRT6 has a similar activity on tau remains to be seen. SIRT activity has also been shown to promote non-amyloidogenic α-secretase mediated APP cleavage, likely acting via a major substrate Peroxisome proliferator-activated receptor-α (PPARα) (Lee et al., 2014; Corbett et al., 2015). Again, whether SIRT6 could promote non-amyloidogenic APP cleavage remains to be investigated.

It has been previously argued that while sustained SIRT1 activity may benefit chronic stresses associated with neurodegenerative disorders, elevation of SIRT1 activity or levels may instead adversely affect acutely injured neurons (Ng and Tang, 2013). One mechanism by which this could occur is an antagonistic competition between SIRT1 and the DNA repair enzyme Poly (ADP-ribose) polymerase 1 (PARP-1) for the same cofactor NAD+, which may become limiting in stressed conditions (Liu et al., 2009). In this regard, SIRT6 may act differently from SIRT1 as it has an ADP-ribosyl transferase activity, while the latter is primarily a deacetylase. During oxidative stress, SIRT6 has been shown to promote DNA repair by activating PARP-1 via ADP-ribosylation of the latter on Lys 521 (Mao et al., 2011). In this regard, SIRT6 could be more of a promoter of PARP-1 activity during injury than SIRT1. Working out the molecular interplay between these two nuclear Sirtuins and PARP-1 under various conditions of stress would be important.

Other than intrinsic enzymatic activity and differential substrate preference, there are also other important differences between CNS SIRT6 and SIRT1, for example the spatial and temporal difference in their expression, as well as substrate specificity. As mentioned earlier, SIRT6 levels decline in the aging brain as oppose to SIRT1's increase. SIRT6 levels are in fact positively regulated by SIRT1 and FOXO3a in metabolically active peripheral tissues (Kim et al., 2010). Interestingly, while SIRT1 levels in muscles were elevated by physical training, the levels of SIRT6 were instead attenuated (Koltai et al., 2010). SIRT1 and SIRT6 have overlapping activities and localizations at the cellular level and in the CNS tissues. Common activators and inhibitors would likely affect both to some degree, and this complicates attempts to understand their respective roles in various neurological settings and their engagement of downstream substrates. A better understanding the differences and crosstalk between these two nuclear Sirtuins would therefore be important for their exploitations as specific therapeutic targets for neurodegenerative disorders and brain injury.
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Functionally related neurons assemble into connected networks that process and transmit electrochemical information. To do this in a coordinated manner, the number and strength of synaptic connections is tightly regulated. Synapse function relies on the microtubule (MT) cytoskeleton, the dynamics of which are in turn controlled by a plethora of MT-associated proteins, including the MT-stabilizing protein Tau. Although mutations in the Tau-encoding MAPT gene underlie a set of neurodegenerative disorders, termed tauopathies, the exact contribution of MT dynamics and the perturbation thereof to neuronal network connectivity has not yet been scrutinized. Therefore, we investigated the impact of targeted perturbations of MT stability on morphological (e.g., neurite- and synapse density) and functional (e.g., synchronous calcium bursting) correlates of connectivity in networks of primary hippocampal neurons. We found that treatment with MT-stabilizing or -destabilizing compounds impaired morphofunctional connectivity in a reversible manner. We also discovered that overexpression of MAPT induced significant connectivity defects, which were accompanied by alterations in MT dynamics and increased resistance to pharmacological MT depolymerization. Overexpression of a MAPT variant harboring the P301L point mutation in the MT-binding domain did far less, directly linking neuronal connectivity with Tau's MT binding affinity. Our results show that MT stability is a vulnerable node in tauopathies and that its precise pharmacological tuning may positively affect neuronal network connectivity. However, a critical balance in MT turnover causes it to be a difficult therapeutic target with a narrow operating window.

Keywords: microtubule, primary hippocampal neuron, neuronal network, synapse, P301L, Tau aggregation, high-content microscopy, live cell imaging


INTRODUCTION

Hippocampal neurons exhibit an extraordinary morphology with long axons and complex dendritic trees to exert their function as information integrators and transmitters. Arguably, the most important cytoskeletal components that support this architecture are the microtubules (MTs). MTs are polarized multimers of α- and β-tubulin heterodimers which are not rigid but show phases of growing and shrinking, a process known as dynamic instability. While the bulk of neuronal MTs is more stable (average growth at plus end v+ = 0.2 μm/s) than MTs of dividing cells (v+ = 0.5 μm/s; Stepanova et al., 2003), there is also an important fraction of shorter, unstable MTs. Even within the same MT, domains can be discriminated that show differential stability, composition and interaction with MT-associated protein (Baas et al., 2016). MT plus-end tracking proteins (+TIPs) interact with numerous cytoplasmic signaling proteins to regulate MT dynamics (Dent and Baas, 2014). Other mechanisms of regulation include tubulin post-translational modifications, binding and bundling of individual MTs by MT-associated proteins, and the intrinsic polarity of MT arrays. The latter is very different in axons than it is in dendrites (Wloga and Gaertig, 2011; Kapitein and Hoogenraad, 2015).

Motor-dependent trafficking of mRNA, (antero- and retrograde signaling) proteins, synaptic vesicle precursors and organelles along MTs is crucial for synapse formation, elimination and plasticity (van den Berg and Hoogenraad, 2012). While stable MTs provide structural support, and facilitate cargo transport along the neurites, a subset of unstable MTs is directly involved in local signaling at the synapse (Gardiner et al., 2011; Dent, 2017). More specifically, dynamic MTs physically enter dendritic spines in response to synaptic NMDA receptor activity and modulate spine morphology via interaction with F-actin (Jaworski et al., 2009; Merriam et al., 2013). Furthermore, proteins such as Ca2+/calmodulin-dependent protein kinase II and Tau can translocate between dendritic MTs and adjacent spines in response to synaptic activity (Lemieux et al., 2012; Frandemiche et al., 2014; McVicker et al., 2015).

Given their prominent role in synapse function, it is not surprising that dysregulation of neuronal MT dynamics is associated with mental and cognitive symptoms (Zempel and Mandelkow, 2015; Marchisella et al., 2016). Many drugs used in anti-cancer treatment exert their cytostatic effect via hyper- (e.g., paclitaxel) or destabilization (e.g., nocodazole) of MTs during mitotic spindle formation. Cancer patients receiving paclitaxel not only suffer from peripheral neuropathy as a side effect, but also experience cognitive problems that may persist after cessation of the therapy (Wefel et al., 2010; Jaggi and Singh, 2012; Gornstein and Schwarz, 2014). Furthermore, it is also known that MT dysregulation contributes to the reduced dendritic complexity and synaptic density in central neurons of patients suffering from mood disorders and schizophrenia (Andrieux et al., 2006; Marchisella et al., 2016). But, perhaps the best characterized link between MT dysregulation and impaired neuronal connectivity can be found in so-called tauopathies. Tau is one of the MT-stabilizing proteins (Weingarten et al., 1975; Cleveland et al., 1977) with a role in axon elongation (Sayas et al., 2015), release of cargo from motor proteins near the synapse (Medina et al., 2016), and long-term depression of synaptic transmission (Regan et al., 2015). In tauopathies such as frontotemporal dementia and Alzheimer's disease (AD), mutations are frequently found in MAPT, the gene encoding Tau. These mutations are often associated with increased levels of Tau phosphorylation and decreased MT affinity (Hong et al., 1998; Dayanandan et al., 1999; Barghorn et al., 2000; von Bergen et al., 2001).

Alterations in MT stability have been reported in several animal models for CNS disorders and pharmacological MT stabilization was found to alleviate behavioral symptoms in some of these models (Andrieux et al., 2006; Barten et al., 2012; Zhang et al., 2012; Vaisburd et al., 2015). However, the relationship between MT stability and synaptic connectivity has not yet been scrutinized at the cellular level. We previously showed that primary hippocampal cultures form spontaneously active, synaptically connected neuronal networks and hence represent a valid in vitro model for studying morphofunctional features of neuronal connectivity (Cornelissen et al., 2013; Verstraelen et al., 2014; Detrez et al., 2016). Here, we exploit this model to gain further insight into the role of MT dynamics in neuronal connectivity using targeted pharmacological and genetic perturbations.



MATERIALS AND METHODS


Preparation of Primary Hippocampal Cultures

This study was carried out in accordance with the recommendations of the ethical committee for animal experimentation of the University of Antwerp (approved ethical files 2013-46 and 2015-54).

Hippocampi were dissected from WT E18 C57Bl6 mouse embryos in Hepes(7 mM)-buffered Hanks Balanced Salt Solution, followed by trypsin digestion (0.05%; 10 min; 37°C) and mechanical dissociation by trituration through 2 fire-polished glass pipettes with decreasing diameter. After centrifugation (5 min at 200 g), the cell pellet was resuspended in Minimal Essential Medium supplemented with 10% heat-inactivated normal horse serum and 30 mM glucose. Cells were plated in Poly-D-Lysin-coated 96-well plates (Greiner Cell coat, μClear), at 45,000 cells/cm2, and kept in a humidified CO2 incubator (37°C; 5% CO2). After 4 h, the medium was replaced with B27 supplemented Neurobasal medium, containing Sodium Pyruvate (1 mM), Glutamax (2 mM) and glucose (30 mM). To suppress proliferation of non-neuronal cells, arabinosylcytosine was added in 50 μl Neurobasal-B27 medium at the third day after plating. The cultures were grown without any further medium replacement until the time of analysis, with a minimum of 7 days in vitro (DIV) to ascertain a sufficiently connected network (Figure 1). Cell culture supplies were purchased from ThermoFisher.
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FIGURE 1. General workflow of experiments on primary hippocampal neurons. Hippocampi of E18 embryos from the same mother mouse were pooled, dissociated, and seeded in 96-well plates. Sacrificing one mother mouse with on average 9 embryos yielded 300–350 wells (15,000 cells/well). The week-separated dissection of one mother mouse was considered a biological replicate. Per treatment condition, there were 2–6 wells from 2–3 biological replicates (see also Supplemental Table 1). Though treatments (pharmacological or MAPT overexpression) were often started earlier, analyses were carried out on mature neuronal networks of 7-22 DIV. After fluorescent labeling, 3D (XYZ) images were automatically acquired at different positions (fields, F), and in different channels (C), thus yielding 5D datasets per well (XYZCF). Multiple features were extracted and averaged per well (e.g., when 16 fields were acquired per well) before proceeding to statistical analysis.





Pharmacology

Drugs were purchased from Sigma-Aldrich or obtained via an in-house J&J compound library. Paclitaxel or nocodazole (0.1–100 nM) was added at the fourth day in vitro (DIV). Effects were evaluated at 7 DIV without medium replacement. For acute nocodazole treatment, 1 μM was added at 7 DIV and effects were assessed after 2, 4, or 8 h. For rescue experiments, nocodazole (1 μM) was added, followed after 2 h by paclitaxel (100 nM) or epothilone D (100 nM). Fixation and calcium imaging were carried out 4 h after initial nocodazole treatment. As such, the cells were exposed to nocodazole alone for 2 h, followed by a 2 h period of the nocodazole/MT stabilizer combination. As control, DMSO was added two times, upon nocodazole as well as MT stabilizer treatment. For evaluation of the resistance to nocodazole-induced depolymerization, cultures were pre-treated with 10 nM paclitaxel or transduced with MAPT(-P301L)-eGFP at 3 DIV. At 10 DIV, cultures were treated with 1 μM nocodazole for 4 h and then fixed for immunocytochemistry.



Viral Transduction and Treatment with K18 fibrils

AAV6 particles for the neuronal-specific (hSyn1 promoter) overexpression of human 4R-MAPT-eGFP, 4R-MAPT(P301L)-eGFP, and eGFP (as AAV control) were produced as described before (Taschenberger et al., 2013; Calafate et al., 2015) and were administered at 3 DIV at MOI 100, unless indicated otherwise. Both the MAPT and MAPT-P301L overexpression constructs used in this study coded for 4-repeat Tau, which is the form that has the highest affinity for MTs (Dayanandan et al., 1999). To produce K18 fibrils, monomeric Tau K18-P301L (40 μM) was incubated for 48–72 h at 37°C in the presence of the polyanion heparin (40 μM), DTT (2 mM) and sodium acetate buffer (100 mM; pH 7.0). The solution was centrifuged (100,000 g, 1 h, 4°C) and the pellet was resuspended in sodium acetate buffer and sonicated before use. At 6 DIV, Tau aggregation was induced by adding the K18 fibrils (25 nM; Guo and Lee, 2013) to the culture medium.



Staining and Immunocytochemistry

For cytotoxicity measurement, live 7 DIV cultures were incubated with 2.5 μg/ml propidium iodide (PI, Sigma-Aldrich) and 10 μg/ml of the membrane-permeable Hoechst 33342 (Sigma-Aldrich) for 30 min at 37°C and 5% CO2, without removal of the culture medium. For immunocytochemistry, paraformaldehyde-fixed cultures (2%, 20 min, RT) were permeabilized with 1% Triton X-100 in blocking buffer (0.1% bovine serum albumin and 10% normal horse serum in PBS) for 10 min, followed by a 4-h incubation with the primary antibodies (Table 1) at RT in blocking buffer. After washing with PBS, secondary antibodies (Table 1) were added for 2 h. Finally, DAPI was applied to the cultures for 10 min at a concentration of 2.5 μg/ml, followed by a PBS wash. To label fibrillar Tau, cultures were stained with pentameric formyl thiophene acetic acid (pFTAA; 1 μM, 2 h) (Aslund et al., 2009; Brelstaff et al., 2015).



Table 1. Primary and secondary antibodies for immunocytochemistry.
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Microscopy

For cytotoxicity measurements, images were acquired on a BD pathway 435 Bioimager (20X, NA 0.75, Becton Dickinson). To minimize imaging time, these images were acquired in non-confocal mode (1 Z-plane). All images on fixed cultures were acquired in confocal mode with a spinning disk confocal microscope (40X, NA 0.95, UltraVIEW VoX, PerkinElmer) or in high-throughput mode on an Opera Phenix High Content Screening System (40XW, NA 1.2, PerkinElmer). Per well, 16 frames (4 × 4) were acquired with an inter-frame gap of 500 μm. Per frame, up to 4-channel images (405, 488, 561, and 640 nm excitation) were acquired in at least 6 axial positions separated by a 1 μm spacing, thus yielding 5-dimensional image data sets (XYZCF; Figure 1). Different fluorescence channels were separated using standard excitation/emission filters and dichroic mirrors. In case of confocal imaging, maximum intensity projections were used for downstream image analysis.



High-Content Image Analysis

High-content image analysis scripts for immunostained neuronal networks were developed for FIJI image analysis freeware (Schindelin et al., 2012). For all workflows, images were pre-processed using a rolling ball background subtraction to correct for illumination heterogeneity. To analyze cytotoxicity, images of Hoechst 33342 counterstained cells were first smoothed by Gaussian blurring (radius 1.75 μm) and segmented using a fixed threshold. Neighboring nuclei were separated by watershed segmentation and debris was removed by size filtering of the segmented objects (minimum size of 90 μm2). This resulted in a set of regions of interest (ROIs) corresponding to the total number of nuclei. Dead cells were then identified as ROIs for which the average intensity in the PI channel exceeded a fixed intensity threshold. To measure neurite density after β-III-tubulin or MAP2 immunolabeling, a multi-tier approach was employed, based on MorphoNeuroNet (Pani et al., 2014; Detrez et al., 2016) (the updated script, Neuronmetrics.ijm, is available upon request). In brief, the high intensity parts of the image were extracted by an automated thresholding procedure (Isodata algorithm) yielding a first mask. To also include the finer, low-intensity parts of the cytoskeletal network, a second mask was established by local contrast enhancement (block size 1.8 μm, slope 3) followed by Laplacian edge enhancement. Both masks were combined into a single network ROI of which the surface was measured. To quantify tubulin acetylation, the intensity ratio of acetylated α- over β-III-tubulin was measured inside the network ROI. The intensity ratio of AT8 over total Tau was measured in a similar way. To assess the integrity of the MT network, the colocalization between β-III- and acetylated α-tubulin was quantified in terms of the Pearson correlation coefficient (Manders et al., 1993). Fibrillar Tau structures were identified in neurons after enhancing tube-like structures in the pFTAA channel (Tubeness plugin, sigma 3), automated thresholding (Triangle algorithm) and particle analysis (minimum size 15 μm2 and circularity 0.00-0.30). The fibrillary Tau load was expressed as total area of the segmented particles within the MT mask. To quantify synaptophysin spots, images were pre-processed by means of Laplace filtering (smoothing scale 0.35 μm), followed by automated thresholding (Triangle algorithm), particle size filtering (minimum size of 0.75 μm2) and spot counting (based on a pipeline described before; De Vos et al., 2010). Synapse density was expressed as the number of synaptophysin-I puncta per μm2 neurite area.



Live Cell Calcium Imaging

For pharmacology experiments, neurons were loaded with 2 μM Fluo-4-AM (ThermoFisher) in Neurobasal B27 medium at 37°C and 5% CO2. After 30 min, the medium was replaced with recording medium, containing (in mM): CaCl2 0.9, MgCl2 0.5, KCl 2.67, NaCl 138, KH2PO4 1.47, Na2HPO4-7H2O 8, and C6H12O6 10. Because MTs are known to recover from nocodazole administration upon medium exchange (Baas and Ahmad, 1992; Jaworski et al., 2009), nocodazole was also added to the recording medium when appropriate. Cells were imaged on an inverted dual spinning disk confocal microscope (UltraVIEW ERS, PerkinElmer) for 260 s, with a 25X objective lens (NA 0.80) at 2 frames per second. To distinguish neurons from non-neuronal cells, 30 μM glutamate was added during the last 20 s of calcium recording (Pickering et al., 2008). Immediately after the calcium recording, DAPI was added to allow accurate cell segmentation. For MAPT-eGFP overexpression experiments, a red genetically encoded calcium indicator (RGECO; Zhao et al., 2011) was introduced at 0 DIV via AAV-mediated expression under the synapsin promoter. Imaging was performed on a spinning disk confocal microscope (UltraVIEW VoX, PerkinElmer, UK) at 37°C and 5% CO2 and the same cultures were imaged on different DIV.

Calcium recordings were analyzed using a home-written MATLAB script (Cornelissen et al., 2013). In case of Fluo-4 imaging, all cells were segmented based on a nucleus image, after which traces of the fluorescence intensity over time were generated. Traces of non-neuronal cells were discarded based on their response to glutamate. In case of RGECO, the expression of which was limited to neurons (hSyn1 promoter), ROIs were manually drawn over neuronal cell bodies. Subsequent signal analysis returned parameters such as percentage of neurons that show at least one peak during the recording, frequency of synchronous calcium bursts and burst correlation, which is the average of the Pearson's correlation matrix between all neuron pairs in the field of view. The original script was also adapted to allow for simultaneous analysis of neuronal subpopulations (Tau aggregate-positive vs. -negative) within the same field of view.



EB3 tracking

Cultures were transduced with AAV6 particles for the overexpression of human 4R-MAPT-eGFP, 4R-MAPT(P301L)-eGFP, and eGFP (as AAV control) or treated with 10 nM paclitaxel at 3 DIV. Lentiviral particles encoding an EB3-RFP fusion protein were added at 5 DIV (LentiBrite EB3-RFP Lentiviral Biosensor, Merck Millipore, MOI 25). This transfection protocol resulted in relatively sparse (~25%) labeling of neurons and sufficiently isolated axons within the dense neuronal network. At 10 DIV, 100 nM paclitaxel (4 h) was added to some of the wells and imaging was performed on a spinning disk confocal microscope (UltraVIEW VoX, PerkinElmer) at 37°C and 5% CO2, 60X water immersion objective (NA 1.20). One frame was recorded every 2 s for 1 min. Image analysis was carried out in FIJI image analysis freeware (Schindelin et al., 2012), blinded for treatment conditions. For each well, at least 7 neurite segments (each >20 μm) were manually selected and kymographs were generated using the multi-kymograph plugin (line width 3). The velocity of the EB3 comets was calculated using the “read velocity from tsp” macro (http://www.embl.de/eamnet/downloads/macros/tsp050706.txt).



Statistics

The typical workflow of the experiments is shown in Figure 1 and the number of biological (nb) and well (nw) replicates of each experiment is mentioned in the figure captions and summarized in Supplemental Table 1. One biological replicate refers to the dissection of one mother mouse (2–3 biological replicates per experiment). Biological replicates were separated in time, meaning that the breeding and housing conditions of the mice, as well as the cultivation conditions (e.g., media and well plate batches) were slightly different between biological replicates. Hippocampi from different E18 embryos from the same mother mouse were pooled after dissection (6–12 embryos per mother mouse). As such, sacrificing one mother mouse with an average of 9 embryos yielded in between 5 and 10 E06 cells. This was sufficient to seed cells in 300–350 96-well plate wells (2–6 per biological replicate per plate per treatment). When multiple measurements were done per well (e.g., 16 images were acquired per well in automated microscopy), the data were first averaged per well before executing statistical analysis.

Statistical analyses were carried out in SAS JMP Pro 12 software. Shapiro-Wilk W tests were used to check for normality (Supplemental Table 1). Since the majority of the data was not normally distributed, non-parametric tests were performed throughout the paper. Kruskal-Wallis (rank sums) tests were performed to assess the overall effect across treatments (Supplemental Table 1). For longitudinal experiments, this test was performed within each DIV and for studying the resistance to nocodazole-induced depolymerization, tests were performed within the DMSO and nocodazole group, separately. Conditional to the overall Kruskal-Wallis test, post-hoc tests were performed (*p < 0.05 and **p < 0.005; Supplemental Table 1). A Steel test for comparison with control was used as the non-parametric alternative for a Dunnett test (Steel, 1959). For rescue of nocodazole-induced defects, where all pairwise comparisons were of interest, Dunn all pairs tests for joint ranks were used as the non-parametric alternative for Bonferroni tests (Dunn, 1964). The data are represented as bar charts (mean + standard deviation). No normalization was applied to suppress the variability between biological replicates, nor did we use statistical techniques such as Mixed models that accommodate for this variation. This conservative statistical testing allowed drawing robust conclusions while keeping the number of sacrificed animals to a minimum.




RESULTS


Pharmacological Modulation of MT Stability Impairs Neuronal Network Connectivity

To assess the impact of MT hyperstabilization on neuronal network connectivity, a dose-range study of paclitaxel (up to 100 nM) was performed on primary hippocampal cultures, treated from 4 to 7 DIV. A concentration of 100 nM proved to be cytotoxic as indicated by a significant increase in PI-positive cells (Figure 2A), overt neurite pathology (e.g., dilation, Figures 2B,C), and total absence of calcium oscillations (Figures 2E–G). A lower, non-toxic concentration of 10 nM paclitaxel significantly reduced synapse density (as measured by total number of synaptophysin-positive spots per μm2 neurite, Figure 2D), while leaving neurite density (as measured by total ß–tubulin area per field of view, Figure 2B) largely unchanged. A reduced frequency of synchronized bursts was observed for all subtoxic concentrations, but the reduction was only statistically significant for 1 nM paclitaxel (Figure 2F). Burst correlation, i.e., synchronicity of bursts across neurons, was not significantly affected (Figure 2G). Thus, the spontaneous network activity remained synchronous, albeit with longer burst intervals.
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FIGURE 2. Pharmacological stabilization of microtubules (MTs) impairs neuronal network connectivity. (A) The percentage of propidium iodide (PI) -positive nuclei was quantified to measure cytotoxicity. Paclitaxel (4–7 DIV) treatment induced significant toxicity at a concentration of 100 nM (7 DIV; nb = 3, nw = 2). (B) This toxicity was accompanied by a reduction in neurite density, measured as the area of the neurite marker β-III-tubulin (C) Immunostaining of 7 DIV cultures for β-III-tubulin and the synapse marker synaptophysin revealed overt neurite pathology and debris (arrowheads) at 100 nM paclitaxel. (D) Quantification of synapse density showed a significant reduction by 10 and 100 nM paclitaxel. Exposure to 10 nM paclitaxel decreased synapse density while leaving the neurite network largely intact (nb = 3, nw = 2). (E) Live cell calcium imaging at 7 DIV showed a nearly complete loss of spontaneous activity at 100 nM paclitaxel. (F,G) Sub-toxic paclitaxel doses reduced the frequency of synchronized bursts, while the synchronicity of the remaining bursts across neurons (Burst correlation; PCC: Pearson's Correlation Coefficient) was not affected. The spontaneous activity was lost at 100 nM (ND: not determined since # active neurons/field of view <5; nb = 4, nw = 3). *p < 0.05; **p < 0.005.



To assess the impact of MT destabilization, we next examined the effects of nocodazole (Figure 3). Chronic (4-7 DIV) treatment did not induce significant cytotoxicity up to a concentration of 100 nM (Figure 3A). However, neurite- and synapse density (Figures 3B,C), as well as the percentage of active neurons (Figure 3D) and synchronous bursting behavior (Figures 3E,F), were significantly impaired by 100 nM and, to a lesser extent, by 10 nM nocodazole. Acute addition of 1 μM nocodazole at 7 DIV resulted in a progressive thinning of neurites and the appearance of tubulin patches (Figure 3G, arrowheads) and was accompanied by reduced acetylation of α-tubulin (Figure 3H). Since stable, acetylated MTs are less sensitive to depolymerization, the correlation of β-III- and acetylated α-tubulin was used as a measure for MT integrity. This readout revealed a time-dependent decrease in MT integrity (Figure 3I). At the functional level, nocodazole destabilization induced a progressive loss of active neurons (Figure 3J) and synchronous calcium bursting behavior (Figures 3K,L).
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FIGURE 3. Nocodazole-induced MT depolymerization adversely affects morphofunctional neuronal connectivity. (A) Chronic (4–7 DIV) treatment with the MT-depolymerizing drug nocodazole did not induce significant toxicity, measured as the percentage of PI-positive nuclei, up to a concentration of 100 nM (nb = 2, nw = 4). (B,C) Quantification of neurite- and synapse density revealed a reduction in both parameters after exposure to 100 nM nocodazole. At a concentration of 10 nM, the neurite density was reduced while the synapse density was largely unaffected (nb = 2, nw = 4). (D–F) Functional connectivity was studied by means of live cell calcium imaging (nb = 2, nw = 4). The percentage of active neurons, frequency of synchronous bursts and burst correlation gradually decreased until statistically significant at a concentration of 100 nM nocodazole. (G) β-III-tubulin staining after acute nocodazole treatment (7 DIV, 2/4/8 h treatment), revealed progressive thinning of neurites and the appearance of tubulin patches (arrowheads). (H) Measurement of the intensity ratio of acetylated α-/β-III-tubulin showed a time-dependent reduction in tubulin acetylation, indicative of MT destabilization (nb = 2, nw = 4). (I) Colocalization of β-III- and acetylated α-tubulin was measured to quantify MT integrity with high sensitivity and showed progressive MT depolymerization (nb = 2, nw = 4). (J) Calcium imaging revealed a significant reduction in the percentage of active neurons, 8 h after nocodazole addition. (K,L) Synchronized activity was impaired in a time-dependent manner, with almost complete loss of synchrony after 8 h (nb = 3, nw = 4). *p < 0.05; **p < 0.005.



These results indicate that hyperstabilization as well as depolymerization of neuronal MTs impair morphofunctional connectivity in primary culture. Therefore, we conclude that tight regulation of MT stability is important for maintaining synaptic connectivity in neuronal networks.



Nocodazole-Induced Connectivity Defects Can Be Rescued by MT Stabilizers

Next, we sought to investigate whether chemically induced MT depolymerization could be rescued with MT stabilizers. Neurons were exposed to nocodzaole for 4 h. During the last 2 h of these 4 h, paclitaxel was added (Figure 4A). Epothilone D, a MT stabilizer with similar action but better BBB penetration than taxanes (Brunden et al., 2011), was included here to broaden the potential translational value of these experiments. DMSO was used as a control, both upon nocodazole and MT stabilizer treatment. As shown in previous experiments, nocodazole treatment for 4 h significantly reduced the Pearson's correlation coefficient (PCC, Figures 4B,D), pointing to a morphological breakdown of MTs. Conversely, addition of MT stabilizers 2 h after nocodazole incubation, (partly) rescued the nocodazole-induced PCC decrease (Figures 4B,D), while a decrease in neurite density, measured as the β-III-tubulin area, remained evident (Figure 4C). This combined treatment correlated with an improvement in functional connectivity, as evidenced by an increase in the percentage of active neurons (Figure 4E), synchronous bursting frequency (Figure 4F) and burst correlation (Figure 4G), in comparison with the nocodazole treatment alone.
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FIGURE 4. Nocodazole-induced impairment of neuronal network connectivity can be rescued by MT stabilizers. (A) Treatment scheme. The cultures were exposed to nocodazole for 4 h. During the last 2 of these 4 h, the MT stabilizers paclitaxel or epothilone D were added. DMSO was added as control. (B) A decreased correlation between β-III- and acetylated α-tubulin, a marker for the more stable population of MTs, was detected after 4 h nocodazole treatment, consistent with the staining in (D). This phenotype could be partially rescued by adding paclitaxel (100 nM) and epothilone D (100 nM) during the last 2 h of nocodazole treatment (nb = 3, nw = 4). (C) Measurement of the β-III-tubulin area did not reveal any rescue of the nocodazole-induced reduction (nb = 3, nw = 4). (D) Immunostaining for β-III- and acetylated α-tubulin showed that nocodazole treatment (4 h) induced the formation of β-III-positive/acetylated α-negative tubulin patches (arrowheads; 7 DIV). This effect was rescued by adding the MT-stabilizing drugs paclitaxel or epothilone D during the last 2 h of nocodazole treatment. (E) A decreased percentage of neurons showed calcium activity after nocodazole treatment. This impairment could be rescued by subsequent MT re-stabilization (nb = 3, nw = 4). (F,G) While nocodazole treatment alone impaired the synchronous network activity, combination treatment with MT stabilizers showed similar functional connectivity to DMSO-treated controls (nb = 3, nw = 4). *p < 0.05; **p < 0.005.



These results show that chemically induced defects in MT-stability are reversible, at least in short-term experiments.



MAPT Overexpression Induces Connectivity Defects That Correlate with MT Binding Affinity

To further study the role of MT dynamics in neuronal connectivity, we adopted a model for overexpression and intracellular aggregation of the MT-associated protein Tau in primary neurons (Figure 5A) (Guo and Lee, 2013). At 3 DIV, neurons were infected with AAV particles to trigger overexpression of human normal MAPT or mutant MAPT-P301L, resulting in overproduction of normal Tau or mutant Tau-P301L protein, respectively. The gene encoding the latter harbors a point mutation in the fourth MT-binding domain that decreases the affinity for MTs (Hong et al., 1998; Dayanandan et al., 1999). At 6 DIV part of these cultures were exposed to K18 fibrils to seed intracellular aggregation of Tau. Such fibrils consist of truncated P301L-4R-Tau, rich in β-sheets that induce aggregation (Siddiqua and Margittai, 2010). At 15 DIV, AT8 immunostaining showed higher Tau phosphorylation for both overexpression models, irrespective of K18 seeding, suggesting that the increased phosphorylation status is not sufficient to induce aggregation (Figure 5C). Intracellular Tau aggregates appeared as pFTAA-positive structures only in cells overexpressing MAPT-P301L and treated with K18 fibrils (Figures 5B,D; Supplemental Video 1). Tau aggregation was not observed in cultures that did not receive K18 fibrils or upon normal MAPT overexpression, indicating that the P301L gene product had an increased tendency to aggregate. At this MOI (100), overexpression of cytosolic eGFP (used as control) did not induce cytotoxicity, nor did it change the functional connectivity (Supplemental Figure 1). However, cytotoxicity measurements at different DIVs revealed the toxic effect of MAPT overexpression at later time points. This was not observed for MAPT-P301L overexpression (Figure 5E). K18 seeding did not exacerbate cytotoxicity in either model. Upon MAPT overexpression, a reduction in neurite density was observed for all time points (Figure 5F). A plausibly compensatory increase in synapse density occurred only at 9 and 12 DIV (Figure 5G). Functionally, MAPT overexpression impaired neuronal network activity, as confirmed by a decreased percentage of active neurons (Figure 5H) and a reduction in the frequency of synchronous bursts (Figure 5I). Corresponding to the cytotoxicity and morphology measurements, MAPT overexpression had a more profound effect on the percentage of active neurons than MAPT-P301L overexpression, and seeding with K18 fibrils did not exacerbate the connectivity impairment. In line with the observations that were made for paclitaxel, none of the treatments consistently altered the burst correlation (Figure 5J). As such, the activity remained synchronous, albeit depressed in frequency. Remarkably, the presence of Tau aggregates did not affect the neuron's ability to burst in synchrony with the surrounding network of unaffected neurons (Supplemental Figure 2).
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FIGURE 5. Overexpression of MAPT and MAPT-P301L induces phenotypically distinct defects in neuronal network connectivity. (A) Schematic representation of the treatment protocol. At 6 DIV, pre-formed Tau fibrils (K18) were added to half of the cultures as seeds for Tau aggregation. (B) Fluorescent labeling of 15 DIV cultures with an AT8 antibody for hyperphosphorylated Tau and pFTAA for fibrillar Tau. (C,D) MAPT and MAPT-P301L overexpression induced Tau hyperphosphorylation, but intracellular Tau aggregates were only detected upon MAPT-P301L overexpression and seeding with K18 fibrils (nb = 2; nw = 3). (E) Cytotoxicity, measured as the percentage of PI-positive nuclei, was detected at later time points and was more pronounced for MAPT than for MAPT-P301L overexpression, while K18 seeding did not exacerbate cell death (nb = 2, nw = 3). (F,G) Quantification of neurite- and synapse density after immunostaining for MAP2 and synaptophysin. While neurite density was decreased upon MAPT overexpression on all time points, a—plausibly compensatory—increase in synapse density was only seen at 9 and 12 DIV (nb = 2, nw = 3). (H) Live cell calcium imaging showed a reduction in the percentage of active neurons that was more pronounced for MAPT than for MAPT-P301L overexpression (nb = 2, nw = 6). (I) The frequency of synchronous bursts was decreased upon MAPT and MAPT-P301L overexpression. (J) The synchronicity of bursting was not consistently affected by any treatment. Addition of K18 fibrils did not alter the network activity. *p < 0.05; **p < 0.005.



These results show that MAPT overexpression induced more severe connectivity defects than MAPT-P301L, which corresponds with their respective binding affinity to MTs. They also demonstrate that K18 seeding does not exacerbate connectivity impairment, not even when intracellular Tau aggregation is induced.



MT Dynamics Are Differentially Altered by Tau and Tau-P301L

To directly investigate MT dynamics in detail, the velocity of EB3-RFP comets, located at the MT plus ends, was quantified at 10 DIV (Figure 6A). To keep consistency with previous results and work in optimally interconnected networks, a low-efficiency transfection protocol was used to sparsely label isolated neurons within dense networks, rather than to e.g., isolate axons in microchannel-based cultivation systems (Kilinc et al., 2015). Paclitaxel treatment, which was used as a positive control, showed a decrease in EB3 velocity for chronic (10 nM, 3–10 DIV) and acute (100 nM, 4 h) exposure (Figures 6A,B). Similar to paclitaxel, MAPT overexpression dose-dependently decreased EB3 velocity; an effect that was not observed upon MAPT-P301L overexpression. Nocodazole treatment (1 μM, 4 h) caused all EB3 comets to vanish, plausibly because they disengaged from depolymerizing MT (Supplemental Video 2). Paclitaxel-treated neurons or neurons overexpressing MAPT or MAPT-P301L did not show any difference in correlation between β-III- and acetylated α-tubulin, suggesting no alteration in MT stability (Figure 6C). However, co-exposure of the neurons to nocodazole (1 μm, 4 h, 10 DIV), revealed significant differences, indicating differential sensitivity to depolymerization: overexpression of MAPT, much like pre-treatment with paclitaxel, partly protected against nocodazole-induced depolymerization, whereas MAPT-P301L overexpression did not.
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FIGURE 6. MT dynamics are differentially altered by MAPT and MAPT-P301L overexpression. (A) One-minute recordings (0.5 frames/min) of EB3-RFP overexpressing neurons were made to directly visualize the dynamics of MTs at 10 DIV. After selection of a stretch of at least 20 μm, a moving EB3 comet (arrowheads) can be discerned. Kymographs of an untreated vs. a paclitaxel treated neuron clearly show the difference in velocity, measured as the slope of the EB3 track. (B) Quantification showed reduced EB3 velocity in paclitaxel-treated neurons, which was less pronounced for long-term (10 nM, 3–10 DIV) than for short-term (100 nM, 4 h) treatment. Neurons overexpressing MAPT displayed a similar and dose-dependent reduction, which was absent upon MAPT-P301L overexpression (3–10 DIV, nb = 2, nw = 3, ≥ 7 segments/well). (C) MT integrity was quantified by measuring the colocalization of β-III- and acetylated α-tubulin. Though no difference in MT integrity was seen under basal conditions, paclitaxel treatment and MAPT overexpression protected against nocodazole-induced MT depolymerization, while MAPT-P301L overexpression did not (3–10 DIV; nb = 2, nw = 5). *p < 0.05; **p < 0.005.



Together, these data suggest that overexpression of MAPT induces a paclitaxel-like stabilization of neuronal MT and has an adjoined impact on neuronal connectivity (Figure 5), while MAPT-P301L overexpression does far less.



Subtle MT Depolymerization Neither Prevents Nor Rescues Tau-Induced Connectivity Defects

Since MAPT overexpression was found to induce paclitaxel-like stabilization of neuronal MTs, we tested the potential of long-term nocodazole treatment to prevent (treatment at 0 + 4 DIV) or rescue (from 4 DIV onwards) the associated connectivity defects (Figure 7A). Morphological interrogation showed a tendency toward decreased neurite density in neurons overexpressing MAPT but not MAPT-P301L (Figure 7B). Long-term preventive or rescue treatment with a low nocodazole concentration did not alleviate this phenotype, but rather aggravated it. Synapse density was not affected in any condition (Figure 7C). Calcium imaging showed a reduction in the percentage of active neurons for MAPT overexpression only. But, this defect was not improved by nocodazole (pre-)treatment (Figure 7D). Corresponding to this observation, a tendency toward decreased synchronized activity upon MAPT overexpression was seen that was less pronounced for MAPT-P301L overexpression (Figures 7E,F). Also in these parameters, no beneficial effect of nocodazole was detected.
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FIGURE 7. Subtle MT depolymerization neither prevents nor rescues Tau-induced connectivity defects. (A) Schematic representation of the treatment protocol. Nocodazole was added at 0+4 or 4 DIV. (B) Quantification of neurite outgrowth after MAP2 immunostaining showed a tendency toward reduced neurite density upon MAPT but not MAPT-P301L overexpression. Chronic nocodazole (pre-)treatment did not rescue but rather aggravated this defect (nb = 2, nw = 3). (C) Quantification of synaptophysin spots showed that synapse density was not affected by MAPT overexpression (nb = 2, nw = 3). (D) Live cell calcium imaging at 10 DIV showed a reduction in the percentage of active neurons upon MAPT overexpression that was not rescued by nocodazole (pre-)treatment (nb = 2, nw = 3). (E,F) A slight, but non-significant, reduction in the synchronous bursting frequency and burst correlation was detected upon MAPT overexpression. This reduction was less pronounced in the case of MAPT-P301L overexpression and could not be rescued by chronic nocodazole treatment (nb = 2, nw = 3). *p < 0.05; **p < 0.005.



These data show that Tau-induced connectivity defects cannot be rescued by nocodazole treatment.




DISCUSSION

Neuronal MTs support many functions that are important for synaptic connectivity, such as neurite outgrowth, polarized cargo transport and local signaling at the synapse (Gardiner et al., 2011; Matamoros and Baas, 2016). Using functionally connected primary neurons, we showed that positive (paclitaxel) as well as negative (nocodazole) pharmacological modulation of MT stability impairs morphofunctional connectivity. It was shown before that paclitaxel inhibits both the shortening and growth rates, and hence the dynamic instability of MTs in cancer cells (Yvon et al., 1999). We now confirmed a decreased velocity of EB3-RFP comets and an enhanced protection against depolymerization in primary hippocampal neurons. Paclitaxel-treated cultures also showed impaired morphofunctional connectivity, which was already apparent by calcium imaging, at concentrations as low as 1 nM. In addition to MT hyperstabilization by paclitaxel, long- and short-term nocodazole treatment also impaired morphofunctional connectivity in these primary hippocampal neurons. Short-term treatment induced the disappearance of EB3-RFP comets, thinning of neurites and the appearance of tubulin patches in the vicinity of neurites, recapitulating the hallmarks of MT depolymerization. Perturbation of synchronous calcium bursting by nocodazole was detected after 4 h, while immunostaining for β-III-tubulin showed breakdown of MTs already at earlier time points. Although more research is needed to uncover the exact reason for this time lag, one could hypothesize that the synapse is self-sufficient for a limited amount of time as a result of synaptic vesicle recycling. In support of this hypothesis, super-resolution microscopy experiments revealed that nocodazole affects the transport of synaptic vesicles exclusively in neurites but not in synapses (Maschi and Klyachko, 2015). From this set of pharmacology experiments, we concluded that strict regulation of MT dynamics is essential for maintaining synaptic connectivity in primary hippocampal cultures.

We showed that paclitaxel pre-treatment reduced morphological MT breakdown, and subsequent treatment rescued nocodazole-induced connectivity defects. Furthermore, we successfully included epothilone D in the nocodazole rescue experiments. This compound stabilizes MT in a paclitaxel-like fashion (Alberti, 2013), but has better blood-brain-barrier penetration, making it a more attractive therapeutic compound for the CNS (Brunden et al., 2011). Since we expect the differences between paclitaxel and epothilone D to only become evident in in vivo experiments, we did not fully characterize the effect of epothilone D on morphofunctional connectivity in vitro. Nevertheless, the fact that nocodazole-induced connectivity defects could be rescued by epothilone D broadens the potential translational value of our findings. It remains, however, difficult to conclude whether MTs represent druggable targets in disorders characterized by impaired neuronal connectivity, since we also showed that MT hyperstabilization (Figure 2) and depolymerization (Figure 3) compromised morphofunctional connectivity. As such, it might prove difficult to determine a safe dose and timing scheme for such treatment.

To further confirm the hypothesis that MT dynamics determine the level of synaptic connectivity, we switched to a disease model relevant for tauopathies. In physiological conditions, the MT-associated protein Tau stabilizes MTs by binding to the interface between tubulin heterodimers (Kadavath et al., 2015). We found that overexpression of MAPT in hippocampal neurons led to cytotoxicity and impaired network activity. Given the observation that MAPT overexpressing neurons, just like paclitaxel-treated neurons, were more resistant to nocodazole-induced depolymerization and displayed lower EB3 velocity, we conclude that the negative impact on synaptic connectivity is at least partly the result of MT hyperstabilization. This was further confirmed by the observation that MAPT-P301L overexpression evoked less pronounced connectivity defects. Several groups previously reported that Tau-P301L displayed reduced affinity for MTs in biochemical assays (Hong et al., 1998; Barghorn et al., 2000; Fischer et al., 2007) or in cell lines (Dayanandan et al., 1999; DeTure et al., 2000; Lu et al., 2000). Although the above-mentioned observations strongly suggest a link between Tau-induced MT hyperstabilization and connectivity impairment, mild nocodazole depolymerization did not prevent nor rescue such defects. Although we cannot exclude that other treatment schemes might reveal such rescue, the current data suggest that MT stability is not the sole target of MAPT overexpression. In line with this, next to its MT-binding capacity, Tau has been shown to modulate chromatin relaxation, translation initiation and mitochondrial function (Eckert et al., 2014; Frost et al., 2014; Meier et al., 2016). Nevertheless, a broader range of nocodazole concentrations and treatment times should be tested to fully support this conclusion.

The amino acid residues responsible for MT binding are also essential for the pathological aggregation of Tau (Mukrasch et al., 2005; Kadavath et al., 2015). We adopted an in vitro model based on the induction of aggregation by preformed K18 Tau fibrils (Guo and Lee, 2013). Consistent with literature, we found that only MAPT-P301L but not MAPT overexpressing neurons showed formation of intracellular Tau aggregates after K18 seeding (Guo and Lee, 2013). A combination of conformational changes and reduced MT binding are believed to underlie this property (Barghorn et al., 2000; von Bergen et al., 2001; Terwel et al., 2005). Surprisingly, segregated analysis of calcium signals in MAPT-P301L overexpressing neurons with and without intracellular Tau aggregates did not expose an aggravated phenotype in the former. One explanation for this could be that synaptotoxicity results from oligomeric hyperphosphorylated Tau, rather than from insoluble tangles (Hoover et al., 2010; Cowan and Mudher, 2013; Guerrero-Munoz et al., 2015; Kruger and Mandelkow, 2016). The sudden exposure to pre-formed Tau fibrils may bypass the slow oligomerization phase that normally precedes Tau aggregation (Guo and Lee, 2014). Alternatively, the background expression levels of normal MAPT may mask MAPT-P301L-dependent effects. The recent advent of CRISPR/Cas9 genome editing technology (Ran et al., 2013) may lead to the generation of more accurate mouse models. Such models might disclose subtle phenotypic alterations that are more difficult to detect in the overexpression model that was used in this study.

Like every in vitro model, the neuronal networks that were used in this study have obvious limitations. The cells are grown in 2D, they lack the different cell types and specific wiring pattern as seen in the hippocampus, and they are devoid of external input. The results obtained with this system should therefore be validated in animal models and eventually in men. From a translational perspective, chronic administration of low doses of epothilone D was found to improve neuropathology and cognitive performance in several tauopathy mice (Brunden et al., 2010; Barten et al., 2012; Zhang et al., 2012). Similar results were obtained in C. elegans and Aplysia (Shemesh and Spira, 2011; Erez et al., 2014; Miyasaka et al., 2016). Nevertheless, one phase I clinical trial to assess the safety, tolerability and effect of low doses of epothilone D in subjects with mild AD did not proceed to phase II (http://www.clinicaltrials.gov/ct/show/NCT01492374). The results of this specific trial remained unpublished, but in general, gaps in the fundamental knowledge are causing the high failure rates in AD-related clinical trials. In light of this, the current study contributes to the basic understanding of the role of MT stability in neuronal connectivity. We used primary hippocampal neurons that, in contrast to immortal neuronal cell lines such as neuroblastoma cells, retain several in vivo properties like spontaneous neurite outgrowth, synapse formation and, most importantly, synchronized electrical activity. The translational value of this model may even be further improved by switching to a fully humanized system. It was recently shown that human iPSC-derived neurons develop synchronized network activity and can be interrogated for morphofunctional connectivity (Kuijlaars et al., 2016). Though current reprogramming protocols are tedious and time-consuming as compared to cultivating mouse primary neurons, they can even be derived from patients with sporadic forms of the disease (Armijo et al., 2017) and can be combined with gene editing approaches (Paquet et al., 2016).

In conclusion, we have used an in vitro approach to expose the relevance of MT stability in maintaining neuronal network connectivity. Despite proof for reversible pharmacological tuning, a subtle balance and dose and time dependency currently hamper fast translational progress for this potential therapeutic target.
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Ketamine causes psychotic episodes and is often used as pharmacological model of psychotic-like behavior in animals. There is increasing evidence that molecular mechanism of its action is more complicated than just N-methyl-D-aspartic acid (NMDA) receptor antagonism and involves interaction with the components of calcium homeostatic machinery, in particular plasma membrane calcium pump (PMCA). Therefore, in this study we aimed to characterize brain region-specific effects of ketamine on PMCA activity, interaction with NMDA receptor through postsynaptic density protein 95 (PSD95) scaffolding proteins and glutamate release from nerve endings. In our study, ketamine induced behavioral changes in healthy male rats consistent with psychotic effects. In the same animals, we were able to demonstrate significant inhibition of plasma membrane calcium ATPase (PMCA) activity in cerebellum, hippocampus and striatum. The expression level and isoform composition of PMCAs were also affected in some of these brain compartments, with possible compensatory effects of PMCA1 substituting for decreased expression of PMCA3. Expression of the PDZ domain-containing scaffold protein PSD95 was induced and its association with PMCA4 was higher in most brain compartments upon ketamine treatment. Moreover, increased PSD95/NMDA receptor direct interaction was also reported, strongly suggesting the formation of multiprotein complexes potentially mediating the effect of ketamine on calcium signaling. We further support this molecular mechanism by showing brain region-specific changes in PSD95/PMCA4 spatial colocalization. We also show that ketamine significantly increases synaptic glutamate release in cortex and striatum (without affecting total tissue glutamate content), inducing the expression of vesicular glutamate transporters and decreasing the expression of membrane glutamate reuptake pump excitatory amino acid transporters 2 (EAAT2). Thus, ketamine-mediated PMCA inhibition, by decreasing total Ca2+ clearing potency, may locally raise cytosolic Ca2+ promoting excessive glutamate release. Regional alterations in glutamate secretion can be further driven by PSD95-mediated spatial recruitment of signaling complexes including glutamate receptors and calcium pumps, representing a novel mechanism of psychogenic action of ketamine.
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INTRODUCTION

Ketamine, a high affinity non-competitive antagonist of N-methyl-D-aspartic acid receptor (NMDAR) is known to induce schizophrenia-like symptoms (Becker et al., 2003). Growing body of evidence suggests a blockage of NMDAR channel pore by ketamine as an underlying mechanism for drug-induced psychosis observed both in humans and animal models (Keilhoff et al., 2004; Tomiya et al., 2006). Pharmacologically controlled induction of psychotic-like behavior is now widely used to mimic the symptoms and molecular abnormalities of this disease in various animal models (Chatterjee et al., 2012; Koh et al., 2016). Schizophrenic individuals often demonstrate impaired dopaminergic and GABAergic neurotransmission which was shown in neurochemical and neurophysiological studies to be caused by NMDA receptor dysfunction (Krystal et al., 1994; Javitt, 2007). Furthermore, NMDA receptors are located on brain circuits that regulate dopamine release. Thus, dopaminergic deficits may be secondary to underlying glutamatergic dysfunction, mainly in striatal and prefrontal brain regions (Javitt, 2010; Sleigh et al., 2014), although it is now more evident that ketamine acts on multiple brain areas and influences the function of components other than NMDAR (Lindefors et al., 1997; Howes and Kapur, 2009; Koh et al., 2016).

One of the critical cellular function affected by ketamine is Ca2+-dependent signaling, which can mediate at least some of the psychotomimetic effects of ketamine (Lidow, 2003; Bojarski et al., 2010). It is because cytosolic Ca2+ is a universal signaling messenger and disruption of the highly interdependent calcium-dependent enzymes leads to the propagation of aberrant signaling with long-lasting consequences on neuronal functioning. The tight control of cytosolic calcium ([Ca2+]c) rises and fast termination of Ca2+ signal are necessary to determine neurotransmitter release and synaptic communication, both controlling multiple vital functions. It has been reported that ketamine may, at least temporarily, increase the number and function of synaptic connections by promoting glutamate burst (Sleigh et al., 2014).

The critical role in restoration of neuronal resting [Ca2+]c following even subtle changes in Ca2+ concentration is ascribed to the plasma membrane calcium ATPase (PMCA). In the brain, this enzyme is represented by four main isoforms with several splice variants (Lopreiato et al., 2014; Strehler, 2015). The neural tissue is especially rich in PMCA2 and PMCA3 isoforms; their location is specific to excitable cells, whereas PMCA1 and PMCA4 are widely expressed throughout the body. Location and function of PMCAs at the pre- and post-synaptic sites is regulated, among others, by their molecular interaction with postsynaptic-density-95/discs large/zona occludens-1 domain (PDZ-domain)-containing proteins (Kim et al., 1998; DeMarco and Strehler, 2001; Kruger et al., 2010). This class of proteins is found in specific subcellular structures and plays a central role in the organization of biologically active complexes in the plasma membranes. Up to now, more than 4000 different interactions between synaptic proteins and cellular PDZ proteins have been identified (Cui et al., 2007; Feng and Zhang, 2009). Postsynaptic density protein 95 (PSD95) is one of the most ubiquitous scaffolding proteins containing three PDZ domains and it is concentrated at glutamatergic synapses (Elias et al., 2008). PSD95 plays a fundamental role in clustering of transmembrane proteins within specific subcellular domains, thus modifying their functionality. It has been shown that PMCA2b and PMCA4b interact with PSD95 via the PDZ domain-binding motif and this interaction is thought to tether PMCA to specialized calcium microdomains, the centers of integration of membrane signaling (DeMarco and Strehler, 2001; Kruger et al., 2010). More importantly, PMCA/PSD95 complex also recruits the NMDA type glutamate receptor subunits, NMDAR1 and NMDAR2A (Garside et al., 2009). This raises the possibility of formation of multiprotein complexes functionally coupling NMDAR and PMCA. Such interaction would allow rapid response to local Ca2+ increases due to bringing PMCA in close proximity to Ca2+ entry sites. As Ca2+ is critical for neurotransmitter release, recruitment of NMDAR/PMCA into presynaptic active zones may modulate the amplitude of Ca2+ rises, thus affecting synaptic transmission (Blaustein et al., 2002). The PSD95-mediated clustering of PMCA and NMDAR at postsynaptic membrane may also affect Ca2+ signaling, modulate the recruitment of signaling molecules and influence the secretion of neurotransmitter through retrograde signaling (Fitzsimonds and Poo, 1998). Despite that, the functional consequences of PSD95 clustering are not well known and the alterations in PMCA/PSD95 or NMDAR/PSD95 complex formation have not been linked to psychogenic effects of ketamine.

Based on our previous findings (Boczek et al., 2015b), we hypothesize that ketamine may affect PMCA membrane content and inhibit pump activity in different brain areas. One predictable effect of such action would be the deregulation of neuronal Ca2+ homeostasis, putatively triggering regionally enhanced glutamate neurotransmission and/or excitotoxicity. However, as NMDAR and PMCA are known to be coupled by PSD95 scaffolding protein, we also expect to observe ketamine-mediated alterations in NMDAR/PSD95/PMCA complex formation which may represent a compensatory mechanism to counterbalance local Ca2+ and glutamate elevations. Therefore, in this study we aimed to characterize brain region-specific effects of chronic ketamine administration (30 mg/kg) on PMCA activity and NMDA/PMCA clustering through PSD95 protein and to draw conclusions on the role of PMCA in glutamate overstimulation which is thought to be pivotal for ketamine-evoked psychosis.



MATERIALS AND METHODS


Reagents

All reagents including mouse monoclonal anti-PSD95 antibody (Cat. No. P246), if not separately mentioned, were purchased from Sigma-Aldrich (Germany). Ketamine (in the form of ketamine hydrochloride) was from Biowet (Poland). Mouse monoclonal anti-GAPDH (Cat. No. sc-32233) or rabbit polyclonal anti-Na+/K+-ATPase α antibodies (Cat. No. sc-28800), Protein A/G PLUS-Agarose and BCIP/NBT were from Santa Cruz Biotech (USA). Protein Assay Kit was from Bio-Rad (USA). Rabbit polyclonal anti-PMCA1 (Cat. No. PA1-914), rabbit polyclonal anti-PMCA2 (Cat. No. PA1-915), rabbit polyclonal anti-PMCA3 (Cat. No. PA1-916), mouse monoclonal anti-PMCA4 (Cat. No. MA1-914), rabbit polyclonal anti-NMDAR1 (Cat. No. PA3-102), rabbit polyclonal anti-NMDAR2A (Cat. No. A-6473), rabbit polyclonal anti-NMDAR2B (Cat. No. PA3-104), mouse monoclonal 5F10 (Cat. No. MA3-914), rabbit polyclonal anti-VGLUT1 (Cat. No. 48-2400), normal mouse IgG1, normal rabbit IgG as well as secondary antibodies conjugated with Alexa Fluor 488 and Alexa Fluor 568 were purchased from Thermo Scientific (USA). Rabbit monoclonal anti-PSD95 antibody (Cat. No. ab76115) used for immunohistochemical staining, rabbit polyclonal anti-VGLUT2 (Cat. No. ab84103) and rabbit polyclonal anti-excitatory amino acid transporters 2 (EAAT2) (Cat. No. ab41621) were from Abcam (UK). γ32-ATP (500 Ci/mmol) was from Perkin-Elmer (USA). Protein Assay Kit was from Bio-Rad (USA). Primers were synthesized in the Institute of Biochemistry and Biophysics (Poland).



Animals

Male Wistar rats (10–12 week-old, 250–275 g) obtained from an in-house animal facility of Medical University of Lodz were group-housed at four per cage at room temperature (RT; 23 ± 2°C) and 12/12 h light/dark (8.00 a.m. to 8.00 p.m.) cycle. Food pellets and water were provided ad libitum. Males were used to avoid estrus cycle-associated hormonal changes in female rats that could have confounded results. Randomly chosen rats were injected with ketamine (30 mg/kg, i.p.) once daily for FIVE consecutive days while the control group received saline only (0.5 ml/kg). Dose, route of administration and schedule were in accordance with previous studies showing psychotic-like alterations following 5-day ketamine treatment (Becker et al., 2003; Keilhoff et al., 2004; Boczek et al., 2015a). Animals were killed by decapitation immediately after behavioral testing and no longer than 3 h after final ketamine injection. Brains were immediately removed and placed on ice-chilled petri dish. The cortex, cerebellum, hippocampus and striatum were dissected, quickly frozen with liquid nitrogen and stored at −80°C until use. All experiments were conducted in accordance with the European Communities Council Directive of 24 November 1986 (86/609/EEC) and were in compliance with the Association for Assessment of Laboratory Animal Care guidelines for animal use. The Institutional Animal Care and Use Committee at Medical University of Lodz approved the study. To minimize group size and animal suffering, the same animals were used for determination of PMCA hydrolytic and phosphotransferase activity and the tissue lysates obtained from the same animals were used for western blot and co-immunoprecipitation assays.



Open-Field Test

The open field test was performed essentially as described by Colaianna et al. (2010). Approximately 30 min after final ketamine injection animals (n = 16) were placed into dark plastic rectangular arena (40 × 30 × 40 cm) and were allowed to acclimatize for 10 min. Motor activity was measured for 20 min and the scoring was performed using an automated software (ANY-maze tracking system, Stoelting, Kiel, WI, USA). The following behavioral parameters were assessed: immobility time; total grooming activity consisting of face grooming, head washing and body grooming; number of square crossings with both forepaws; rearing (forequarters raised, body inclined vertically) and total sniffing. Since in the open-field test, the avoidance of open space can reflect anxiety behavior, the number of entries into two centrally located squares was also assessed. The arena was cleaned with 70% ethanol after each animal. All measurements were performed between 10 a.m. and 3 p.m. by an investigator who was blind to the animal experimental group. The corresponding control group (n = 16) receiving saline only was also tested under identical experimental conditions.



Synaptosomal Preparation

Cerebellar, hippocampal and striatal synaptosomes from ketamine- and saline-treated rat brains were obtained based on the method of Gray and Whittaker (1962). Briefly, selected brain parts were ice-cold homogenized using 10 strokes of a teflon-glass homogenizer in a buffer containing 0.32 M sucrose, 5.0 mM HEPES, pH 7.5, 0.1 M EDTA, 5 mM dithiothreitol supplemented with protein inhibitor cocktail. Homogenates were first centrifuged for 20 min, 1000× g, at 4°C and the supernatant was next centrifuged for 30 min, 20,000× g, at 4°C. The pellet enriched in crude synaptosomes were collected, suspended in 2 ml of the above buffer, layered onto a sucrose gradient (0.8 M: 1.2 M = 1:1) and centrifuged at 100,000× g for 1 h. Purified synaptosomes were suspended in an ice-cold artificial cerebrospinal fluid (aCSF) containing 132 mM NaCl, 3 mM KCl, 2 mM CaCl2, 2 mM MgCl2, 10 mM HEPES, pH 7.4, 10 mM glucose, 1.2 mM NaH2PO4 and cocktail of protease inhibitors and were kept at 4°C for immediate use. When used for glutamate release experiments, synaptosomes were also resuspended in calcium-free aCSF.



Measurement of Ca2+-ATPase Hydrolytic and Phosphotransferase Activity

The Mg2+, Ca2+-ATPase in synaptosomes was determined according to the method of Lin and Morales (1977). In brief, ~10 mg of synaptosomes were pre-incubated for 2 min at 37°C in a buffer containing 50 mM Tris-HCl, pH 7.4, 100 mM KCl, 3 mM MgCl2, 1 mM EGTA, 0.1 mM ouabain and 1.024 mM CaCl2 (10 μM Ca2+ free) in a total volume of 200 μl. The PMCA activity measured in the presence of Ca2+ but in the absence of CaM is referred to as basal activity and that in the presence of Ca2+ and 70 nM CaM as CaM-stimulated activity. The reaction was initiated by the addition of 3 mM ATP and the activity was measured following 1 min incubation at 37°C. The absorbance of the colored complex formed by Pi and molybdovanadate was read at 350 nm and the amount of Pi was determined by a calibration curve using K2HPO4 solutions as standards. The activity was expressed as μmoles of Pi/mg protein/h.

Formation of phosphoenzyme intermediate reflecting Ca2+-ATPase phosphotransferase activity was measured following the procedure described by Guerini et al. (1999) with some modifications. Synaptosomes (~1 mg) were resuspended in a buffer A containing 25 mM Tris/HCl, pH 6.8, 100 mM KCl, 100 μM Ca2+ and kept on ice. The reaction was started by the addition of 0.3 μM γ32-ATP (500 Ci/mmol) and stopped 60 s later with 7% trichloroacetic acid. Samples were centrifuged at 10,000× g for 10 min, the pellet was washed, resuspended in a buffer B (50 mM Tris/HCl, pH 6.3, 150 mM NaCl, 1 mM EDTA, 0.1% Tween-20, 0.5% SDS), kept on ice for 10 min and then centrifuged at 10,000× g for 30 min. ~5 μg of 5F10 antibodies or antibodies specific to PMCA1, PMCA2, PMCA3 or PMCA4 were added to supernatant aliquots and the samples were incubated overnight at 4°C followed by an addition of 20 μl of sepharose-conjugated A/G protein beads. After 4 h of incubation at 4°C, beads were spun down at 1000× g for 5 min and the pellet was washed three times with buffer B, resuspended in buffer C (70 mM Tris/HCl, pH 6.4, 5% SDS, 5% dithiothreitol, 8 M urea), incubated at RT for 20 min, separated on acidic gels and exposed to X-ray films (4°C, 3–5 days). The films were scanned and quantified densitometically with ImageJ, version 1.49 (NIH, USA). The results were expressed as OD/mg protein.



Preparation of Tissue and Synaptosomal Lysates

The lysates were obtained as described by Harlow and Lane (1988). Selected brain parts (~100 mg pieces) were homogenized at 4°C in five volumes of RIPA buffer supplemented with 1 mM PMSF, 2 mM Na3VO4 and protease inhibitor cocktail with 10–15 strokes of tight-fitting Dounce homogenizer. Homogenates were left for 30 min on ice, sonicated 3 × 5 s cycles using 100 Ultrasonic Cell Disrupter (Virtis Virsonic, USA) and centrifuged at 17,000× g for 20 min. The supernatants referred to as tissue lysates were collected. Synaptosomal pellet obtained as described in Synaptosomal preparation section was lysed with RIPA buffer followed by sonication and centrifugation to get synaptosomal protein lysate. Protein concentration was measured using Bio-Rad Protein Assay Kit.



Western Blotting

40–60 μg of tissue or synaptosomal lysate proteins were separated using either 8% or 10% SDS-PAGE and transferred onto nitrocellulose membrane (Boczek et al., 2014). The membranes were first blocked with 6% BSA in TBS-T (10 mM Tris-HCl, pH 7.4, 150 mM NaCl, 0.05% Twwen-20) for 2 h at RT. Next, the membranes were incubated with primary antibodies at 4°C for 12 h. The final dilutions for primary antibodies were as follows: 5F10 (1:1000), anti-PMCA1 (1:1000), anti-PMCA2 (1:750), anti-PMCA3 (1:750), anti-PMCA4 (1:1000), anti-PSD95 (1:2000), anti-NMDAR1 (1:1000), anti-NMDAR2A (1:1000), anti-NMDAR2A (1:1000), anti-VGLUT1 (1:1000), anti-VGLUT2 (1:1500), anti-EAAT2 (1:1500), anti-GAPDH (1:1000) and anti-Na+/K+ ATPase (1:1500). Membranes were washed three times with TBS-T and incubated at RT for 4 h with secondary antibodies (1:5000) conjugated to alkaline phosphatase. Bands were visualized with BCIP/NBT solution according to the manufacturer’s protocol. Membranes were scanned and the intensity of bands was quantified densitometrically using ImageJ, version 1.49 (NIH, Bethesda, MD, USA). The results were expressed as arbitrary units (AU) after normalization to Na+/K+- ATPase protein.



Co-Immunoprecipitation

For co-immunoprecipitation assay, 800 μg of brain tissue lysate proteins was pre-cleared with 20 μl of Protein A/G PLUS-Agarose beads for 2 h at 4°C and centrifuged at 14,000× g for 5 min. The pre-cleared supernatant was incubated with anti-PSD95 antibodies (~6 μg of antibodies/800 μg of lysate proteins) for 2 h at 4°C followed by an incubation with 25 μl of Protein A/G PLUS-Agarose beads at 4°C overnight. Normal mouse IgG at the same concentration was used as a negative control. The immunocomplexes were recovered by centrifugation at 14,000× g for 5 min, washed three times with PBS, eluted with 30 μl of SDS-PAGE sample buffer (62.5 mM Tris-HCl, pH 6.8, 10% glycerol, 2% SDS, and 0.001% bromphenol blue) containing 5% β-mercaptoethanol and subjected to immunoblotting as described in Western blotting section. The membranes with immunoprecipitated PSD95 protein were probed with anti-NMDAR1, anti-NMDAR2A, anti-NMDAR2B, 5F10 (1:1000), anti-PMCA2 (1:1000) or anti-PMCA4 (1:1000) antibodies. Bands were visualized and scanned as described in Western blotting section. The results are presented as OD/mg protein.



Immunohistochemistry and Confocal Imaging

Dissected cortex, cerebellum, hippocampus and striatum were washed 3 × 5 min with TBS and immediately fixed using 4% paraformaldehyde in an ice-cold PBS for 30 min. Following several washes with TBS, tissues were paraffin embedded and cut in 10-μm-thick sections at the Laboratory of Microscopic Imaging and Specialized Biological Techniques of Faculty of Biology and Environmental Protection (University of Lodz) using a microtome (Leica, Germany). The sections were mounted onto glass slides coated with poly-L-lysine and dried overnight at 37°C. Following deparaffinization and rehydration, tissue sections were subjected to antigen retrieval by microwaving in citrate buffer (pH 6.0) for 5 min, subsequent cooling down at RT for 3 min and reheating for 5 min. After washing with PBS, sections were sequentially incubated with 10% normal goat serum PBS solution for 1 h at RT, primary antibody solution or isotype control (day 1: anti-PMCA4, 1:100 or normal mouse IgG1, 1:100; day 2: anti-PSD95, 1:100 or normal rabbit IgG, 1:100) overnight at 4°C, washed with PBS (3 × 10 min, RT) and incubated with appropriate secondary antibody (Alexa Fluor 568 conjugated anti-mouse IgG1 or Alexa Fluor 488 conjugated anti-rabbit IgG, 1:1000) for 1 h at RT. Finally, nuclei were stained for 30 min with 5 μM Hoechst33342 and sections were embedded in self-made PVA-based mounting medium. Imaging was performed on a 780 LSM confocal microscope (Zeiss, Germany) equipped with Plan-Apochromat 63×/1.4 Oil DIC M27 objective. Images were acquired in 1 μm wide optical sections, in fields of view 150 μm by 150 μm (1960 × 1960 pixels). Scans were performed in three channels (excitation wavelengths 405 nm, 490 nm, 568 nm; emission wavelength ranges 410–509 nm, 498–570 nm, 572–653 nm, respectively) with a pixel dwell time of 7.32 μs. For each brain region (control or ketamine treated), images were taken in three different fields of view within the corresponding anatomical structures. Colocalization study was performed using ZEN2012 software (Zeiss, Germany). Since PMCA4 as a plasma membrane transporter localizes at specific subcellular sites, while PSD95 is more diffusible, we have calculated the percentage of PSD95-positive pixels overlapping with PMCA4-positive pixels for each brain region and used it to describe PSD95/PMCA4 colocalization. For this purpose, overlap of PSD95 fluorescence signal with PMCA4 signal was calculated for regions of interest selected across each field of view by dividing the number of pixels positive (exceeding a threshold) for signals in both channels (PMCA4-positive sites which are also PSD95-positive) by the total number of pixels positive for PMCA4 signal. Appropriate isotype controls were performed. None of the immunofluorescence reactions revealed unspecific fluorescent signal in the negative controls.



RNA Isolation and Real-Time PCR

Total brain RNA was isolated using Trizol reagent according to the manufacturer’s protocol. The oligo (dT) primers and 1 μg of purified RNA were then used for cDNA synthesis in a reaction catalyzed by M-MLV reverse transcriptase. The gene expression level was quantified in a real-time PCR reaction using Maxima SYBR Green Master Mix in the following conditions: 15 min at 95°C followed by 40 cycles at 95°C for 15 s, 60°C for 30 s and 72°C for 30 s using Abi Prism 7000 sequence detection system (Applied Biosciences). Following normalization to the expression of endogenous Gapdh, the fold change of each target gene was calculated using comparative 2−∆∆Ct method (Livak and Schmittgen, 2001). Specificity of the primers was confirmed by running a melting curve after each reaction. The sequence of the primers was as follows: VGLUT1 (Slc17a7): 5′-GGCAGTTTCCAGGACCTCCACTC-3′ and 5′-GCAAGAGGCAGTTGAGAAGGAGAGA G-3′; VGLUT2 (Slc17a6): 5′-GGGTATTTGGTCTGTTTGGTG TCCTG-3′ and 5′-CAGCACAGCAAGGGTTATGGTCAC-3′; EAAT2 (Slc1a2): 5′-TAACTCTGGCGGCCAATGGAAAG T-3′ and 5′-ACGCTGGGGAGTTTATTCAAGAAT-3′; Gapdh: 5′-GGTTACCAGGGCTGCCTTC T-3′ and 5′-CTTCCCATTCTCAGCCTTGACT-3′. The sequence for Slc17a7 and Slc17a6 was designed by Doyle et al. (2010), for Gapdh by Sobczak et al. (2010) and for Slc1a2 the primers were designed using GenScript Primer Design Tool (USA).



Determination of Glutamate/Glutamine Concentration and Synaptosomal Glutamate Release

Intrasynaptosomal glutamate and glutamine content was measured with Glutamine and Glutamate Determination Kit according to manufacturer’s instructions (Sigma-Aldrich, Germany).

Glutamate release from synaptosomal preparations was measured by fluorometric assay essentially as described by Nicholls et al. (1987). Briefly, ~100 μl synaptosomes (~1 mg/ml) suspended in aCSF supplemented with 2 mM NADP+ and 6.32 U L-glutamic acid dehydrogenase (and 2 mM CaCl2 whenever appropriate) was distributed into each of the 96 wells. Synaptosomes were depolarized with 30 mM KCl 5 min thereafter and the increase in NADPH fluorescence was monitored over a 10 min time period. Fluorescence emission was recorded at 450 nm and the excitation wavelength was set at 360 nm. Each experimental condition was carried out in triplicate on the same plate using Victor X3 fluorometer (Perkin Elmer, USA). The amount of released glutamate was calculated based on calibration curves prepared in parallel and the enzyme lag (Nicholls et al., 1987) was accounted for when converting rates to nmol/mg protein/10 min. The results obtained in the presence of 2 mM CaCl2 reflect total glutamate release whereas in the absence of Ca2+ in the reaction mixture as Ca2+-independent glutamate release.



Data Analysis

The data are shown as means ± SD of n separate experiments (n ≥ 3) with the exact n value given under each figure. The normal data distribution was assessed using D’Agostino-Pearson (for n = 16) or Kolmogorov-Smirnov (for n < 16) tests. The comparisons between ketamine- and saline-treated groups were done using Student’s t-test or Mann-Whitney U test depending whether data passed normality tests. Two-way ANOVA with Bonferroni post hoc test was used to analyze ketamine and CaM effect on PMCA activity. P values were calculated using STATISTICA 8.0 (StatSoft). P < 0.05 was considered as statistically significant.




RESULTS


Ketamine-Induced Behavioral Abnormalities

Rats were treated with ketamine (30 mg/kg, i.p.) once daily for five consecutive days, and an open-field test performed 30 min after last ketamine injection was used to score changes in animal behavior. Ketamine significantly induced hyperlocomotion reflected as shorter time of remaining immobile (Figure 1A, P < 0.0001, Mann-Whitney U test) and increased number of entries to the central squares suggesting a lower anxiety level (Figure 1B, P < 0.0001, Student’s t-test). In ketamine-treated group, the frequency of grooming (Figure 1C, P < 0.0001, Student’s t-test), crossing (Figure 1D, P < 0.0001, Mann-Whitney U test), rearing (Figure 1E, P < 0.0001, Student’s t-test) and sniffing (Figure 1F, P < 0.0001, Student’s t-test) was also significantly higher than that of control rats.
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FIGURE 1. Animal behavior analysis in the open field test. Thirty minutes before behavioral testing, rats were intraperitoneally injected with last (fifth) ketamine dose (30 mg/kg). During the open field test, the total immobility time (A), number of entries in the center area (B), frequency of grooming (C), crossing (D), rearing (E) and sniffing (F) were recorded over 20 min and analyzed with ANY-maze tracking system. n = 16 for the control group (saline-treated); n = 16 for ketamine-treated group. *P < 0.05 ketamine treated vs. saline.





Ketamine Effect on PMCA Activity in Rat Brain Regions

Our previous study demonstrated increased Ca2+ level in brain cells isolated from cortical regions following 5-day treatment with 30 mg/kg of ketamine (142 ± 25 nM vs. 116 ± 6 nM in control group; Lisek et al., 2016). The effect of ketamine is mainly attributable to the prefrontal cortex, although functional deficits in other brain regions such as hippocampus, cerebellum and striatum are also suggested to contribute to drug-induced psychotic symptoms (Lidow, 2003; Javitt, 2010; Sleigh et al., 2014). Therefore, we first compared the effect of ketamine treatment on PMCA activity in these brain regions using two independent methods—measurement of ATP hydrolysis and formation of phosphointermediate complex. Two way ANOVA revealed main effects of CaM (F(1,16) = 54.96, P < 0.001; F(1,16) = 106.3, P < 0.0001; F(1,16) = 132.7, P < 0.0001), ketamine (F(1,16) = 106.9, P < 0.001; F(1,16) = 171.5, P < 0.0001; F(1,16) = 335, P < 0.001) as well as CaM × ketamine interaction (F(1,16) = 27.05, P < 0.001; F(1,16) = 10.44, P = 0.0052; F(1,16) = 50.62, P < 0.0001) on hydrolytic PMCA activity in cerebellum, hippocampus and striatum, respectively (Figure 2). CaM-dependent stimulation defined as a difference in activity in the presence of CaM vs. basal activity was markedly decreased in cerebellum (2.25 ± 0.64 vs. 1.41 ± 0.22, P = 0.025, Student’s t test) and striatum (2.05 ± 0.26 vs. 1.63 ± 0.1, P = 0.011, Student’s t test) following ketamine treatment. Similarly, ketamine decreased basal PMCA hydrolytic activity in cortical synaptosomes from 0.89 ± 0.21 to 0.47 ± 0.18 μmol/mg/h and reduced the stimulatory effect of CaM by 45% when compared to saline-treated control, as shown previously (Boczek et al., 2015b).
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FIGURE 2. The hydrolytic activity of plasma membrane calcium pump (PMCA). The activity was measured in the presence or absence of 72 nM calmodulin (CaM) according to the method of Lin and Morales (1977) as described in “Materials and Methods” Section. *P < 0.05 ketamine treated vs. saline; #P < 0.05 CaM-stimulated vs. basal activity, n = 5. CB, cerebellum; H, hippocampus; ST, striatum.



To confirm these results, we immunoprecipitated 32P-phosphointermediate using 5F10 antibodies, as well as antibodies specific to particular PMCA isoforms (Figure 3). In line with the above data, we detected significantly lower autoradiographic signal in cerebellum (−85 ± 7%, P < 0.0001, Student’s t-test), hippocampus (−88 ± 5%, P < 0.0001, Student’s t-test) and striatum (−91 ± 3%, P < 0.0001, Student’s t-test). Similar level of inhibition was previously observed by us in cortex (Boczek et al., 2015b), and all these results reflect compromised total phosphotransferase activity of PMCA in response to chronic ketamine administration. Comparable magnitude of signal loss was observed when particular PMCA isoforms were immunoprecipitated in the same way (Figure 3). This suggests that each PMCA isoform is similarly vulnerable to inhibition by ketamine and the observed diminished formation of phosphointermediate may be a result of decreased activity of all PMCAs.
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FIGURE 3. The measurement of phosphointermediate formation. Synaptosomal membranes were phosphorylated with 0.3 μM γ32-ATP, immunoprecipitated with 5F10 (A) or isoform-specific antibodies (C) and exposed to X-ray films for 3–5 days as described in “Materials and Methods” Section. The optical density (OD) of bands corresponding to the total amount of phosphoenzyme formed (B) or to particular PMCA phosphoisoform amount (D) was densitometically quantified. The results are presented as arbitrary units (AU) expressed as OD/mg protein. Representative autoradiograms are shown. *P < 0.05 ketamine treated vs. saline, n = 5. CB, cerebellum; H, hippocampus; ST, striatum.





Ketamine Effect on PMCA Amount in Synaptosomal Membranes

Since total activity of PMCA depends on isoform composition in the membrane, in the next step we evaluated the effect of ketamine treatment on the amount of enzyme in examined brain regions (Figure 4). Single band of the predicted size (~130 kDa) was revealed for total PMCA, PMCA1 and PMCA4 but some lower molecular weight bands mainly at ~90 kDa and ~70 kDa corresponding probably to proteolytic degradation fragments were additionally detected for PMCA2 and PMCA3. The most prominent finding was a significant decrease of PMCA3 immunoreactivity in cerebellum, hippocampus and striatum (by 45 ± 9%, p < 0.001, Student’s t-test; by 50 ± 3%, P < 0.001, Student’s t-test and by 69 ± 11%, P < 0.001, Student’s t-test, respectively) isolated from ketamine-treated subjects. Similarly, there was a modest reduction in the level of PMCA1 (−32 ± 10%, P < 0.001, Student’s t-test), which was, however, detectable only in the hippocampal region. Conversely, the immunoreactivity of PMCA1 in cerebellum of ketamine-treated animals was significantly higher (+73 ± 22%, P < 0.01, Student’s t-test) than that from control group. No significant changes for PMCA2 and PMCA4 were detected in all three examined brain regions but statistically important PMCA2 decrease and adaptive up-regulation of PMCA4 were previously observed by us in cortical synaptosomes (Boczek et al., 2015b). Immunoprobing with 5F10 antibodies showed lowered total amount of enzyme (−30 ± 8%, P = 0.043, Student’s t-test) only in ketamine-treated hippocampal membranes, hinting at the existence of putative region-specific compensatory changes between PMCA isoforms, as was previously suggested for cortex (Boczek et al., 2015b). No increase in proteolytic degradation of PMCA2 was found and the weaker intensity of lower molecular bands of PMCA3 might reflect the overall decrease in PMCA3 level following ketamine administration rather than a change in pump proteolysis pattern of this transporter.
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FIGURE 4. Western blot analysis of PMCA protein in synaptosomal membranes. The protein level was determined by immunoblotting (A) using 5F10 antibody recognizing all PMCA isoforms as well as isoform-specific antibodies. The intensity of bands was quantitated by densitometry (B). The results are presented as AU obtained after normalization to endogenous Na+/K+-ATPase level. Representative blots are shown. Arrows indicate bands taken for quantitative analysis. *P < 0.05 ketamine treated vs. saline, n = 5. CB, cerebellum; H, hippocampus; ST, striatum.





Immunoblotting of NMDAR1, NMDAR2A, NMDAR2B and PSD95

It is well documented that PMCA isoforms containing PDZ domain binding motif are dynamically regulated by PSD95, which is also essential for clustering and anchoring NMDA receptors at synapses (Garside et al., 2009). Thereby, we next determined ketamine effects on PSD95 and NMDA receptor subunit protein level in synaptosomal membranes (Figure 5). Immunoreactive protein bands corresponding to molecular masses of ~100 kDa and ~120 kDa were revealed for PSD95 and NMDAR1 subunit, respectively, and ~170 kDa for NMDAR2A or NMDAR2B subunits. The immunoreactivity of PSD95 in ketamine-treated rats was significantly higher in cortex (+35 ± 9%, P = 0.038, Student’s t-test), cerebellum (+78 ± 14%, P < 0.001, Student’s t-test) and hippocampus (+115 ± 14%, P < 0.001, Student’s t-test) than in control group. We did not detect any changes in the expression of NMDA receptor subunits between the two groups.
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FIGURE 5. Western blot analysis of PSD95 and N-methyl-D-aspartic acid receptor (NMDAR) subunit protein level in synaptosomal membranes. The protein level of PSD95, NMDAR1, NMDAR2A and NMDAR2B was determined by immunoblotting (A) and the bands intensity corresponding to the target protein was densitometrically analyzed (B). The results are expressed as AU obtained following normalization to endogenous Na+/K+-ATPase level. Representative blots are shown. *P < 0.05 ketamine treated vs. saline, n = 5. CX, cortex; CB, cerebellum; H, hippocampus; ST, striatum.





Ketamine Effect on PSD95/NMDAR and PSD95/PMCA Interaction

Following the study of Hahn et al. (2006) showing increased amounts of NMDAR1 and NMDAR2A subunits associated with PSD95 protein in individuals with schizophrenia, we next determined whether this effect can be reproduced by ketamine treatment. Indeed, the amount of NMDAR1 co-immunoprecipitated with PSD95 in cortical region was 2.45 ± 0.33 × higher (P < 0.01, Student’s t-test) in ketamine-treated group (Figure 6A). Similarly, higher level of PSD95/NMDAR1 complex was detected in hippocampus, but a 76 ± 7% decrease (P < 0.01, Man-Whitney U test) was observed in cerebellum. In contrast to the cortical region, where no changes for PSD95/NMDAR2A complex were found (Figure 6B), a significant increase in NMDAR2A immunoreactivity following PSD95 immunoprecipitation was observed in cerebellum (2.48 ± 0.56 ×, P < 0.001, Student’s t-test), hippocampus (4.83 ± 2.16 ×, P = 0.011, Mann-Whitney U test), and striatum (2.28 ± 0.8 ×, P = 0.012, Mann-Whitney U test). Slight, but statistically significant decrease in NMDAR2B amount co-immunoprecipitated with PSD95 (−23 ± 12%, P < 0.01, Mann-Whitney U test) was seen in striatal preparations from ketamine-treated animals (Figure 6C).
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FIGURE 6. Interaction of PSD95 with NMDAR subunits and PMCA isoforms. Brain lysates were incubated with anti-PSD95 antibodies conjugated to sepharose beads. Immunocomplexes were recovered and resolved by SDS-PAGE and the membranes were next probed with anti-NMDAR1 (A), anti-NMDAR2A (B), anti-NMDAR2B (C), 5F10 (D), anti-PMCA2 (E) or anti-PMCA4 (F) antibodies. Negative controls included sepharose-linked secondary antibodies (Control Ab) or sepharose beads only. PSD95 was also immunoprobed in beads-unbound fraction (unbound). Representative blots are shown. The bands intensity were densitometically quantified and the results were expressed as AU defined as the optical density per mg of protein (OD/mg protein). *P < 0.05 ketamine treated vs. saline, n = 5. CX, cortex; CB, cerebellum; H, hippocampus; ST, striatum.



We next resolved whether ketamine could also modulate PMCA/PSD95 interaction. Ketamine treatment increased the amount of PMCAs immunoprecipitated with anti-PSD95 antibody in cortical (+33 ± 13%, P = 0.035, Student’s t-test), cerebellar (+95 ± 22%, P < 0.01, Student’s t-test) and hippocampal samples (+84 ± 25%, P < 0.01, Student’s t-test), but not in striatal preparations (Figure 6D). Further analysis with PMCA isoform-specific antibodies showed an ability of PMCA2 and PMCA4 to bind PSD95 (Figures 6E,F). No changes in PMCA2 quantity following PSD95 immunoprecipitation was detected in any of analyzed brain regions. However, increased PSD95/PMCA4 complex formation was demonstrated in cortex (+33 ± 7%, P = 0.15, Mann-Whitney U test), cerebellum (+48 ± 11%, P < 0.001, Student’s t-test) and hippocampus (+91 ± 14%, P < 0.001, Student’s t-test).

Since altered PMCA4/PSD95 interaction has not yet been reported in either psychotic subjects or upon-ketamine treatment, we asked whether the effect demonstrated by immunoprecipitation could be also observed directly by immunofluorescence in rat brain slices. Cell bodies were positive for both PMCA4 and PSD95 but, in contrast to PMCA, the fluorescence of PSD95 was dispersed in the cytosol but not in the plasma membrane (Figure 7). The double labeling of PMCA4 and PSD95 showed that punctuate PSD95 labelings were overlapped with PMCA4 labelings mostly in dendritic layers. However, the overlap between these two labelings was negligible in cell bodies. Confocal imaging also demonstrated ketamine-induced increase in colocalization between immunostained PMCA4 and PSD95 proteins, as assessed by changes in spatial overlap in PSD95-positive pixels with PMCA4 positive pixels in: cortex (P < 0.0001, Student’s t-test), cerebellum (P < 0.0001, Student’s t-test) and hippocampus (P < 0.0001, Student’s t-test).
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FIGURE 7. Colocalization of PSD95 and PMCA4 in brain regions. Sections of control or ketamine treated brain regions: cortex (A), cerebellum (B), hippocampus (C) and striatum (D) were prepared as described in “Materials and Methods” Section and immunostained with anti-PMCA4 primary and respective Alexa Fluor 568 conjugated secondary antibody (shown in red) as well as with anti-PSD95 primary antibody and respective Alexa Fluor 488 conjugated secondary antibody (shown in green). Cell nuclei were counterstained with Hoechst33342 and are shown in blue. Representative and corresponding regions of interest are shown for each brain section. Colocalization percentage (fraction of PMCA4-positive pixels which are also positive for PSD95) was calculated for several regions of interest and its mean value ± SD is presented on the microphotographs. The examples of overlapping pixels are indicated by arrows. Scale bars: 10 μM. *P < 0.0001 ketamine treated vs. saline, n = 9.





Ketamine Effect on Synaptosomal Glutamate Release

Psychotomimetic action of ketamine is thought to involve glutamate hyperactivity in the prefrontal cortex (Sleigh et al., 2014) but its effect on glutamate levels in other brain areas remains largely unknown. Therefore, in the final experiment we evaluated how ketamine might influence glutamate content and its release in cerebellum, hippocampus and striatum. A subanesthetic dose of the drug used here (30 mg/kg) was not associated with any changes in the total concentration of glutamate and glutamine (Figure 8A) suggesting that the drug does not affect glutamate/glutamine cycle.
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FIGURE 8. Effect of ketamine on synaptosomal glutamate concentration and release. Synaptosomal glutamate and glutamine content (A). Total glutamate release evaluated by fluorometric assay over 10 min in the presence of 2 mM CaCl2 (B). Ca2+-independent glutamate release measured in the absence of calcium in the reaction mixture (C). The expression of Slc17a7, Slc17a6 and Slc1a2 evaluated using real-time PCR (D). The fold change was calculated using comparative 2∆∆Ct method following normalization to endogenous Gapdh expression used as an internal control. The expression level in saline-treated control was taken as 1 and is presented as a dotted line. The level of VGLUT1, VGLUT2 and excitatory amino acid transporters 2 (EAAT2) was analyzed by Western blot (E) and the intensity of bands was quantified densitometrically (F). The results are presented as AU obtained after normalization to endogenous GAPDH level. *P < 0.05 ketamine treated vs. saline, n = 5. CX, cortex; CB, cerebellum; H, hippocampus; ST, striatum. CX + K; cortex + ketamine, ST + K, striatum + ketamine.



Next, KCl-induced glutamate release from synaptosomal preparations was monitored by the increase in NADPH production in the presence of glutamate dehydrogenase and NADP+. Higher total glutamate release was observed from cortical (+66 ± 18%, P < 0.001, Student’s t-test) and striatal (+64 ± 14%, P < 0.001, Student’s t-test) synaptosomes isolated following ketamine challenge, but not in cerebellar and hippocampal preparations (Figure 8B). We then tested whether this increase reflected an effect on exocytotic vesicular release or on Ca2+- independent release attributable to reversal mode of glutamate transporter. The KCl-evoked glutamate secretion assessed in calcium-free conditions was shown to be less than 10 nmol/mg protein/10 min in all examined synaptosomal preparations and was unchanged by ketamine treatment (Figure 8C). This indicates that higher glutamate release observed in our study seems to be entirely associated with Ca2+-dependent exocytotic component.

To find out the cause of increased glutamate release, we made an attempt to investigate the effect of ketamine on vesicular (VGLUT1 and 2) and membrane (EAAT2) glutamate transporters (Figure 8D). The expression of Slc17a7 (VGLUT1) was increased in cortex (+48 ± 12%, P < 0.01, Student’s t-test), whereas Slc17a6 (VGLUT2) was induced in striatum (+66 ± 17%, P < 0.001, Student’s t-test). Conversely, the relative mRNA level of Slc1a2 (EAAT2) was lower in cortex (−48 ± 17%, P < 0.01, Student’s t-test) of ketamine-treated animals. The level of VGLUT1 protein was higher by 36 ± 17% in cortex (P < 0.01, Student’s t-test) and VGLUT2 by 45 ± 10% in striatum (P < 0.01, Student’s t-test) following ketamine administration (Figures 8E,F). Similar to mRNA data, EAAT2 protein level was decreased in cortex (−30 ± 7%, P = 0.041, Student’s t-test) of ketamine-treated animals. Our data suggest that ketamine may increase glutamatergic neurotransmission by both promoting glutamate secretion from nerve endings and slowing down its clearance from extracellular space.




DISCUSSION


Psychogenic Effect of Ketamine May be Associated with Dysregulated Cortico-Striatal Activity

One of the most observable effect of ketamine administration is a psychotic-like behavior in both humans (Krystal et al., 1994) and animal models (Lipska and Weinberger, 2000). Although the mechanism of psychogenic action of ketamine is not entirely clear, the established hypothesis postulates drug-mediated inhibition of NMDARs on GABAergic interneurons that disinhibit pyramidal neurons in prefrontal cortex (Homayoun and Moghaddam, 2007). In this study, we showed that repetitive injections of subanesthetic doses of ketamine (30 mg/kg) in rats produced immediate motor impairments including hyperlocomotion and stereotypies. Blockage of NMDA receptor by ketamine has been shown to mimic mostly negative, rather than positive symptoms, of psychotic behavior (Krystal et al., 2005; Stone et al., 2008). On the basis of clinical findings it is also thought that the expression of these symptoms is mediated by disruption of cortical glutamatergic neurotransmission and dysfunction in afferents and efferents of the nucleus accumbens, the main part of the ventral striatum (Javitt and Zukin, 1991; Olney and Farber, 1995). Indeed, previous studies have indicated that NMDA receptor antagonists produced hyperlocomotion and stereotypies by potentiating glutamatergic neurotransmission and the agents that inhibited glutamate release were able to reverse these behavioral changes (Deakin et al., 2008; Doyle et al., 2013). Moreover, the study of Takahata and Moghaddam (2003) suggests that NMDAR blockage-mediated motor effects were mediated though glutamatergic projections from the prefrontal cortex to the striatum. Therefore, disruption of cortico-striatal pathways seems to be involved in generation of hyperlocomotion and stereotypies induced by ketamine.



Inhibition of PMCA Is Involved in Ketamine-Mediated Dysregulation of Ca2+ Homeostasis

Disruption of functional network connectivity and neurobehavioral homeostasis has been postulated as critical factors underlying generation of psychotic symptoms. The association of ketamine action with potential modifications of Ca2+ signaling/homeostasis is now brought to the forefront of ideas of molecular etiology of drug-induced psychotic states. Indeed, the overall effect of NMDAR blockage by ketamine is increased Ca2+ concentration in large population of neurons due to massive Ca2+ influx through non-NMDA glutamate gated ion channels including AMPA and kainate receptors (Lidow, 2003). Our previous study demonstrated significantly higher [Ca2+]c in brain cells isolated from cortex, cerebellum, hippocampus and striatum following ketamine challenge (Lisek et al., 2016). Increase in [Ca2+]c is thought to immediately stimulate PMCA, which is the first line of defense due to its Ca2+ affinity close to the resting Ca2+ concentration in neurons (Brini et al., 2017). We previously reported that ketamine might directly interfere with PMCA by interacting with two putative sites (Boczek et al., 2015b). Although this effect was initially observed for cortical pump, we show here that similar inhibitory potency of ketamine toward PMCA could be detected in other brain parts including cerebellum, hippocampus and striatum. This indicates that ketamine-induced PMCA inhibition may represent a general mechanism, irrespective of PMCA isoform or brain region, by which ketamine may affect Ca2+ concentration in neurons. The putative effect of such inhibition would be markedly reduced cellular Ca2+ clearance potency ultimately leading to calcium homeostasis deregulation.

Based on our data it is plausible that chronic ketamine treatment may activate compensatory up-regulation within PMCAs, especially PMCA1, which however does not seem to compensate for diminished total PMCA activity. We hypothesize that it may rather reflect potential changes in downstream signaling pathways involving PMCA. In this study, one of the most intriguing observations was ketamine-induced decrease in PMCA3 protein level in synaptosomal membranes isolated from cerebellum, hippocampus and striatum. Although very little data is available for this isoform, the in vitro studies suggested its functional interplay with P/Q-type voltage-dependent calcium channels (VDCCs) in the process of neurotransmitter release (Boczek et al., 2012). Overall, the extent of changes in PMCA protein upon ketamine treatment suggests that the level of expression cannot be entirely responsible for low PMCA activity. Instead, we assume that direct inhibitory effect of ketamine or structural modifications of pump protein by e.g., reactive oxygen species (ROS) may underlie the loss of catalytic activity. It has been shown that ketamine induces persistent increase in brain superoxide due to activation of NADPH oxidase (Behrens et al., 2007) and PMCA is highly vulnerable to ROS overload (Zaidi and Michaelis, 1999).



Ketamine Interferes with the Formation of NMDAR/PSD95/PMCA4 Complexes at the Synaptic Membrane

PMCA is integrated into signaling pathways via multiple protein-protein interactions bringing the pump to “calcium signalosomes” together with ketamine-targeted NMDA receptors (DeMarco and Strehler, 2001; Kruger et al., 2010). Although the functions of these signaling centers have not been studied in details, based on our data it is tempting to speculate that NDMAR hypofunction may have additional effects on PMCA located in these multimeric complexes. Of paramount importance for PMCA and NMDAR scaffolding is PSD95 protein. However, the data derived from ketamine models showed confounding and often contradictory results with respect to PSD95 expression. In our study we found higher PSD95 protein level in cerebellum, hippocampus and striatum, but no changes in NMDAR subunit expression what does not yet exclude abnormal NMDAR expression and/or function. In line with PSD95 changes we also detected regionally specific alterations in PSD95/NMDAR interaction. PSD95 plays a crucial role the trafficking, membrane targeting and internalization of NDMAR (Elias et al., 2008; Feng and Zhang, 2009). Based on that, higher amount of NMDAR immunoprecipitated with PSD95 revealed in our study indicates higher functional coupling of both proteins in vivo. This, in turn, may reflect intensified targeting of NMDAR to the plasma membrane putatively aimed to restore reduced NMDAR-driven signaling. Moreover, intensified NMDAR1/PSD95 and PSD95/PMCA4 interactions in cortical region may indicate an assembly of local NMDAR1/PSD95/PMCA4 densities. Formation of such structures could, at least partially, counterbalance higher Ca2+ influx through e.g., AMPA receptors due to PMCA4 targeting in a close proximity to Ca2+ entryways. It has been recently suggested that PSD95-induced clustering of PMCA4 is highly effective (Padányi et al., 2009) and PSD95 facilitates raft association of this isoform (Sepúlveda et al., 2006). Increased concentration of PMCA4 can, in turn, induce its oligomerization leading to stimulation of pump activity (Vorherr et al., 1991; Kosk-Kosicka et al., 1994). Therefore, PSD95-mediated formation of PMCA4 clusters could significantly improve calcium extrusion from cortex, cerebellum and hippocampus. Contrary, lack of enhanced PSD95/PMCA4 interaction in striatum may shed some light on why the resting [Ca2+]c observed in our previous study, was the highest in this brain region. As the formation of oligomers involves CaM-binding domain (Vorherr et al., 1991; Kosk-Kosicka et al., 1994), it is plausible that reduced CaM stimulation could result not only from direct inhibition of PMCA, but also from decreased accessibility of CaM-binding domain due to formation of oligomers. Overall, as both NMDA and AMPA receptor but also PMCA4 are located to lipid rafts, this may suggest that PMCA4 could play a predominant role in Ca2+ clearance following ketamine-induced but non-NMDAR mediated calcium entry.

Interestingly, higher amounts of PSD95/NMDAR2A were observed in cerebellum, hippocampus and striatum. It has been demonstrated that interaction between PSD95 and NMDAR2A controls the synaptic development and the amount of PSD95/NMDAR2A complex indicates maturation of NMDAR-containing synapses (Bard and Groc, 2011). Then, our results could indicate an enhanced NMDAR2A insertion at the synapse. Synaptic NMDAR-dependent activation of ERK1/2 contributes to CREB activation, which is a key component in Ca2+-dependent pro-survival pathway. Ketamine was shown to dramatically decrease ERK1/2 activation lasting for at least 24 h (Straiko et al., 2009) what is thought to contribute to cell death. The prefrontal cortex is especially vulnerable to ketamine and several in vivo and in vitro studies (Takadera et al., 2006; Sun et al., 2014; Zhao et al., 2016) reported apoptosis of cortical neurons in response to drug treatment. In light of these findings, increased PSD95/NMDAR2A clustering could have a beneficial effect on neuronal viability.



NMDAR/PSD95/PMCA4 Complexes as Mediators of Presynaptic Glutamate Release

The possibility exists that PMCA, PSD95 and NMDAR are located within a ternary postsynaptic signaling complex, but the functional relation of this complex to presynaptic glutamate release has not been shown so far. It is known that postsynaptic NMDAR could regulate presynaptic function via retrograde trans-synaptic signal sent from the postsynaptic dendrite to its presynaptic partner (Fitzsimonds and Poo, 1998). In the standard sequence of events, presynaptically released glutamate binds to both AMPA and NMDA receptors but AMPA-driven depolarization is necessary to release Mg2+ blockage of NMDAR allowing for Ca2+ influx. Blockage of NMDAR pore by ketamine switches off NMDAR-downstream signaling but leads to excessive Ca2+-influx via other glutamate-gated channels, as was discussed above. Coupling PMCA to NMDAR/PSD95 complexes located close to these Ca2+ entry sites could potentially counterbalance Ca2+ overflow; however, ketamine-mediated loss of PMCA activity makes this system relatively ineffective. PMCA inhibition may thus lead to the generation of an abnormally prolonged Ca2+ signal and over-activation of retrograde messenger(s) synthesis, ultimately producing long-lasting increase in glutamate synthesis and release from presynaptic terminal. One of the strongest candidate for retrograde messenger is NO, which is released in Ca2+-dependent manner (Garthwaite et al., 1988). It has been shown that NO is synthesized in postsynaptic cells and enhances neurotransmitter release in NMDA-independent fashion when applied exogenously (Bon et al., 1992; Zhuo et al., 1993). The activity of neuronal nitric oxide synthase (nNOS) can be regulated by PSD95/NMDAR2B complex (Lai et al., 2011) and ketamine may promote nNOS/NMDAR2B interaction via PSD95 (Lecointre et al., 2015). PMCA binds nNOS as well, but this interaction is thought to slow down NO generation (Duan et al., 2013). Despite this, high [Ca2+]c observed by us upon ketamine treatment may increase nNOS activity via a Ca2+/CaM-dependent mechanism (Förstermann and Sessa, 2012), while PMCA inhibition by ketamine may additionally potentiate NO production. Hence, the association of signaling proteins such as nNOS with NMDAR2B/PSD95 at the postsynaptic membrane can affect retrograde messenger(s) production and thus increase presynaptic glutamate release. Postsynaptic complexes with PSD95 have been shown to affect retrograde modulation of the release probability and to determine presynaptic neurotransmission (Futai et al., 2007).



Ketamine Effect on Glutamate Secretion and Re-Uptake

Our data on ketamine-induced increase in glutamate release from cortical and striatal synaptosomes are consistent with the reports of others (Moghaddam et al., 1997; Chowdhury et al., 2012), suggesting that this phenomenon may be specific only to subchronic doses of the drug. The fast secretion of glutamate requires its transport from the cytosol into secretory vesicles and is mediated by VGLUTs. In our study, higher expression and protein content of VGLUT1 and VGLUT2 were found in cortex and striatum, respectively. VGLUT1-expressing neurons are found predominantly in hippocampus, thalamus as well as in cerebral and cerebellar cortices (Ni et al., 1995; Bellocchio et al., 1998; Herzog et al., 2001) while VGLUT2 is abundant in subcortical excitatory neurons (Ni et al., 1995; Fremeau et al., 2001; Herzog et al., 2001). Although, striatal neurons do not directly express VGLUT1 and VGLUT2, striatum receives two glutamatergic afferents: one from VGLUT1-positive cortico-striatal pathway and the other form VGLUT2-postitive thalamo-striatal pathway (Smith and Bolam, 1990; Kaneko and Fujiyama, 2002; Smith et al., 2004). Indeed, a study on a single-labeled tissue demonstrated striatal enrichment in the terminals immunolabeled for either VGLUT1 or VGLUT2 (Lei et al., 2013). Therefore, increased amount of VGLUT1 mRNA and protein level observed in this study may reflect an authentic induction of gene expression in cortical neurons whereas higher VGLUT2 expression can be attributable to changes in afferents possibly form thalamic or other subcortical regions. Our results suggest that increased VGLUT1-2 may contribute to abnormal glutamate secretion, given that VGLUT expression has been shown to directly influence quantal glutamate release (Wilson et al., 2005). It has also been reported that PMCAs colocalize with VGLUT1 in presynaptic terminals (Jensen et al., 2007), raising the possibility that PMCA could ensure a tight coupling between local Ca2+ efflux and neurotransmitter release. In line with that, removal of PMCA function enhanced glutamate release (Garside et al., 2009) and elevated residual calcium within the presynaptic terminal (Jensen et al., 2007). Therefore, strong sensitivity of PMCA to ketamine inhibition coinciding with higher neuronal [Ca2+]c may profoundly contribute to altered glutamate secretion in our experimental model. This effect may not, however, be limited only to the interaction with VGLUTs but may also involve PMCA-dependent generation of Ca2+ rises within the active zones, the sites of neurotransmitter release. PMCA is clustered within these specialized calcium microdomains (Blaustein et al., 2002), so a disruption in PMCA-mediated presynaptic Ca2+ clearance by ketamine can trigger local Ca2+ rises facilitating vesicular fusion and secretion of glutamate. This creates another potential pathway by which PMCA can mediate Ca2+-dependent neurotransmission defects observed in psychotic states.

Abnormal secretion of glutamate does not always reflect enhanced glutamatergic neurotransmission, as the excess of this neurotransmitter in the synaptic cleft can be efficiently taken up by the system of excitatory amino acid transporters (EAATs). EAAT2 is the principal mechanism of glutamate clearance from the synapse (Danbolt, 2001). In this study, we detected downregulation of EAAT2 in the cortical regions following ketamine challenge, consistent with a previous report showing long-lasting decrease in EAAT2 alongside alterations in EEG and memory in chronically treated animals (Featherstone et al., 2012). Giving that EAAT2 is responsible for over 90% of glutamate uptake in adult brain (Kanai and Hediger, 2003), any changes in the amount of this transporter would lead to glutamate accumulation in the synaptic cleft and over-activation of glutamate receptors. The excess of glutamate may also activate other extra-synaptic targets leading to propagation of aberrant signaling. Interestingly, the changes in EAAT2 and VGLUT1 level seem to be inversely correlated in our study, suggesting the existence of a functional relationship between both transporters already reported in certain neurological deficits (Sánchez-Mendoza et al., 2010). It has been demonstrated that repeated ketamine administration increased the number of glial fibrillary acidic protein (GFAP)-positive astrocytes but led to the cortical neuron damage (Liu et al., 2011). Therefore, differential expression of EAAT2 and VGLUT1 can be attributed to ketamine-induced activation of different signaling pathways rather than changes in the relative size of neuronal and glial populations. One proposed mechanism involves ketamine-mediated reduction of PP2A and PI3K-dependent Akt phosphorylation. This, in turn, is assumed to decrease NF-kB phosphorylation, ultimately driving EAAT2 downregulation (Li et al., 2006). Interestingly, no such regulation was found for VGLUTs. Taken together, the reduction in EAAT2, which seems to go against the homeostatic role of VGLUTs, can be driven by different signaling pathways and might reflect a compensatory, yet pathogenic mechanism aimed to increase glutamate level in the synaptic cleft, in a futile attempt to restore defective NMDAR function. As was reported in the study of functional EAAT2 knockdown (Rothstein et al., 1996), it is plausible that EAAT2 downregulation by ketamine observed in our study may eventually increase glutamate concentration to neurotoxic values, leading to excitotoxic neurodegeneration.




CONCLUSION

In conclusion, our data demonstrate that inhibitory action of ketamine on PMCA is a general phenomenon, not limited only to cortical structures. Although the effect of PMCA blockage seems to globally contribute to Ca2+ homeostasis dysregulation, region-specific alterations in PSD95 clustering with NMDA receptor subunits and/or PMCA4 may shape local calcium signaling and modulate cell response to ketamine administration. As shown in schematic Figure 9, incorrectly progressing postsynaptic Ca2+ signal, mainly due to ketamine interference with Ca2+ clearance, may induce a feedback response leading to long-lasting increases in presynaptic glutamate secretion. The aberrant glutamatergic neurotransmission may in turn produce aberrant signal leading to generation of psychotic-like effects and potential excitotoxicity. Our work points out a novel mechanism by which ketamine-triggered postsynaptic changes may affect presynaptic neurotransmitter release and indicates molecular components of neurosignaling involved in psychomimetic action of ketamine.


[image: image]

FIGURE 9. Schematic representation of events induced by ketamine. During neurotransmission, presynaptically released glutamate binds to both AMPA and NMDA receptors. Activation of AMPA receptors depolarizes postsynaptic membrane, driving Mg2+ out of the NMDA receptor pore. This allows for Ca2+ entry to the cell, from whence it is subsequently rapidly extruded into the synaptic cleft by high-affinity PMCA. This allows for tight control of intrasynaptic [Ca2+]c rises and propagation of unaltered downstream signals (A). Blockage of NMDA receptors by ketamine induces massive Ca2+ influx through AMPA receptors. Ketamine also inhibits PMCA, depleting cellular Ca2+-clearing potency and leading to elevated [Ca2+]c within the synapse. This triggers formation of NMDAR/PSD95/PMCA complexes, putatively located close to the Ca2+ entry sites and acting to restore resting [Ca2+]c. These complexes may further recruit signaling molecules but transmission of aberrant retrograde signal leads to a long-lasting increase in presynaptic glutamate secretion facilitated by overexpression of VGLUTs. Once released, glutamate is not effectively cleared due to downregulation of glial EAAT2 in what seems to constitute another adaptive change to restore defective postsynaptic NMDA receptor-mediated signaling. The excess of glutamate in the synaptic cleft may activate extra-synaptic receptors and together with dysregulated Ca2+ homeostasis contribute to the propagation of abnormal signals (B).
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Cell proliferation and differentiation are interdependent processes. Here, we have asked to what extent the two processes of neural progenitor cell amplification and differentiation are functionally separated. Thus, we analyzed whether it is possible to rescue a defect of terminal differentiation in progenitor cells of the dentate gyrus, where new neurons are generated throughout life, by inducing their proliferation and/or their differentiation with different stimuli appropriately timed. As a model we used the Tis21 knockout mouse, whose dentate gyrus neurons, as demonstrated by us and others, have an intrinsic defect of terminal differentiation. We first tested the effect of two proliferative as well as differentiative neurogenic stimuli, one pharmacological (fluoxetine), the other cognitive (the Morris water maze (MWM) training). Both effectively enhanced the number of new dentate gyrus neurons produced, and fluoxetine also reduced the S-phase length of Tis21 knockout dentate gyrus progenitor cells and increased the rate of differentiation of control cells, but neither factor enhanced the defective rate of differentiation. In contrast, the defect of terminal differentiation was fully rescued by in vivo infection of proliferating dentate gyrus progenitor cells with retroviruses either silencing Id3, an inhibitor of neural differentiation, or expressing NeuroD2, a proneural gene expressed in terminally differentiated dentate gyrus neurons. This is the first demonstration that NeuroD2 or the silencing of Id3 can activate the differentiation of dentate gyrus neurons, complementing a defect of differentiation. It also highlights how the rate of differentiation of dentate gyrus neurons is regulated genetically at several levels and that a neurogenic stimulus for amplification of neural stem/progenitor cells may not be sufficient in itself to modify this rate.

Keywords: hippocampal neurogenesis, neural differentiation, neural progenitor cells, NEUROD2, Id3, Tis21, mouse models, neurogenic stimuli


INTRODUCTION

Cell proliferation and differentiation of neural stem and progenitor cells are correlated processes. It is known that the cell cycle machinery exerts a direct role in fate determination and in the first stages of differentiation (Hardwick et al., 2015) and, on the other hand, that several transcription factors coordinately control both differentiation and cell cycle exit by regulating the expression of several cell cycle components (Lacomme et al., 2012). Moreover, it has been proposed that variations of cell cycle length regulate differentiation progression (Calegari and Huttner, 2003; Calegari et al., 2005; Brandt et al., 2012). In fact, a positive or negative modulation of the expression of cyclin D1, which controls the G1 to S phase progression of the cell cycle, affects the abundance of progenitor cells (Lange et al., 2009). However, the amplification of neural stem cells triggered by cyclin D1 overexpression is not sufficient to enhance the generation of new neurons, unless the proliferative stimulus ceases after amplification, in order to allow the process of differentiation (Artegiani et al., 2011). This suggests that expansion and differentiation of neural stem cells are correlated processes, although the extent to which they are mutually interacting remains open to investigation.

We have recently observed that ablation of the antiproliferative transcriptional cofactor Tis21 (also known as PC3 or Btg2), although increasing the proliferation of progenitor cells of the dentate gyrus, paradoxically leads to accumulation of early differentiated neurons, which cannot terminally differentiate although they have already exited the cell cycle (Farioli-Vecchioli et al., 2009). We and others have demonstrated, by silencing Tis21, that Tis21 exerts on neural cells of the dentate gyrus and subventricular zone an intrinsic pro-differentiative action (Farioli-Vecchioli et al., 2009, 2014a; Attardo et al., 2010). This Tis21 knockout-dependent selective impairment of the terminal differentiation suggests that this step is functionally separable from the cell cycle.

The dentate gyrus of the hippocampus is a neurogenic niche where new neurons are generated throughout adulthood from putative neural stem cells with radial glial-like morphology, identified by the expression of GFAP in their processes (Seri et al., 2001), and expressing also nestin or Sox2 (defined as type-1 cells; Graham et al., 2003; Kempermann et al., 2004; Komitova and Eriksson, 2004). Stem cells mature through successive stages in proliferating progenitor cells, namely type-2ab and type-3 cells. Type-2a and type-2b are both nestin positive, but only the latter is positive for the immature neuronal marker doublecortin (DCX), whereas type-3 cells express mainly DCX (Filippov et al., 2003; Fukuda et al., 2003; Kronenberg et al., 2003). Finally, progenitor cells attain the early postmitotic stage of adult granule cell, characterized by the transient expression of Ca-binding protein Calretinin (stage 5), which is later replaced with Calbindin in mature granule cells (stage 6; Brandt et al., 2003; Steiner et al., 2004). The endogenous Tis21 is expressed in type-2/type-3 progenitor cells and in stage 6 (Calbindin-positive) terminally differentiated neurons, but is absent in stage 5 neurons (Attardo et al., 2010), with a pattern fully compatible with the stage 6-specific impairment of maturation observed after ablation of Tis21. In fact, in the absence of Tis21, stage 5 early postmitotic neurons cannot differentiate into stage 6 neurons (Farioli-Vecchioli et al., 2009).

In this report, our first aim has been to investigate the relationship between proliferation and differentiation in dentate gyrus adult neurons by analyzing whether the impairment of terminal differentiation, elicited by Tis21 knockout, can be reversed by a neurogenic stimulus inducing mainly proliferation of progenitor cells, such as the inhibitor of serotonin reuptake, fluoxetine. At the origin of our attempt was also the recent finding that the proliferating stem cells (type-1, GFAP+) or the committed progenitor cells (type-3, NeuroD1+) of the hippocampus, divide faster accelerating the S-phase (Brandt et al., 2012). The authors surmise the idea that once stem/progenitor cells are activated, then they rapidly divide and differentiate. This hypothesis is congruent with a previous “disposable stem cell” model, where a stem cell that has left the quiescent state then rapidly travels toward a differentiated state (Encinas et al., 2011); while it is in contrast with previous findings indicating that the pool of expanding neural stem and precursor cells in the cortex invests more time in S-phase for quality control of DNA replication (Arai et al., 2011).

Chronic treatment with fluoxetine efficiently stimulates neurogenesis by selective targeting of the serotoninergic pathway (Malberg et al., 2000; Santarelli et al., 2003; Encinas et al., 2006). Fluoxetine has a neurogenic action less dependent from non-specific systemic effects involving general metabolism, vasculogenesis etc., produced by other proliferative stimuli such as physical exercise (van Praag et al., 1999; Kempermann, 2008; Falone et al., 2012). We chose fluoxetine also because it is endowed with the abilities to accelerate the maturation of immature DCX+ cells (Wang et al., 2008) as well as to promote the survival of progenitor cells of the dentate gyrus (Encinas et al., 2006). Specific protocols were adopted in order to highligth not only proliferation, but also differentiation and survival.

We also sought to rescue the terminal differentiation defect by physiologically inducing the maturation of dentate gyrus neurons through a cognitive stimulus, by a specific paradigm of spatial learning acting on 1-week-old neurons, i.e., at the end of the proliferative phase, when the neurogenic effect of the task is more pronounced (Gould et al., 1999; Epp et al., 2013).

Finally, we attempted with a focused approach to genetically complement the defective terminal differentiation, i.e., by regulating the expression of two genes, one of which, the key inhibitor of proneural basic helix-loop-helix (bHLH) genes, Id3 (Lyden et al., 1999; Yokota, 2001), is strictly involved in the Tis21-dependent mechanisms, whereas the other, the proneural gene NeuroD2 (Schwab et al., 2000; Olson et al., 2001), is coexpressed with Tis21 in differentiating dentate gyrus cells.

In fact, we silenced in vivo Id3, which is negatively regulated by Tis21 in dentate gyrus cells (Farioli-Vecchioli et al., 2009), or we overexpressed NeuroD2.

Notably, stage 5 neurons express mainly NeuroD1, which has been implicated in the process of hippocampal determination and terminal differentiation (Liu et al., 2000; Schwab et al., 2000; Gao et al., 2009), while stage 6 mature neurons co-express with Tis21 and NeuN also NeuroD2 (Roybon et al., 2009; Attardo et al., 2010). This latter has been shown to induce the neural phenotype and to be involved in dentate gyrus development but not, so far, in the process of its terminal differentiation (Olson et al., 2001; Sugimoto et al., 2009; Ravanpay et al., 2010).

We show in this report that the defect of terminal differentiation of Tis21-null dentate gyrus neurons can be rescued genetically, either by NeuroD2 overexpression or Id3 silencing in vivo, but not by neurogenic stimuli acting mainly, though not exclusively, on proliferation, even accelerating the cell cycle. This suggests that the proliferative state may influence the amplification of progenitor cells but not their terminal differentiation rate.



MATERIALS AND METHODS


Mouse Lines and Genotyping

The Tis21 knockout mice were of the C57BL/6 (B6) strain and had a replacement of the entire exon II of the Tis21 gene. Mutant mice had been generated previously, as described (Park et al., 2004). Genotyping of mice was routinely performed by polymerase chain reaction (PCR), using genomic DNA from tail tips, as described (Farioli-Vecchioli et al., 2009). Mice were maintained under standard specific-pathogen-free conditions; all animal procedures were carried out on male mice and completed in accordance with the Istituto Superiore di Sanita’ (Italian Ministry of Health; authorizations DM 442-2016-PR and DM 04/2013) and current European (directive 2010/63/EU) Ethical Committee guidelines.



BrdU and Fluoxetine Treatment of Mice and Sample Preparation for Immunohistochemistry

Differentiated (28-day-old) neurons in the dentate gyrus were detected in Tis21 wild-type and knockout mice after treatment with five daily i.p. injections of bromodeoxyuridine (BrdU; 95 mg/kg b.wt., 10 μl/g b.wt.; Sigma–Aldrich, S.Louis, MO, USA) from P60 to P64, followed by perfusion at P88. In Morris water maze (MWM) experiments BrdU was administered at P60 (two daily injections, 95 mg/kg i.p) and analysis was performed 21 days later. Fluoxetine (10 mg/Kg b.wt., 10 μl/g b.wt.; Tocris Bioscience, Bristol, United Kingdom) or vehicle in control groups (sterilized water) was administered daily by i.p. injection to 2-month-old mice for 18 days (in proliferation and differentiation experiments) or, in experiments aimed to measure the Ts length, to 39-day-old mice for 21 days. Treatments are summarized in Supplementary Table S1. Brains were collected after transcardiac perfusion with 4% paraformaldehyde (PFA) in PBS—DEPC and kept overnight in PFA. Brains of 14-day-old mice were directly fixed by immersion in PFA. Afterwards, brains were equilibrated in sucrose 30% and cryopreserved at −80°C.



Immunohistochemistry

Immunohistochemistry was performed on serial free-floating coronal sections cut at 40 μm thickness in a cryostat at −25°C from brains embedded in Tissue-Tek OCT (Sakura, Torrence, CA, USA). The sections were then processed immunohistochemically for multiple labeling with BrdU and other cellular markers using fluorescent methods.

Proliferating subpopulations of progenitor cells were identified using a goat polyclonal antibody against DCX (Santa Cruz Biotechnology, Santa Cruz, CA, USA; SC-8066; 1:300) and a mouse monoclonal against nestin (Millipore, Temecula, CA, USA; MAB353; 1:100).

BrdU incorporation was visualized by denaturing DNA through pretreatment of sections with 2N HCl 45 min at 37°C, followed by 0.1 M sodium borate buffer pH 8.5 for 10 min. The sections were then incubated overnight at 4°C with a rat monoclonal antibody against BrdU (AbD Serotech, Raleigh, NC, USA; MCA2060; 1:400), together with other primary antibodies, as indicated: rabbit polyclonal antibody against Calretinin (Swant, Bellinzona, Switzerland; 7699/4, 1:200), mouse monoclonal antibody raised against NeuN (Millipore, Temecula, CA, USA; MAB377; 1:300).

Proliferating, immature and terminally differentiated neurons infected with retroviruses were visualized by means of chicken polyclonal antibody against GFP (green fluorescent protein; Aves Labs, Tigard, OR, USA; GFP-1010; 1:100) together with either a rabbit monoclonal antibody against Ki67 (Thermo Scientific, Fremont, CA, USA; SP6; 1:150), or a rabbit polyclonal antibody against Calretinin (Swant, Bellinzona, Switzerland; 7699/4, 1:200) and a mouse monoclonal antibody raised against NeuN (Millipore, Temecula, CA, USA; MAB377; 1:300). The NeuroD1 antibody used in cell cycle studies was a goat polyclonal (R&D Systems, Minneapolis, MN, USA; AF2746; 1:200).

Secondary antibodies used to visualize the antigen were all, with the exception of the secondary anti-GFP, from Jackson ImmunoResearch (West Grove, PA, USA) as follows: a donkey anti-rat antiserum conjugated to tetramethylrhodamine isothiocyanate (TRITC) (BrdU), a donkey anti-rabbit antiserum conjugated to Cy2 (calretinin), a donkey anti-mouse antiserum conjugated to Alexa-647 (NeuN), a donkey anti-rabbit antiserum Cy3-conjugated (Ki67 and calretinin), a donkey anti-mouse Cy2-conjugated (nestin) and a donkey anti-goat Alexa 647-conjugated (DCX or NeuroD1). The secondary antibody to visualize GFP was an anti-chicken antiserum fluorescein-conjugated (Aves Labs). Nuclei were counterstained by Hoechst 33258 (Sigma–Aldrich; 1 μg/ml in PBS). Supplementary Table S1 summarizes the cell staining used in the different experiments.

Images of the immunostained sections were obtained by laser scanning confocal microscopy using a TCS SP5 microscope (Leica Microsystem) equipped with Laser Diode 405, Ar 488, HeNe 543, HeNe 633. Analyses were performed in sequential scanning mode to rule out cross-bleeding between channels and using combinations of three different lasers simultaneously.



Thymidine Analog Detection

For BrdU detection, see “Immunohistochemistry” Section above. Concerning IdU and CldU immunohistochemistry, sections were washed five times in TBS (Tris-buffered saline), pretreated with 2N HCl for 10 min, then washed five times in TBS. Antibodies were incubated in TBS containing 5% normal donkey serum and 0.25% Triton X-100 (Vega and Peterson, 2005).

Halogenated thymidine analogs were detected as follows: for IdU using the mouse monoclonal anti-BrdU (BD Biosciences, San Jose, CA, USA; BD 44; 1:500); for CldU using the rat monoclonal anti-BrdU (AbD Serotec, Raleigh, NC, USA; MCA2060; 1:250). Antibody specificity was analyzed in mice that were injected with either IdU or CldU alone. Secondary antibodies used to visualize the antigens were a donkey anti-rat antiserum conjugated to TRITC (CldU) and a donkey anti-mouse antiserum conjugated to Cy2 (IdU), all from Jackson ImmunoResearch (West Grove, PA, USA).



Cell Cycle Analysis

S-phase length, measured in hours (Ts), was obtained employing the equation developed by others (Vega and Peterson, 2005; Brandt et al., 2012). In order to measure Ts in 2-month-old and 2-week-old mice, we administrated IdU intraperitoneally (57.5 mg/kg in 0.02 N NaOH, 0.9% NaCl saline solution; MP Biomedicals, Solon, OH, USA), and 3 h later CldU (42.5 mg/kg b.wt. in 0.9% NaCl saline solution; Sigma–Aldrich). The injected volumes were adjusted to the body weight. Forty-five minutes after CldU, injected animals were killed for immunohistochemistry. The Ts of the NeuroD1+ progenitors was obtained through triple immunofluorescence (NeuroD1+IdU+CldU+).



Quantification of Cell Numbers

Stereological analysis of the number of cells was performed on one-in-eight series of 40-μm free-floating coronal sections (320 μm apart), which were analyzed by confocal microscopy to count cells expressing the indicated marker throughout the whole rostrocaudal extent of the dentate gyrus. To obtain the total estimated number of cells within the dentate gyrus, positive for each of the indicated markers, the average number of positive cells per section was multiplied by the total number of 40-μm sections comprising the entire dentate gyrus (about 50–60 sections), as described (Gould et al., 1999; Jessberger et al., 2005; Kee et al., 2007; Farioli-Vecchioli et al., 2008, 2012). Thus, about seven sections per mouse and at least three animals per group were analyzed. Confocal single plane images and Z-stacks with orthogonal projections of the immunostained sections were obtained using a TCS SP5 confocal laser scanning microscope (Leica Microsystems).

In Figures 3D, 4D (fluoxetine and MWM experiments, respectively) cell numbers were calculated as ratios of stage 5 or stage 6 neurons to the total number of BrdU+ cells. The virus-infected cells (Figures 5–7) were calculated as percentage ratios between GFP+Ki67+ or GFP+Calretinin±NeuN+ cells and the total number of infected cells (GFP+) in each section, and then averaged. In each virus-injected mouse were analyzed at least 15 sections throughout the whole extent of the dentate gyrus; the minimum number of GFP+ cells identified per mouse was 12. Cell number analyses were performed manually by trained experimenters using the I.A.S. software to record positive cells (Delta Sistemi, Rome, Italy).
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FIGURE 1. Treatment with fluoxetine significantly increases the number of dentate gyrus progenitor cells in adult (2-month-old) wild-type and Tis21 knockout mice. (A) Representative confocal images (20× magnification) showing proliferating dentate gyrus progenitor cells, labeled by Ki67 (red), in mice treated as described in (B). Their number increases in Tis21KO mice, as compared to Tis21WT mice, and is increased also by fluoxetine in both the Tis21KO and Tis21WT genotypes, relative to the corresponding water-treated controls. The dotted lines define the outer boundary of the granule cell layer. Scale bar, 100 μm. (B) Scheme of the protocol followed: 2-month-old mice were treated daily with fluoxetine for 18 days and then analyzed. (C) Quantification of total proliferating adult progenitor cells in wild-type and Tis21 knockout dentate gyrus, measured as Ki67-positive cells; both were significantly increased by fluoxetine. Moreover, the ablation of Tis21 induced in itself an increase of total proliferating cells, relative to wild-type. Simple effects analysis: **p < 0.01, or ***p < 0.001; PLSD ANOVA test. (D) Quantification of individual proliferating stem and progenitor cell subpopulations in wild-type and Tis21KO dentate gyrus, measured as Ki67-positive cells. The number of type-2b and type-3 progenitor cells is significantly induced by fluoxetine in both Tis21WT and Tis21KO mice. Simple effects analysis: *p < 0.05, **p < 0.01, or NS p > 0.05, PLSD ANOVA test. (C,D) Cell numbers in the dentate gyrus are mean ± SEM of the analysis of 4–6 animals per group (see Supplementary Table S1).
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FIGURE 2. Treatment with fluoxetine significantly reduces the length of the S phase in Tis21 knockout 2-month-old dentate gyrus progenitor cells. (A) Representative confocal images of cycling cells (40× magnification), with 3D reconstruction from Z-stack and orthogonal projections of triple- and double-positive cells. Cycling cells are shown: (i) cells in S-phase during the 3 h interval after the IdU pulse and before CldU (IdU+/CldU− cells, green, arrow; or NeuroD1+/IdU+/CldU−, blue-green, arrows with dotted line); (ii) cells in S-phase during the CldU pulse (IdU−/CldU+cells, red, arrowhead); (iii) or cells that were in S-phase during both pulses and continued throughout the cell cycle (IdU+/CldU+, yellow-green, asterisk; or NeuroD1+/IdU+/CldU+, white, at lines intersection). Scale bar, 50 μm. (B) Treatment timeline: 2-month-old wild-type and Tis21 knockout mice, after fluoxetine treatment for 21 days, were injected with IdU and CldU 3 h and 45 min, respectively, before analysis. (B′) Equation to calculate the S-phase length. The ratio of cells that have left the S phase during the interval of 3 h between injections (IdU+/CldU− cells) to the total number of IdU+ cells is equal to 3 h/Ts. (C) Graphs showing the measurement of the length of the S phase (Ts) for the total population of progenitor cells and (D) for the NeuroD1+ progenitor cells population in the different experimental conditions. (C) A shortening of Ts is evident only in the total population of progenitor cells, in the Tis21KO + FLX mice with respect to the Tis21WT and Tis21KO mice. Analysis of simple effects: *p < 0.05, PLSD ANOVA test. (D) NeuroD1+ progenitor cell population, analysis of simple effects: NS p > 0.05, PLSD ANOVA test. Data are mean ± SEM of the analysis of five (C) or 3–4 (D) animals per group (see Supplementary Table S1). (E) Treatment timeline and (F) analysis of S phase length (Ts) for the total proliferating stem/progenitor cells or (G) for the NeuroD1+ progenitor cells in 2-week-old wild-type and Tis21 knockout mice. *p < 0.05, or ***p < 0.001 Student’s t test. Data are mean ± SEM of the analysis of three animals per group.
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FIGURE 3. Treatment with fluoxetine highly increases the generation of early and late differentiated neurons in the adult dentate gyrus, but does not rescue the impairment of terminal differentiation in Tis21 knockout neurons. (A) Representative images (40× magnification) of the dentate gyrus of wild-type and mutant mice treated as in (B), showing early postmitotic immature neurons (stage 5, identified as bromodeoxyuridine+ (BrdU+)/Calretinin+/NeuN+ cells; white arrowheads), and terminally differentiated neurons (stage 6 neurons, identified as BrdU+/Calretinin−/NeuN+ cells). Fluoxetine increases the absolute numbers of both stage 5 and stage 6 neurons in wild-type as well as Tis21 knockout dentate gyrus. Scale bar, 50 μm. The white box area is shown with 1.8× digital magnification. (B) Scheme of the protocol followed to detect new 28-day-old differentiated neurons: 2-month-old mice received five daily injection of BrdU at the beginning of the fluoxetine treatment, which was discontinued at day 18 for the following 10 days before analysis. (C) Quantification of the number of new 28-day-old cells indicates an increase in Tis21-null dentate gyrus of stage 5 immature neurons (BrdU+/Calretinin+/NeuN+) and a decrease of terminally differentiated stage 6 neurons (BrdU+/Calretinin−/NeuN+), relative to wild-type. Fluoxetine highly increases both stage 5 and stage 6 neurons in wild-type as well as Tis21 knockout dentate gyrus. Simple effects analysis: *p < 0.05, **p < 0.01, or ***p < 0.001; PLSD ANOVA test. Cell numbers in the dentate gyrus are mean ± SEM of the analysis of three animals per group. (D) The ratio of immature neurons (stage 5, BrdU+/Calretinin+/NeuN+) or of terminally differentiated neurons (stage 6, BrdU+/Calretinin−/NeuN+) to the total number of BrdU+ 23- to 28-day-old neurons was unchanged by fluoxetine treatment in the different genotypes, except in stage 6 wild-type neurons. Simple effects analysis: NS, p > 0.05, *p < 0.05, ***p < 0.001; Mann-Whitney U test.
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FIGURE 4. Spatial training in the Morris water maze (MWM) test increases the generation of early and late differentiated neurons in the adult dentate gyrus, but is unable to rescue the defect of terminal differentiation in Tis21 knockout neurons. (A) Representative confocal images (40× magnification) of the dentate gyrus of Tis21-null mice showing postmitotic immature neurons (stage 5, BrdU+/Calretinin+/NeuN+ cells; white arrowheads) and terminally differentiated neurons (stage 6, BrdU+/Calretinin−/NeuN+ cells); MWM-trained mice show a higher number of stage 5 and stage 6 neurons in the wild-type and in Tis21 knockout dentate gyrus. Scale bar, 50 μm. The white box area is shown with 1.5× digital magnification. (B) Timeline of the protocol followed to detect new 21-day-old differentiated neurons, with two daily injection of BrdU at days 0–1, followed by 7 days of MWM training (day 8–14) and analysis at day 21. (C) MWM training highly increases the new 21-day-old immature neurons (stage 5, BrdU+/Calretinin+/NeuN+) and the stage 6 differentiated neurons (BrdU+/Calretinin−/NeuN+) in wild-type as well as in Tis21 knockout dentate gyrus. Simple effects analysis: *p < 0.05, **p < 0.01, or ***p < 0.001; PLSD ANOVA test. Cell numbers in the dentate gyrus are mean ± SEM of the analysis of five animals per group. (D) The differentiation rate (calculated as ratio of stage 5 immature neurons or of stage 6 terminally differentiated neurons to the total number of BrdU+ 21-day-old neurons) did not change in the different genotypes. Simple effects analysis: NS, p > 0.05, ***p < 0.001; Mann-Whitney U test.
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FIGURE 5. Tis21-retrovirus inhibits the deregulated proliferation of dentate gyrus progenitor cells and rescues the defective terminal differentiation of Tis21-null neurons. (A) Scheme of retrovirus infection timeline, structure, and injection area. (B) Representative confocal images (40× magnification) of coronal sections of the dentate gyrus, labeled with Hoechst 33258, Ki67 and with GFP, 5 days after infection with either GFP-Tis21 or GFP-empty retroviruses. Scale bars, 50 μm. The white arrowheads indicate cells positive for both GFP and Ki67, white arrows cells positive only for GFP. (C) Percentage ratio between GFP+Ki67+ cells and the total number of infected cells (GFP+), from the analysis of Tis21 knockout dentate gyrus infected with either GFP-Tis21 or GFP-empty virus. The percentage of dividing cells (Ki67+) is reduced by the Tis21 virus, relative to the empty virus infections. *p < 0.05 vs. cells infected with GFP-empty virus; Mann-Withney U test. (D) Representative confocal images of dentate gyrus cells triple labeled with Calretinin, NeuN and GFP, 5 days after infection with either GFP-Tis21 or GFP-empty retroviruses. Scale bars, 50 μm. White arrows indicate infected terminally differentiated neurons (GFP+Calretinin−NeuN+); arrowheads indicate infected stage 5 immature neurons (GFP+Calretinin+NeuN+). (E) Percentage ratio between stage 5 immature neurons (GFP+stage 5) or stage 6 terminally differentiated neurons (GFP+stage 6) and the total number of infected cells (GFP+), analyzed in Tis21 knockout dentate gyrus infected with either GFP-Tis21 or GFP-empty virus. The percentages of stage 5 and stage 6 neurons infected with empty virus are significantly decreased or increased, respectively, by the Tis21-expressing virus. *p < 0.05 or ***p < 0.001 vs. cells infected with GFP-empty virus; Mann-Withney U test. (C,E) Cell ratios in the dentate gyrus are mean% ± SEM of the analysis of three animals per group.
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FIGURE 6. shId3-retrovirus rescues the defective terminal differentiation of Tis21-null neurons without effects on proliferating cells. (A) Retrovirus infection timeline, structure and injection area. (B) Representative confocal images (40× magnification) of coronal sections of the dentate gyrus, labeled with Hoechst 33258 and with Ki67 and GFP, 5 days after infection with either GFP-shId3 or GFP-shLUC (control) retroviruses. Scale bars, 50 μm. The white arrowheads indicate cells positive for both GFP and Ki67. (C) Percentage ratio between GFP+Ki67+ cells and the total number of infected cells (GFP+), in Tis21 knockout dentate gyrus infected with GFP-shId3 or GFP-shLUC virus. The ratio of dividing cells (Ki67+) is not changed by the shId3 virus, relative to the shLUC control virus infections. NS, p > 0.05 vs. cells infected with GFP-shLUCvirus; Mann-Withney U test. (D) Representative confocal images of dentate gyrus cells triple-labeled with Calretinin, NeuN and GFP, 5 days after infection with either GFP-shId3 or GFP-shLUC retroviruses. Scale bars, 50 μm. White arrows indicate infected terminally differentiated neurons (GFP+Calretinin−NeuN+); arrowheads indicate infected stage 5 immature neurons (GFP+Calretinin+NeuN+). (E) Percentage ratio between stage 5 immature neurons (GFP+stage 5) or stage 6 terminally differentiated neurons (GFP+stage 6) and the total number of infected cells (GFP+), analyzed in Tis21 knockout dentate gyrus infected with either GFP-shId3 or GFP-shLUC virus. The percentages of stage 5 neurons or stage 6 neurons observed in the shLUC virus infections are significantly decreased or increased, respectively, by the shId3 virus. *p < 0.05 or **p < 0.01 vs. cells infected with GFP-shLUC virus; Mann-Withney U test. (C,E) Cell ratios in the dentate gyrus are mean% ±SEM of the analysis of three animals per group.
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FIGURE 7. NeuroD2-retrovirus rescues the defective terminal differentiation of Tis21-null neurons without affecting the proliferation of progenitor cells. (A) Retrovirus infection timeline, structure and injection area. (B) Representative confocal images (40× magnification) of coronal sections of the dentate gyrus, labeled with Hoechst 33258, Ki67 and with GFP, 5 days after infection with either GFP-NeuroD2 or GFP-empty retroviruses. Scale bars, 50 μm. The white arrowheads indicate cells positive for both GFP and Ki67, white arrows cells positive only for GFP. (C) Percentage ratio between GFP+Ki67+ cells and the total number of infected cells (GFP+), in Tis21 knockout dentate gyrus infected with GFP-NeuroD2 or GFP-empty retroviruses. The percentage of dividing cells (Ki67+) is reduced, although not significantly, by the NeuroD2 virus, relative to control virus infections. NS, p > 0.05 vs. cells infected with GFP-empty retrovirus; Mann-Withney U test. (D) Representative confocal images of dentate gyrus cells triple-labeled with Calretinin, NeuN and GFP, 5 days after infection with either GFP-NeuroD2 or GFP-empty retroviruses. Scale bars, 50 μm. White arrows: infected terminally differentiated neurons (GFP+Calretinin−NeuN+); arrowheads: infected stage 5 immature neurons (GFP+Calretinin+NeuN+). (E) Percentage ratio of stage 5 immature neurons (GFP+stage 5) or stage 6 terminally differentiated neurons (GFP+stage 6) to the total number of infected cells (GFP+), analyzed in Tis21 knockout dentate gyrus infected with either GFP-NeuroD2 or GFP-empty retrovirus. The higher percentage of stage 5 and the lower percentage of stage 6 control-infected neurons are equalized by the NeuroD2 virus. *p < 0.05 or ***p < 0.001 vs. cells infected with GFP-empty virus; Mann-Withney U test. (C,E) Cell ratios in the dentate gyrus are mean% ± SEM of the analysis of three animals per group.





Generation of Recombinant Viruses and Infection In Vivo

The retroviral vector pCAG-IRES-GFP, kindly provided by Dr. Chichung Lie (Institute of Developmental Genetics, Germany; Jessberger et al., 2008), was used to express only in dividing neural cells the cDNA of Tis21 (i.e., the murine sequence) and NeuroD2, as well as the shId3-190 RNA interfering sequence. The construct pCAG-IRES-GFP-Tis21 had been generated as previously described (Farioli-Vecchioli et al., 2014a). The construct pCAG-IRES-GFP-shId3 was generated by cloning in the SfiI-5′/PmeI-3′ sites of pCAG-IRES-GFP the whole 64-mer containing the 19-nucleotide siRNA from the pSUPER.retro-neo-GFP-shId3-190 vector, preceded by the H1 promoter and the TATA box sequence driving the transcription. pSUPER.retro-neo-GFP-shId3-190 was previously generated by us and the 19-nucleotide siRNA sequence specific to mouse Id3 was shown to efficiently reduce the Id3 mRNA levels (Farioli-Vecchioli et al., 2014a).

The same procedure was used to obtain the pCAG-IRES-GFP-shLUC retroviral vector, containing an sh-LUC control sequence specifically targeting the luciferase gene (Farioli-Vecchioli et al., 2014a). The pCAG-IRES-GFP-NeuroD2 sequence was obtained by cloning the full open reading frame of NeuroD2 mouse cDNA in the sites SfiI-5′/PmeI-3′ of pCAG-IRES-GFP. The shId3, shLUC and NeuroD2 sequences cloned into pCAG-IRES-GFP vector had been synthesized by MWG (Ebersberg, Germany) and were checked by DNA sequencing.

The different retroviruses, including pCAG-IRES-GFP-shLUC, were propagated as previously described (Farioli-Vecchioli et al., 2008). The concentrated virus solution (108 pfu/ml) was infused (1.5 μl at 0.32 μl/min) by stereotaxic surgery into the right and left dentate gyrus of anesthetized P60 Tis21-null mice (anteroposterior = −2 mm from bregma; lateral = ±1.5 mm; ventral = 2.0 mm). Infected, GFP-positive cells were counted throughout the whole extent of the dentate gyrus.

All the retroviruses generated were amphotropic and replication-deficient. Their manipulation and stereotactic injection in mice were approved by the Italian Ministry of Health (authorizations RM/IC/Op2/06/008 and 04/2007) and performed using BSL-2 and ABSL-2 containments.



Morris Water Maze

For the training in the MWM, the same protocol as in Farioli-Vecchioli et al. (2009) was used, with minor modifications. The training was carried out in a circular swimming pool of 1.3 m in diameter, filled with opaque (white) water kept at constant temperature (25 ± 1°C). The apparatus was located in a room containing prominent extra-maze cues. A hidden 15-cm-diameter platform was used. We measured the time employed by the mouse to reach the hidden platform (s). The training consisted of 28 trials (four trials per day, lasting a maximum of 60 s, with an inter-trial interval of 30 min), with the platform maintained in the same position. Mice were left for 15 s upon the platform at the end of each trial. In the event a mouse did not reach the platform within 60 s, it was gently directed to the platform by the experimenter and left for 15 s upon it (this occurred only sporadically on the first day). No probe test was performed. Only male mice (2 months of age; at least five per group) were used for the experiment. Mice behavior was recorded and analyzed offline by the EthoVision software (Noldus Information Technology, Wageningen, Netherlands).



Statistical Analysis and Experimental Design

Two-way ANOVA was used to compare the effects in all experiments on wild-type and knockout mice of fluoxetine treatment (including cell cycle length) and of MWM training; individual between-group comparisons, where appropriate, were carried out by Fisher’s PLSD ANOVA post hoc test. The variance of data in the fluoxetine and MWM experiment that were calculated as ratio of differentiated neurons (stage 5 or stage 6) to the total number of bromodeoxyuridine+ (BrdU+) cells (Figures 3D, 4D), were instead analyzed with the Kruskall-Wallis test, which accounts for the assumption of non-normal distribution; individual between-group comparisons where then performed with the non parametric Mann-Whitney U test which does not require the assumption of normal distribution. Each experimental group analyzed was composed of at least three animals. Mann-Whitney U test was also used to analyze the percent values of retrovirally infected dentate gyrus cells, as the distribution of percent data may not comply with the assumption of a normal distribution. These analyses were performed using the StatView 5.0 software (SAS Institute, Cary, NC, USA). Supplementary Table S1 summarizes mice number, experimental design and statistical tests used for each experiment. Supplementary Table S2 summarizes two-way ANOVA and post hoc analyses.

Differences were considered statistically significant at p < 0.05. All data were expressed as mean values ± SEM.




RESULTS

We have previously demonstrated that ablation of Tis21 causes a selective impairment of terminal differentiation of stage 5 into stage 6 dentate gyrus neurons (Farioli-Vecchioli et al., 2009).

We sought to ascertain whether the genetic impairment of terminal differentiation could be rescued, at first by enhancing the proliferation of stem/progenitor cells, and hence the neurogenesis, by means of a pharmacological treatment—i.e., fluoxetine, which stimulates the serotonin pathway (Malberg et al., 2000)—or by a cognitive stimulus, the MWM (Epp et al., 2013). Alternatively, we analyzed the effect of genetic stimuli on differentiation.


Fluoxetine Increases the Number of Dentate Gyrus Progenitor Cells in Wild-Type and Tis21 Knockout Mice

As a first step, we checked in our system the known ability of fluoxetine to induce the proliferation of progenitor cells of the dentate gyrus (Encinas et al., 2006; Crowther and Song, 2014; Bolijn and Lucassen, 2015). We treated 2-month-old mice with fluoxetine daily for 18 days, and then we analyzed the ongoing proliferation of dentate gyrus cells. We observed that the treatment with fluoxetine significantly increased the total number of proliferating stem and progenitor cells in the dentate gyrus (detected as Ki67+) in wild-type as well as in mutant mice, relative to the respective control-treated (with water) mice (Tis21WT vs. Tis21WT + FLX, 82% increase, p < 0.0001 PLSD test; Tis21KO vs. Tis21KO + FLX, 40% increase, p = 0.0003 PLSD test; two-way ANOVA, fluoxetine treatment effect F(1,143) = 31.8, p < 0.0001; Figures 1A–C). Moreover, as expected, the knockout of Tis21 in itself led to increased proliferation of the total proliferating cells (Tis21WT vs. Tis21KO, 55% increase, p = 0.005; Figures 1A,C). We further checked the increase of proliferation in the subpopulations of stem/progenitor cells. Type-1-2a cells were identified as nestin+DCX−, type-2b progenitor cells as nestin+ and DCX+, while type-3 cells as DCX+ and nestin− (Filippov et al., 2003; Kronenberg et al., 2003; Kempermann et al., 2004). We observed that in wild-type as well as in mutant mice the number of proliferating type-2b and type-3 progenitor cells was increased by fluoxetine treatment (type-2b, Ki67+/nestin+/DCX+ cells: Tis21WT vs. Tis21WT + FLX, 55% increase, p = 0.007; Tis21KO vs. Tis21KO + FLX, 37% increase, p = 0.016 PLSD test, two-way ANOVA, treatment effect F(1,143) = 13.2, p = 0.0004; type-3, Ki67+/nestin−/DCX+ cells: Tis21WT vs. Tis21WT + FLX, 73% increase, p = 0.013 PLSD test; Tis21KO vs. Tis21KO + FLX, 43% increase, p = 0.002 PLSD test, two-way ANOVA, treatment effect F(1,143) = 15.6, p = 0.0001; Figures 1A,D).



Fluoxetine Shortens the S-Phase Length in Tis21 Knockout Dentate Gyrus Progenitor Cells

Then, we analyzed whether fluoxetine was in itself able to enhance the proliferation of progenitor cells of the dentate gyrus by modifying the length of the cell cycle. For this, we calculated the S phase length (Ts)—which is the main determinant of cell cycle duration—using a new accurate procedure (Brandt et al., 2012; Farioli-Vecchioli et al., 2014b; Figures 2A–D). We treated 39-day-old mice with fluoxetine daily for 21 days; this protocol was used in order to maximize the proliferative effects of fluoxetine. It turned out that fluoxetine treatment was unable to alter the Ts of the wild-type proliferating progenitor cells in 2-month-old mice, whereas Ts was significantly shortened in Tis21 knockout mice treated with fluoxetine, relative to either Tis21 knockout mice control-treated or wild-type control-treated (Tis21KO vs. Tis21KO + FLX, p = 0.02 PLSD test, two-way ANOVA, treatment effect F(1,164) = 2.04, p = 0.15; Tis21WT vs. Tis21KO + FLX, p = 0.033 PLSD test; Figures 2A–C). We also checked whether fluoxetine affected the Ts of the subpopulation of progenitor cells at the threshold of differentiation, i.e., the type-3 neuroblasts, which express NeuroD1 (Roybon et al., 2009). These cells in fact, since they are at a pre-differentiation stage, may represent an interesting target for our analysis. However, no significant change of Ts induced by fluoxetine was observed in NeuroD1+ cells (two-way ANOVA, treatment effect F(1,102) = 1.10, p = 0.29; Figure 2D). Moreover, the ablation of Tis21 in itself did not alter Ts in 2-month-old dentate gyrus progenitor cells, relative to wild-type mice (Figures 2C,D). However, considering that Tis21, in addition to the intrinsic pro-differentiative function, has antiproliferative properties (Farioli-Vecchioli et al., 2009), it seemed appropriate to test whether the deletion of Tis21 could in itself modify the cell cycle length at an earlier age —2 weeks— when the proliferation in the dentate gyrus is stronger (Gilley et al., 2011). We found that indeed the Ts of the total population of stem/progenitor cells in 14-day-old Tis21 knockout mice resulted significantly shorter than in wild-type mice (about 19% decrease, p = 0.0005; Figures 2E,F). Furthermore, a significant decrease was observed also for the Ts of the subpopulation of NeuroD1+ progenitor cells (21% decrease, p = 0.023; Figures 2E,G).

Taken together, these data indicated that: (i) fluoxetine enhances the proliferation of the adult wild-type dentate gyrus progenitor cells, but is able to accelerate the S phase only in mice ablated of Tis21 (probably because of a permissive condition consequent to the absence of the antiproliferative Tis21); and that (ii) the knockout of Tis21 in itself causes an acceleration of the S phase although detectable only in young mice.



Fluoxetine Enhances the Generation of Early and Late Differentiated Neurons in the Dentate Gyrus, but Does Not Rescue the Defective Terminal Differentiation of Tis21 Knockout Neurons

Having ascertained that fluoxetine exerts a powerful proliferative effect in mice of about 2-months of age on Tis21 knockout and wild-type dentate gyrus progenitor cells, we studied the effect of fluoxetine treatment on their terminal differentiation.

P60 mice were treated with fluoxetine for 18 days and injected with BrdU daily for the last 5 days of fluoxetine treatment. Dentate gyrus cells were analzyed at the end of the treatment, in this way monitoring essentially the proliferative effect of fluoxetine on progenitor cells. We observed that, although fluoxetine induced in both wild-type and knockout mice an increase of the number of immature and terminally differentiated neurons, fluoxetine was not able to restore their rate of differentiation (measured over the total number of BrdU+ cells) in mutant mice (data not shown and Supplementary Table S1).

Thus, we modified the protocol of treatment by adding at the end an off treatment period of 10 days, in order to allow the differentiation of the newly generated progenitor cells, and to better assess whether fluoxetine is able to accelerate the differentiation of progenitor cells in mutant mice (Supplementary Figures S1A–C).

We observed that fluoxetine significantly increased in both wild-type and knockout mice the number of stage 5 (BrdU+/Calretinin+/NeuN+, hereafter named as BrdU+/stage 5, Tis21WT vs. Tis21WT + FLX, p = 0.02 PLSD test; Tis21KO vs. Tis21KO + FLX, p = 0.009 PLSD test, two-way ANOVA, treatment effect F(1,121) = 11.74, p = 0.0008; Supplementary Figure S1C) and stage 6 neurons (BrdU+/Calretinin−/NeuN+, hereafter named as BrdU+/stage 6, Tis21WT vs. Tis21WT + FLX, p = 0.008 PLSD test; Tis21KO vs. Tis21KO + FLX, p = 0.005 PLSD test, two-way ANOVA, treatment effect F(1,121) = 15.23, p = 0.0002; Supplementary Figure S1C).

Notably, while the rate of differentiation after fluoxetine, measured as the ratio of terminally differentiated neurons to the total number of BrdU+ 10- to 15-day-old neurons, was restored to normal values in stage 5 neurons, the rate of stage 6 neurons remained lower in mutant mice relative to wild-type, indicating that no rescue of the defect of terminal differentiation occurred (BrdU+/stage 6 in total BrdU+: Tis21WT + FLX vs. Tis21KO + FLX, p < 0.0001, Mann-Whitney U test, Kruskall-Wallis (d.f. 3) H = 45.42, p < 0.0001; Supplementary Figure S1D).

Next, we decided to modify the protocol by anticipating BrdU injections at the beginning of the treatment, in order to detect the initial amplification of the different cohorts of neurons throughout the process of maturation during the treatment with fluoxetine, which is also endowed with a prodifferentiative action (Wang et al., 2008). We left the off treatment period of 10 days at the end, to allow the complete differentiation of the newly generated progenitor cells. Such protocol would highlight the effect of fluoxetine treatment not only on the proliferation and differentiation but also on the survival of progenitor cells (Encinas et al., 2006).

As a preliminary test, we checked whether the new conditions, with five daily injections of BrdU from the first day of treatment, allow to detect the proliferative effect of fluoxetine (Supplementary Figures S2A–C). In fact, a previous study indicated that an increase of BrdU+ cells by fluoxetine was detected between 5 days and 14 days of treatment, after, however, a single injection of BrdU before treatment (Malberg et al., 2000). We observed that BrdU+ cells are significantly increased by fluoxetine treatment for 7 days (BrdU+, Tis21WT vs. Tis21WT + FLX, one-way ANOVA F(1,70) = 4.6, p = 0.035; Supplementary Figure S2C), plausibly before a fluoxetine-dependent survival action may take place (Caiaffo et al., 2016). Therefore, our protocol appears to be suited to detect the effect of fluoxetine on both proliferation and differentiation of progenitor cells, with also a prosurvival component that certainly plays a part during the treatment.

Thus, we induced the process of neurogenesis by treating P60 mice with fluoxetine for 18 days, followed by a period of 10 days in the absence of treatment, to allow the differentiation of the newly generated progenitor cells. New neurons were labeled by five daily injections of BrdU performed during the first 5 days of fluoxetine treatment (Figures 3A,B; see scheme 3B). This protocol, from Wang et al. (2008) with modifications, allows detection of new 23- to 28-day-old differentiated neurons, generated with or without the neurogenic stimulus of fluoxetine.

We observed an increase of immature stage 5 neurons in Tis21 knockout mice, relative to wild-type (BrdU+/stage 5 neurons, p = 0.028 PLSD test; Figures 3A,C) and a decrease of terminally differentiated stage 6 neurons (BrdU+/stage 6 neurons, p = 0.03; Figures 3A,C), as expected. Fluoxetine significantly increased in wild-type and in mutant mice the number of differentiated neurons, either immature (BrdU+/stage 5, Tis21WT vs. Tis21WT + FLX, p = 0.007 PLSD test; Tis21KO vs. Tis21KO + FLX, p = 0.0013 PLSD test, two-way ANOVA, treatment effect F(1,80) = 18, 466, p < 0.0001; Figure 3C), or terminally differentiated (BrdU+/stage 6, Tis21WT vs. Tis21WT + FLX, p < 0.0001 PLSD test; Tis21KO vs. Tis21KO + FLX, p = 0.0004 PLSD test, two-way ANOVA, treatment effect F(1,79) = 72.355, p < 0.0001; Figure 3C). The increase of 28-day-old neurons confirms that the cell cycle acceleration of progenitor cells induced by fluoxetine enhances the generation of viable neurons. Fluoxetine treatment, however, was unable to functionally counteract the impairment of differentiation occurring in Tis21 knockout mice, as the number of terminally differentiated neurons (BrdU+/stage 6) observed in mutant mice after fluoxetine treatment remained significantly lower than in wild-type mice treated with fluoxetine (Tis21KO + FLX vs. Tis21WT + FLX, p < 0.0001 PLSD test; Figure 3C).

Moreover, if we visualize in Figure 3D the rate of differentiation by analyzing the ratio of terminally differentiated neurons (BrdU+/stage 6) to the total number of BrdU+ 23- to 28-day-old neurons, this was slightly but significantly changed by fluoxetine in wild-type, indicating a mild pro-differentiative effect by fluoxetine. However, again, no change by fluoxetine occurred in the ratio of immature or terminally differentiated neurons of mutant mice (BrdU+/stage 5 in total BrdU+: Tis21WT vs. Tis21WT + FLX, p = 0.14 or Tis21KO vs. Tis21KO + FLX, p = 0.09 Mann-Whitney U test, Kruskall-Wallis (d.f. 3) H = 38.92, p < 0.0001; BrdU+/stage 6 in total BrdU+: Tis21WT vs. Tis21WT + FLX, p = 0.017 or Tis21KO vs. Tis21KO + FLX, p = 0.30 Mann-Whitney U test, Kruskall-Wallis (d.f. 3) H = 30.96, p < 0.0001; Figure 3D). In fact, the pattern of increase of stage 5 neurons and the decrease of stage 6 neurons elicited by Tis21 knockout, relative to wild-type mice, remained the same also after fluoxetine treatment (BrdU+/stage 5 in total BrdU+: Tis21WT + FLX vs. Tis21KO + FLX, p < 0.0001, Mann-Whitney U test; BrdU+/stage 6 in total BrdU+: Tis21WT + FLX vs. Tis21KO + FLX, p < 0.0001, Mann-Whitney U test; Figure 3D).

As a whole, this indicates that the defect of terminal differentiation of stage 5 into stage 6 neurons in Tis21 knockout mice is refractory to rescue by the proliferative and pro-differentiative neurogenic stimulus of fluoxetine, and suggests that this process is separate from the expansion of progenitor cells.



Training in the Morris Water Maze Enhances Neurogenesis in the Dentate Gyrus, but Fails to Rescue the Defective Terminal Differentiation of Tis21 Knockout Neurons

As a second step, we tested whether a different neurogenic stimulus —namely, spatial learning in the MWM— could rescue the differentiation defect of Tis21 knockout dentate gyrus. It has in fact been demonstrated that spatial learning activates neurogenesis and promotes the survival and incorporation of new neurons into the dentate gyrus (Gould et al., 1999). The neurogenic effect of spatial learning appears more pronounced in 1-week-old neurons, as determined by BrdU birth-dating (Epp et al., 2013). We decided to highlight the process of neuron differentiation, by analyzing the new neurons generated 21 days after two daily injections of BrdU, whereas the MWM training was performed from day 8 to day 14, when the proliferative phase was almost concluded (Figures 4A,B, see scheme 4B). This timeline was chosen following, with modifications, published protocols (Dupret et al., 2007; Epp et al., 2007). The experiments were performed in 2-month-old mice.

The MWM was performed as described in Farioli-Vecchioli et al. (2009) with minor modifications. In this task, mice learn across daily sessions to find a hidden escape platform using extra-maze visual cues. Tis21KO and Tis21WT mice performed equally in the task (Supplementary Figure S3). MWM training elicited in the dentate gyrus of both wild-type and Tis21 knockout mice a significant increase of immature neurons (BrdU+/stage 5, Tis21WT vs. Tis21WT + MWM, p = 0.042; Tis21KO vs. Tis21KO + MWM, p < 0.0001 PLSD test, two-way ANOVA, MWM effect F(1,270) = 27.17, p < 0.0001; Figure 4C), as well as of terminally differentiated neurons (BrdU+/stage 6, Tis21WT vs. Tis21WT + MWM, p < 0.002 PLSD test; Tis21KO vs. Tis21KO + MWM, p = 0.011 PLSD test, two-way ANOVA, MWM effect F(1,270) = 15.35, p = 0.0001; Figure 4C). Notably, after MWM training the difference between the number of wild-type and Tis21 knockout terminally differentiated neurons was reduced to a non-significant level, suggesting that some rescue of terminal differentiation occurred (BrdU+/stage 6, Tis21WT + MWM vs. Tis21KO + MWM, p = 0.070 PLSD test; Figure 4C). Nevertheless, when we analyzed the ratio of stage 5 or 6 neurons to the total number of BrdU+ neurons, no change was exerted by MWM training (BrdU+/stage 5 in total BrdU+: Tis21WT vs. Tis21WT + MWM, p = 0.87 or Tis21KO vs. Tis21KO + MWM, p = 0.37 Mann-Whitney U test, Kruskall-Wallis (d.f. 3) H = 30.41, p < 0.0001; BrdU+/stage 6 in total BrdU+: Tis21WT vs. Tis21WT + MWM, p = 0.68 or Tis21KO vs. Tis21KO + MWM, p = 0.57 Mann-Whitney U test, Kruskall-Wallis (d.f. 3) H = 36.17, p < 0.0001; Figure 4D). Hence, the Tis21 knockout-induced pattern of increase of stage 5 neurons and decrease of stage 6 neurons, relative to wild-type mice, remained the same also after MWM training, indicating that the defect in the differentiation rate of Tis21 knockout neurons was not rescued (BrdU+/stage 5 in total BrdU+: Tis21WT + MWM vs. Tis21KO + MWM, p < 0.0001, Mann-Whitney U test; BrdU+/stage 6 in total BrdU+: Tis21WT + MWM vs. Tis21KO + MWM, p < 0.0001, Mann-Whitney U test; Figure 4D).



The Impairment of Differentiation in Tis21-Null Progenitor Cells of the Dentate Gyrus Is Rescued by Id3 Silencing and by NeuroD2

As a way to assess the specificity of impairment of the differentiation observed in Tis21 knockout mice, we sought to rescue it by injecting in the dentate gyrus retroviruses expressing (or silencing) either Tis21 (Figure 5) or genes regulating neural differentiation at specific steps, namely, Id3 (Figure 6) and NeuroD2 (Figure 7). The gene Id3, which negatively regulates neural differentiation (Lyden et al., 1999; Andres-Barquin et al., 2000; Yokota, 2001), has been previously shown to be strongly repressed by Tis21 in dentate gyrus neurons (Farioli-Vecchioli et al., 2009); whereas NeuroD2 is involved in the process of dentate gyrus development and survival (Olson et al., 2001) and is amongst the bHLH genes target of the inhibitory activity of Id3.

The infection of the dentate gyrus of Tis21-null adult mice (at P60) with a retrovirus expressing Tis21 and GFP (pCAG-IRES-GFP-Tis21; Figures 5A–E) occurred only in proliferating progenitors; however, the analysis of infected cells (GFP+) was performed 5 days after infection, hence cells were detected that either continued to proliferate or had differentiated. The pCAG-IRES-GFP-Tis21 virus effectively inhibited the proliferation of dividing progenitors (GFP-Tis21+Ki67+/total GFP-Tis21+ vs. GFP-empty+Ki67+/total GFP-empty+ p = 0.015, Mann Whitney U test, used hereafter for virus infection analyses; Figures 5A,C); in parallel, the high percentage of immature stage 5 neurons and the low percentage of terminally differentiated stage 6 neurons present in Tis21-null dentate gyrus was reversed (stage 5: GFP-Tis21+stage 5/total GFP-Tis21+ vs. GFP-empty+stage 5/total GFP-empty+ p = 0.037; stage 6: GFP-Tis21+stage 6/total GFP-Tis21+ vs. GFP-empty+stage 6/total GFP-empty+ p = 0.001; Figures 5D,E). These data clearly indicate that the defect of differentiation of dentate gyrus progenitor cells is specifically dependent on the loss of Tis21.

Given that non-specific stimuli triggering the whole neurogenic machinery, either by activation of the serotoninergic pathway, or promoting the process of differentiation through cognitive training, did not rescue the defect of terminal differentiation, we now tested the specific silencing of Id3. In fact Id3 is an inhibitor of the proneural bHLH genes (Lyden et al., 1999; Yokota, 2001), and is negatively regulated at transcriptional level by Tis21 in neural cells (Farioli-Vecchioli et al., 2009).

Thus, we infected the dentate gyrus cells of Tis21-null mice with a retrovirus expressing GFP and an shRNA targeting specifically Id3 (GFP-shId3), which had been previously generated and checked for its efficiency in silencing Id3 expression (Farioli-Vecchioli et al., 2009; Figures 6A–E). We observed that the percentage of dividing progenitors observed in Tis21-null mice was not affected by the infection with the GFP-shId3 retrovirus, as compared to a control retrovirus expressing an shRNA targeting luciferase (GFP-shLUC, Farioli-Vecchioli et al., 2014a; GFP-shId3+Ki67+/total GFP-shId3+ vs. GFP-shLUC+Ki67+/total GFP-shLUC+ p = 0.35; Figures 6A,C). In contrast, the percent accumulation of immature neurons and the lower percent ratio of terminally differentiated neurons occurring in Tis21-null dentate gyrus were reversed by GFP-shId3 retrovirus (stage 5: GFP-shId3+stage 5/total GFP-shId3+ vs. GFP-shLUC+stage 5/total GFP-shLUC+ p = 0.006; stage 6: GFP-shId3+stage 6/total GFP-shId3+ vs. GFP-shLUC+stage 6/total GFP-shLUC+ p = 0.043; Figures 6D,E). Of note, the measurement of stage 5/6-infected cells (i.e., GFP+) was performed in all infection experiments as ratio to the total number of GFP+ cells, and is therefore a percentage analysis analogous to that used to measure FLX-treated progenitor cells above background in Figure 3D. Thus, the silencing of Id3 expression specifically rescues the Tis21 knockout-dependent defect of differentiation of dentate gyrus progenitor cells, without effect on their proliferation. This reveals that Id3 is a specific regulator of the terminal differentiation of dentate gyrus progenitor cells, where it acts under control of Tis21 (Farioli-Vecchioli et al., 2009), and that proliferation and differentiation in this system are genetically dissociable.

We further tested whether the proneural gene NeuroD2 could specifically rescue the defect of terminal differentiation of Tis21-null neurons. This choice was based on the fact that NeuroD2 has been shown to induce neural differentiation in embryonic stem cells (Sugimoto et al., 2009) and to be selectively expressed in stage 6 dentate gyrus neurons, i.e., with Tis21 (Roybon et al., 2009; Attardo et al., 2010).

Thus, we generated a retrovirus expressing GFP and the NeuroD2 coding region (GFP-NeuroD2) and used it to infect the dentate gyrus cells of Tis21-null mice. We noticed a manifest decrease, albeit below significance, of the proliferating stem/progenitor cells expressing the NeuroD2 virus, relative to control-infected cells (GFP-NeuroD2+Ki67+/total GFP-NeuroD2+ vs. GFP-empty+Ki67+/total GFP-empty+ p = 0.15; Figures 7A,C). In contrast, the higher percentage of stage 5 immature neurons and the lower percentage of terminally differentiated neurons occurring in Tis21-null dentate gyrus were overturned in cells infected by the NeuroD2 retrovirus (stage 5: GFP-NeuroD2+stage 5/total GFP-NeuroD2+ vs. GFP-empty+stage 5/total GFP-empty+ p = 0.0004; stage 6: GFP-NeuroD2+stage 6/total GFP-NeuroD2+ vs. GFP-empty+stage 6/total GFP-empty+ p = 0.044; Figures 7D,E). This indicates that NeuroD2, similarly to Id3, is a specific regulator of the terminal differentiation of dentate gyrus progenitor cells, able to rescue the defect of differentiation in Tis21-null dentate gyrus neurons.




DISCUSSION

We have previously shown that the timing of differentiation is crucial for the correct maturation and function of the hippocampal neuron. In fact we have observed that the acceleration of the process of differentiation, exerted by conditionally overexpressing in dentate gyrus progenitor cells, the pro-differentiative gene Tis21 activated in a transgenic mouse, drastically impairs the functionality of the neuron to encode and retrieve memories. Such impairment is more pronounced than that caused by the deletion of new neurons, and is probably consequent to the dominant negative effect of recruiting in memory circuits a functionally defective new neuron (Farioli-Vecchioli et al., 2008; Tirone et al., 2013).

Here we observe that in a neuron with a genetic impairment of terminal differentiation, dependent on the ablation of Tis21, a neurogenic stimulus triggering a very strong proliferation of progenitor cells such as that induced by fluoxetine, although able to accelerate the cell cycle rate of Tis21-knockout dentate gyrus progenitor cells, is not sufficient to enhance the rate of differentiation. Our aim was to test whether it was possible to rescue the defect of differentiation by increasing the pool of progenitor cells committed to differentiation, using a neurogenic stimulus that is mainly proliferative, like fluoxetine, but at the same time able to accelerate the maturation of immature DCX+ cells (Wang et al., 2008) and also to promote the survival (Encinas et al., 2006). We also considered that stage 5 cells, whose differentiation is impaired in Tis21 knockout dentate gyrus, are immature DCX+ cells. Notably, recently Brandt et al. (2012) showed that progenitor cells type-2b/3 (NeuroD1+) divide faster than earlier progenitor cells, suggesting that cells committed to amplification progress faster toward differentiation. We reasoned that a neurogenic stimulus may trigger such activation. These concepts are compatible also with the notion that cell cycle-dependent mechanisms modulate the activation of differentiation genes (Dalton, 2015). The idea to test the application of a strong external neurogenic stimulus came also from the fact that the increase of proliferation resulting from the deletion of Tis21 is temporally separated from the impairment of terminal differentiation, given that Tis21 is not expressed in stage 5 cells.

Fluoxetine increases the proliferation of progenitor cells, probably by increasing the serotonin (5HT) available to bind the 5HT3,4,6,7 receptors present in the hippocampus, and/or by inhibiting p21 expression (Encinas et al., 2006; Pechnick et al., 2011; Bolijn and Lucassen, 2015). Remarkably, despite the strong neurogenic action, we did not uncover any effect of fluoxetine on the length of the cycle of wild-type stem and progenitor cells, unlike what we have observed for another neurogenic stimulus, i.e., physical exercise (Farioli-Vecchioli et al., 2014b). This indicates that a neurogenic stimulus can induce neural proliferation without necessarily altering cell cycle length. Nevertheless, a significant acceleration of the S phase is exerted by fluoxetine in the progenitor cells lacking Tis21, probably as a consequence of the missing control of cell cycle normally exerted by Tis21. Notably, fluoxetine appears to be endowed also with a mild intrinsic pro-differentiative effect on new wild-type neurons, as in our treatment we observe an increase of the differentiation rate (ratio of 28-day-old neurons to the total number of new neurons generated, Figure 3D). A direct pro-differentiative effect of fluoxetine in dentate gyrus neurons had not been observed by Encinas et al. (2006), while it has been reported by Wang et al. (2008), also in line with the finding that fluoxetine increases BDNF expression in the bodies of dentate gyrus cells, where it has a strong influence on their maturation (Molteni et al., 2006; Waterhouse et al., 2012).

We adopted different protocols of treatment with fluoxetine, aimed to highlight its proliferative effect on dentate gyrus progenitor cells either alone or together with the pro-differentiation and survival effects (see Supplementary Table S1). In fact, we observe that while the neurogenic stimulus by fluoxetine highly increases the absolute number of terminally differentiated neurons (stage 6), relative to control-treated wild-type or Tis21-null dentate gyrus, that stimulus is unable to change the ratio of Tis21-null stage 6 neurons to the background production of new neurons. This indicates that changes in proliferation and/or in cell cycle length—as that observed in Tis21 knockout progenitor cells after fluoxetine treatment—do not interfere with the rate of differentiation once a genetic impairment of the process is present. No significant influence on the Tis21 differentiation defect is observed even when the proliferative stimuli are coupled to paradigms favoring the differentiation and survival by fluoxetine (Figure 3). However, in an experiment highlighting both the proliferative and differentiative effects of fluoxetine (Supplementary Figure S1), the ratio of Tis21-null stage 5 neurons to the background production of new neurons is rescued to almost normal values. Thus, the increased amount of stage 5 neurons terminally differentiates into stage 6, although this transition rate remains slower than in normal neurons. This defect of terminal differentiation is not rescued even by a neurogenic cognitive stimulus, such as the training in a hippocampus-dependent spatial memory task (Figure 4). We exploited this stimulus, which induces the generation of new neurons in the dentate gyrus, with a protocol aimed to specifically monitor the new neurons differentiated following the stimulus. As a whole, this suggests that the efficiency of the process of terminal differentiation is primarily dependent on the genetic control of that specific step and is rather independent from stimuli that trigger mainly the cellular division, despite these are likely to impact on cohorts of genes involved not only in the proliferative process but also in the first steps of differentiation (Julian et al., 2016). Apparently, the rate of differentiation of a progenitor cell that has attained the early postmitotic condition becomes independent from the pre-existing proliferative control, but the time required to attain such a condition may vary depending on the proliferative state and on the differentiative condition downstream.

Thus, it is not sufficient to merely enhance the amplification of neural stem cells in order to generate new neurons, as shown, for instance, by Artegiani et al. (2011) through induction of cyclin D1, unless the cell is in a mode permissive for differentiation.

This view would also agree with the observation made in spinal cord progenitor cells that forcing their proliferation, by overexpression of cyclin D, does not alter the neuronal fate, indicating that neuronal specification and differentiation are controlled independently of cell cycle exit (Lobjois et al., 2008).

In contrast, the specific upregulation in Tis21-null proliferating dentate gyrus progenitor cells of NeuroD2, or the silencing of Id3 by retroviral infection, determine a specific rescue of terminal differentiation of dentate gyrus neurons, further indicating that amplification and differentiation of neural progenitor cells are processes genetically separated.

This rescue also represents the first demonstration that NeuroD2 or the silencing of Id3 are able to activate the differentiation of dentate gyrus neurons.

We selected NeuroD2 as it is normally expressed in terminally differentiated (stage 6) dentate gyrus neurons (Roybon et al., 2009), concomitantly with Tis21 (Attardo et al., 2010). Thus, we asked whether NeuroD2 could substitute for Tis21. It has been previously shown that the induction of the expression of NeuroD2 in Xenopus embryos and P19 embryonal carcinoma cell line, as well as in embryonic stem cells, is sufficient to induce neural differentiation (McCormick et al., 1996; Farah et al., 2000; Sugimoto et al., 2009). Moreover, NeuroD2 is expressed in the hippocampus where it is required for survival of hippocampal neurons (Olson et al., 2001) and where it inhibits REST, involved in differentiation (Ravanpay et al., 2010; Kim et al., 2015). Interestingly, recently Richetin et al. (2015) did not observe an increase in the number of differentiating neurons in the adult dentate gyrus infected with a retrovirus expressing NeuroD2, whereas an increase was observed for NeuroD1-infected cells. It is possible that, in a system where the NeuroD1 pro-differentiative action prevails, only specific conditions—such as those occurring in the differentiation-defective Tis21 knockout system—can reveal the stage-specific pro-differentiative action of NeuroD2. Presently we do not know whether Tis21 regulates NeuroD2, although one possibility is that this occurs indirectly through Id3. Future studies will be necessary to assess this point and whether also other mechanisms or molecular partners are able to rescue the Tis21-dependent defect of terminal differentiation.

Concerning Id3, the Id proteins have a helix-loop-helix (HLH) dimerization domain but lack the DNA-binding domain and sequester E proteins, thus preventing their association to proneural basic HLH transcription factors, such as NeuroD1 or NeuroD2, in this way inactivating them (Lyden et al., 1999; Andres-Barquin et al., 2000; Yokota, 2001). In neural crest cells, Id3 has been shown to positively control the proliferation of neural cells, besides inhibiting their differentiation (Kee and Bronner-Fraser, 2005).

We have previously shown that in dentate gyrus Id3 is inhibited by Tis21, as the knockout of Tis21 greatly induces Id3 expression in that region (Farioli-Vecchioli et al., 2009). This increase of Id3 is determined by the binding of the Tis21 protein to the Id3 promoter, and is associated with a significant decrease of Calbindin, marker of the terminally differentiated dentate gyrus neurons (Farioli-Vecchioli et al., 2009). Since we show here that the silencing of Id3 rescues the defective differentiation of progenitor cells of the dentate gyrus, this indicates that Id3 controls their terminal differentiation pathway, and that Id3 is effector of Tis21, being also transcriptionally regulated by Tis21 (Farioli-Vecchioli et al., 2009). Furthermore, it is worth noting that Id3 controls the differentiation also of neuroblasts of the subventricular zone, since Id3 silencing rescues the defective differentiation observed in Tis21-null neurospheres (Farioli-Vecchioli et al., 2014a).

Altogether, our demonstration that the overexpression of NeuroD2 or the silencing of Id3 is able to restore a condition of defective differentiation is critical as it points to the possibility to use these targets to treat neurodegenerative diseases where defects of terminal differentiation of new dentate gyrus neurons occur, such as in Alzheimer’s disease, as we have previously proposed (Tirone et al., 2013). Accordingly, it has been recently demonstrated that by enhancing the differentiation of dentate gyrus progenitor cells through NeuroD1 overexpression it is possible to counteract the memory defects in a mouse model of Alzheimer’s disease (Richetin et al., 2015). Moreover, the selective expression of NeuroD2 in stage 6 neurons would suggest a specificity in targeting terminal differentiation higher than that of NeuroD1, which is highly expressed at an earlier stage, in immature neurons (Pleasure et al., 2000). These data also suggest that NeuroD2 could be no less effective than NeuroD1 in restoring the differentiative function in a neurodegenerative condition.
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FIGURE S1 | Fluoxetine, administered with a protocol highlighting proliferation and differentiation, rescues stage 5 but not stage 6 neurons defective for terminal differentiation in Tis21 knockout mice. (A) Representative confocal images (40×) showing stage 5 (BrdU+/Calretinin+/NeuN+; white arrowheads), and stage 6 neurons, (BrdU+/Calretinin−/NeuN+), treated as described in (B). Scale bar, 100 μm. (B) Two-month-old mice received five daily injection of BrdU at the end of the fluoxetine treatment, followed by 10 days off treatment to allow differentiation. (C) Quantification of the number of new 15-day-old cells shows increase in Tis21-null dentate gyrus of stage 5 immature neurons and decrease of terminally differentiated stage 6 neurons, relative to wild-type. Fluoxetine increases both stage 5 and stage 6 neurons in wild-type and Tis21 knockout dentate gyrus. Simple effects analysis: *p < 0.05, **p < 0.01, or ***p < 0.001; PLSD ANOVA test. Cell numbers in the dentate gyrus are mean ± SEM of the analysis of four animals per group. (D) The ratio of stage 5 neurons to the total number of BrdU+ cells was restored by fluoxetine in mutant cells to the values of wild-type cells; nevertheless, no rescue was observed for fluoxetine-treated stage 6 mutant neurons that remained lower than control. Simple effects analysis: NS, p > 0.05, ***p < 0.001; Mann-Whitney U test.

FIGURE S2 | Fluoxetine treatment induces after 7 days a significant increase of the number of dentate gyrus progenitor cells in adult wild-type mice, as detected following multiple BrdU injections. (A) Representative confocal images (40× magnification) showing proliferating dentate gyrus progenitor cells, labeled by BrdU (red), in mice treated as described in (B). Dotted lines delimit the outer boundary of the granule cell layer. Scale bar, 100 μm. (B) Two-month-old mice received five daily injection of BrdU at the beginning of the fluoxetine treatment, which lasted 7 days. (C) Quantification of total proliferating adult progenitor cells in wild-type dentate gyrus, measured as BrdU+ cells. Cell numbers in the dentate gyrus are mean ±SEM of the analysis of five animals per group. *p < 0.05; PLSD ANOVA test.

FIGURE S3 | Morris water maze (MWM) escape latency in wild-type and mutant mice. The MWM was performed as in Farioli-Vecchioli et al. (2009) with minor modifications. In this task, mice learn across daily sessions to find a hidden escape platform using extra-maze visual cues. Tis21KO and Tis21WT mice (both groups, n = 5) performed equally in the task. Statistical analysis (repeated measures ANOVA) showed a significant effect of training (F(6,48) = 10.26; p < 0.0001), no significant effect of genotype (F(1,8) = 1.87; p = 0.21) and no significant genotype × training interaction (F(6,48) = 0.93; p = 0.48). Shown is the daily mean escape latency (seconds ± SEM), i.e., the time animals spent to reach the hidden platform throughout the 7-day-long training. V1 and V2 refer to the first two training sessions of day 1, carried out with a visible platform to rule out mouse sensorimotor deficits (not included in the analysis). Furthermore, no significant differences between groups were detected in averaged swimming speed (p = 0.947, Student’s t test) and thigmotaxis (p = 0.702 Student’s t test) during the whole training (data not plotted).
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Chronic Stress Triggers Expression of Immediate Early Genes and Differentially Affects the Expression of AMPA and NMDA Subunits in Dorsal and Ventral Hippocampus of Rats
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Previous studies in rats have demonstrated that chronic restraint stress triggers anhedonia, depressive-like behaviors, anxiety and a reduction in dendritic spine density in hippocampal neurons. In this study, we compared the effect of repeated stress on the expression of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and N-methyl-D-aspartate (NMDA) receptor subunits in dorsal and ventral hippocampus (VH). Adult male Sprague-Dawley rats were randomly divided into control and stressed groups, and were daily restrained in their motion (2.5 h/day) during 14 days. We found that chronic stress promotes an increase in c-Fos mRNA levels in both hippocampal areas, although it was observed a reduction in the immunoreactivity at pyramidal cell layer. Furthermore, Arc mRNAs levels were increased in both dorsal and VH, accompanied by an increase in Arc immunoreactivity in dendritic hippocampal layers. Furthermore, stress triggered a reduction in PSD-95 and NR1 protein levels in whole extract of dorsal and VH. Moreover, a reduction in NR2A/NR2B ratio was observed only in dorsal pole. In synaptosomal fractions, we detected a rise in NR1 in dorsal hippocampus (DH). By indirect immunofluorescence we found that NR1 subunits rise, especially in neuropil areas of dorsal, but not VH. In relation to AMPA receptor (AMPAR) subunits, chronic stress did not trigger any change, either in dorsal or ventral hippocampal areas. These data suggest that DH is more sensitive than VH to chronic stress exposure, mainly altering the expression of NMDA receptor (NMDAR) subunits, and probably favors changes in the configuration of this receptor that may influence the function of this area.

Keywords: stress, dorsal hippocampus, ventral hippocampus, NMDA receptor subunits, AMPA receptor subunits, immediately early genes, c-Fos, Arc


INTRODUCTION

The hippocampus is a heterogeneous structure along its dorso-ventral axis, displaying a differentiated synaptic network with other brain areas, which determines its influence in different functions (Fanselow and Dong, 2010; Strange et al., 2014). Lesion studies in rodents have indicated that dorsal hippocampus (DH; posterior in primates) is implicated in cognitive functions, such as learning, memory and spatial memory acquisition (locomotion, navigation and orientation; Moser et al., 1993; Fanselow and Dong, 2010). In contrast, lesion of ventral hippocampus (VH; anterior in primates) reduces both anxiety-like behaviors (Kjelstrup et al., 2002) and freezing responses (Richmond et al., 1999), revealing that VH has a role in emotional and motivated behaviors (Fanselow and Dong, 2010; Strange et al., 2014). Recent studies revealed electrophysiological differences between DH and VH, that probably determine their specific functions (Malik et al., 2016).

On the other hand, hippocampus has a lamellar structure along its entire dorso-ventral axis, characterized by a well-defined tri-synaptic glutamatergic circuitry, in which the entorhinal cortex is the major source of input. Information flow through the hippocampus is initiated in the dentate gyrus (DG) and proceeds to CA3 and then, CA1. In turn, CA1 and subiculum send efferent back to the deep layers of the entorhinal cortex. While this classic tri-synaptic network participates in memory and learning processes, current evidence reveals an alternative circuitry in which DG neurons also project to CA2, which in turn connects to CA1 pyramidal cells (Kohara et al., 2014). Interestingly, this circuitry establishes a direct connection between DH and VH, supporting a pathway to modulate brain areas linked to ventral CA1; for instance, prefrontal cortex and basolateral amygdala (Kohara et al., 2014). Moreover, behavioral studies have revealed that CA2 circuits are crucial for social (Sotomayor-Zárate et al., 2010), temporal (Mankin et al., 2015) and probably emotional aspects of memory.

Disturbances in glutamate-mediated neurotransmission have been associated with several diseases, including cognitive impairment, anxiety and mood disorders (Sanacora et al., 2012). Hippocampal glutamatergic neurotransmission is significantly affected in animals exposed to stress, as well as in depressed patients (Sanacora et al., 2012). For instance, rodents exposed to a stressor show increased glutamate release in the hippocampus (Moghaddam et al., 1994; Popoli et al., 2011). Nonetheless, few studies have evaluated the possible differences in the response of DH and VH to stressful stimuli. Exposure of rats to a chronic unpredictable stress paradigm produces opposed effects in hippocampal poles. In the VH, stress promotes an increase in its volume, concomitant with an increase in the length of CA3 apical dendrites (Pinto et al., 2015). In contrast, in the DH, stress triggers a reduction of hippocampal volume as a consequence of decreased length of apical dendrites of CA3 and CA1 neurons (Pinto et al., 2015) and reduced dendritic spine density (Castañeda et al., 2015). Additionally, chronic stress impairs spatial memory (Pinto et al., 2015) and induces anxiety-like behaviors (Ulloa et al., 2010). These evidences suggest that stress-induced dendritic length variations have functional consequences in both DH and VH. The structural modifications observed under chronic stress in DH and VH may not only imply a variation in the number of excitatory synapses, but also in the abundance of glutamatergic receptors. The α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptor (AMPAR) is an ionotropic glutamate receptor that typically produces a fast excitatory synaptic depolarization (Anggono and Huganir, 2012; Henley and Wilkinson, 2016). The AMPAR has four different subunits (GluA1–GluA4), conforming a heterotetramer, and is organized as a dimer of dimers (Anggono and Huganir, 2012; Henley and Wilkinson, 2016). Studies have demonstrated that pyramidal neurons of the hippocampus have higher expression levels of GluA1 and GluA2 than GluA3 and GluA4 subunits (Geiger et al., 1995). Furthermore, CA1/CA2 pyramidal neurons express AMPAR complexes composed by GluA1/GluA2 and GluA2/GluA3 subunits (Wenthold et al., 1996). The subunit composition of AMPARs not only modulates cation permeability (Na+ vs. Ca2+; Anggono and Huganir, 2012; Henley and Wilkinson, 2016), but also modulates activity-dependent potentiation of synaptic transmission, such as long-term potentiation (LTP; Yang et al., 2010; Selcher et al., 2012). The N-methyl-D-aspartate receptor (NMDAR) is highly expressed in the hippocampus; it has a dual ligand and voltage gating, and mediates Na+, K+ and Ca2+ conductance (Flores-Soto et al., 2012; Sanz-Clemente et al., 2013). There are seven different NMDAR subunits: NR1, NR2 (A, B, C and D) and NR3 (NR3A and NR3B), which form a heterotetramer conformed by dimer of dimers (Flores-Soto et al., 2012; Sanz-Clemente et al., 2013). Each dimer contains the mandatory presence of NR1, which binds glycine a co-agonist and assembles with NR2 or NR3 subunits (Fukaya et al., 2003). Receptors conformed by NR1/NR2A and NR1/NR2B subunits have different electrophysiological properties and synaptic location (Sanz-Clemente et al., 2013). Although several studies have focused on the anatomic and functional differences between DH and VH, few studies have described the effect of chronic stress in the relative abundance and subunit composition of AMPAR and NMDAR. For instance, chronic unpredictable stress in adult rats elicits increased expression of the obligatory NR1 subunit, as well as of the accessory subunits NR2A and NR2B, at both mRNA and protein levels, and mainly in the VH; however, variations in AMPARs subunits were not explored (Calabrese et al., 2012).

Considering that chronic restraint stress induces cognitive alterations, anhedonia, depression-like and anxiety-like behaviors, we explored whether chronic stress modifies the expression of c-Fos and Arc immediately early genes (IEG) and both NMDA and AMPAR subunits differently in DH and VH, along with PSD-95, which is a neuronal PDZ protein that associates with receptors and cytoskeletal elements at the synapse. We also evaluated whether stress triggers variations in their relative abundance in synaptosomes (fraction composed of a resealed presynaptic terminal and postsynaptic density components). The present work shows that stress affects the DH and VH differently by promoting specific variations in the levels of AMPAR and NMDAR subunits. These findings may contribute to expand our understanding of the plethora of neuroplastic events triggered by chronic stress and may explain the contrasting effect in the functioning of both hippocampal poles; i.e., impairment in cognitive function and exacerbation of emotional response observed under chronic stress.



MATERIALS AND METHODS


Animals

Male Sprague-Dawley rats used in these experiments were obtained from the Faculty of Chemical and Pharmaceutical Sciences, Universidad de Chile. Efforts were made to minimize both the number of animals used and their suffering. The rats were handled according to guidelines outlined and approved by the Ethical Committee of the Faculty of Chemical and Pharmaceutical Sciences (CBE N°2011-7-4, 2012), Universidad de Chile, and the Science and Technology National Commission (CONICYT), in compliance with the National Institutes of Health Guide for Care and Use of Laboratory Animals (NIH Publication, 8th Edition, 2011).

Rats were handled once per day for a week, prior to the experimental procedures. The handling procedure consisted in picking up the rat by its body, weighing it and returning it to its home cage. Rats were randomly assigned to two weight-matched groups: unstressed animals (control group, n = 15) and restraint stressed animals (stress group, n = 16). All procedures were carried out during the light phase of the light-dark cycle. The restraint stress procedure was carried out between 9:00 and 12:00, as previously described (Bravo et al., 2009; Ulloa et al., 2010; Castañeda et al., 2015; García-Rojo et al., 2017). Briefly, rats were placed in a transparent plexiglass tube (25 × 8 cm) during 2.5 h for 14 consecutive days. After restraint, rats were returned to their home cages. Unstressed animals were left undisturbed in their home cages. Twenty-four hours after the last stress session, the animals were decapitated. In order to evaluate whether some stress-induced changes (c-Fos and Arc mRNA and protein levels) were associated with an adaptive response to chronic stress exposure rather than an acute effect of daily stress exposure, a group of acutely stressed animals was included. For this purpose, animals were restrained for 0.5 h (n = 3) or 2.5 h (n = 4) and immediately sacrificed. To evaluate post-stress effects, another group of animals was stressed during 2.5 h and then sacrificed 24 h after stress exposure (n = 4). A sample of trunk blood was taken for corticosterone (CORT) determination.

Brains were rapidly obtained and dorsal and ventral portions of hippocampus were defined by their position relative to Bregma, according to Paxinos coordinates (Paxinos, 1982). In brief, hippocampi were quickly placed over a cooled Petri dish and dissected the top 2/5 as DH, the bottom 2/5 as VH and the middle portion was discarded. The tissues were then frozen under liquid N2 and stored at −80°C until processing for RNA and protein level determinations by RT-qPCR or western blot, respectively. The tissues obtained from one hemisphere were used for RNA isolation and the other one was used for protein extraction.



Fecal Pellet Output

The number of pellets emitted by the animals during the restraint stress session was monitored at the end of each stressor exposure (i.e., after acute exposure or immediately after each of the 14 exposures of the chronic model). Stressed animals were then immediately sacrificed (acute) or placed in a cage with clean bedding (chronic group). To obtain an estimation of fecal output in controls and considering that animal isolation may induce a stress response, control animals were kept in a group of 2–3 animals and the cage bedding was changed every day. At this moment, the fecal pellet output was determined after 2.5 h each day during 14 consecutive days. Thus, the fecal output of control animals represents the mean value for a group. For comparison with acutely stressed animals (0.5 h), an extrapolation of fecal pellet output in control animals was also carried out at 0.5 h.



Serum Corticosterone Determination

Trunk blood samples were collected for the determination of serum CORT levels. Special care was taken to avoid pre-decapitation stress while decapitation took place, so the other animals were left outside the room during this process. Blood was then centrifuged at 4000× g for 15 min, and serum was collected and stored at −20°C. Hormone level determination was carried out using CORT ELISA Kit (Enzo, New York, NY, USA; Cat. ADI-900-097), according to the instructions provided by the kit.



RT-qPCR

RNA was extracted from dorsal and ventral hippocampi with miRNeasy kit (Qiagen, Hilden, Germany), according to the manufacturer’s instructions. The concentration of each RNA sample was determined by Nanodrop 2000 (Thermo Scientific, USA) and integrity was evaluated by denaturing gel electrophoresis. RNA was reverse transcribed into cDNA by using Superscript II (Invitrogen, Carlsbad, CA, USA) following the manufacturer’s instructions and as was reported previously (Castañeda et al., 2015). RT-qPCR experiments were conducted on the Stratagene Mx3000p thermocycler (Stratagene, Agilent), programmed as follows: 95°C for 10 min followed by 40 cycles of 95°C for 15 s, 60°C for 15 s and 72°C for 20 s. Each reaction was carried out in duplicate and consisted of 10 μl Brilliant II Ultra-fast SYBR Green QPCR Master Mix (Agilent Technologies), an appropriate dilution of RT and 0.12 μM of the forward and reverse primers designed using Primer-Blast, NCBI and obtained from Integrated DNA Technologies (Coralville, IA, USA). The sequence of primers is shown in Table 1. Standard curves for all primer sets were conducted with serial dilutions of cDNAs, and specificity was validated using melting curve analyses. Relative gene mRNA levels were calculated based on the 2−ΔΔCT for each mRNA, and normalized to that of the β-actin housekeeping gene mRNA.


TABLE 1. Primer sequences.
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Total and Synaptic Protein Preparation

Dorsal and ventral hippocampi were slowly thawed in cold homogenization buffer that contained: 0.32 M sucrose, 1 mM EDTA, 1 mM EGTA, 10 mM HEPES, 5X protease inhibitor (cOmpleteTM EDTA-free, Sigma-Aldrich) and 1X phosphatase inhibitor (PhosStopTM, Sigma Aldrich) at pH 7.4. Samples were homogenized in glass-teflon homogenizer (15 strokes) and then centrifuged at 430× g for 10 min at 4°C. Supernatant was kept on ice and a fraction was taken (representing the total homogenized fraction or H fraction) and the pellet was re-homogenized in buffer and centrifuged again at 600× g for 10 min at 4°C. The pellet (corresponding to the nuclear fraction or N fraction) was then mixed with the lysis buffer: 150 mM NaCl, 50 mM Tris, 1 mM EDTA, 1 mM EGTA, 1% Triton X-100, 1% deoxycholate, 5X protease inhibitor and 1X phosphatase inhibitor, at pH 7.4. On the other hand, both supernatants were mixed and centrifuged at 20,000× g for 45 min at 4°C, and the pellet (corresponding to the synaptosomal fraction or S fraction) was minced and resuspended with lysis buffer. Each protein fraction was quantified with bicinchoninic acid (BCA; Pierce™ BCA Protein Assay Kit Thermo Fisher Scientific, MA, USA). Samples were mixed with loading buffer that contained: 250 mM Tris, 5% SDS, 6.7% v/v glycerol, 0.5 mg/mL DTT and 13.3 mg/mL bromophenol blue at pH 6.8. Finally, the samples were boiled for 2 × 5 min at 100°C and stored at −80°C for western blot evaluation.



Electron Microscopy

In order to characterize the synaptosomal fraction, an aliquot was fixed overnight with glutaraldehyde 2.5% in sodium cacodilate buffer (0.1 M, pH 7.0). The pellet was washed with the same buffer three times during 2 h. Samples were post fixed with 1% osmium tetroxide during 90 min and then washed in double distilled water. Samples were stained with 1% uranile acetate during 1 h. Afterwards, samples were dehydrated in a battery of acetone solutions, increasing acetone concentration (50, 70, 95 and 100%). Samples were embedded in Epon:acetone (1:1) overnight, then placed in fresh pure Epon resin and allowed to polymerize at 60°C during 48 h. Thin sections (60 nm) obtained in an ultramicrotome Sorvall MT5000 were stained with uranile acetate (4% methanol) during 2 min and finally stained with lead citrate during 5 min. Observations were performed on a Philips Tecnai 12 Biotwin electron microscope (Eindhoven, Netherlands), at 80 kV.



Semi-Quantitative Western Blotting

A total of 15 μg (synaptosomes) or 30 μg (total fraction) of proteins were resolved on 8% SDS-polyacrylamide gels and then blotted onto 0.2 μm nitrocellulose (for detection of all NMDAR and AMPAR subunits and PSD-95) or 0.2 μm PVDF membranes (for determination of β-actin, α-tubulin and lamina-associated polypeptide (LAP)-2a). Membranes were blocked in different solutions and were then incubated with the proper primary antibody diluted in blocking solution (Table 2). The blots were rinsed with PBS 1X or TBS 1X-0.1% Tween-20 (TBS-T), according to the specific antibody, and were incubated at room temperature for 2 h with peroxidase-conjugated anti-rabbit or anti-mouse secondary antibody (1:10,000, Calbiochem, Cambridge, MA, USA). All membranes were then incubated with enhanced chemiluminescent (ECL) substrate (Perkin Elmer Life Sciences, Boston, MA, USA) and were detected by a chemiluminescence imager (Syngene, UK). After that, blots were stripped with ReBlotPlus Mild Antibody Stripping Solution (Sigma-Aldrich, St. Louis, MO, USA) during 10 min and after several washes in PBS each membrane was reprobed with antibody against the protein selected as loading control. The levels of β-actin and α-tubulin were used as protein loading control of total hippocampal and synaptosomal fractions, respectively. Band intensities were determined and analyzed using the UN SCAN IT software (RRID: SCR_013725).



Immunofluorescence Staining

Animals were anesthetized with isofluorane (1.5% v/v air) as we have previously described (Bravo et al., 2009) and then perfused intracardially with heparinized (2 UI/mL) saline followed by PFA 4% in PBS. In these animals, it was not possible to obtain blood samples for CORT determination. Brains were post-fixed in the same solution for 24 h, which was then replaced with 30% p/v sucrose-PBS. The fixed brains were quick-frozen in isopentane cooled by liquid nitrogen for 30 s. The brains embedded in OCT compound were cut with a cryostat (HM500 O; Microm, Heidelberg, Germany) on the coronal plane at 30 μm thicknesses as follows: DH Bregma −2.3 to −4.0 and VH −4.5 to −5.80, according to the Paxinos Atlas (Paxinos, 1982). Slices were stored in a cryoprotectant solution (30% ethylene glycol, 30% glycerol, 10% 0.2 M sodium phosphate buffer pH 7.4) at −20°C. In the case of animals stressed acutely, frozen un-fixed brain was cutted and then fixed in 4% PFA in PBS during 10 min, and washed several times. Slices were then processed for immunofluorescence, as previously reported, with some modifications (Rojas et al., 2014). In brief, brain slices were permeabilized with 0.1% Triton-X100 in PHEM buffer (PHEM: 60 mM PIPES, 25 mM HEPES, 5 mM EGTA, 1 mM MgCl2, pH 6.9) for 15 min and then incubated with 50 mM NH4Cl for 5 min. After washing, slices were incubated in blocking solution (1% FBS, 2% BSA, 0.1% fish gelatin in PHEM) for 1 h and then incubated overnight with appropriate dilution of antibodies, as described in Table 2 (1:500 for NR1, NR2A, NR2B and 1:1000 for Arc), in blocking solution. The detection of MAP2a was carried out with a 1:5000 dilution of mouse monoclonal antibody (M4403, Sigma-Aldrich, St. Louis, MO, USA). The detection of c-Fos was based on a described protocol (Sotomayor-Zárate et al., 2010), with slight modifications. We used simultaneous blocking/permeabilization during 1 h (blocking solution, 0.2% Triton-X100) and then the slices were incubated overnight with a 1:500 dilution of rabbit polyclonal antibody (sc7202, clone H125, Santa Cruz Biotechnology, Dallas, TX, USA) in blocking solution. After three washes with PHEM buffer, samples were incubated overnight at 4°C with Alexa Fluor 488-conjugated goat anti-mouse IgG (1:500; Molecular Probes, Eugene, OR, USA) to detect NR1 subunit and MAP2a, and with Alexa Fluor 568-conjugated goat anti-rabbit IgG (1:500; Molecular Probes, Eugene, OR, USA) to detect NR2A, NR2B, c-Fos and Arc. Finally, all sections were counterstained with Hoechst 33342 (0.5 μg/ml in PBS) and mounted with DAKO fluorescent mounting Medium (DAKO, Carpinteria, CA, USA). Brain sections from control and stressed animals were stained simultaneously to ensure uniform conditions for subsequent quantitative analysis. Brain slices were photographed in Zeiss LSM 700 confocal laser scanning microscope (Oberkochen, Germany). Confocal z-stacks separated by a z-step of 4 μm were captured using a Plan-Apochromat 10× (0.3 NA) and 40× (1.4 NA) Zeiss oil-immersion objective. Settings for pinhole size, aperture gain, and offset were initially adjusted and then held constant to ensure that all images were digitized under identical resolution and the emission of both fluorophores were acquired separately. Negative controls were obtained in the absence of primary or secondary antibody. To allow direct comparison of different data sets, imaging was performed using the same parameters for laser excitation (i.e., intensity) and photomultiplier tube gain (i.e., sensitivity) in each set of samples. All confocal images were processed using ImageJ US NIH1 tools. For immunofluorescence quantification, several sectors of hippocampus were selected for analysis (stratum radiatum (SR), stratum lacunosum moleculare (SLM) and molecular layer (ML)). The mean immunofluorescence intensities were measured by one experimenter blinded to the animal condition.


TABLE 2. Primary antibodies and blocking conditions.

[image: image]




Statistical Analysis

All values are expressed as mean ± SEM. All data were analyzed comparing two groups (control and stress) in dorsal or VH. When it was not possible to conduct a normality test distribution, normal data distribution was not assumed. Thus, differences between two groups were analyzed with t-test or Mann-Whitney U test (two-tail and in some cases one-tail based in previous data, suggesting that the difference, if any, can only go in one direction). We used the Kruskal-Wallis test for comparison of three or more groups, followed by Dunn’s post hoc test. p < 0.05 was considered significant. Graphpad Prism (RRID: rid_000081; Graphpad Software, San Diego, CA, USA) was used for statistical analysis.




RESULTS


Effect of Repeated Restraint on Body Weight Gain, Fecal Output during Stress Procedure and Adrenal Gland Weight

The body weight gain of the rats at the experimental end-point is depicted in Figure 1A. Analysis revealed that control animals increased their initial weight by 30%; in contrast stressed animals gained approximately 10% (P < 0.0001). Additionally, we evaluated the effectiveness of the restraint procedure by measuring fecal output every day during the stress procedure. This stress response is driven by corticotropin-releasing hormone (CRH), producing an activation of colon motility (Nakade et al., 2007a,b). We found a significant increase in the number of feces pellets in stressed animals, compared to unstressed animals (Figure 1B, P < 0.0001). We also determined whether restraint stress induced variations in adrenal gland weight and CORT levels, as an index of hypothalamic-pituitary-adrenal (HPA) activation. The weight of adrenal glands tended to increase in stressed animals (Figure 1C, P = 0.057), a variation that correlates with a rise in serum CORT levels measured in basal conditions (blood sampled between 9:30 and 11:00 AM; Figure 1D, P = 0.0001). Overall, these results demonstrate the activation of the HPA axis, suggesting that animals did not adapt to daily exposure to the homotypic stressor.
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FIGURE 1. Chronic restraint stress modifies physiological parameters. All graphs represent mean ± SEM of each group. (A) Variation of body weight gain was evaluated at the end point of treatment. All rats were weighed daily and one group was stressed during 14 consecutive days. (B) Fecal output was determined every day in control (2.5 h) and stressed animals during the stress session. Data represent the mean value/day. (C) Adrenal gland weight of control and stressed animals (D) Serum corticosterone (CORT) levels in control and stressed animals. Data represent mean ± SEM. Control (n = 15), Stress (n = 16). Data have a normal distribution with the exception of CORT levels. The former were analyzed by two-tailed t-test, ****P < 0.0001, ***P < 0.001, t-test two-tail. Differences in CORT levels were analyzed by two-tailed Mann-Whitney U test, ≠≠P = 0.0018.





Stress Affects mRNA Levels of Immediate Early Genes in Dorsal and Ventral Hippocampus

We detected, 24 h after the last session of stress, a 60% raise in c-fos mRNA in DH (P < 0.01) and 40% raise in VH (P < 0.05; Figure 2A). We found that expression of activity-regulated cytoskeleton-associated protein (Arc) mRNA—a marker of neuronal activity—was also low in both hippocampal poles, but was increased by 80% (P < 0.01) and 40% (P < 0.05) in DH and VH, respectively (Figure 2B).
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FIGURE 2. Comparison in the expression of immediate early genes (IEG) in dorsal (DH) and ventral hippocampus (VH) of chronically and acutely stressed animals. RT-qPCR analysis of Fos (A,C) and Arc (B,D), evaluated in DH and VH of control and stressed animals. Data were analyzed by 2−ΔΔCt using β-actin as normalizer. Bar graphs represent mean ± SEM of each group. Number inside bars represent N° of animals. Differences between control and stressed animals were determined by two-tail Mann-Whitney test. **P < 0.01; *P < 0.05. Differences in control and acutely stressed animals were evaluated with Kruskal-Wallis test and Dunn’s post hoc test, *P < 0.05. Two-tail Mann-Whitney analysis was used to compare the effect of 0.5 h of stress with control. ≈P < 0.05.



To evaluate whether these changes corresponded to an adaptive response of chronic stress rather than acute response to daily restraint exposure, we included a group of acutely stressed animals. This group of animals was stressed during 0.5 h or 2.5 h and sacrificed immediately. During the stress session, animals showed an increase of feces output relative to control (stress 0.5 h, 9.3 ± 1.8 feces; stress 2.5 h, 9 ± 1.9 feces; control 0.5 ± 0.1 feces). Analysis of the variation in CORT levels by Kruskal Wallis indicated differences between treatments (P < 0.0001) and Dunn’s post-test indicated that stressed animals during 2.5 h (35.8 ± 9.9 μg/dL; P < 0.01), but not during 0.5 h (10.15 ± 1.86 μg/dL), showed a significant rise in CORT in comparison to control (0.98 ± 1.2 μg/dL). Furthermore, 24 h after a single stress of 2.5 h, animals showed similar basal CORT levels (5.45 ± 2.36 μg/dL), compared to control. Kruskal Wallis analysis of c-Fos mRNA levels indicated differences between groups (P = 0.001) and Dunn’s post-analysis revealed an increase of this transcript in DH after 0.5 h of restraint (i.e., 370% over control, P < 0.05) and a significant reduction after 2.5 h of stress (P < 0.05; Figure 2C). In addition, 24 h after stress, c-Fos mRNA levels did not differ to control or 0.5 h stressed animals. The VH showed high sensitivity to stress, displaying an increment of c-Fos mRNA almost 900% over control; Kruskal Wallis analysis indicated differences between groups (P = 0.039) and Dunn’s analysis revealed a significant difference between groups of stressed animals (Figure 2C). Nonetheless, with Mann-Whitney U-test we detected a significant difference between control and the group of animals stressed during 0.5 h (P < 0.05). Furthermore, when we evaluated the effect of acute stress on Arc mRNA levels, the Kruskal Wallis analysis indicated differences between groups both in DH (P = 0.002) and VH (P < 0.05). Post hoc Dunn’s analysis indicated that 0.5 h of stress causes a significant increase of 150% over control in DH (P = 0.05), value that returned to basal levels after 2.5 h of stress (Figure 2D). The response of VH to acute brief stress exposure (0.5 h) triggers a significant rise in comparison to animals stressed for 2.5 h (P = 0.05); variation which was only significant compared to control groups using the Mann-Whitney U test (Figure 2D).



Effect of Stress of c-Fos and Arc Protein Levels in DH and VH

We decided to examine variations of IEG protein levels in brain slices of stressed animals by using indirect immunofluorescence. Representative image of CA1 area of chronically stressed animals and control is shown in Figure 3A. A low immunoreactivity for c-Fos was observed in both DH and VH of control and stressed animals (Figure 3A). In acutely stressed animals, we only detected a slight increase in c-Fos immunoreactivity at 2.5 h of stress in CA1 area (Figure 3B). Considering the low immunoreactivity detected, it was not possible to conduct semiquantitative analysis.
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FIGURE 3. Comparison in the levels c-Fos in DH and VH of chronically and acutely stressed animals. Immunoreactivity for c-Fos was evaluated in DH and VH of control (n = 4) and stressed animals during 14 days. (A) Panel shows a representative confocal microscopic images displaying immunoreactivity of c-Fos (red) and MAP2a (green) in CA1 field from DH and VH of control and stressed animals. (B) Panel shows a representative confocal microscopic images displaying immunoreactivity of c-Fos (red) and MAP2a (green) obtained from DH and VH of control (n = 3), stressed animals (0.5 h, n = 3 and 2.5 h, n = 3) or 24 h after a single stress session of 2.5 h (n = 3). Scale bar = 200 μm.



Additionally, immunofluorescence analysis of Arc in brain slices of chronically stressed animals revealed an increase in the immunoreactivity at the neuropil area of DH and VH (Figure 4A). Quantitative analysis showed a significant increase in Arc immunoreactivity in the stratum lacunosum moleculare (SLM; P < 0.05) and molecular layer (ML; P < 0.05) in both DH and VH (Figure 4B). Furthermore, a rise in Arc immunoreactivity was detected in the stratum radiatum (SR) of VH (Figure 4B). Furthermore, no changes in immunoreactivity for Arc were observed at stratum pyramidalis (SP) and granular cell layer (GCL) of both areas (Figure 4C). In contrast to these findings, acute stress did not modify the immunoreactivity at dendritic layers of both DH and VH (Figures 5A–C) Nonetheless, 2.5 h of stress promoted a significant reduction of Arc immunoreactivity at the GCL of VH (Figure 5D).
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FIGURE 4. Chronic stress produces an enhancement in Arc immunoreactivity at synaptic layers of DH and VH. (A) Confocal microscopic images displaying immunoreactivity of Arc (red) and MAP2a (green) in DH and VH of control and chronically stressed animals. Scale bar = 200 μm. Quantification of the immunoreactivity detected at the dendritic (B) and somatic (C) layers of both DH and VH. SP, stratum pyramdalis; SR, stratum radiatum; SLM, stratum lacunosum moleculare; ML, molecular layer; GCL, granular cell layer. Graphs represent mean ± SEM of each group. Differences between control and stressed animals were determined by two-tail Mann-Whitney test. *P < 0.05.
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FIGURE 5. Effect of acute stress in Arc immunoreactivity at synaptic and somatic layers of DH and VH. (A) Confocal microscopic images displaying immunoreactivity of Arc (red) and MAP2a (green) in DH (A) and VH (B) of control and chronically stressed animals. Scale bar = 200 μm. Quantification of the immunoreactivity detected at the dendritic (C) and somatic (D) layers of both DH and VH. SP, stratum pyramdalis; SR, stratum radiatum; SLM, stratum lacunosum moleculare; ML, molecular layer; GCL, granular cell layer. Graphs represent mean ± SEM of each group, n = 3–4 animals. Differences in control and acutely stressed animals were evaluated with Kruskal-Wallis test and Dunn’s post hoc test. Two-tail Mann-Whitney analysis was used to compare the 0.5 h of stress with 2.5 h of stress. *P < 0.05.





Stress Induces Differential Expression of AMPAR Subunits in Dorsal and Ventral Hippocampus

To examine the effect of chronic stress on glutamatergic transmission, we first determined pattern expression of AMPAR subunits and although chronic stress did not promote variations of GluA1 and GluA2 mRNAs levels in DH (Figure 6A) it did increase the levels of GluA1 mRNA in VH (Figure 6B). Furthermore, GluA1 and GluA2 protein levels in both whole extracts were not modified by chronic stress (Figures 6C,D). To examine whether chronic stress promoted changes in the distribution of receptor subunits at synaptic sites, we prepared a synaptosomal fraction from DH and VH. By electron microscopy, we confirmed that this fraction is enriched in axon terminals (containing vesicular structures) and adherent postsynaptic densities, which evidences intact synapses (Figure 7A). Western blotting analysis revealed that lamina-associated polypeptide (LAP) 2a, which corresponds to a nuclear marker, is not detected in this fraction (Figure 7B). Furthermore, the synaptosomal fraction displayed an enrichment of post-synaptic proteins, such as the PSD-95, NR1 and GluA1 subunits of NMDAR and AMPAR respectively (Figure 7B). In synaptosomes obtained from both areas, we observed that levels of GluA1 and GluA2 are insensitive to stress (Figures 7C,D).
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FIGURE 6. α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) subunits are differentially expressed in DH and VH in chronically stressed animals. Evaluation of GluA1 and GluA2 mRNA levels in dorsal (A) and ventral (B) hippocampus. Data were analyzed by 2−ΔΔCt using β-actin as normalizer. Levels of GluA1 and GluA2 protein levels from total extract of dorsal (C) and ventral (D) hippocampus. Graphs represent mean ± SEM of each group. Number of animals is inside bars. *P < 0.05; two-tail Mann-Whitney test.
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FIGURE 7. Effect of chronic stress on AMPA subunit levels in synaptosomal fraction of DH and VH. (A) Morphological characterization of synaptosomal fraction by electron microscopy. Photograph of the synaptosomal fraction; shows the presynaptic button and the presynaptic vesicles attached at the postsynaptic density. Picture was taken with 105,000× magnification. (B) Biochemical characterization of the different fractions obtained during synaptosome preparation. H represents the hippocampal homogenate, N represents nuclear fraction and Syn represents the synaptosomal fraction. Markers were evaluated by immunoblot. The nuclear marker (LAP-2a) was not detected in synaptosomal fraction. The PSD-95 (Post-synaptic marker), GluA1 and NR1 subunits of AMPA and NMDA receptor (NMDAR), respectively were enriched at the synaptosomal fraction. Levels of GluA1 and GluA2 subunit were evaluated in synaptosomal fraction obtained from dorsal (C) and ventral (D) hippocampus. Upper panel shows a representative western blot. Graphs represent mean ± SEM of each group. Number of animals is inside bars.





Stress Differentially Modifies the Expression of NMDAR Subunits in Dorsal and Ventral Hippocampus

We found that chronic stress rises NR1 mRNA levels in DH (Figure 8A, P < 0.05), but not in VH (Figure 8B), compared to controls. In contrast, NR2A and NR2B mRNA levels were not affected by stress in both hippocampal areas (Figures 8A,B). We assessed whether chronic stress differentially modified PSD-95 protein levels, which is a major scaffolding protein of the postsynaptic density. We found that PSD-95 relative levels were significantly reduced both in DH (P < 0.05; Figure 8C) and VH (P < 0.05). In contrast to the rise in mRNA levels, we detected a significant reduction in protein levels of both NR1 (20%, P < 0.05) and NR2A (40%, P < 0.005) subunits in DH (Figure 8C), along with a rise of NR2B levels (Figure 8C, P < 0.05). The effect of stress was different in VH; only the levels of NR1 were reduced, indicating that NR2A and NR2B levels are not sensitive to stress in this hippocampal pole (Figure 8D).
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FIGURE 8. Chronic stress promotes differential expression of N-methyl-D-aspartate receptor (NMDAR) subunits in DH and VH. Evaluation of NR1, NR2A and NR2B mRNA levels in dorsal (A) and ventral (B) hippocampus. Data were analyzed by 2−ΔΔCt using β-actin as normalizer. Levels of NR1, NR2A and NR2B protein levels were evaluated in total extract of dorsal (C) and ventral (D) hippocampus. Graphs represent mean ± SEM of each group. Number of animals is inside bars. **P < 0.01; *P < 0.05, two-tail Mann-Whitney test.



In contrast to the reduction detected in whole extract, the levels of PSD-95 in DH synaptosomes were insensitive to stress (Figure 9A); nonetheless a rise (P < 0.05) was detected in VH synaptosomes (Figure 9B). Contrary to the reduction observed in DH whole extract, a two-fold increase in NR1 levels (P < 0.01) was detected in its corresponding synaptosomal fraction (Figure 9A). Furthermore, the variations in NR2A and NR2B levels detected in DH whole extracts were not correlated with similar changes in synaptosomal fraction (Figure 9A). Additionally, PSD-95 levels increased in VH synaptosomal fraction, but NR2A and NR2B levels were insensitive to chronic stress (Figure 9B). In order to visualize variations of NMDA subunits in specific areas of the hippocampus, indirect immunofluorescence was conducted. As shown in Figures 10A,B, chronic stress promoted a significant rise in the immunofluorescence of NR1 subunits in the stratum radiatum (SR), stratum lacunosum moleculare (SLM) and molecular layer (ML) of DH, but not in VH. Immunofluorescence quantifications indicate that stress promotes NR1 location in dendritic areas (Figure 10C). Furthermore, the other NMDAR subunits did not variate in SR, SLM and ML, neither in DH nor VH (Figures 10D,E).
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FIGURE 9. Effect of chronic stress on NMDAR subunit levels in synaptosomal fraction of DH and VH. Levels of NR1, NR2A and NR2B subunits were evaluated in synaptosomal fraction obtained from dorsal (A) and ventral (B) hippocampus. Upper panel shows a representative western blot. Graphs represent mean ± SEM of each group. Number of animals is inside bars. *P < 0.05; **P < 0.01; two-tail Mann-Whitney test.
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FIGURE 10. Effect of chronic stress on NMDAR subunit immunoreactivity of DH and VH. Immunoreactivity for NR1 and NR2A (A) and NR1 and NR2B (B) subunits were evaluated in DH and VH. Confocal microscopic images displaying immunoreactivity of NR2A/B (red)/NR1 (green) in DH and VH of control and chronically stressed animals. Additionally, a photograph showing the merge is shown. SP, stratum pyramdalis; SR, stratum radiatum; SLM, stratum lacunosum moleculare; ML, molecular layer; GCL, granular cell layer. Scale bar = 200 μm. Graphs represent the relative changes in fluorescence for NR1 (C), NR2A (D) and NR2B (E). Data represent mean ± SEM of 3–4 animals for each group. *P < 0.05; one-tail Mann-Whitney test.






DISCUSSION

In order to regulate physiological, cognitive, behavioral and emotional characteristics of the stress response, the hippocampus participates by recognizing, integrating and processing stress-related information to maintain homeostasis. Lesioning studies have revealed that DH and VH have different connectivity and hence, differ in their functions. For instance, DH has a pivotal role in cognitive functions, including spatial learning (Moser et al., 1993) and memory in rodents (Pothuizen et al., 2004), and episodic memory in humans. In contrast, VH is involved in emotional and motivated behaviors through its connection with limbic structures such as the nucleus accumbens, amygdala and hypothalamus (Moser and Moser, 1998; Kjelstrup et al., 2002).

The stress-induced disruption of DH and VH circuitries may be responsible for the ample diversity of symptoms that characterize stress-related disorders, such as depressive disorder; in which emotional alterations are commonly accompanied by cognitive dysfunctions. Many studies have shown that the intensity, duration and the chronicity of exposure to a stressor determine how the hippocampus responds to this challenge (Joels and Baram, 2009). Nonetheless, only a few studies have explored whether stress responses among DH and VH portions are similar or not. In the present study, we evaluated how chronic stress affects expression of IEG and markers of glutamatergic neurotransmission and contrasted the effect in DH and VH. We evidenced that chronic restraint triggers a rise in mRNA levels of c-Fos and Arc early genes in both DH and VH. In contrast, we detected that immunoreactivity for c-Fos is reduced in soma. Interestingly, although chronic stress did not variate the protein levels of Arc in whole extract (not shown), it probably favors its location in dendritic arbor. In relation to AMPA subunits, chronic stress did not trigger any change either in DH or VH areas. In contrast, stress triggered a reduction in PSD95 and NR1 protein levels in whole extract of DH and VH. Moreover, a reduction in NR2A/NR2B ratio was detected in DH, but with no similar variation in VH. In synaptosomal fractions we detected a rise in NR1 and PSD-95 in DH and VH, respectively. The variation in synaptosomal NR1 levels correlated with an increase in its immunoreactivity in hippocampal areas enriched in synapses.


Chronic Stress Differentially Modifies the Magnitude of the Resting Level of IEG mRNAs in Dorsal and Ventral Hippocampus

The IEGs are classified according to their function as regulatory transcription factors, which control gene expression of other genes; and as effector IEGs, which directly impact cellular functions (Kubik et al., 2007). They are quickly expressed in response to neuronal activity, such as high-frequency stimulation that triggers LTP, and that is also observed subsequent to a behavioral experience (reviewed Kubik et al., 2007). We selected one member of each class of IEG (c-Fos and Arc) and observed an increased expression of both mRNAs in DH and VH of animals acutely stressed during 0.5 h. This response was not observed in animals acutely stressed for 2.5 h indicating that mRNAs are rapidly degraded. Additionally we did not observe a significant variation in c-Fos protein levels during of after a acute stress session. Studies have shown a relative instability of c-fos mRNA, along with a negative feedback loop by means c-Fos down–regulates its own transcription, producing low constitutive levels of c-Fos (Gius et al., 1990). Furthermore, Arc protein levels seems to be more insensitive to acute stress, although we detected a slight reduction in the immuroreactivity at the GCL of ventral DG. Thus, it is possible that acute stress in some way affect the stability of Arc.

In contrast to this pattern, in chronically stressed animals we observed a rise in the mRNAs of both IEG 24 h after the last stress session. However, the variation was more prominent in the DH, indicating that both areas display a differential responsiveness to homotypic stressor exposure. The increase in c-Fos and Arc mRNA levels, observed 24 h after the last stress exposure (daily stress during 14 days), may suggest that animals did not adapt to the repetitive restraint stress. A study shows that c-Fos mRNA response to repeated stress, measured immediately after each stress session, occurs in a region- and stressor-specific way, being the adaptation of hippocampus more gradual than cortex, hypothalamus, septum, or brainstem (Melia et al., 1994). Even though we did not address the responsiveness of hippocampus to an additional stress session, we measured c-Fos levels after the stress recovery period (24 h later), observing a new basal condition that may explain the dampened stress response reported by Melia et al. (1994).

In relation to Arc, it has been shown that repeated stress exposure produces an adaptation characterized by a reduction in Arc mRNA levels, phenomena evidenced immediately after the last 12th stress session in cingulate, infralimbic and prelimbic cortices, while piriform cortex, septum and medial and baso-lateral amygdala did not show any kind of adaptation (Ons et al., 2010). Furthermore, the literature reports variation of Arc mRNA levels in the recovery period of stress (i.e., 24 h after the last stress session). Our findings are similar to those found in a study that showed a significant increase in Arc mRNAs in hippocampus 24 h after the last session of repeatedly stress in mice (Boulle et al., 2014). In contrast to our findings, a study using chronic mild stress procedure detected a significant reduction of Arc mRNAs in frontal and cingulate cortex, and in CA1 neurons of hippocampus, but not in other hippocampal subfields (Elizalde et al., 2010). Interestingly, it has been documented that Arc mRNA is delivered and accumulated in dendrites, where it is locally translated into protein and participates in several functions, including synaptic plasticity, regulation of AMPAR internalization and structural dendritic spine remodeling (Reviewed Steward et al., 2015). In this context, the new basal condition after chronic stress that we hereby report, with increased levels of Arc mRNA, may favor more specific local changes when hippocampal functioning is required. Although the findings reported respect to stress-induced effect in levels of Arc levels are dissimilar (reviewed Li et al., 2015), we detected a rise in the immunoreactivity for Arc in DH and VH associated to dendritic layers. Thus, the effect of a higher presence of this protein in this compartment should be clarified. It would also be important to precise whether the variation observed explains some cognitive impairment observed in this chronic stress model. We concluded that repeated stress modifies the resting levels of both c-Fos and Arc mRNAs, with a different extent in DH and VH.

Preclinical studies have indicated that chronic stress exerts detrimental effects on excitatory synapses and on brain function in diverse areas related with cognitive and emotional control of reward behaviors, which resemble those observed in depressed individuals. In previous studies, others and we have described structural changes in hippocampus in response to chronic stress exposure (Magariños and McEwen, 1995; Castañeda et al., 2015; Pinto et al., 2015; García-Rojo et al., 2017). These include reduction in the number of dendritic spines in CA1 neurons of the DH (Castañeda et al., 2015; García-Rojo et al., 2017) associated with altered synaptic remodeling, which suggests altered glutamatergic circuitry. Some studies have highlighted a possible role for glutamate receptor subunits in stress-induced depressive-like behavior susceptibility (Duman, 2014).



Chronic Stress Differentially Affects Both PSD-95 and NMDA Receptor Subunit Levels in Dorsal and Ventral Hippocampus

In our study, we have evaluated the effect of stress on the expression of PSD-95, which is almost exclusively located at the post-synaptic density of neurons (Hunt et al., 1996), and is involved in the anchoring of synaptic proteins and both AMPA and NMDARs (Sheng and Sala, 2001). In the present study, PSD-95 was significantly reduced in whole extract obtained from the DH and VH. We also evaluated protein levels at the synaptic sites using synaptosomal fractions and observed an increase of PSD-95 levels only in VH. Other studies using chronic unpredictable stress in mice have described a reduction in PSD-95 levels at the SLM, but not at SR at CA1 (Kallarackal et al., 2013); suggesting a modification of the synapses formed by entorhinal cortical axons and CA1 dendrites. Thus, variation in the levels of PSD-95 may account differences in synapse stability (Taft and Turrigiano, 2014), perhaps representing the reduction in dendritic spines in DH, in contrast to more stable synapses in VH.

NMDAR subunit levels were evaluated in whole extracts and at the synaptic sites, using synaptosomal fractions. In total extract of DH, we found that chronic stress only increases NR1 mRNA, the obligatory subunit for NMDAR, and reduces NR1 and NR2A protein levels, while NR2B rises. Similarly, to DH, we found a reduction in NR1 subunit, but without any variation in the accessory NMDA subunits. In spite of these global changes in whole extracts, we have found a dissimilar variation in synaptosomal fraction characterized by a strong increment of NR1 only in DH. Immunofluorescence experiments allow us to detect a rise in NR1 immunoreactivity at SR, SLM and ML. It is important to mention that this NMDAR subunit is normally produced in excess and is not a limiting factor in the number of NMDAR complexes being transported from the endoplasmic reticulum to the synapse (Stephenson et al., 2008). The elevated NR1 mRNA in whole extract, without the concomitant increase of total NR1 protein, may be interpreted as an increased pool of translation-repressed transcripts available for local translation. In fact, NR1 transcripts are dendritically targeted and locally translated under appropriate synaptic activity. For instance, cultured hippocampal neurons under increased neuronal activity promote the expression of NR1 and NR2A subunits at the synaptic level, an effect blocked by protein synthesis inhibitor (Swanger et al., 2013). Therefore, we propose that stress triggers activation of IEG probably by incremented neuronal activity, which may induce both synthesis and insertion of NMDAR subunits. Our results permit to envisage that chronic restraint stress locally modifies NMDAR levels and its subunit composition, an effect that can be mediated by local translation, for instance. This idea may explain the finding of the variation in NR1 immunoreactivity detected at the neuropil of DH. We found an opposite effect of chronic stress in the level of accessory subunits NR2A and NR2B in DH whole extract; variation that was not reflected in the synaptosomal fraction or in the neuropil strata of both hippocampal poles. This finding may suggest that stress has differential actions in somatic and synaptic compartments. Under the physiological point of view, the proportion of NR2A and NR2B is determinant for the electrophysiological and pharmacological properties of the channel, so these results may have a functional consequence that we have not yet explored. Furthermore, there is ample evidence that NMDAR is regulated by phosphorylation changing not only its function (Chen and Roche, 2007) but also its surface expression (Lu et al., 2015). Thus, it should be important evaluate whether stress may influence the phosphorylation of glutamate receptor subunits.

Few studies have analyzed the effect of chronic stress on NMDA subunit levels. However, these studies were conducted in whole hippocampal extract, without dissecting dorsal from ventral parts. Additionally, these studies are conflicting because one report did not find changes in NR2A and NR2B, with no evaluation of NR1 levels (Yilmaz et al., 2011), whereas another reported a significant increase in NR2A, but with no changes in neither NR2B nor NR1 levels (Pochwat et al., 2014). A recent study using proteomic approach of whole hippocampus extract obtained from male rats exposed to chronic unpredictable stress found a reduction in NR1 and a rise in NR2B levels (Ning et al., 2017); variations that are in agreement with our data obtained in DH. On the other hand, to our knowledge, only one study described a differential response of DH and VH, using chronic variable stress in rats during six consecutive weeks. The study reported a twofold rise in NR1 mRNA only in VH, although not correlated with the respective protein levels (Calabrese et al., 2012). Our data disagree with these published studies; however, the discrepancies could be explained by the use of different stress paradigms. For example, chronic unpredictable stress during six consecutive weeks used by Calabrese (Calabrese et al., 2012) vs. chronic homotypic stress performed during two weeks, paradigms that probably trigger a dissimilar physiological response.



Chronic Stress Increases GluA1 AMPA Glutamate Receptor Subunit Only in Ventral Hippocampus

Some studies have posed that variation in hippocampal AMPAR expression may contribute to stress vulnerability in animals. For instance, using a mice model that shows stress vulnerability and depression-like symptoms, it was shown that GluA1 mRNA levels decrease and that GluA2 mRNAs levels rise in DH in comparison to resilient mice; variation accompanied by an increase in overall AMPAR binding, measured with radioligand autoradiography (Schmidt et al., 2010). This study proposes that a high GluR2-to-GluR1 subunit ratio in stress-vulnerable animals may favor the exposure of GluR2-containing AMPARs in the cell membrane (Schmidt et al., 2010). Studies have shown that the GluR2 subunit is a rate-limiting factor for the calcium influx after activation of these receptors, resulting in a desensitization of GluR2-containing AMPARs (Isaac et al., 2007). Furthermore, it was reported that chronic treatment with AMPA potentiators that slow the rate of receptor desensitization, triggers antidepressant-like effects in a chronic mild stress paradigm (Farley et al., 2010). In our model, chronic stress did not affect the levels of AMPAR subunits in whole extract and synaptosomal fraction from both hippocampal poles. Although we detected a rise in GluA1 transcript only in VH, with no variation in its protein, this variation could be biologically relevant because it may represent a pool of transcripts that are available for a stimulus-induced translation under certain conditions. In this context, it is pertinent to mention that GluA1 and GluA2 mRNAs are detected at the neuropils (Grooms et al., 2006). Thus, according to our results, we propose that chronic stress may increase GluA1 mRNAs levels in a translationally repressed pool.



Variation in NMDA Receptor Subunits and its Relation to the Stress-Induced Altered Function in Hippocampus

It is well known that major depressive disorder is associated with an impairment of episodic memory related to hippocampal formation and is also related to anxiety (Austin et al., 2001; Drevets et al., 2008; Price and Drevets, 2010), indicating an altered function of posterior and anterior hippocampus in humans, equivalent to DH and VH in rodents. If we consider the global functional significance of our study, we must first analyze whether the functional properties of hippocampal circuits are dissimilar in dorsal and ventral parts. A recent study that carried out a morphological characterization found that ventral CA1 neurons have longer apical dendrites with fewer dendritic branches in SR, compared to dorsal pole (Malik et al., 2016). By mapping electrophysiological properties in neurons, this study also reported a gradual gradient of excitability along the dorso-ventral axis, indicating that the ventral portion is more excitable (Malik et al., 2016). This disparity in morphology and excitability in both hippocampal areas, probably will impact the behavioral and functional segregation from dorsal to ventral parts. In this context, it is important to highlight that VH is characterized by larger and less precise place field (Jung et al., 1994) and theta oscillations with less amplitude and coherence (Patel et al., 2012). Synaptic plasticity also differs along the dorso-ventral axis, where DH displays a higher threshold for LTP induction in CA1 neurons (Malik and Johnston, 2017), but controversial data has been described (Papatheodoropoulos and Kostopoulos, 2000). Moreover, how these parameters change under stress has not been systematically studied. To our knowledge, there is only one report that has compared the effect of chronic stress on dorsal and ventral plasticity; it showed that chronic unpredictable stress produced only a subtle decrease of long-term depression (LTD) maintenance in ventral CA1, without evident changes in the corresponding dorsal region (Pinto et al., 2015). In the majority of cases, only the dorsal portion was evaluated, showing a cell type-specific altered synaptic plasticity mechanism after chronic stress. Using the chronic unpredictable stress paradigm (21-days), another study showed reduced LTP in CA1 and DG (Alfarez et al., 2003). Additionally, in rats under chronic restraint stress (21 days, 6 h/day) and tested for LTP 48 h following the last stress session, LTP is suppressed in a site-specific manner (Pavlides et al., 2002). While they observed a significantly reduced LTP in the medial perforant input to the DG and commissural/associational input to the CA3, they did not observe any variation in the mossy fiber input to CA3 (Pavlides et al., 2002).

In the present study we observed that chronic stress promotes an increase in the level of synaptic NR1 and immunoreactivity in the neuropil of DH. This variation was accompanied by a negative shift in NR2A/NR2B balance in whole extract of DH. It is possible to postulate that stress influences some mechanisms related to synaptic receptor destination, favoring the insertion of NMDARs containing NR2A subunits and reducing those containing NR2B. Increased NR1 at synaptic compartment may increase the NMDAR/AMPAR ratio, influencing the excitability of DH. Moreover, the presence of a particular NMDAR subunit influences the electrophysiological properties of the channel; i.e., changing glutamate affinity and deactivation kinetics (Monyer et al., 1994; Vicini et al., 1998; Cull-Candy et al., 2001). For example, NR2A overexpression produces a compression in the range of LTD in CA1 hippocampus, specifically abolishing LTD induced in the range of 3–5 Hz, without effect in neither 1 Hz-induced LTD nor 100 Hz-induced LTP (Cui et al., 2013). On the other hand, excess of NR2B produces increased LTP, with enhanced spatial learning (Wang et al., 2009). Interestingly, although chronic stress has no effect on basal synaptic strength at Schaffer collateral synapses in the CA1 area, it impairs LTP (Alfarez et al., 2003). On the other hand, chronic stress enhances NMDAR-mediated excitatory synaptic currents in the commissural/associational input to CA3 hippocampal area, while those currents related to AMPAR remain unaltered (Kole et al., 2002). These results are also in line with ours, indicating that AMPA subunit expression is practically insensitive to chronic stress in both DH and VH. Additionally, in nucleus accumbens, increased NMDAR/AMPAR-current ratio makes synapses weaker (Thomas et al., 2001). Thus, our findings may underlie the reduced LTP reported in DH after chronic stress (Pavlides et al., 2002; Alfarez et al., 2003). Although we do not know whether subunit stoichiometry of NMDARs changed at synaptic sites, we can suggest that the reduction in PSD-95 may be indicative of the reduction in dendritic spines of CA1 subfield previously observed in our stress model (Fernández-Guasti et al., 2012; Castañeda et al., 2015; García-Rojo et al., 2017).




CONCLUSIONS

This study provides evidence that in rats, chronic stress affects the expression of IEG and relocates Arc to dendritic compartment in DH and VH. Furthermore, chronic stress differentially alters the expression of NMDARs in VH and DH. This would indicate that restraint stress influences homeostatic synaptic plasticity related to glutamate neurotransmission, which may explain the morpho-functional alterations observed in stress-related disorders. Furthermore, dissimilar susceptibility to chronic stress in its dorsal and ventral portion opens new areas of research to understand how changes in glutamate receptor abundance may impact the output signaling from hippocampus, explaining some specific stress related symptoms. Finally, future work should prove whether these stress-induced modification are restored by antidepressant treatments.
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Fragile X Syndrome (FXS) is the most common form of intellectual disability and a primary cause of autism. It originates from the lack of the Fragile X Mental Retardation Protein (FMRP), which is an RNA-binding protein encoded by the Fragile X Mental Retardation Gene 1 (FMR1) gene. Multiple roles have been attributed to this protein, ranging from RNA transport (from the nucleus to the cytoplasm, but also along neurites) to translational control of mRNAs. Over the last 20 years many studies have found a large number of FMRP mRNA targets, but it is still not clear which are those playing a critical role in the etiology of FXS. So far, no therapy for FXS has been found, making the quest for novel targets of considerable importance. Several pharmacological approaches have been attempted, but, despite some promising preclinical results, no strategy gave successful outcomes, due either to the induction of major side effects or to the lack of improvement of the phenotypes. However, these studies suggested that, in order to measure the effectiveness of a specific treatment, trials should be redesigned and new endpoints defined in FXS patients. Nevertheless, the search for new therapeutic targets for FXS is very active. In this context, the advances in animal modeling, coupled with better understanding of neurobiology and physiopathology of FXS, are of crucial importance in developing new selected treatments. Here, we discuss the pathways that were recently linked to the physiopathology of FXS (mGluR, GABAR, insulin, Insulin-like Growth Factor 1 (IGF-1), MPP-9, serotonin, oxytocin and endocannabinoid signaling) and that suggest new approaches to find an effective therapy for this disorder. Our goal with this review article is to summarize some recent relevant findings on FXS treatment strategies in order to have a clearer view of the different pathways analyzed to date emphasizing those shared with other synaptic disorders.
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INTRODUCTION


Fragile X Syndrome

Fragile X syndrome (FXS) is the most common form of inherited intellectual disability (ID) and a primary genetic cause of autism. Due to its X-linked nature, it occurs in around 1:4000 males and 1:7000 females and one in three FXS patients display Autism Spectrum Disorders (ASD). Furthermore, the syndrome is characterized by delay in development and intellectual capacity, which impairs cognitive, executive and language performance. The severity of the symptoms can be very different among patients, and some of the most common features of the disease include repetitive behaviors, hyperactivity, anxiety, mood disorders and epilepsy (Hagerman et al., 2009). At the cellular level, there are abnormalities in neuronal maturation and pruning (Bassell and Warren, 2008; Scotto-Lomassese et al., 2011). In the brain of FXS patients as well as in FXS animal models (Fmr1-KO mouse and dFMR1-KO flies), dendritic spines have an altered morphology, and they appear longer, thinner and more tortuous than normal (Bassell and Warren, 2008). The morphological abnormalities are associated with deregulated synaptic plasticity: in mouse hippocampal mGluR dependent Long Term Depression (LTD) is increased (Huber et al., 2002), while Long Term Potentiation (LTP) is reduced in somatosensory and anterior cingulate cortex (Desai et al., 2006) as well as in amygdala (Suvrathan and Chattarji, 2011) and in the CA1 region (Lauterborn et al., 2007; Seese et al., 2012).

FXS arises from a mutation in a single gene called Fragile X Mental Retardation Gene 1 (FMR1). The 5′ UTR of FMR1 contains a CGG trinucleotide repeat that is polymorphic in the population. Once the repeats exceed 200 in number, methylation of the promoter is triggered, and this in turn causes the lack of expression of the gene and translation of its encoded protein, the Fragile X Mental Retardation Protein (FMRP; Bardoni et al., 2000). FMRP is an RNA-binding protein involved in different steps of mRNA metabolism, such as translational control (in soma and dendritic spines) and RNA transport (Maurin et al., 2014).



Therapeutic Strategies for FXS

Exploration of the physiopathology of FXS as well as the search for targets of FMRP have been very active over the last 20 year. These targets include mRNAs and proteins. Most proteins interacting with FMRP are RNA-binding protein components of FMRP-containing ribonucleoproteic particles. However, interactors of FMRP are also ion channels, molecular motors and proteins involved in cytoskeleton remodeling pathways (Menon et al., 2004; Bardoni et al., 2006; Davidovic et al., 2007; Abekhoukh and Bardoni, 2014; Maurin et al., 2014, 2015; Ferron, 2016; Abekhoukh et al., 2017; Bienkowski et al., 2017). This effort resulted in the identification of multiple putative targets for the treatment of FXS. However, so far no efficient therapy is available for this disorder (reviewed in Maurin et al., 2014). For instance, the imbalance between excitatory and inhibitory systems in FXS has been known for 20 years, and it has been thought to be the key target for therapy. Indeed, the first ever therapeutic strategies to be tested for FXS in clinical trials targeted the glutamatergic system (the excitatory pathway known to be up-regulated in FXS; Bear et al., 2004; Berry-Kravis et al., 2016) and the γ-aminobutyric acid (GABA) system (the inhibitory pathway also dysregulated in the disease; D’Antuono et al., 2003).

The mGluR theory regarding the pathophysiology of FXS states that the lack of FMRP hyperactivates the mGluR5-mediated pathway leading to the most prominent features of FXS (Bear et al., 2004). Even if the molecular reasons of this exaggerated activation are not completely clear, many efforts have been done based on this theory in order to develop an effective strategy for both pharmacological and genetic rescue through the inhibition of the mGluR pathway (Bear et al., 2004). In the mammalian FXS animal model (Fmr1-KO mouse), the treatment with specific antagonists of the mGluR5 resulted in the rescue of cellular (dendritic spine morphology), synaptic (exaggerated LTD) and behavioral defects, but these successes were not translated to the human treatments. Indeed, no beneficial effects of mavoglurant (AFQ056, a previous mGluR5 well-characterized antagonist) were observed in a 12-weeks, double-blind study involving a large cohort of adolescent and adult FXS patients (Bailey et al., 2016; Berry-Kravis et al., 2016). A similar new clinical trial was performed in a cohort of 183 FXS using basimglurant, a potent and selective mGluR5-negative allosteric modulator (NAM), already administrated as a treatment of depression (Quiroz et al., 2016). Again, according to the evaluation of the ADAMS score, no improvement in patients’ behavior was observed (Youssef et al., 2017).

GABA is the main inhibitory neurotransmitter of the Central Nervous System (CNS). Based on an altered expression of GABA receptor subunits in the absence of FMRP (Adusei et al., 2010) and a reduced production of GABA (Davidovic et al., 2011), it has been shown that an impairment of the GABAergic system is involved in FXS (D’Hulst and Kooy, 2007; Braat et al., 2015). Direct administration of GABA to the patients is not possible, partly because of its poor brain penetration. Thus, to restore the normal inhibition rate of the CNS and consequently reverse some major phenotype features of the disease, investigators have tried to treat FXS patients with GABA receptor agonists. So far, compounds like Acamprosate, Ganaxolone, Arbaclofen and Riluzole have been tested, but, despite the very mild side effects and good tolerability, they have caused very limited improvements in preliminary studies (Berry-Kravis et al., 2012; Erickson et al., 2014a,b; Ligsay et al., 2017).

Besides Glutamate and GABA, other deregulated pathways have been identified in FXS. Recent pre-clinical studies revealed that modulating other signaling pathways could ameliorate FXS symptoms in the mouse model of FXS. Our goal with this review is to summarize some recent relevant findings on FXS treatment strategies, focusing on promising molecular pathways that are altered not only in FXS but also in other forms of synaptic disorders that might lead to the discovery of a future treatment for neurodevelopmental diseases. In addition to those described here, other therapeutic targets for future treatment of FXS can be considered, for example, Amyloid Precursor Protein (APP), Brain-Derived Neurotrophic Factor (BDNF), cAMP and N-methyl-D-aspartate (NMDA) receptor as illustrated in several recent reviews (Wei et al., 2012; Castrén and Castrén, 2014; Androschuk et al., 2015; Tian et al., 2015; Westmark et al., 2016).



Insulin and Insulin-Like Growth Factor 1 Pathway

Transcriptomic analysis of cultured hippocampal neurons obtained from WT and Fmr1-KO embryos showed that at the top of the list of enriched gene expression pathways was the “Insulin signaling pathway” (Prilutsky et al., 2015). In dFMR1-KO flies insulin signaling is altered due to an elevated expression of Drosophila insulin-like peptide 2 (Dilp2) gene in the insulin-producing cells (IPCs) of the brain. Administration of metformin, an FDA-approved anti-diabetic drug, to dFMR1-KO flies (Viollet et al., 2012), leads to an amelioration of memory defects (Monyak et al., 2017). In this context it is interesting to notice that recent studies have clearly demonstrated the improvement of different in vitro/in vivo hallmarks in Fmr1-KO mice (Gantois et al., 2017) and in seven FXS patients (Dy et al., 2017) using metformin treatment. The precise mechanism of action of metformin has not been deciphered yet, but it has been shown that this drug inhibits the mitochondrial respiratory-chain, specifically at the complex 1 level, without affecting any other steps of the mitochondrial machinery. This leads to a reduction in proton-driven synthesis of ATP from ADP and inorganic phosphate. In addition, through AMPK-dependent and -independent regulation, metformin can lead to the inhibition of glucose production by disrupting gluconeogenesis gene expression (Viollet et al., 2012). In Fmr1-KO mice, metformin treatment inhibited the mTORC1 and ERK pathways, that resulted in the compensation of up-regulated translation, a hallmark of FXS (Maurin et al., 2014; Gantois et al., 2017). Indeed, in Fmr1-null neurons an increased level of phosphorylation of the serine/treonine kinase S6K1 has been observed. S6K1 is a common target of the mTORC1 and ERK pathways that are deregulated in the absence of FMRP (Sharma et al., 2010; Bhattacharya et al., 2012; Gross and Bassell, 2014; Gross et al., 2015a,b). It is interesting to notice here that two inhibitors of S6K1 (PF-4708671 and FS-115) were used in preclinical studies in mouse improving aberrant social interaction and behavioral inflexibility in Y-maze (for review see Gross and Bhattacharya, 2017). On the other side, also reducing the activation of the ERK pathway with lovastatin (a drug that inhibits the Ras-ERK1/2 activation by interfering with Ras recruitment to the membrane) or rimonabant (see endocannabinoid pathway) resulted in an improvement of Fmr1-KO cognition (Busquets-Garcia et al., 2013; Osterweil et al., 2013).

Obesity is often a co-morbid issue observed in FXS patients (Tounian et al., 1999; Raspa et al., 2010). Importantly, metformin has been used to treat seven obese FXS patients who showed improved cognition, language behavior along with obesity condition (Dy et al., 2017) proving to be an effective treatment for the FXS patients.

Insulin-like Growth Factor 1 (IGF-1) is a hormone primarily secreted by hepatocytes in response to Growth Hormone (GH) and, like insulin, promotes a decrease of glycaemia. IGF-1 promotes anabolic processes and tissue growth throughout life and it is a central factor for pathways involved in cell development and survival, proliferation and renewal. IGF-1 exerts its function by interacting with its receptor IGF receptor 1 (IGF1R; Costales and Kolevzon, 2016). In the CNS, IGF-1 plays a role in growth and development of all major CNS cell types and their synapse maturation. Imbalances in the IGF-1 pathway are associated to neuronal developmental impairment and, in particular, to ASD (Vahdatpour et al., 2016). Indeed, recombinant IGF-1, as well as some related compounds, have emerged as potential therapeutics to treat neurodevelopmental disorders and, indeed, clinical trials for ASD are in progress with these molecules (Wrigley et al., 2017).

In the mouse model of FXS, decreasing the levels of IGF1R corrects a number of phenotypic features (Deacon et al., 2015). Trofinetide is a neurotrophic peptide derived from IGF-1 that shows a long half-life and is well tolerated. A chronic treatment of Fmr1-KO mice with trofinetide corrected learning and memory deficits, hyperactivity and social interaction deficits displayed by these animals. At the microscopic level, abnormal dendritic spine density was rescued (Deacon et al., 2015). Considering this promising premise, a phase II clinical trial for trofinetide was performed and after only 28 days of treatment, improvements in higher sensory tolerance, reduced anxiety, better self-regulation and more social engagement were observed. No serious side effects were reported. Interestingly, Neuren Pharmaceuticals reported that trofinetide had significant clinical benefits in a Phase II clinical trial in 5–15 years old girls affected by Rett syndrome, another form of neurodevelopmental disorder characterized by ASD and intellectual disability (Bedogni et al., 2014)1.



Matrix Metalloproteinases Pathway

Matrix metalloproteinases (MMPs) are endopeptidases implicated in both physiological and pathological remodeling of tissues, and their activity is dependent on the zinc ion of their catalytic site. The MMPs family counts 25 members (22 of them found in humans), which can cleave both extracellular matrix (ECM) components and non-ECM elements. MMP-9 is a 92 kD collagenase involved in a broad spectrum of remodeling events of the ECM and plays a major proteolytic role in many cell types. Indeed, it acts during embryo implantation, cardiac tissue development and immune cell functioning (Yabluchanskiy et al., 2013). In the brain, MMP-9 controls synaptic plasticity, and thus learning and memory formation (Ganguly et al., 2013; Knapska et al., 2013).

Until recently, brain disorders associated to defects in MMP-9 has been linked uniquely to its involvement in inflammatory and immune responses. Nevertheless, a hyperactivation of MMP-9 in neurons may cause a massive degradation of the ECM surrounding them that could have severe consequences on function and maturation of synapses. So far, misregulated activation of this enzyme has been implicated in a number of neurodegenerative disorders, including traumatic brain injury, multiple sclerosis and Alzheimer’s disease but also in neurodevelopmental disorders (Reinhard et al., 2015).

The mRNA coding MMP-9 is a target of FMRP, which negatively modulates its expression. Indeed, in the absence of FMRP the expression levels and the activity of MMP-9 are increased. Interestingly this abnormal activity as well as the aberrant dendritic spines could be rescued by treating neuronal cultures with minocycline (Bilousova et al., 2009). This drug is an FDA-approved broad-spectrum antibiotic that shows two major effects: (1) it increases the phosphorylation of GluR1; (2) it promotes the membrane insertion of AMPA receptors (Imbesi et al., 2008). With its action, minocycline lowers the abnormally elevated levels of MMP-9 in FXS, and, when used in vivo on Fmr1-KO mice, reduces anxiety and reverses the deficit in ultrasonic vocalizations (Rotschafer et al., 2012). Genetic reduction of MMP-9 was obtained by crossing the viable MMP-9 KO mice with Fmr1-KO mice. Double KO mice lacked the typical major symptoms of FXS observed in Fmr1-KOs (Sidhu et al., 2014).

Until now, minocycline has been shown to be successful in two different clinical trials (Paribello et al., 2010; Leigh et al., 2013) and, importantly, treatment with mynocline resulted in the improvement of some event-related potentials compared with placebo (Schneider et al., 2013). However, the presence of side effects reduces the enthusiasm for the utilization of this molecule in clinic. It is worth to note that the relevance of MMP-9 levels for the physiopathology of FXS has been recently underlined by the rescue of several FXS related behaviors after a chronic treatment of Fmr1-KO with metformin that, interestingly, resulted in the reduction of MMP-9 levels in the Fmr1-KO mouse brain (Gantois et al., 2017).



Endocannabinoid Pathway

The endocannabinoid system (eCS) is represented by a group of neuromodulatory lipids and their receptors, notably the cannabinoid receptors 1 (CB1) and 2 (CB2). This system is present in mammalian tissues and, in particular, regulates the cardiovascular, nervous and immune systems. In the brain, the eCS is a key modulator of different neuronal aspects, including synaptic plasticity, cognition, anxiety, nociception and susceptibility to epileptic seizures (Khan et al., 2016). All these features also characterize the FXS patients’ phenotype. Indeed, the lack of FMRP has been associated with impaired functioning of the eCB pathway in glutamatergic synapses, and this identifies the endocannabinoid signaling complex as a possible therapeutic target for FXS (Jung et al., 2012). Rimonabant, a selective antagonist of the CB1 receptor, has been the first drug targeting the eCS used to attenuate the FXS symptoms (Busquets-Garcia et al., 2013). This drug was first developed for the treatment of obesity, but was withdrawn from the market because of its significant psychiatric side effects, such as depression, anxiety and suicidal thoughts. Nevertheless, the adverse effects only appear in patients that were given the highest administered doses. Notably, it was shown that the treatment with very low doses of rimonabant rescues synaptic plasticity in the hippocampus of Fmr1-KO mice and also learning and memory (Gomis-González et al., 2016). A new CB1 receptor neutral antagonist (NESS0327) was recently shown to have the same beneficial effects on Fmr1-KO mice behavior as rimonabant, supporting the CB1 receptor as a target to treat FXS (Gomis-González et al., 2016).

Deregulation of eCS could be involved in the physiopathology of ASD forms other than FXS. Indeed, 450 children born between 2006 and 2014 from mothers who, during their pregnancy, had taken valproic acid (VPA), an anti-epileptic and mood stabilizing drug showed neurobehavioral dysfunctions. This suggested that VPA plays an important role in developing ASD (Inspection Générale des Affaires Sociales (IGAS), 2016) and subsequently led to the generation of an environmental model of ASD by exposing pregnant rodents to VPA (Williams and Hersch, 1997; Williams et al., 2001). Recently, some social deficits displayed by two VPA-induced ASD rat models have been corrected by treatment with anandamide, an endocannabinoid positively stimulating the eCS pathway (Servadio et al., 2016). These findings further confirm that the eCS may be an interesting and important target for ASD therapy by using both agonist or antagonist approaches.



Serotonin Pathway

Hyperserotonemia was the first biomarker identified in patients affected by ASD. More recently, it has been shown that the levels of the amino acid tryptophan, the precursor of serotonin, is lower than normal in autistic brains, and that a diet poor in tryptophan worsens autistic symptoms (Boccuto et al., 2013). It was shown that polymorphisms in a gene encoding a 5-HT reuptake transporter protein cause lower synaptic serotonin availability and correlate with increased aggression and destructive behaviors (Hessl et al., 2008). Interestingly, decreased serotonin production was observed especially in young ASD children between 2 and 5 years of age, when the serotonin level should be at its maximal production (Chugani et al., 1999). Animal models in which genes involved in serotonin signaling have been inactivated display altered social interaction (Muller et al., 2016). Conversely, several mouse models of ASD, such as the 15q11-13 duplication and Smith-Laemli-Opitz syndrome models, to which we can also include the Fmr1-KO mouse, display altered 5-HT signaling (Muller et al., 2016). Indeed, it was shown that the stimulation of 5-HT7 serotonin receptors in post-synaptic compartments reverses mGluR-LTD in hippocampal slices of FXS mouse brains, suggesting that 5-HT7 receptor agonists might be envisaged as novel therapeutic tools for FXS (Costa et al., 2012). These same authors characterized two new molecules with very high binding affinity and selectivity for 5-HT7 receptors and ability to rescue exaggerated mGluR-LTD that might be used as novel pharmacological tools for the therapy of FXS (Costa et al., 2015).

The growing body of evidence linking ASD to abnormalities in serotonin function caused the use of the selective serotonin re-uptake inhibitors (SSRIs: citalopram, escitalopram, fluoxetine, fluvoxamine, and sertraline) to target various symptoms of the disorders. Most studies resulted in significant improvements in global functioning and in symptoms associated with anxiety and repetitive behaviors with mild side effects (Kolevzon et al., 2006). Due to the commonalities between ASD and FXS, low-dose sertraline was used to treat young children (12–50 months) affected by FXS. This drug, considered to be one of the most potent inhibitors of serotonin re-uptake, gave significant benefits in behavioral and cognitive features, especially in language skills (Winarni et al., 2012). More recently, a double-blind control trial was performed in 57 FXS patients aged between 2 years and 5 years using another serotonin re-uptake inhibitor (SSRI named Zoloft), an anti-depressant typically used in the treatment of depression, obsessive-compulsive disorder, panic disorder. Despite disappointing primary endpoint results, this treatment demonstrated a positive effect on cognition, visual reception score improving social interaction and early expressive language development (Greiss Hess et al., 2016), strongly suggesting serotonin re-uptake as a promising target to improve the FXS phenotype. Some selective serotonin (5-HT) re-uptake inhibitors seem to act through oxytocin release. Further, the administration of fenfluramine, a serotonergic agonist, to healthy subjects increases plasma oxytocin levels (Marazziti et al., 2012). It is interesting to note that the oxytocin signaling has been proposed as a target to treat FXS (see below). Thus, a better exploration of this cross-talk could result in new therapeutic approaches for FXS and ASD.



Oxytocin

Oxytocin is a neuropeptide that acts both as a hormone and as a neurotransmitter exerting pleiotropic effects in humans. It is well known to trigger labor, but also induces trust, empathy, and parental-infant relationships. It promotes social behavior and reduces stress and anxiety. In the last decade, it has been shown that intranasal administration of oxytocin is a potential treatment that improves social communication skills in various disorders. Some promising studies in animal models (Meyer-Lindenberg, 2008) paved the way for clinical trials focusing on the treatment of impaired social skills in a variety of conditions, including ASD and schizophrenia. Recent studies suggest that intranasal administration of oxytocin can ameliorate some symptoms of FXS, showing anxiolytic and pro-social qualities (Hall et al., 2012). Ben-Ari et al. (1989) shed light on the molecular mechanisms of the benefits of oxytocin treatment. Oxytocin plays a key role in regulating the effect of GABA on neuron activity. GABA is mostly known as an inhibitory neurotransmitter that acts on a receptor channel complex permeable to chloride anions. These anions flow through the channel according to their electrochemical gradient across the plasma membrane. It is noteworthy that the net value of this gradient changes along the development of the brain, depending on the expression of two major chloride co-transporters (KCC2 and NKCC1) that consequently modify the effects of GABA stimulation (Ben-Ari et al., 1989). A critical period for this shift occurs perinatally and the excitatory-to-inhibitory change of GABA effect is actually mediated by oxytocin receptors (Tyzio et al., 2006).

These authors further reported that the oxytocin-mediated GABA excitatory-inhibitory shift during delivery is abolished in the VPA-treated and Fmr1-KO mice, both rodent models of ASD. Consistently, blocking oxytocin signaling in naïve mothers resulted in the production of offspring with electrophysiological and behavioral autistic-like features (Tyzio et al., 2014). These authors also showed that during delivery, both Fmr1-KO and VPA-treated mice have elevated intracellular chloride levels in hippocampal neurons. These elevated chloride levels may explain the paradoxical effects of benzodiazapines and phenobarbital that occur through GABA modulation in patients with ASD. Interestingly, the maternal pretreatment with bumetanide, a diuretic belonging to the sulfamyl category that blocks the chloride co-transporter NKCC1, restored electrophysiological and behavioral phenotypes in the offspring (Tyzio et al., 2014). Very recently, the same authors performed a clinical trial and remarkably showed that bumetanide improves the core symptoms of ASD and presents a favorable benefit/risk ratio particularly at 1.0 mg twice a day (Lemonnier et al., 2017). Collectively, these studies strongly indicate that the oxytocin pathway is involved in ASD physiopathology and that bumetanide is a promising treatment for various forms of ASD, including FXS.




CONCLUDING REMARKS

The intense efforts to unravel the physiopathology of FXS appear to have produced some relevant pharmacological targets to treat this disorder. It is interesting to underline that most of the FXS deregulated pathways have been found to be unbalanced also in other forms of ASD or ID-associated diseases. This supports the relevance of these pathways in the physiopathology of ASD and/or intellectual disability. The success of preclinical treatments in mouse, rat or fly FXS models should be considered an exceptionally important result. However, we have learned from past clinical trials that to evaluate the effectiveness of therapies in humans, the design of clinical trials as well as the definition of disease-specific endpoints are of critical importance. Indeed, even on the basis of excellent pre-clinical results, these same preclinical targets have not been translated to therapies to improve behavior and cognition of FXS patients. It is clear that the trials could benefit from the analysis of previous trials results by performing, for instance, longer treatments (Berry-Kravis et al., 2016; Erickson et al., 2017). By further understanding the molecular deregulations in FXS, it should be possible to combine two (or more) drugs targeting different altered pathways, as proposed by the Willemsen laboratory (Zeidler et al., 2015), or treating patients at different ages with different targeted treatments, as we have recently proposed (Bardoni et al., 2017). The positive impact of metformin on FXS behavior troubles underlines the importance to focus on repositioning existing drugs to find new targeted treatments for FXS, as well as for other neurodevelopmental disorders. Lastly, the fact that some clinical trials worked only in small sets of patients (Berry-Kravis et al., 2016), suggests the importance of stratification of FXS patients on the basis of their multiple phenotypes for “ad hoc” therapies.

Furthermore, according to Budimirovic et al. (2017), 22 double-blind controlled clinical trials in FXS have been finalized between 2008 and 2015. The accurate analysis of these studies led the authors to the conclusion that the readouts employed to evaluate the outcome of treatments were in general of moderate/poor quality (Budimirovic et al., 2017). In this context, the search for specific and easily measurable biomarkers for FXS should be encouraged. Even if efforts are in progress concerning blood-based and neurophysiological measures (Ethridge et al., 2016; Ray et al., 2016; AlOlaby et al., 2017; Pellerin et al., 2017; Wang et al., 2017), it would be interesting to develop cell-based biomarkers improving analysis of FXS iPS cell lines, while parameters analyzed so far have highlighted the great heterogeneity of these cells (for review see Khalfallah et al., 2017). Also in this case, more detailed studies could result into personalized treatments or treatments concerning subsets of patients. We can underline that only a few examples of FXS cell lines exist that can be used to investigate preclinical treatment in cellulo or screening with chemical libraries (Castets et al., 2005; Khalfallah et al., 2017). The availability of such tools could accelerate the definition of new pharmacological approaches identified by the dissection of altered pathways in FMRP-null brains. This dissection can be realized by the analysis of FMRP targets (mRNAs and proteins) and the FXS-translatome in different brain regions and/or neuron subtypes at different ages of neurodevelopment upon different conditions (e.g., stress and learning) or upon various stimuli.

All these considerations indicate that research on FXS has still some stimulating areas to investigate in order to define new treatments. In addition, the recent promising studies presented here suggest the conclusion that treatments for all FXS patients will be available in a near future and will not remain only a dream for patients’ families and researchers in the field.
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The neurodevelopmental disorder Angelman syndrome (AS) is characterized by intellectual disability, motor dysfunction, distinct behavioral aspects, and epilepsy. AS is caused by a loss of the maternally expressed UBE3A gene, and many of the symptoms are recapitulated in a Ube3a mouse model of this syndrome. At the cellular level, changes in the axon initial segment (AIS) have been reported, and changes in vesicle cycling have indicated the presence of presynaptic deficits. Here we studied the role of UBE3A in the auditory system by recording synaptic transmission at the calyx of Held synapse in the medial nucleus of the trapezoid body (MNTB) through in vivo whole cell and juxtacellular recordings. We show that MNTB principal neurons in Ube3a mice exhibit a hyperpolarized resting membrane potential, an increased action potential (AP) amplitude and a decreased AP half width. Moreover, both the pre- and postsynaptic AP in the calyx of Held synapse of Ube3a mice showed significantly faster recovery from spike depression. An increase in AIS length was observed in the principal MNTB neurons of Ube3a mice, providing a possible substrate for these gain-of-function changes. Apart from the effect on APs, we also observed that EPSPs showed decreased short-term synaptic depression (STD) during long sound stimulations in AS mice, and faster recovery from STD following these tones, which is suggestive of a presynaptic gain-of-function. Our findings thus provide in vivo evidence that UBE3A plays a critical role in controlling synaptic transmission and excitability at excitatory synapses.

Keywords: Ube3a, synaptic transmission, synaptic morphology, juxtacellular recording, short-term plasticity, axon initial segment, mouse model, action potential


INTRODUCTION

Angelman syndrome (AS) is a severe neurodevelopmental disorder caused by loss of the maternal allele of the UBE3A gene. AS has an incidence of 1:25,000 and affects both genders equally (Mertz et al., 2013). The disorder is associated with intellectual disability, profound speech impairment, motor abnormalities, epilepsy, and specific behavioral abnormalities including autism and impaired sleep rhythm (reviewed in Buiting et al., 2016). UBE3A encodes the ubiquitin ligase E3A (UBE3A; also, termed E6-associated protein, E6-AP), which is expressed solely from the maternal allele in mature neurons. Ubiquitin ligase E3A covalently attaches polyubiquitin chains to proteins, resulting in either their degradation by the 26S proteasome or an impact on their activity. Although several substrates have been identified, it is not clear to what extent these targets contribute to the AS phenotype.

Heterozygous mice with a maternally inherited Ube3a mutation show phenotypes that are similar to AS patients, including motor, cognitive and behavioral abnormalities (Jiang et al., 1998; Huang et al., 2013; Bruinsma et al., 2015; Silva-Santos et al., 2015). The AS mouse model also shows increased propensity for audiogenic seizures (Jiang et al., 1998; Van Woerden et al., 2007; Silva-Santos et al., 2015). At the cellular level pyramidal neurons in hippocampal area CA1 showed a more negative membrane potential and larger action potentials (AP) plus a lower AP threshold (Kaphzan et al., 2011). This was accompanied by an increased length of the axon initial segment (AIS) and increased expression of Nav1.6 voltage-dependent sodium channels, the α1 subunit of Na+/K+ ATPase (α1-NaKA), and ankyrin-G, an anchoring protein of the AIS. It was hypothesized that the increased sodium channel expression was a homeostatic adaptation to counteract the decrease in excitability due to the more negative resting membrane potential; reduction of α1-NaKA expression indeed resulted in normalization of the sodium channel expression (Kaphzan et al., 2013). In addition to these postsynaptic effects, UBE3A also affects presynaptic signaling. It is enriched in axon terminals (Burette et al., 2017) and UBE3A may be involved in the vesicle cycle, since Ube3a mice show a reduction in the strength of inhibitory transmission onto neocortical pyramidal neurons, which was accompanied by a decrease in the number of synaptic vesicles, and a large increase in the number of clathrin-coated vesicles (Wallace et al., 2012). More recently, it was shown that ube3a mutants showed endocytosis defects in the Drosophila neuromuscular junction leading to an increased number of boutons and increased synaptic depression (Li et al., 2016).

To what extent these changes in functional neuronal properties are present in vivo is unknown. The principal aim of this work was to understand the physiological consequences of the Ube3a mutation for excitatory synaptic transmission, by studying the role of UBE3A in the auditory pathway. By recording synaptic transmission at the calyx of Held synapse in the medial nucleus of the trapezoid body (MNTB), critical parameters of pre- and postsynaptic function can be assessed in vivo. The calyx of Held synapse has a relay function in the auditory brainstem; each principal MNTB neuron is contacted by a single, giant terminal from a globular bushy cell of the contralateral AVCN. The principal neurons provide inhibition that is both well timed and sustained to many other auditory nuclei (Borst and Soria van Hoeve, 2012). Because of its large size, both pre- and postsynaptic activity can be recorded in vivo with a single pipette (Guinan and Li, 1990). Through waveform analysis of the characteristic extracellular waveform that can be recorded during juxtacellular recordings, estimates for synaptic delay, synaptic strength and postsynaptic excitability can be conveniently obtained (Lorteije and Borst, 2011). We found that Ube3a mice show significantly fewer postsynaptic failures, as well as faster recovery from AP depression and faster recovery from prespike depression. In addition, the Ube3a mice also showed reduced short-term synaptic depression during tone stimuli and faster recovery from synaptic depression, providing in vivo evidence for changes in excitatory synaptic transmission.



MATERIALS AND METHODS

Animals and Experiments

Experiments were conducted in accordance with the European Communities Council Directive and were approved by the Animal Ethics Committee of the Erasmus MC.

Generation of the Ube3am-/p+ knock-out mutant (RRID: MGI:2181811; referred to as Ube3aExon3 mice), which carries a deletion of exon 3 of isoform 3 of Ube3a (ENSMUST00000107537, NM_001033962), has been described previously (Jiang et al., 1998). This line was maintained (>40 generations) in the 129S2/SvPasCrl background (Charles River) by breeding heterozygous Ube3am+/p- males with wild-type females. For the electrophysiology experiments, we crossed Ube3am+/p- female Ube3a mutants with wild-type C57BL/6J (Charles River) males, to generate heterozygous Ube3a (Ube3am-/p+) mutants and littermate controls in the F1 hybrid 129S2-C57BL/6 background.

For the experiments with mice in the C57BL/6J background we used Ube3a mutants carrying an E113X nonsense mutation in exon 5 (ENSMUST00000200758.3, NM_011668.2) of the maternally inherited full length (isoform 2) Ube3a gene. This Ube3aE113X mouse mutant (RRID: MGI: 5911277) was generated as follows (Figure 1A): the Ube3a genomic sequence (ENSMUSG00000025326) was obtained from Ensembl and used to design the primers for the targeting constructs. PCR fragments encompassing exon 5 using 5′primer: 5′-CCGCGGGCTCCACTAGTCAATTTC-3′ and 3′primer: 5′-GCGGCCGCACCACAGTCCCTGGAGTTC-3′ (4.9 kb; exon denotation according to ENSMUSG00000025326) and exon 6 using 5′ primer: 5′-GGCCGGCCGGAACTACCATATCCTGTTTTAC-3′ and 3′ primer: 5′-GCGGCCGCAGCCGATCTAGGTATTC′ (4.6 kb) were amplified using High Fidelity Taq Polymerase (Roche) on ES cell genomic DNA. Exon 5 and 6 were sequenced to verify that no mutations were introduced. To obtain a premature stop mutation at the end of exon 5 (p.Glu113Stop followed by a p.Gly114Leu mutation) the QuickChange site-directed mutagenesis kit (Stratagene) was used using 5′ primer: 5′-GATAAAAATGAACAAGAAGTGACTAAAAGATTTTAAAGGTAAGAG-3′ and 3′ primer: 5′-CTCTTACCTTTAAAATCTTTTAGTCACTTCTTGTTCATTTTTATC-3′, and the PCR product was sequence verified. Both the 5′ flank with the mutation in exon 5 and the 3′ flank containing exon 6 were cloned on either side of a Neomycin-stop cassette flanked by loxP sites. For counterselection, the diphtheria toxin chain A (DTA) gene was inserted at the 5′ of the targeting construct. The targeting construct was linearized and electroporated into E14 ES cells (derived from 129P2 mice). Cells were cultured in BRL cell-conditioned medium in the presence of leukemia inhibitory factor. After selection with G418 (200 μg/ml), targeted clones were identified by PCR (long-range PCR from neomycin resistance gene to the region flanking the targeted sequence). A clone with verified karyotype was injected into blastocysts of C57BL/6 mice. Male chimeras were crossed with female C57BL/6J mice. The resulting heterozygous offspring were crossed with TgCAG-cre mice (RRID: MGI:2176435) to delete the neomycin gene and stop cassette (Figure 1A). Ube3aE113X offspring in which the neomycin cassette was removed and the Cre transgene was absent was used for subsequent crossings with C57BL/6J mice. The Ube3aE113X mice used for this study were crossed minimally 12 times into C57BL/6J.


[image: image]

FIGURE 1. Characterization of the Ube3aE113X mice. (A) Schematics depicting the generation of the Ube3aE113X mouse model starting with the insertion of the p.Glu113X and p.Gly114Leu mutations at the end of exon 5, and insertion of a floxed NEO-stop cassette into intron 5–6 of Ube3a. Cre-mediated recombination leads to removal of the floxed stop-NEO cassette. Black boxes correspond to Ube3a coding exons and green triangles represent the LoxP sites. (B) Immunohistochemical UBE3A stainings from a Ube3aE113X mouse and a WT littermate. (C) Western blot analysis showing 80–90% reduction of the UBE3A protein in the hippocampus, cortex, cerebellum and brainstem of Ube3aE113X mice compared to WT (n = 4 animals for both C57BL/6J WT and Ube3aE113X). ∗Indicates p < 0.0001 for hippocampus, cortex, cerebellum, and p = 0.03 for brainstem.



The in vivo juxtacellular recordings were performed in mice of either hybrid 129S2-C57BL/6J background or C57BL/6J background. For the analysis of recovery from presynaptic AP depression and recovery from postsynaptic AP depression, data from both genetic backgrounds were obtained. For the analysis of recovery from EPSP depression, only the data from C57BL/6J background was included, since neurons of hybrid 129S2-C57BL/6J background exhibited very little short-term depression (STD), probably owing to the observed high spontaneous firing rates (Table 1). Auditory Brainstem Response (ABR) recordings, in vivo whole-cell recordings, slice recordings, immunohistochemistry and quantification of AIS length were performed in Ube3aE113X mice or litter mate controls in the C57BL/6J background.

TABLE 1. Comparison of spontaneous firing and complex waveforms between WT and Ube3a mice.

[image: image]

Auditory Brainstem Responses

Auditory Brainstem Response recordings were performed as described previously (Nagtegaal et al., 2012). Briefly, the mice were anesthetized with a mixture of ketamine/xylazine (60/10 mg/kg) i.p. and placed in a sound-attenuated box in front of a loudspeaker (Radio Shack Super Tweeter 40-1310B), which presented tone pip stimuli (1 ms duration, 0.5 ms cosine-squared ramps, alternating polarity, repetition rate 80 per second) at a sound pressure level (SPL; re 20 μPa) between –10 and 110 dB. Needle electrodes were positioned subdermally at the base of both pinnae; the reference electrode was placed at the vertex, and a ground electrode near the sacrum. For determining ABR thresholds, 500 responses with artifacts <30 μV were averaged. Hearing level thresholds were measured at 4, 8, 16, and 32 kHz. Thresholds were defined as the lowest SPL (5 dB resolution) at which a reproducible peak (usually peak II or IV) was still present in either ear.

Surgery and in Vivo Recordings

After brief exposure to isoflurane, the adult mice (30 to 60 days old) were injected intraperitoneally with a ketamine–xylazine mixture (65 and 10 mg/kg, respectively). A homothermic blanket (FHC, Bowdoinham, ME, United States) was used to keep the rectal body temperature at 36–37°C. Animals were supine positioned, and a tracheotomy was performed so that the animal could be ventilated mechanically with oxygen (MiniVent; type 845; Harvard Apparatus). The animal was ventilated at a frequency of 150/min; with a stroke volume of 7 μl/g body weight. The right anterior inferior cerebellar artery and basilar artery were used as landmarks to locate the right MNTB, as previously described (Rodríguez-Contreras et al., 2008; Crins et al., 2011). Prior to recording, the dura and pia were removed to expose the brain surface. Ringer solution containing (in mM): NaCl 135, KCl 5.4, MgCl2 1, CaCl2 1.8, Hepes 5 (pH 7.2 with NaOH) was applied to keep the brain surface moist.

In vivo juxtacellular and whole cell recordings were made from the principal neurons using thick-walled borosilicate glass micropipettes with filament, as described previously (Lorteije et al., 2009). The recording pipette was filled with Ringer solution for juxtacellular recording, and with intracellular solution (K-Gluconate 126, KCL 20, Na2-phosphocreatine 10, Mg-ATP 4, Na2-GTP 0.3, EGTA 0.5, HEPES 10; pH 7.2 with KOH) for whole cell recording. Potentials were corrected for a junction potential of -11 mV. The recording pipette penetrated the brain surface with a positive pressure of 300 mBar. The pressure was reduced to ∼30 mBar after passing the brain surface, and to 0 mBar when recording started.

To measure the membrane resistance during in vivo whole-cell experiments we applied a -10 mV voltage step in whole-cell voltage clamp configuration from a holding potential of -70 mV. Spontaneous events were blanked before averaging (Figure 5A). To estimate the membrane resistance, the series resistance, which was calculated from the size of the negative peak at the beginning of the step, was subtracted from the input resistance, which was calculated from the steady-state hyperpolarizing current.

Data were acquired with a MultiClamp 700B patch-clamp amplifier and pCLAMP 9.2 software (MDS Analytical Technologies, RRID:SCR_011323) at 50 kHz with a 16-bit A/D converter (Digidata 1322A) after filtering at 10 kHz (eight-pole Bessel filter).

Auditory Stimulation

Closed field sound stimulation was presented as described previously (Tan and Borst, 2007). A speaker probe was inserted into the left ear canal and was stabilized with silicone elastomer. A 2-noise-burst stimulation protocol was designed in MATLAB (Version R2008a), and the auditory stimulus was generated by Tucker Davis Technologies hardware (TDT, system 3, RX6 processor, PA5.1 attenuator, ED1 electrostatic driver, EC1 electrostatic speaker). A MATLAB program controlled both Clampex acquisition and auditory stimulation. The auditory stimulation protocol consisted of a 200 ms silent period, followed by two 400 ms bursts of wide band noise (bandwidth 2–40 kHz; 80 dB SPL), which were presented at six different intervals (40, 80, 160, 320, 640, 1280 ms), followed by a silent period for a total sweep duration of 4 s. Sound intensities were calibrated as previously described (Tan and Borst, 2007). Experiments were performed in a single-walled sound attenuated chamber (Gretch-Ken Industries).

Preparation of Slices

Adult mice (4–8 weeks old) were anesthetized with isoflurane and decapitated, after which the brain was taken out quickly and submerged in ice-cold carbogenated (95% O2, 5% CO2) solution containing (in mM): 93 NMDG, 2.5 KCl, 0.5 CaCl2, 25 glucose, 10 MgCl2, 20 HEPES, 1.25 NaH2PO4, 30 NaHCO3, 2 thiourea, 5 sodium ascorbate, 3 Na-pyruvate, pH 7.4 with HCl (Ting et al., 2014). Coronal slices containing the MNTB were cut in this solution at a thickness of 120 μm using a vibratome (Microm HM 650V, Thermo Scientific). After slicing, the tissue was incubated for 30 min at 37°C in an extracellular medium containing (in mM): 125 NaCl, 2.5 KCl, 1 MgCl2, 2 CaCl2, 1.25 NaH2PO4, 0.4 ascorbic acid, 3 myo-inositol, 2 Na-pyruvate, 25 D-glucose, 25 NaHCO3 (pH 7.4 in carbogen). Afterward, slices were kept at room temperature until the time of recording.

Slice Recordings

For recording, slices were placed in the holding chamber of an upright microscope (BX–50, Olympus) and MNTB principal cells were visualized using a 40× (NA 0.8) water immersion objective. For recording of Na+ currents, slices were incubated at room temperature, and perfused with a Na+-selective solution containing (in mM): 2.5 KCl, 1 MgCl2, 2 CaCl2, 3 myo-inositol, 2 Na pyruvate, 125 TEACl, 0.1 3,4 diaminopyridine, 25 NaHCO3, 25 D-glucose, 0.4 ascorbic acid (pH 7.4). MNTB afferents were stimulated using a bipolar electrode (FHC Inc.) positioned at the midline or half-way between the midline and the MNTB. Whole cell voltage clamp recordings were performed using borosilicate glass pipettes (3–4 MΩ) filled with (in mM): 130 Cs-gluconate, 20 CsCl, 5 Na2-phosphocreatine, 4 MgATP, 0.3 Na2GTP, 0.5 EGTA, 10 HEPES, pH 7.2. Recordings were performed in whole cell voltage clamp configuration. Whole cell series resistance (<8.5 MΩ) was compensated by 95–98% at a lag of 9 μs. Membrane potentials were corrected on-line for a liquid junction potential of -13 mV. The voltage dependence of recovery from inactivation of sodium channels was tested with a paired-pulse protocol; two 3 ms steps to -10 mV were given at time intervals ranging from 0.2 to 600 ms from a holding potential of -95, -65, or -60 mV.

Stimulus trains were delivered using Clampex 8.2 (MDS Analytical Technologies) protocols via a Digidata 1320A 16-bit A/D converter (MDS Analytical Technologies). Data was acquired using an Axopatch 200B amplifier (MDS Analytical Technologies), filtered at 2–10 kHz with a low pass, four-pole Bessel filter, and sampled at 66.67 or 83.33 kHz with a Digidata 1320A.

Analysis of in Vivo Recordings

Researchers were blinded to genotype until analysis was completed. The analysis was performed using custom procedures written in the NeuroMatic environment (version 2.00, kindly provided by Dr. J. Rothman, University College London, London, United Kingdom; RRID:SCR_004186) within Igor Pro 6.2 (WaveMetrics, RRID:SCR_000325).

All in vivo recordings reported in this paper showed evidence for the presence of a prespike. Since it was hard to delineate the amplitude of juxtacellular EPSP (eEPSP) from the eAP in many recordings, we used the maximum rate of rise of eEPSP as a measure for the strength of transmission, as previously described (Wang et al., 2013).

To allow measuring the size of prespike at short intervals in juxtacellular recordings, the effects of the previous event on the baseline were subtracted using a custom template procedure. First, complex extracellular waveforms that were not immediately followed by another complex waveform within 2.5 ms were sorted into 4–6 subgroups based on their maximum downward rate and averaged following removal of outliers. For each complex waveform, the averaged waveform was found that had the best matching downward phase; this averaged waveform was aligned with the event at the point during the downward phase where the baseline was intersected (presumably corresponding with the peak of the intracellular AP; Lorteije et al., 2009), scaled, and subtracted from the event to allow a more accurate measurement of the prespike amplitude on the next event (Figures 8A,B).

The EPSP amplitudes or maximum rates of rise were fitted with a simple model for short-term plasticity (Varela et al., 1997), as described previously (Crins et al., 2011). In its simplest form, a single depression state parameter decreases at each event with a fraction called the depletion factor (comparable to the release probability of the terminal) and recovers continuously with a single time constant. Synaptic transmission is equal to the product of the depression state parameter and the transmission strength in the absence of short-term plasticity.

We estimated the AP threshold of the MNTB neuron in two different ways. Firstly, because of the difficulty to separate EPSP and AP, we measured the point where the first derivative of EPSP reached its maximum, and took that point as the AP threshold. Secondly, we also measured AP threshold by analysis of subthreshold events in neurons with failures. A plot of the peak membrane potential reached during subthreshold EPSPs against event interval showed a similar distribution of peak membrane potentials at intervals >10 ms, but more positive potentials as the intervals decreased, indicating decreased excitability, due to refractoriness (Figure 5). We used the most positive peak potentials at long intervals as an alternative estimate for the AP threshold. This estimate correlated well with the inflection potential (r = 0.97), but was on average 5 mV more negative.

Note that we use the term ‘excitability’ as any change that increases the probability that a given synaptic conductance may trigger an AP, including a change in recovery from spike depression.

Analysis of Sodium Currents in Slice Recordings

The amplitudes of Na+ currents were measured as the difference between peak and local baseline using a custom-written Igor procedure. The start and end positions of the local baseline were defined by the user.

Morphology of the Calyx

Afferent fibers to the calyx of Held were electroporated with Alexa Fluor 594-labeled dextrans (10,000 MW; Invitrogen, Cat# D22913) at the midline in vivo in young adult mice (P30–P60) as described previously (Rodríguez-Contreras et al., 2008). One hour later, the animal was perfused and the brainstem was sliced into 40-μm-thick sections. Postsynaptic cells were stained with SYTOX Blue (1:1000; Invitrogen, Cat# S11348).

A laser scanning confocal microscope (LSM 700; Zeiss) equipped with krypton-argon and helium-neon lasers was used to acquire high resolution z-stack images (0.5 μm steps; 63X oil immersion objective, NA 1.4) of randomly selected calyces of Held using optimized laser power, detector gain, and pinhole diameter settings. Signal-to-noise ratio was defined as previously described (Di Guilmi et al., 2014), and was at least 20. The number of swellings per calyx was counted on 3D-rendered (Volocity 4.2; Improvision, RRID: SCR_002668) images of calyces with adjusted contrast and brightness. The surface area and volume of the calyces were measured using the region-of-interest function in Volocity, images of calyx terminals were binary thresholded using the built-in thresholding function of ImageJ 1.46 (isodata algorithm, RRID: SCR_003070).

Immunohistochemistry

After recording, mice were perfused transcardially and the brains were post-fixed with 4% paraformaldehyde in sodium phosphate buffer (PB) for 1 h. After sinking in 10 and 30% sucrose (in 0.1 M PB), coronal brainstem sections were cut on a sliding microtome (SM2000R; Leica Microsystems, Rijswijk, Netherlands) at a thickness of 40 μm. The brain sections were washed in Tris-buffered saline (TBS; pH 7.6) and were incubated for 1 h in blocking buffer containing 10% horse serum, 0.5% Triton X-100 in TBS. Subsequently, sections were incubated for 48–72 h in TBS containing primary antibodies, 2% horse serum, and 0.4% Triton. The following primary antibodies were used: mouse anti-ankyrin-G (NeuroMab, clone N106/36, Cat# 75-146, RRID: AB_10673030; 1:1000 dilution), rabbit anti-Nav1.6 (Alomone labs, Cat# ASC-009, RRID: AB_2040202; 1:100), guinea pig anti-VGLUT1 and 2 (Chemicon; 1:1000 dilution), rabbit anti-CASPR2 (Chemicon; 1:500). After incubation with primary antibodies, the sections were washed in TBS, and transferred into TBS containing 2% horse serum, 0.4% Triton X-100, and 1:1000 dilutions of Alexa Fluor-594 labeled anti-mouse antibody (Invitrogen, Cat# A-11005, RRID: AB_141372), Alexa Fluor-633 labeled anti-rabbit antibody (Invitrogen, Cat# A-21070, RRID: AB_2535731), Alexa-488 labeled anti-guinea pig antibody (Invitrogen, Cat# A-11073 RRID: AB_142018). After a 2-h incubation at room temperature, the sections were again washed with TBS and 0.1 M PB, followed by a 1-min staining with Sytox Blue (Invitrogen). Afterward, sections were washed with 0.1 M PB, mounted on cover slides and covered with Vectashield (Vector Laboratories, Peterborough, United Kingdom). Confocal images were acquired with an LSM 700 (Carl Zeiss, Sliedrecht, Netherlands).

For UBE3A immunohistochemistry, procedures were the same as above, except brains were embedded in a sucrose/gelatin mixture (10 and 12%, respectively), incubation with primary antibody (mouse anti-E6AP, E8655 Sigma–Aldrich; 1:2,000, RRID: AB_261956) was overnight, the secondary antibody (anti-mouse HRP, P0447 Dako; 1:200, RRID:AB_2617137) was detected by 3,3′-diaminobenzidine (DAB) as the chromogen, and DAB sections were analyzed and photographed using a Leica DM-RB microscope and a Leica DFC450 digital camera.

Quantification of AIS Length

Ankyrin-G immunosignal, which appeared to be evenly distributed throughout the AIS, was used in the quantification of AIS length. The immunosignal of Vglut1 and CASPR2 were used to identify the calyx of Held and nodes of Ranvier, respectively. High resolution z-stack confocal images were acquired as described above. The z-stack images of initial segments were thresholded using the 3D Hysteresis Thresholding ImageJ plugin. The lower threshold was determined by thresholding a single plane in the middle of the image stacks with the IsoData algorithm. The higher threshold was set at twice the lower threshold. Thresholded image stacks were then loaded in Volocity, and the length of initial segment was quantified by applying the skeletal length measurement to the 3D-rendered structures.

Western Blot Analysis

To collect tissue for Western blot analysis, brain tissue was dissected from adult mice and immediately frozen in liquid nitrogen. The lysates were prepared by homogenization in lysis buffer (10 mM Tris-HCL pH 6.8, 2.5% SDS) supplemented with protease inhibitor cocktail (P8340, Sigma–Aldrich). After centrifugation (6000 rpm for 5 min) supernatants were collected and concentration was measured using the Pierce BCA protein assay kit (#23225, ThermoFisher Scientific). A total of 20 μg of each sample was loaded on the gel and a wet transfer was performed. The blotted nitrocellulose membrane was probed with antibodies directed against E6AP (E8655 Sigma–Aldrich; 1:1,000, RRID: AB_261956) and Actin (MAB1501R Millipore; 1:20,000, RRID: AB_2223041). A fluorophore-conjugated secondary Goat anti-mouse antibody (Westburg, IRDye 800CW; 1:15,000, RRID: AB_2687825) was used and the protein was detected using Li-cor Odyssey Scanner system. Quantification was done using Odyssey 3.0 software (Li-cor Biosciences). Number of animals used for quantification was 4 for each genotype.

Statistical Analysis

Data is presented as the mean ± standard error of the mean (SEM). Statistical significance of differences between means was assessed using Student’s t-test or Mann–Whitney U test if data were not normally distributed. No correction for multiple testing was applied.



RESULTS

Generation of Ube3a Mice

Ube3a mutants carrying an E113X nonsense mutation in exon 5 were generated and crossed into C57BL/6J as described in the Section “Materials and Methods” and Figure 1A. Immunohistochemistry showed a strong reduction of UBE3A protein throughout the brain (Figure 1B). This reduction was quantified by Western blot analysis of the cortex, hippocampus and brainstem, showing that mice with a maternally inherited Ube3aE113X mutation had a 80–90% reduction of UBE3A protein (Figure 1C). This reduction is similar to the commonly used Ube3aExon3 mice (Jiang et al., 1998).

Normal Hearing Thresholds in Ube3a Mice

We used ABR to compare hearing thresholds in Ube3aE113X mice and WT controls in the C57BL/6J background. At the age where we tested the mice, thresholds at 32 kHz were not yet elevated, and WT controls had thresholds that were similar to published values (Zheng et al., 1999). Hearing thresholds of Ube3aE113X mice (n = 11 animals) and WT controls (n = 6 animals) were similar (Figure 2).
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FIGURE 2. Similar hearing thresholds in WT and Ube3a mice. Comparison of the hearing thresholds between WT (n = 6) and Ube3aE113X mice (n = 11) at four different frequencies.



Calyx of Held Has Normal Morphology in Ube3a Mice

We compared the morphology of the calyx of Held terminal, which forms a relay synapse in the auditory brainstem, in Ube3aE113X mice and wild-type (WT) littermates in the C57BL/6J background. The mature calyx of Held synapse has a complex structure with fingers containing numerous stalks and swellings (Morest, 1968). Afferent fibers of globular bushy cells (GBCs) were fluorescently labeled in vivo by electroporation in P30–P60 animals, followed by confocal imaging of fixed brainstem slices (Figure 3). Z-stack confocal images were reconstructed in 3D, and the number of boutons, surface area as well as the volume of the calyx was compared between Ube3aE113X and WT. Fifteen Ube3aE113X calyces (from five animals) and six WT calyces (from two animals) were reconstructed. All calyces had swellings originating from thin necks of third order branches. We classified the calyces into three groups according to a previous morphological study (Grande and Wang, 2011): terminals in group I had < 6 swellings, group II had 6–14, and group III had at least 15 swellings. In WT calyces, 3 of 6 calyces belonged in group II and the remainder in group III. In the KI, 8 of 15 calyces belonged in group II and the remainder in group III. Terminals with 6 or less swellings were not observed (Di Guilmi et al., 2014; Wang et al., 2015). Surface area (443 ± 47 μm2 in Ube3a vs. 454 ± 53 μm2 in WT; p = 0.89) and volume of calyx terminals (1225 ± 80 μm3 in KI vs. 1286 ± 100 μm3 in WT; p = 0.67) were also similar between Ube3aE113X mutant and WT calyces. We therefore conclude that the gross morphology of WT and Ube3aE113X terminals was similar.
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FIGURE 3. Comparison of morphology of calyx of Held from WT and Ube3a mice. Images of 3D-rendered representative calyces from WT (left column) and Ube3aE113X mice (right column). Scale bar, 10 μm.



Decreased Failure Rate in Ube3a Mice

Epilepsy is a common feature of AS (Williams et al., 2006), and audiogenic seizures can be observed in an AS mouse model, but its presence is strongly dependent on genetic background (Van Woerden et al., 2007; Silva-Santos et al., 2015). To investigate changes in excitability and synaptic transmission in the auditory pathway in AS mice, we studied the in vivo synaptic activity of the calyx of Held synapse. The recordings were performed in the juxtacellular (loose-patch) configuration, in two independent Ube3a lines: the traditionally used Ube3a knock-out line in which exon 3 is deleted (Ube3aExon3 mice; Jiang et al., 1998) in the hybrid F1 129/Sv-C57BL/6 background, and a novel Ube3a mutant in the C57BL/6 background harboring a E113X nonsense mutation in exon 5 (Ube3aE113X mice). Both lines result in the loss of maternal UBE3A protein expression. The identification of single-unit recordings from principal neurons was based on their characteristic complex waveform (Guinan and Li, 1990). The complex waveforms consist of a small prespike and a larger, brief, positive deflection, which have previously been shown to originate from the calyx of Held and the principal cell, respectively (Lorteije et al., 2009). The good signal-to-noise ratio obtained with the juxtacellular (loose-patch) configuration allowed a clear discrimination between suprathreshold and subthreshold synaptic events (Figure 4A). The average spontaneous firing frequency was on average higher in Ube3aExon3 mice in the hybrid 129S2/Sv-C57BL/6 background compared to Ube3aE113X mice in the C57BL/6 background, but these frequencies were similar compared to their respective wild-type littermates (Table 1). The percentage of subthreshold events was greatly reduced (Figures 4B,C). Wild-type mice in the C57BL/6J background showed postsynaptic failures in 10 of 14 cells, and the average failure rate was 10.6 ± 6.4%. In contrast, in Ube3aE113X mice in the C57BL/6J background only 4 out of 15 cells exhibited failures, and the average percentage of failures was only 1.4 ± 1.0% (p = 0.026, Mann–Whitney U test). Moreover, we observed a similar significant decrease in spontaneous failures in the Ube3aExon3 mice in the hybrid 129S2/Sv-C57BL/6J background (Figure 4D and Table 1). Given that we observed this phenomenon in two independent Ube3a mutants with different genetic backgrounds, these results strongly point toward a critical role of UBE3A in controlling the strength of synaptic transmission.


[image: image]

FIGURE 4. Fewer failures in MNTB neurons of Ube3a mice. (A) Two complex waveforms from principal neuron of a C57BL/6J WT mouse recorded in the juxtacellular configuration, showing a suprathreshold eEPSP (left gray arrow), which triggers an eAP (cross), and a subthreshold eEPSP (closed circle), which is not followed by an eAP. Both eEPSPs are preceded by a prespike (black arrow heads). (B) Same recording as A, illustrating the presence of both subthreshold (filled circles) and suprathreshold events. (C) Similar as B, but from a Ube3aE113X mouse. (D) Comparison of spontaneous failure percentages of WT and Ube3a mice from two genetic backgrounds. ∗Indicates p < 0.05 (Mann–Whitney U test).



We next examined the time course and shape of the complex extracellular waveforms (Table 1). AS mice exhibited significantly shorter eEPSP-eAP delays compared to WT littermates, whereas prespike-eEPSP delays were not statistically different. This phenotype was again observed in both mutants and genetic backgrounds.

To further investigate the intrinsic properties of MNTB principal neurons in Ube3a mice, whole-cell recordings were performed in vivo in Ube3aE113X mice with the C57BL/6J background. In voltage clamp mode, a -10 mV hyperpolarizing step was applied (Figure 5A), and series resistance as well as membrane resistance were calculated (see “Materials and Methods”). Ube3a mice and WT littermates showed similar membrane resistances (Table 2). Little or no evidence for the presence of the non-selective, hyperpolarization-activated cation channel Ih was observed during the hyperpolarizing voltage step, suggesting that in vivo little Ih is active around the resting membrane potential in both Ube3a mice and WT littermates (Figure 5A). Spontaneous and evoked AP waveforms were recorded in current clamp mode. MNTB neurons of the Ube3a mutants exhibited a more hyperpolarized resting membrane potential than wild-type mice (Table 2). Moreover, AP amplitude and its maximum rate of rise were larger in Ube3a mutants compared to their wild-type littermates, whereas width at half-maximum was shorter in Ube3a mutants (Figure 5B). Since previous studies showed lower AP threshold in pyramidal neurons of AS mice (Kaphzan et al., 2011), we measured AP threshold of the MNTB neuron in two different ways, as detailed in the Methods. There was no significant difference in the threshold potential between Ube3a mice and their wild-type littermates measured based on the inflection point between EPSP and AP or based on failure analysis (Figures 5C–F and Table 2).
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FIGURE 5. Intrinsic properties of MNTB neurons in Ube3a mice. (A) Representative superimposed action potentials (APs) from a C57BL/6J WT (black) and a Ube3aE113X (blue) mouse, recorded in vivo in the whole-cell configuration. (B) Superimposed average trace (red), and the overlay of 5 original traces with spontaneous activity (black) during a 0.2 s, 10 mV hyperpolarizing step from a holding potential of -70 mV. (C–F) Relation between most positive potential reached in subthreshold EPSPs and inter-EPSP interval. Data is from two cells from C57BL/6J WT animals (C,E) and two cells from Ube3aE113X animals (D,F).



TABLE 2. Comparison of spontaneous firing, complex waveforms and intrinsic properties between WT and Ube3a113X mice.
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Ube3a Mice Show Enhanced Recovery from Postsynaptic AP Depression

To further investigate the difference in APs between the Ube3a mutants and WT mice, we estimated recovery time constants from AP depression. Presentation of a 400 ms, 80 dB noise burst elicited a clear increase in firing rate. The amplitude of juxtacellularly recorded eAP was attenuated during auditory stimulation, to which presumably sodium channel inactivation made a large contribution, and gradually recovered to the original level after the stimulus (Figure 6A). To study the recovery of postsynaptic excitability, we measured the maximum of the first derivative of the extracellularly recorded AP (eAP’) at different inter-AP intervals (Figures 6B,C). The relation between the size of the eAP’ and inter-AP interval was fitted with a simple resource depletion model (Varela et al., 1997), as previously described (Lorteije et al., 2009). The recovery of eAP’ could be well described by the sum of a fast and a slow time constant (Figures 6D–G). The fast time constant of recovery from eAP’ depression was significantly smaller in Ube3aE113X mice than in C57BL/6J WT (τUbe3a: 1.32 ± 0.10 ms, n = 14 cells from four animals vs. τWT:1.58 ± 0.04 ms, n = 15 cells from three animals; p = 0.02; Figures 6B–F). The slow time constant of recovery did not differ between Ube3aE113X and C57BL/6J WT (τUbe3a: 100 ± 18 ms vs. τWT: 109 ± 12 ms; p = 0.7; Figure 6G). The model fit explained a large part of the variance in eAP’ amplitudes, both in Ube3aE113X mutants and in C57BL/6J WT animals (80.6 ± 2.7% and 80.7 ± 2.4%, respectively).
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FIGURE 6. Faster recovery from AP depression in Ube3a mice. Recordings were made in the juxtacellular (loose-patch) configuration. (A) Increase in spike frequency during a 400 ms, 80 dB noise burst (solid line). Insets are three juxtacellular complex waveforms before, during and after the sound stimulation at higher time resolution. (B,C) Relation between the maximal amplitudes of the first derivative of the eAP and the interspike interval in a cell from a C57BL/6J WT (B) and a cell from a Ube3aE113X mouse (C). Red line indicates the binned average of the values predicted by the resource depletion model. (D,E) Relation between eAP’ predicted by the model and measured eAP’ for the data shown in D and E, respectively. (F) Comparison of the fast recovery time constant from eAP depression in C57BL/6J WT and Ube3aE113X mice. ∗Indicates p < 0.05. (G) Comparison of the slow recovery time constant from eAP depression in C57BL/6J WT and Ube3aE113X mice.



To test whether postsynaptic APs recorded in the whole-cell configuration also recovered more rapidly from depression in Ube3a mice, we plotted the maximum of the first derivatives of AP’ against the inter-AP intervals (Figures 7A–C). A fit with the resource depletion model showed that the fast time constant for recovery from spike depression was clearly smaller in the Ube3aE113X mice (1.48 ± 0.16 ms, n = 8 vs 2.09 ± 0.22 ms, n = 6, respectively; p = 0.04; Figures 7B–G), similar to results obtained in juxtacellular recordings. The faster recovery from AP depression suggests that the kinetics of sodium channel recovery from inactivation are altered in Ube3a mice, although a contribution of changes in potassium channel deactivation cannot be excluded.
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FIGURE 7. Faster recovery from AP depression in whole-cell configuration in Ube3a mice. (A) Increase in spike frequency during a 400 ms, 80 dB noise burst in a whole-cell recording. Insets are three principal neuron APs before, during and after the sound stimulation, respectively. (B,C) Relation between the maximal amplitudes of the first derivative of the AP (AP’) and the interspike interval from a whole-cell recording (black) from a WT animal (B) and a Ube3a mouse (C). Red line indicates the binned average of the values predicted by the resource depletion model. (D,E) Relation between AP’ predicted by the model and measured in the whole-cell recording for the data shown in B and C, respectively. (F) Comparison of the fast recovery time constant from eAP depression between WT and Ube3a mice. ∗Indicates p < 0.05. (G) Comparison of the slow recovery time constant from eAP depression between WT and Ube3a mice.



Ube3a Mice Show Enhanced Recovery from Presynaptic AP Depression

Next, we tested whether the presynaptic AP were also affected. Information about the calyceal AP can be obtained by measuring the amplitude of the prespikes. When the interval between events is short, the prespike of the next event often falls in the downward deflection of the previous one, making quantification of prespike amplitude difficult. Since the pre- and postsynaptic contribution to the complex extracellular waveform are in principle independent voltage sources, we addressed this problem by subtracting a scaled, averaged waveform from the previous event, as detailed in the Methods and illustrated in Figures 8A,B. Only cells with prespikes larger than 0.3 mV were included in this analysis. We plotted the amplitudes of the prespikes against the inter-spike interval, and fitted their relation with a simple model (Varela et al., 1997). The relation between prespike amplitude and the inter-spike interval could be adequately described with a single recovery time constant. Similar to the postsynaptic AP, the prespike of Ube3a mice also recovered significantly faster than WT (2.53 ± 0.28 ms, n = 4 cells from four animals vs 3.88 ± 0.45 ms, n = 4 cells from four animals; p = 0.043; Figures 8C–E). The presynaptic Na+ currents depend on the Nav1.6 subunit at the pre-calyceal axonal heminode (Leão et al., 2005; Berret et al., 2016; Sierksma and Borst, 2017), and our results suggest possible changes in the recovery from inactivation of this channel.
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FIGURE 8. Faster recovery from prespike depression in Ube3a mice. Recordings were made in the juxtacellular configuration. (A) Four templates used for subtraction; each template was made by averaging complex waveforms with similar amplitudes from a recording from a WT mouse (hybrid background). (B) Baseline before (black) and after (red) subtraction of a matching template from the first of the two complex waveforms from the same recording as in A. The prespike is indicated by an arrow head. (C,D) Relation between the amplitudes of the juxtacellularly recorded prespikes and inter-EPSP intervals from a WT (C, hybrid background) or a Ube3aExon3 animal (D). Red symbols indicate binned averages of the values predicted by the resource depletion model. (E) Comparison of the recovery time constant from pre-AP depression between WT and Ube3a animals (in both groups three mice with hybrid background and one C57BL/6J mouse). ∗Indicates p < 0.05.



No Changes in Recovery from Inactivation in Postsynaptic Sodium Channels from Ube3a Mice

To test whether the faster recovery from postsynaptic AP depression in the Ube3a mice were caused by a faster recovery from inactivation of voltage-dependent sodium channels, we made whole-cell voltage recordings in slices while pharmacologically isolating the sodium channels. We studied recovery from inactivation with two steps to -10 mV with variable interval at holding potentials of -95, -65, or -60 mV (Figures 9A,B). The first step to -10 mV induced a rapid and almost full inactivation. Recovery from inactivation could generally be well described by a single exponential function, whose time constant depended strongly on the potential in between the steps (Figures 9C,D). Time constants were in the same range as the fast time constant from AP depression measured in vivo, although spatial clamp problems and a difference in temperature (voltage clamp studies were done at room temperature), present some uncertainties. The voltage dependence of sodium channel recovery in WT and Ube3a mice was very similar (Figures 9E–H), suggesting that the observed difference in AP recovery was not caused by a change in the kinetics of the sodium channels.
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FIGURE 9. Characterization of Na+ current recovery. (A) Top panel shows superimposed sodium current recordings from a WT C57BL/6J mouse during two 3 ms depolarizations to -10 mV at time intervals ranging from 0.2 to 600 ms from a holding potential of -95, -65, or -60 mV, respectively; bottom panel shows the stimulation protocol. (B) As A, but from a Ube3aE113X mouse. (C) Dependence of the relative sodium current amplitude on the recovery time interval at a holding potential of -95 mV (purple), -65 mV (green), and -60 mV (black); same cell as A; lines indicate mono-exponential fit. (D) As C, but from the same cell as B. (E) Average recovery of sodium current at a holding potential of -95 mV (purple) in wild type (filled circles) and Ube3a mutant mice (open circles). (F) As E, except holding potential -65 mV (green). (G) As E, except holding potential -60 mV (black). (H) Comparison of average recovery time constant in different holding potentials between wild type (black) and Ube3aE113X (blue) mice.



Increased AIS Length of Principal Neurons in the Ube3a Mutant

Our observations indicate that the Ube3a mouse is a gain of function mutant for synaptic transmission in the calyx of Held synapse. Voltage-gated sodium channel Nav1.6 plays a critical role in controlling neuronal excitability and AP generation (Kuba et al., 2014). Its expression level is significantly higher and the length of the AIS is significantly increased in the CA1 and CA3 hippocampal subregions of Ube3a mice (Kaphzan et al., 2011). We therefore measured the AIS length of principal neurons in the MNTB using the AIS-organizing protein ankyrin-G as a marker (Kim et al., 2013). Contactin-associated protein 2 (CASPR2), a neurexin protein localized at the juxtaparanodes of myelinated axons (Poliak et al., 1999), was also stained to help discriminate between pre- and postsynaptic axonal structures. AIS immunolabeling of ankyrin-G revealed three types of structures: short structures that were flanked on both sides by CASPR2-positive staining, identifying them as nodes of Ranvier, a thin, bar-like structure that was followed by CASPR2 staining at one end, and a much thicker and shorter structure that always partially co-localized with CASPR2 on one end (Figure 10A). To distinguish between the calyceal heminode and the principal cell axons, afferent fibers of GBCs were fluorescently labeled via in vivo electroporation, before immunostaining with the combination of anti-ankyrin-G and anti-CASPR2/anti-Nav1.6. The thick structures always appeared to be part of the fluorescently labeled fibers before the start of the calyx terminal (Figure 10), which indicates these were heminodes (Ford et al., 2015; Xu et al., 2016). In the 758 axons we have measured, the thin, bar-like structures never coincided with fluorescently labeled fibers, and they were always followed by CASPR2 staining at the distal end to the principal neuron, suggesting that the thin bar-like structure is the AIS, which is immediately followed by myelination of principal cell axon. These results are in agreement with the previous finding that the calyceal axon is clearly thicker than the principal cell axon (Forsythe, 1994; Leão et al., 2005). There was also intensive labeling by anti-Nav1.6 at the region of AIS (Figure 10B), suggesting a significant co-localization of sodium channels and ankyrin-G at the initial segment. Similar to the morphological difference between calyceal heminode and principal cell axon, the presynaptic nodes of Ranvier also appeared thicker than the postsynaptic ones (Figure 11A).
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FIGURE 10. Structural differences between heminodes and axon initial segments (AIS) in the MNTB. Calyces were filled with dextran-A594 via midline electroporation. (A) A filled calyx stained with anti-CASPR2 and anti-ankyrin-G antibody, as well as an overlay of these images. (B) A filled calyx with staining of anti-Nav1.6 and anti-ankyrin-G antibody, as well as an overlay of these images. Calibration bars 5 μm.
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FIGURE 11. Longer AIS in Ube3a mice. (A) Confocal section of MNTB slice, labeled with anti-CASPR2 (yellow) and anti-ankyrin-G (red) and anti-Vglut1 & 2 (green). The composite image shows a node of Ranvier from a calyceal axon (white arrow head) and a principal cell axon (yellow arrow head), and a calyceal heminode (white arrow), as well as a postsynaptic AIS (yellow arrow). (B) AISs of MNTB cells labeled by anti-ankyrin-G, from both WT and Ube3a animals. (C) Comparison of AIS length in C57BL/6J WT and Ube3aE113X mice. ∗Indicates p < 0.001. Calibration bars 10 μm.



Having established that we can reliably identify the AIS, we next quantified the length of the AIS of MNTB cells from both C57BL/6J WT and Ube3aE113X mice. The bar-like ankyrin-G-positive structures from Ube3a mice were on average longer than in their WT littermates (12.7 ± 0.2 μm in WT, from 520 AIS of 6 mice vs. 15.9 ± 0.3 μm in Ube3a from 238 AIS of 3 mice; p < 0.001; Figures 11B,C). Assuming a similar density of sodium channels at the AIS of WT and Ube3a mice, together with the co-staining results shown in Figure 11B, the increased length of the AIS suggests that an increased number of sodium channels are expressed in principal neurons of Ube3a mice.

Ube3a Mice Show Diminished Short-term Depression in Vivo

Since the threshold of AP did not change, the lower failure rates of spontaneous synaptic events of AS mice might have resulted from a difference in the calyceal input. For this reason, we studied STD of the first derivative of the EPSP (EPSP’) evoked by sound stimulation. Spontaneous firing in C57BL/6J WT animals averaged 21 ± 4 Hz (n = 20; range 1–62 Hz). During auditory stimulation, it reached a maximum frequency of 311 ± 11 Hz within the first 10 ms and decayed to 155 ± 7 Hz during the last 50 ms of the tone (Figures 12A,C). Spontaneous firing frequencies in the Ube3aE113X animals averaged 32 ± 6 Hz (n = 23; range 0.05–116 Hz). Ube3a mutants had similar maximum firing frequencies during the first 10 ms of auditory stimulation, and steady-state frequencies during the last 50 ms as WT animals (Figures 12B,D).
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FIGURE 12. Smaller sound-evoked STD in Ube3a mice. (A) Increase in frequency during a 400 ms, 80 dB noise burst. (C) Peristimulus time histogram showing primary-like response to sound. (E) Amplitudes of eEPSP’. Closed circles indicate time-binned averages. Bin size 30 ms. (A,C,E) are from the same WT juxtacellular recording from a C57BL/6J mouse. (B,D,F) are similar with (A,C,E), respectively, except the recording was from a unit in a Ube3aE113X mouse. (G) Relation between eEPSP’ amplitude and spontaneous firing frequency. WT and Ube3a animals are indicated in black and blue, respectively. Closed circles and open circles represent cells from C57BL/6J background and 129S2/Sv-C57BL/6J background, respectively. (H) Comparison of relative eEPSP’ amplitudes during the last 50 ms of auditory stimulation of cells with a spontaneous frequency <20 Hz and >20 Hz, respectively. ∗Indicates p < 0.05.



We used the maximum of the first derivative of the extracellular EPSP (eEPSP’) or the second derivative of whole-cell EPSP (EPSP”) as a measure for the strength of synaptic transmission, as described previously (Wang et al., 2013). During sound presentation, the average eEPSP’ in both WT and Ube3aE113X mice often decreased to a lower level, indicating that the high firing frequencies induced STD (Figures 12E–G). Overall, the Ube3aE113X mutants showed less STD than the WT controls (80 ± 2% of control, n = 23 vs. 71 ± 3%, n = 20; p = 0.04). As previously observed (Wang et al., 2013, 2015), the amount of STD in WT animals depended strongly on spontaneous firing frequencies (Figure 12H), presumably because cells with a high spontaneous firing frequency are tonically depressed. In C57BL/6J WT mice, cells with a spontaneous frequency <20 Hz showed large STD (61 ± 3% of control, n = 11 cells from five animals). In contrast, STD in Ube3a cells exhibited no dependency on spontaneous firing (Figure 12H). The Ube3aE113X cells with a spontaneous frequency <20 Hz showed little STD (78 ± 6% of control, n = 8 cells from seven animals; p = 0.01 vs. WT).

EPSPs from Ube3a Mice Show Faster Recovery from Depression

To further investigate the difference in STD between Ube3aE113X and WT mice, we estimated the time course of synaptic depression and recovery in both juxtacellular and whole-cell recordings. To quantify how many events it took for the synapse to reach steady-state depression, the relation between the eEPSP’ and its event number was plotted (Figures 13A,B,E). The decay of the amplitudes could be well fitted by a single exponential function, as previously described (Wang et al., 2013). During auditory stimulation, Ube3aE113X and C57BL/6J WT took a similar number of events to reach steady state (τUbe3a: 6.1 ± 0.7 events, n = 22 cells, including eight whole-cell recordings vs. τWT: 5.7 ± 0.4 events, n = 20 cells, including six whole-cell recordings; p = 0.67). For the estimation of the time course for recovery from STD, eEPSP’ (or EPSP’ in the case of whole-cell recordings) was plotted against time, and fitted with a single exponential function (Figures 13C,D,F). In contrast to the lack of an obvious difference in the time course of the onset of depression (Figures 13A,B,E), the recovery from depression was overall much faster in Ube3aE113X than C57BL/6J WT cells (τUbe3a: 88 ± 14 ms, n = 21 cells, including eight whole-cell recordings vs. τWT: 235 ± 51 ms, n = 19 cells, including six whole-cell recordings; p = 0.006). To confirm these results, we also fitted the data by a short-term plasticity model (Varela et al., 1997), which takes the firing frequency and firing pattern into account. The predicted time constant of recovery from depression was again faster in Ube3a113X than in WT cells (τUbe3a: 141 ± 16 ms, n = 20 cells including 8 whole-cell recordings vs. τWT: 193 ± 22 ms, n = 16 cells including 6 whole-cell recordings; p = 0.06), which is in agreement with the direct fits of the recovery after the sound bursts.
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FIGURE 13. Faster kinetics of recovery from STD in Ube3a mice. (A) Amplitude of eEPSP’ against sound-evoked event number from recording of C57BL/6J WT cell. Error bars indicate SEM. Solid line is fit with single exponential function. (C) Sound-evoked eEPSP’ in a WT animal. Solid line is fit of recovery from sound-evoked STD with single exponential function with time constant 215 ms. (B,D) Both are similar with A and C, respectively, except that the recording was from a Ube3a mouse 31 ms. (E) Comparison of results of fit of depression time course as shown in A and B for WT and Ube3a animal. (F) Comparison of recovery time constants as shown in C and D for WT and Ube3a. A and C are from the same WT recording; B and D are from the same unit of a Ube3a mouse. ∗Indicates p < 0.01.





DISCUSSION

Here we show that maternal loss of Ube3a leads to enhanced synaptic transmission at the calyx of Held synapse in vivo. The Ube3a mutant MNTB neurons showed decreased failure rate compared to the wild type. Both pre- and postsynaptic APs recovered faster from depression. These phenotypes were replicated in two independent Ube3a mutants in two different genetic backgrounds. In the in vivo whole-cell recording of Ube3aE113X mice in the C57BL/6J background, the mutant neurons exhibited altered intrinsic properties, including elevated AP amplitude and decreased AP half width, as well as a more hyperpolarized resting membrane potential. We also observed an increased AIS length in the Ube3aE113X mice in the C57BL/6J background, which might be related to the larger AP. In addition, reduced STD and faster recovery from STD were observed. Taken together, these in vivo results imply a critical role of UBE3A in controlling synaptic transmission and excitability at excitatory synapses.

Synaptic vs. Network Changes

Previous studies of Ube3a mice have focused mainly on cortical and hippocampal neurons (Kaphzan et al., 2011; Wallace et al., 2012, 2017). These neurons are innervated by a heterogeneous population of synapses, making it more difficult to distinguish the impact of UBE3A on the many different inputs. In the case of the calyx of Held synapse, synaptic transmission can be studied in relative isolation. Because of the similarity in hearing thresholds and in spontaneous and sound-evoked frequencies in WT and Ube3a mice, it is unlikely that the enhanced neurotransmission is caused by upstream effects or an excitatory/inhibitory imbalance within the MNTB, also taking into account that in vivo evidence suggests that the direct contribution of inhibitory inputs at the mouse calyx of Held synapse is limited (Lorteije and Borst, 2011). Apparently, the observed increased reliability of excitatory transmission was not sufficient to lead to a substantial increase in spontaneous firing frequency in the MNTB.

Increased Resistance to Spike Depression

Two main differences in the function of the calyx of Held synapse were observed between Ube3A mice and their wild-type littermates. We observed an increased resistance to STD, presumably a presynaptic change in the young-adult calyx of Held synapse, and an increased excitability, probably both pre- and postsynaptically. The two gain-of-function phenotypes are probably unrelated, as the effect on STD acts at about a 100 times slower timescale than some of the effects on excitability. We will first discuss the effects on excitability.

Postsynaptically, we observed a more negative membrane potential, fewer failures, a larger AP and smaller AP half width, and a longer AIS. Both pre- and postsynaptically, we observed faster recovery from AP depression. Several of these findings are most likely related to postsynaptic sodium channels. During high frequency stimulation, AP amplitudes will depress. We used the amplitudes of the juxtacellularly recorded prespike and postspike, which provide a measure for the maximum rate of rise of the pre- and the postsynaptic AP, respectively (Lorteije et al., 2009), to compare AP depression between Ube3a and WT. In this study, we observed that APs from Ube3a principal MNTB cells recovered faster from depression than in WT. In addition, evidence for faster recovery of calyceal APs in vivo was obtained. Recovery of the rate of rise of the AP amplitude can be expected to depend foremost on the recovery of sodium channels from the inactivated state, which is both a time- and a voltage-dependent process (Ming and Wang, 2003).

The recovery from presynaptic spike depression could be described by a single exponential function, in agreement with the mono-exponential recovery from inactivation of sodium channels in calyces (Leão et al., 2005) or hippocampal mossy fiber boutons (Engel and Jonas, 2005). A direct comparison of the kinetics of recovery of the sodium channels and of the spike depression shows that the spikes recovered somewhat more slowly, which may be related to the strong voltage-dependence of the fast component of the recovery from sodium channel inactivation (Leão et al., 2005; Mathews, 2008). In addition, the small size of the prespikes, which at short inter-event intervals could only be measured following a template subtraction procedure, makes the determination of the exact kinetics a challenging task.

We found that recovery from postsynaptic spike depression could be well described by the sum of two exponential functions, which was in agreement with our earlier results (Lorteije et al., 2009). The sodium channels of principal neurons also recover biphasically, at similar kinetics as the recovery from AP depression (Leão et al., 2005), suggesting – similar to the presynaptic situation - a prominent role for the recovery from sodium channel inactivation in recovery from AP depression. Somatic sodium channel density is low in the MNTB principal neurons (Leão et al., 2005, 2008), suggesting changes in the axonal domain. Postsynaptic measurements were somatic, whereas the axonal and somatic AP can differ substantially (Scott et al., 2007; Yu et al., 2008). The rate of rise of the somatic AP is influenced by the backpropagation from the AIS. Moreover, the backpropagating AP will interact with the large, axosomatic calyceal input. These considerations make inferences about the mechanisms underlying these observed changes somewhat speculative, especially with regard to possible changes during multiple APs.

The voltage clamp recordings from principal neurons in MNTB slices did not provide any evidence for a change in the voltage-dependent recovery from sodium channel inactivation in the Ube3a mice, even though we cannot exclude that small effects were missed, since the voltage clamp in the whole cell recordings was suboptimal, recordings were performed at room temperature, and the slow component previously observed by Leão et al. (2005) was not observed by us. Interestingly, the kinetics of the recovery from inactivation of sodium channels or MNTB principal neurons were shown to be different in deaf mice, but the difference was in the slow component of recovery (Leão et al., 2006), which was not altered in the Ube3a mice.

The most likely mechanism underlying the faster recovery from AP depression in the Ube3a mice is related to the more negative resting potential, which based on our voltage clamp recordings (Figure 9) and previous results (Leão et al., 2005; Mathews, 2008) should speed up recovery from sodium channel inactivation considerably. However, we cannot exclude that the observed changes in AP recovery were mediated by potassium channels, especially since we observed shorter AP half widths in the Ube3a principal neurons. The calyx of Held synapse contains a multitude of different potassium channels (Johnston et al., 2010), and a subset of these show rapid facilitation (Yang et al., 2014), which could contribute to spike depression. A concomitant switch in the K channel composition of the AIS contributes to the increased excitability observed in the chick nucleus laminaris following cochlear ablation (Kuba et al., 2015).

Increase in AIS Length

We saw about a 25% increase in AIS length of the principal neurons, somewhat larger than the increase observed previously in the hippocampus of Ube3a mice (Kaphzan et al., 2011). It is not known whether the observed increase in AIS length was accompanied by a change in its location, but in general, changes in AIS length, with corresponding changes in total sodium conductance, are more effective in regulating neuronal excitability than changes in location (Gulledge and Bravo, 2016). An increase in AIS length by itself may lead to shorter interspike intervals, a larger maximal rate of rise and more negative AP threshold (Kuba and Ohmori, 2009; Baalman et al., 2013). A longer AIS (with the resulting larger Na conductance) can help to overcome the electrical load of the soma and dendrites (Kuba et al., 2006; Baranauskas et al., 2013; Gulledge and Bravo, 2016; Hamada et al., 2016). The impact that a change in AIS length will have on neuronal excitability will also depend on changes in its localization and ion channel composition (Kuba et al., 2006, 2015; Baranauskas et al., 2013; Evans et al., 2015; Gulledge and Bravo, 2016; Hamada et al., 2016). A larger AIS may move spike initiation further away from the soma, making it less susceptible for the depolarization induced by calyceal EPSPs at the soma (Kuba et al., 2006; Scott et al., 2014). Even though some of the signal transduction mechanisms underlying AIS plasticity are beginning to be identified (Trunova et al., 2011; Galiano et al., 2012; Evans et al., 2013, 2015, 2017), how UBE3A contributes to the regulation of its length remains to be addressed.

Our results are largely consistent with a previous in vitro study showing a more negative resting membrane potential, larger AP amplitude and increased maximal rate of rise of the APs in CA1 pyramidal neurons of Ube3a mice (Kaphzan et al., 2011), but differ from a recent in vivo study in layer 2/3 pyramidal neurons of the visual cortex, in which increased intrinsic excitability in Ube3a mice was found to be mainly due to an increased membrane resistance (Wallace et al., 2017). The hippocampal and cortical pyramidal neurons are more similar to each other than to MNTB neurons, which are fast, glycinergic neurons that serve mostly a relay function. Why the differences in excitability observed in the present study are more similar to the changes observed in hippocampal neurons than in neocortical neurons is presently not clear.

Homeostatic Plasticity or Gain-of-Function?

Evidence was presented that the more negative resting potential in hippocampal neurons likely result from increased expression of the α1 subunit of the Na/K-ATPase, and the changes in the AP from increased expression of Nav1.6 (Jiang et al., 1998; Kaphzan et al., 2011, 2013), and similar results have been obtained in the Drosophila neuromuscular junction (Valdez et al., 2015; Hope et al., 2017). The Nav1.6 subunit can be expected to be the dominant type of sodium channel in the young-adult MNTB (Leão et al., 2005). To explain the results in the hippocampus, it was suggested that the increase of the AIS length of Ube3a model mice might reflect a homeostatic response to a reduction in neuronal excitability, driven by the increase of α1-NaKA expression (Kaphzan et al., 2011, 2013). It has been well established that the AIS is a dynamic structure, and that the expression of sodium channels can depend on input activity (Grubb and Burrone, 2010; Kuba et al., 2010, 2014, 2015; Gutzmann et al., 2014; Nozari et al., 2017). It is remarkable that the increase in AIS length was associated with a more negative membrane potential, both at hippocampal CA1 pyramidal neurons (Kaphzan et al., 2011) and in the present study, since a chronic depolarization induces a rapid change in AIS length in cultured neurons (Evans et al., 2015). A homeostatic mechanism, as suggested as a compensatory mechanism for the changes in membrane potential observed in the hippocampus, seems insufficient to explain our results. A homeostatic mechanism would be expected to compensate for a decrease in excitability, thus keeping the reliability on average constant. However, we observed fewer postsynaptic failures in the Ube3a mutant mice in the absence of obvious changes in the input firing patterns to the principal neurons. This gain-of-function phenotype thus indicates that a simple homeostatic mechanism is insufficient to explain the observed results.

Reduced STD

During auditory stimulation, complex effects were observed on short-term synaptic depression (STD) of the EPSP. In the post-hearing calyx of Held synapse, STD is presynaptic (Joshi and Wang, 2002; Taschenberger et al., 2002, 2005; Yamashita et al., 2003; Renden et al., 2005; Koike-Tani et al., 2008), even though it has not yet been confirmed that this also holds true for the young-adult mice that were studied here. In Ube3a animals, the sound-evoked EPSP showed less STD, and the depression level was largely independent of spontaneous activity, which contrasts with the Drosophila neuromuscular junction, where increased STD was observed (Valdez et al., 2015; Li et al., 2016). Most likely, the observed faster recovery from synaptic depression contributed to the reduction in STD we observed during tone presentation. We previously also observed faster recovery from STD in the Cacna1aS218L mutant mouse model of Familial Hemiplegic Migraine (FHM; Di Guilmi et al., 2014). However, in the Cacna1aS218L knock-in mice increased STD was observed, probably due to increased release probability of the readily releasable pool owing to elevated basal [Ca2+]i, indicating that there are essential differences in the presynaptic changes in the Cacna1aS218L and the Ube3a mice.



OUTLOOK

Here we have provided the first in vivo characterization of the intrinsic membrane properties, synaptic transmission and AIS morphology of MNTB neurons in Ube3a mice. The enhanced synaptic transmission and elevated AP amplitude are likely to contribute to the hyperexcitability and increased seizure susceptibility in Ube3a mice and AS patients even though changes in GABAergic transmission are also an important factor in epileptogenesis (Judson et al., 2016). A homeostatic regulation of membrane excitability (Kaphzan et al., 2011, 2013) seems insufficient to explain the observed gain of function. How decreased UBE3A-mediated proteasomal degradation causes abnormalities in excitability and AIS structure deserves further study. The molecular mechanisms for the increased resistance to short-term synaptic depression in the calyx of Held synapse of Ube3a mice also remain to be identified. Identification of pre- and postsynaptic targets of UBE3A in the MNTB would be a helpful step toward these goals.
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Stressful experiences can induce structural changes in neurons of the limbic system. These cellular changes contribute to the development of stress-induced psychopathologies like depressive disorders. In the prefrontal cortex of chronically stressed animals, reduced dendritic length and spine loss have been reported. This loss of dendritic material should consequently result in synapse loss as well, because of the reduced dendritic surface. But so far, no one studied synapse numbers in the prefrontal cortex of chronically stressed animals. Here, we examined synaptic contacts in rats subjected to an animal model for depression, where animals are exposed to a chronic stress protocol. Our hypothesis was that long term stress should reduce the number of axo-spinous synapses in the medial prefrontal cortex. Adult male rats were exposed to daily stress for 9 weeks and afterward we did a post mortem quantitative electron microscopic analysis to quantify the number and morphology of synapses in the infralimbic cortex. We analyzed asymmetric (Type I) and symmetric (Type II) synapses in all cortical layers in control and stressed rats. We also quantified axon numbers and measured the volume of the infralimbic cortex. In our systematic unbiased analysis, we examined 21,000 axon terminals in total. We found the following numbers in the infralimbic cortex of control rats: 1.15 × 109 asymmetric synapses, 1.06 × 108 symmetric synapses and 1.00 × 108 myelinated axons. The density of asymmetric synapses was 5.5/μm3 and the density of symmetric synapses was 0.5/μm3. Average synapse membrane length was 207 nm and the average axon terminal membrane length was 489 nm. Stress reduced the number of synapses and myelinated axons in the deeper cortical layers, while synapse membrane lengths were increased. These stress-induced ultrastructural changes indicate that neurons of the infralimbic cortex have reduced cortical network connectivity. Such reduced network connectivity is likely to form the anatomical basis for the impaired functioning of this brain area. Indeed, impaired functioning of the prefrontal cortex, such as cognitive deficits are common in stressed individuals as well as in depressed patients.

Keywords: chronic mild stress, depressive disorder, electron microscope, infralimbic cortex, neuroplasticity, synaptic density, synaptic plasticity


INTRODUCTION

The medial prefrontal cortex (mPFC) coordinates several higher-order cognitive functions and controls the neuroendocrine, autonomic and behavioral response to stress (Dalley et al., 2004; McKlveen et al., 2013, 2015; Riga et al., 2014). Stress affects the functioning and cellular integrity of mPFC neurons (Holmes and Wellman, 2009; McEwen and Morrison, 2013; Lucassen et al., 2014; Arnsten, 2015). The best described stressed-induced cellular changes are the reduction of apical dendritic length and complexity of layer II–III pyramidal neurons, which is typically accompanied by reduced spine density (Cook and Wellman, 2004; Radley et al., 2004, 2006; Liston et al., 2006; Liu and Aghajanian, 2008). Furthermore, it has been shown that NMDA receptor activation is crucial for the stress-induced dendritic atrophy (Martin and Wellman, 2011). Finally, these stress-induced cellular changes in the mPFC correlate with executive dysfunctions (Holmes and Wellman, 2009).

The infralimbic (IL) cortex is the most ventral part of the mPFC and it is known to contribute to the coordination of the chronic stress response (Flak et al., 2012). Neurons of the IL cortex are particularly sensitive to chronic stressors (Hinwood et al., 2011) and it is well documented that stress disrupts the functioning of this cortical area (Izquierdo et al., 2006; Wilber et al., 2011; Koot et al., 2014; Moench et al., 2015). Stress-induced dendritic atrophy of layer III pyramidal neurons has been repeatedly demonstrated in the IL cortex together with the stress-induced loss of dendritic spines (Radley et al., 2004; Izquierdo et al., 2006; Perez-Cruz et al., 2007, 2009; Dias-Ferreira et al., 2009; Goldwater et al., 2009; Shansky et al., 2009). Because of the obvious regressive structural changes of the pyramidal neurons, synapse loss is also taken for granted in the mPFC of stressed rats. For example, Radley et al. (2006) estimated that repeated stress should produce a 33% reduction in the total number of axo-spinous synapses on the apical dendrites of pyramidal neurons. However, so far there is no experimental evidence confirming such expectations on fronto-cortical synapse loss. There are very few studies in the literature that focused directly on stress-induced synaptic changes in the mPFC. A recent report, which investigated the influence of acute stress on excitatory synapses, actually found increased synapse numbers within an hour after stress (Nava et al., 2014). Yet another study, which investigated inhibitory neurotransmission in the IL of chronically stressed rats, also found an increased number of inhibitory synaptic contacts onto glutamatergic cells (McKlveen et al., 2016). A developmental study documented synaptic rearrangements (higher spine synapses and fewer dendritic shaft synapses) in the anterior cingulate cortex of Octodon degus which were maternally deprived and reared in social isolation (Helmeke et al., 2001). The same experimental paradigm resulted in significantly higher synaptic densities in layer II of the IL cortex (Ovtscharoff and Braun, 2001).

Numerous scientists suggested that synaptic changes in the prefrontal cortex are key factors contributing to the pathophysiology of depressive disorders (Moghaddam, 2002; Popoli et al., 2011; Duman and Aghajanian, 2012; Duman, 2014; Thompson et al., 2015; Duman et al., 2016). Indeed, a recent post-mortem electron microscopic study demonstrated lower number of synapses in the dorsolateral prefrontal cortex of patients with major depressive disorder (Kang et al., 2012). Animal models based on chronic-stress paradigms are valuable tools to investigate the neurobiology of depressive disorders (Czéh et al., 2016). Here, we used the chronic mild stress (CMS) model, which is one of the best validated animal models for depression (Willner et al., 1992; Willner, 1997, 2005, 2016a,b; Wiborg, 2013) and studied the number and morphology of asymmetric (Type I, excitatory) synapses and symmetric (Type II, inhibitory) synapses in the ventral mPFC of rats. We did a detailed, systematic, quantitative electron microscopic (EM) analysis to examine the effect of long-term stress on synaptic numbers and morphology in all cortical layers of the IL cortex. Our hypothesis was that stress should reduce the number of axo-spinous excitatory synapses and probably also alter synaptic morphology. We also analyzed the number of myelinated axons, because recent studies documented stress-induced white matter changes (Miyata et al., 2016; Gao et al., 2017; Xiao et al., 2018).



MATERIALS AND METHODS

Ethics Statement

Animal procedures and experiments were carried out in accordance with Aarhus University (Aarhus, Denmark) guidelines, Danish and European legislation regarding laboratory animals and approved by Danish National Committee for Ethics in Animal Experimentation (2008/561-447).

Animals

Adult male Wistar rats (5–6 weeks old, with a body weight of about 120 g) were obtained from Taconic (Denmark). Eight rats were used in the present study: n = 4 controls and n = 4 chronically stressed. These eight animals were selected from a much larger cohort of animals that were all subjected to the same experimental procedures. We selected the four stressed animals based on their pronounced anhedonic behaviors (the behavioral phenotyping of the animals is described below). All animals were singly housed, except when grouping was applied as a stress parameter. We used single housing because we wanted to measure the sucrose intake of each individual rat. Food and water was available ad libitum except when food and/or water deprivation was applied as a stress parameter. The standard 12-h light/dark cycle was only changed in course of the stress regime. Results from these animals have been presented earlier in Csabai et al. (2017).

Behavioral Phenotyping

Animals were behaviorally phenotyped with the use of the sucrose consumption test to detect their anhedonic behavior in response to stress. Stress-induced reduction of sucrose consumption indicates depressive-like anhedonic behavior. Before the real testing started all rats were trained to consume a palatable sucrose solution (1.5%). This training lasted for 5 weeks, with testing twice a week during the first 2 weeks and one test per week during the last 3 weeks. Animals were food and water deprived 14 h before the test. During the test the rats had free access to a bottle with 1.5% sucrose solution for 1 h. During the entire stress period, the sucrose consumption test was performed once a week. Baseline sucrose consumption was defined as the mean sucrose consumption during three sucrose tests conducted before starting the stress procedures.

Chronic Mild Stress (CMS) Procedures

The CMS is one of the best described and most thoroughly validated animal models for depression (Willner et al., 1992; Willner, 1997, 2005, 2016a,b; Wiborg, 2013). The CMS procedure of our laboratory has been described in detail in our previous publications (see e.g., Henningsen et al., 2009, 2012; Wiborg, 2013; Csabai et al., 2017). Briefly, rats were divided into two matched groups on the basis of their baseline sucrose intake, and housed in separate rooms. One group of rats was exposed to 9 weeks of mild stressors. A second group of rats (controls) was left undisturbed. The schedule of the CMS was: a period of intermittent illumination, stroboscopic light, grouping, food or water deprivation; two periods of soiled cage and no stress; and three periods of 45° cage tilting. During grouping, rats were housed in pairs with different partners, with the individual rat alternately being a resident or an intruder. All the stressors lasted from 10 to 14 h. Based on the sucrose consumption, the hedonic state of the animals was evaluated and stressed rats were then further divided into stress sensitive rats (anhedonic animals) and stress-resilient rats (Henningsen et al., 2012). Anhedonic animals are the ones that reduce their sucrose solution intake by more than 30% in response to stress.

Perfusion and Brain Tissue Preparation for the Electron Microscopic Analysis

We prepared the brain tissues for the ultrastructural analysis as described in detail before (Csabai et al., 2017). After an overdose of sodium pentobarbital (200 mg/ml dissolved in 10% ethanol) animals were transcardially perfused with ice cold 0.9% physiological saline followed by 4% paraformaldehyde containing 0.2% glutaraldehyde in 0.1 M phosphate buffer (pH 7.4). The brains were removed and postfixed overnight in the same solution at 4°C, but without glutaraldehyde. Serial, 80 μm thick, coronal sections were cut using a Vibratome (Leica VT1200 S) throughout the entire prefrontal cortex from Bregma level 4.70–2.20 (Paxinos and Watson, 1998). Two sections that included the IL cortex were selected from these section series and osmicated (1% OsO4 in PB for 30 min) and then, dehydrated in graded ethanol (the 70% ethanol contained 1% uranyl acetate). After complete dehydration in ascending ethanol series, the sections were immersed in propylene-oxide and then, into a mixture of propylene-oxide and Durcupan resin. Finally, they were flat-embedded in Durcupan resin (Fluka-Sigma–Aldrich, Hungary). After polymerization at 56°C for 48 h, the sections were viewed under a light microscope, and areas of interest were chosen for re-embedding and electron microscopic sectioning. To select the appropriate region of the IL cortex for ultrathin sectioning, semithin (500 nm) sections were stained with toluidine blue. The ultrathin (60 nm) sections were cut with a Leica Ultracut UCT microtome and collected on Formvar-coated single slot copper grids, stained with uranyl-acetate and lead citrate.

Quantitative Analysis of the Synapses

All samples were coded before the quantification. The investigator analyzing the data was blind to the identity of the animals throughout the entire data analysis. We used the size-frequency method to quantify the numerical density of synapses per cortical unit volume (μm3). We applied this method because DeFelipe et al. (1999) demonstrated that this method is a solid method to quantify synapses in the neocortex and in fact it is more efficient and easier to apply than the disector method. First, we did a systematic random sampling protocol when cutting the brains and making the EM micrographs (Figure 1). We selected two 80 μm thick coronal sections between Bregma levels of 3.20–2.20 (Paxinos and Watson, 1998). These two sections were flat-embedded in Durcupan resin and then, they were cut further serially into ultrathin (60 nm) sections. From each of these two series of ultrathin sections we selected minimum 5–5 evenly distributed sample sections from each animal (Figure 1A). The selected ultrathin sections had approximately 5–6 μm distances between them. From each animal, we examined 10 ultrathin sections with a JEOL 1200 EX-II electron microscope. In every section, in each cortical layer, we made at least 10 non-overlapping EM photomicrographs using a sampling line with a random starting point. We analyzed 65–80 EM images in each cortical layer from each animal. In other words, we examined 400–500 EM pictures in the entire IL cortex of each animal (Table 1). The six cortical layers of the IL cortex were identified based on the description given by Gabbott et al. (1997). Synapses were counted and measured with 40,000× magnification. Synapses were counted within an unbiased counting frame (Gundersen, 1977), which covered ∼15 μm2 (3.87 μm × 3.87 μm) cortical area (Figure 1B). Synaptic profiles touching the exclusion lines were not counted. The quantitative analysis of the EM images was done under the visual control of a single experimenter (DC) who used the Neurolucida software (Version 11.08.2, MicroBrightField, Williston, VT, United States) for this work. We quantified and measured asymmetric (Type I) and symmetric (Type II) synapses separately (Figure 2). Symmetric synapses were identified based on the morphology of the postsynaptic density and the shape of synaptic vesicles (Figure 2). Furthermore, we measured synaptic junction length (the length of paired membrane densities at each junction) and the associated axon terminal membrane length (Figures 1C, 2E,F). We also counted the number of myelinated axons (Figures 2G,H). The results of our quantitative data are reported here as synaptic densities as well as total synapse numbers. Similarly, the quantitative data on the number of myelinated axons are reported here as myelinated axon densities as well as total number of myelinated axons. Total synapse and axon numbers were calculated by multiplying the densities with the volume of the IL cortex (volume × density = total number).
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FIGURE 1. Systematic quantitative analysis of synapses in the IL cortex. (A) First, we selected two 80 μm thick coronal sections between Bregma levels of 3.20–2.20 mm. Then, we cut out the IL cortex from these sections and re-embedded them in durcupan resin and processed them further for ultra-sectioning. Semi-thin sections were cut from the durcupan embedded blocks and stained with toluidine blue dye to determine the exact area for ultra-sectioning. The six cortical layers were clearly identifiable in the toluidine blue stained sections. After orientation in the blocks, serial 60 nm ultrathin sections were cut and every fifth sections were collected on single slot copper grids (red sections). From each animal, we examined 10 ultrathin sections with the electron microscope. (B) In every ultrathin section, in each cortical layer, we made at least 10 non-overlapping photomicrographs using a sampling line with a random starting point. We analyzed 65–80 photomicrographs in each cortical layer of each animal. Synapses were counted and measured in these pictures with 40,000× magnification. All synapses were counted within an unbiased counting frame which had an area of ∼15 μm2 (3.87 μm × 3.87 μm). Synaptic profiles touching the exclusion (red) lines were not counted. Perforated synapses were also quantified, but these were few (5–10%) and their presence showed high individual variations. Therefore, we did not present data on them. (C) The quantitative analysis was done under the visual control of a single experimenter who used the Neurolucida software for this work. We quantified and measured asymmetric (Type I) and symmetric (Type II) synapses separately. Symmetric synapses were identified based on the morphology of the postsynaptic density and the shape of synaptic vesicles. (D) We measured synaptic junction lengths and the associated axon terminal membrane length (Figures 2E,F). Scale bar: 500 nm.



TABLE 1. Results of quantitative EM analysis: Individual values.
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FIGURE 2. Representative EM images from control (A,B) and stressed rats (C,D) showing different types of synapses in cortical layers II–III. (E) Two axon terminals make synaptic contacts with one dendritic spine. (F) Simplified drawing of the EM image shown in (E). The drawing illustrates how we measured synapse and axon terminal membrane lengths. Green lines represent the axon-terminal membrane and red lines indicate the synaptic membrane. (G) Myelinated axons are clearly visible in this low magnification EM image. Magnification: 5,000×, scale bar: 2 μm. (H) Higher resolution images of myelinated axons displaying the exact shape and electron density of the myelin sheats. White arrows point to asymmetric (Type I) synapses and black arrows indicate symmetric (Type II) synapses. The white arrowhead (on A) points to a perforated asymmetric synapse. Arrow nocks (G,H) show myelinated axons. MT, mitochondrium; NtV, neurotransmitter vesicles. The magnification was 40,000× for all images except of (G). Scale bars: 500 nm on all images except of (G).



In our EM analysis, we also looked for evidences of neuronal degeneration or cell death in the samples from the stressed rats. Apoptotic cell death is indicated by the condensation of chromatin (electron-dense, black structure along the nuclear membrane) and fragmentation of the cell nucleus. Apoptotic cell bodies are densely packed with cellular organelles and nuclear fragments that are engulfed by phagocytosis of surrounding cells. The typical signs of neurodegeneration include swollen mitochondria with disorganized structure and disrupted cristae, or the presence of autophagic vacuole and electron dense degenerating (shrunken) neurites. Such cellular malformations are obvious and easy to recognize on the EM pictures.

Volume Measurement

We measured the volume of the IL cortex based on Cavalieri’s principle (Gundersen et al., 1988). From each animal, we collected a series of 80 μm thick coronal sections covering the entire IL cortex starting from 3.5 mm to 2.0 mm relative to Bregma (Paxinos and Watson, 1998). We used every third serial section for the volume measurement, i.e., 5–6 sections/animal. These sections were Nissl stained and analyzed with a Nikon Eclipse Ti-U microscope, using a 4× objective. In each section, we measured the cross-sectional areas of cortical layer I, II, and III–VI within the IL. The borders between the different cortical layers were identified based on the description given by Gabbott et al. (1997). We also measured the cross-sectional area of the entire IL cortex. Cortical volumes were calculated by multiplying the cross-sectional areas with the thickness of the sections.

Statistical Analysis

Results are presented here as the mean ± SEM. Since we expected that stress should reduce the number of synapses and the volume of the IL cortex, thus, these data were compared with a one-tailed unpaired Student t-test. Group values of axon numbers were compared with two-tailed unpaired Student t-test. The laminar distributions of the synaptic parameters were analyzed with a two-way ANOVA (stress × cortical layer) followed by Sidak post hoc test. Results of the sucrose consumption behavioral test were analyzed with a two-way ANOVA (stress × time) followed by Bonferroni’s post hoc test. We used parametric tests for our data analysis because of the following reasons: (1) Other studies quantifying stress-induced synaptic changes also use parametric tests (e.g., Hajszan et al., 2009; Nava et al., 2014; Baka et al., 2017); (2) We had only four animals/group, but in each animal we did 400–500 measurements and the results of these measurements showed normal distribution; (3) Non-parametric tests have very low statistical power when the number of individuals is low.



RESULTS

Rats Subjected to Chronic Mild Stress Developed Depressive-Like Anhedonic Behavior

We used the sucrose consumption test to assess the hedonic-anhedonic behavior of the animals. Nine weeks of CMS significantly decreased sucrose intake. In Figure 3, we present the sucrose intake data of the rats that were used here for the subsequent quantitative EM analysis. Two-way ANOVA (stress × time) revealed significant main effect of stress [F(1,9) = 51.81, P < 0.0001] and significant interaction with time [F(1,9) = 24.17, P < 0.0001]. Bonferroni’s post hoc comparisons demonstrated that the stressed rats consumed significantly less sucrose from the stress week 4 onward compared to control rats (Figure 3). The results of the statistical comparisons were the following: week 4 (t = 3.53, P < 0.01), week 5 (t = 4.18, P < 0.001), week 6 (t = 6.94, P < 0.001), week 7 (t = 5.71, P < 0.001), week 8 (t = 7.46, P < 0.001), and week 9 (t = 8.22, P < 0.001). These data indicate that CMS stress had significant consequences on the hedonic behavior of the animals and that the stressed rats gradually developed an anhedonic depressive-like behavioral phenotype.
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FIGURE 3. In response to chronic stress, the animals gradually developed depressive-like anhedonic behavior. The graph shows the sucrose consumption of the animals that were later used for the EM analysis. Baseline sucrose consumption was defined as the mean sucrose consumption during three sucrose tests conducted before stress initiation. Control rats gradually increased their sucrose intake indicating a healthy hedonic behavior. Stressed animals progressively reduced their sucrose intake which indicates anhedonic behavior. Two-way ANOVA (stress × time) revealed significant main effect of stress (P < 0.0001) and significant interaction with time (P < 0.0001). Bonferroni’s post hoc comparisons demonstrated that stressed rats consumed significantly less sucrose on week 4–9 compared to controls (∗P < 0.05).



Quantitative EM Analysis

Examples of representative electron micrographs from the present experiment are shown in Figure 2. We analyzed 1,859 EM images and 11,755 terminals in four control rats and 1,672 EM images and 8,897 terminals in four stressed rats (Tables 1, 2). On average, we analyzed 65–80 EM images in each cortical layer in each animal (Table 1). We quantified the following parameters: the total number and density of asymmetric and symmetric synaptic terminals (n/μm3); the average axon terminal membrane length (nm); average synapse membrane length (nm) and the total number and density of myelinated axons (n/μm3). We measured these values in the six cortical layers separately. Values obtained from the individual rats are shown in Table 1.

TABLE 2. Results of quantitative EM analysis: Group values.
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Synapse Numbers in the IL Cortex of Control Rats

The summary of our data is shown in Tables 1, 2. In control rats, we observed the following values: the density of all synaptic terminals was 5.97 ± 0.27/μm3. The total number of asymmetric synapses was 1.15 × 109 and the density of asymmetric synaptic terminals was 5.46 ± 0.22/μm3. The total number of symmetric synapses was 1.06 × 108 and the density of symmetric synaptic terminals was 0.50 ± 0.06/μm3. Synaptic densities of asymmetric synapses were always higher in cortical layers I–IV compared to the deeper layers (Figure 4A). In contrast, the distribution of inhibitory synapses was equal within the six layers (Figure 4B). The average synaptic membrane length was 207.2 ± 1.8 nm and the average axon terminal length was 488.7 ± 11.2 nm. Synapse and axon terminal lengths showed a minimal (5–8%) variation within the six cortical layers (Figures 4E,F). The synapse/terminal ratio was 52.7 ± 0.9% and we found 116.3 ± 2.0 synapses in 100 axon terminals. We also quantified the density of myelinated axons in the neuropil and on average this number was 0.47 ± 0.05/μm3. The number of myelinated axons in the IL was and 1.00 × 108. The number of myelinated axons varied greatly within the cortical layers, being highest in layer VI (Figure 4D).
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FIGURE 4. Cortical layer specific distribution of synaptic contacts in the IL cortex. All data shown in this figure were analyzed with two-way ANOVA (stress × cortical layer). (A) The density of Type I synapses was always higher in the upper cortical layers (I–III) but stress had no effect on this. (B) The distribution of Type II synapses was equal in all cortical layers. Stress had no effect on this parameter. (C) Synaptic densities (Type I and Type II) were always higher in the upper cortical layers (I–III), and stress had no effect on this. (D) The density of myelinated axons was higher in the lower cortical layers, especially in layer VI, and stress had no effect on this parameter. (E) Synaptic lengths were different in the various cortical layers. In the stressed rats synaptic lengths were longer compared to controls. (F) Axon terminal lengths were similar in all cortical layers and stress had no effect on this parameter.



Synaptic Parameters in the Different Cortical Layers

Theoretically, it may happen that stress has a layer specific effect and alters synapse numbers only in specific cortical layers. Therefore, we compared the cortical layer specific distribution of synaptic contacts in the control and stressed rats with two-way ANOVA (stress × cortical layer, see Figure 4). The density of Type I synapses was always higher in the upper cortical layers [two-way ANOVA showed significant main effect of cortical layers F(4,30) = 5.29, P < 0.005]. Stress exposure had no effect on the cortical distribution of Type I synaptic densities (Figure 4A). The distribution of Type II synapses was equal in all cortical layers and stress had no effect on this parameter (Figure 4A). The density of all synapses (Type I and Type II) was always higher in the upper cortical layers [significant main effect of cortical layers F(4,30) = 5.38, P < 0.005] and stress had no effect on that (Figure 4C). The density of myelinated axons was higher in the lower cortical layers, especially in layer VI [significant main effect of cortical layers F(4,30) = 97.14, P < 0.0001], but again stress had no effect on this parameter (Figure 4D). Synaptic lengths were different in the six cortical layers and stress also had a significant effect on synaptic length. Two-way ANOVA showed significant main effect of cortical layers [F(4,30) = 3.51, P < 0.05] and significant main effect of stress [F(1,30) = 4.32, P < 0.05] and no interaction. This finding indicates that in the stressed rats, synaptic lengths were always longer in each cortical layer compared to the controls (Figure 4E). Axon terminal lengths were similar in all cortical layers and stress had no effect on this parameter (Figure 4F).

Stress Reduced the Volume of the IL Cortex

In control rats, the volume of the IL cortex was 0.211 ± 0.002 mm3 (Figure 5). In the stressed animals, the volume of the IL cortex was reduced to 0.184 ± 0.007 mm3 (t-test: t = 3.61, P < 0.01, Figure 5A). Comparison of the volumes of the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress [F(1,18) = 17.75, P < 0.001] and significant main effect of cortical layers [F(2,18) = 575.6, P < 0.001] as well as significant interaction between the two factors [F(2,18) = 4.15, P < 0.05]. Post hoc analysis with Sidak’s multiple comparison revealed that stress reduced the volume of layers III–VI (t = 4.78, P < 0.001, Figure 5B).
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FIGURE 5. Stress reduced the volume of the IL cortex. Cavalieri’s principle was used for volume measurements. (A) The total volume of the IL was significantly reduced in the stressed animals (∗∗P < 0.01). (B) Layer specific analysis revealed that this volume shrinkage was mainly due to the volume reduction of the deeper cortical layers (III–VI). Two-way ANOVA (stress × cortical layer) revealed significant main effect of stress (P < 0.001) and Sidak’s post hoc analysis found significant difference between the control and stress groups in cortical layers III–VI (∗P < 0.001).



Stress Reduced the Number of Synapses in the IL Cortex

Total synapse numbers were calculated by multiplying synapse densities with the volume of the IL cortex (volume × density = total synapse number). The individual and group values of the total synapse numbers are displayed in Tables 1, 2 and Figure 6.
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FIGURE 6. The number of Type I and Type II synapses in the IL cortex. Synapse numbers were calculated by multiplying synapse densities with the volume of the IL cortex. (A) Stress significantly reduced the number of asymmetric synapses (t-test, ∗P < 0.05). (B) Symmetric synapse numbers were also reduced in the stressed rats and the difference approached the level of significance (t-test, P = 0.06). (C) Comparison of Type I synapse numbers in the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress (P < 0.01), and significant main effect of cortical layers (P < 0.0001). Sidak’s post hoc analysis yielded that stress reduced Type I synapse numbers in layers III–VI (∗P < 0.05). (D) Comparison of Type II synapse numbers in the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress (P < 0.05), and significant main effect of cortical layers (P < 0.0001). But the post hoc analysis found no difference between the groups.



In control rats, the number of asymmetric synapses was (1.15 ± 0.04) × 109 and stress reduced this number to (0.98 ± 0.04) × 109 (t-test: t = 2.84, P < 0.05, Figure 6A). The number of symmetric synapses was (1.06 ± 0.11) × 108 in the control rats and stress reduced this number to (0.83 ± 0.06) × 108 (t-test: t = 1.77, P = 0.06, Figure 6B).

Comparison of the asymmetric synapse numbers in the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress [F(1,18) = 11.63, P < 0.01], and significant main effect of cortical layers [F(2,18) = 252.6, P < 0.0001], but no interaction between the two factors. Post hoc analysis with Sidak’s multiple comparison revealed that stress reduced Type I synapse numbers in the deeper cortical layers III–VI (t = 3.37, P < 0.05, Figure 6C).

Comparison of the symmetric synapse numbers in the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress [F(1,18) = 5.82, P < 0.05], and significant main effect of cortical layers [F(2,18) = 49.5, P < 0.0001], but no interaction between the two factors. Post hoc analysis with Sidak’s multiple comparison found no significant difference between the two groups (Figure 6D).

We should add here that we did not find any indication of neuronal degeneration or cell death in the IL cortex of the stressed animals.

Stress Reduced the Number of Myelinated Axons in the IL Cortex

The number of myelinated axons were calculated by multiplying axon densities with the volume of the IL cortex (volume × density = total myelinated axon number).

In control rats, the number of myelinated axons was (1.00 ± 0.10) × 108 and stress significantly reduced this number to (0.68 ± 0.04) × 108 (t-test: t = 2.63, P < 0.05, Figure 7A).
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FIGURE 7. The number of myelinated axons in the IL cortex. (A) Stress significantly reduced the number of myelinated axons (t-test, ∗P < 0.05). (B) Comparison of axon numbers in the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress and of cortical layers as well as significant interaction between the two factors. Sidak’s post hoc analysis found that stress reduced axon numbers in cortical layers III–VI (∗P < 0.01).



Comparison of the myelinated axon numbers in the different cortical layers with two-way ANOVA (stress × cortical layer) revealed significant main effect of stress [F(1,18) = 6.71, P = 0.01], significant main effect of cortical layers [F(2,18) = 147.6, P < 0.0001] and significant interaction between the two factors [F(2,18) = 4.53, P < 0.05]. Sidak’s post hoc analysis revealed that stress reduced myelinated axon numbers in cortical layers III–VI (t = 3.95, P < 0.01, Figure 7B).



DISCUSSION

To our best of knowledge this is the first detailed EM analysis of synapse numbers in the mPFC of rats subjected to long term stress. We focused on the IL cortex since this sub-area of the mPFC appears to be the most susceptible to the effect of stress. Stress significantly reduced the number of synapses and myelinated axons in the deeper cortical layers. Notably, stress had no effect on synaptic and axonal densities, but when we calculated their total numbers in the IL, then, a significant difference emerged between the control and stressed animals. Furthermore, we found that synaptic membrane lengths were increased in the stressed rats, probably to compensate the loss of synapse numbers. In sum, our present report is the first to provide ultrastructural evidence for stress-induced synapse loss in the mPFC.

Numerous studies have demonstrated that stress can induce dendritic atrophy of layer II–III pyramidal neurons in the IL cortex (Radley et al., 2004; Izquierdo et al., 2006; Perez-Cruz et al., 2007, 2009; Dias-Ferreira et al., 2009; Goldwater et al., 2009; Shansky et al., 2009). Our present data complement and extend these findings by providing ultrastructural evidences on reduced axon numbers and loss of axo-spinous excitatory synapses. This data demonstrates that the intra- and inter-cortical connectivity of neurons in the IL cortex is reduced (Figure 8). This finding is in harmony with the recent evidences that stress can affect white matter integrity and myelinated fibers (Miyata et al., 2016; Gao et al., 2017; Xiao et al., 2018). Reduced network connectivity of neurons may form the anatomical basis for impaired functioning of this brain area (Menon, 2011). It is known that synapse loss is present in several brain areas of patients with neurodegenerative disorders like Alzheimer’s dementia and the synapse loss correlates well with the cognitive decline (e.g., Minger et al., 2001; Clare et al., 2010; Robinson et al., 2014). Loss of asymmetric synapses has also been found in the prefrontal cortex of cognitively impaired monkeys in a primate model for Parkinson’s disease (Elsworth et al., 2013), suggesting that the synapse loss in the PFC was responsible for the cognitive deficits. Cognitive deficits are common in depressed patients (Lam et al., 2014) as well as in stressed individuals (Jonsdottir et al., 2013) and synapse loss in the prefrontal cortex is likely to contribute to these cognitive impairments.
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FIGURE 8. Schematic drawing illustrating the present findings. Pyramidal neurons of the neocortex communicate with each other via synapses. In stressed animals, neurons have reduced dendritic tree and some connections between the neurons are lost. Our present ultrastructural data on stress-induced loss of axons and synapses indicate that stressed neurons have reduced intra- and inter-cortical connectivity with other neurons.



Synaptic contacts are key functional and structural elements of the central nervous system, since proper synaptic transmission is essential for normal nervous system function. Synapse numbers and morphology are important neuroanatomical data both in the healthy and diseased brain. Numerous studies documented pronounced remodeling of excitatory spine synapses in the hippocampi of stressed animals (e.g., Magariños et al., 1997; Sandi et al., 2003; Stewart et al., 2005; Donohue et al., 2006; Hajszan et al., 2009). Similar structural changes are expected to take place in the prefrontal cortex (Musazzi et al., 2015), but only few studies investigated that. For example, a recent EM study investigated morphological remodeling of asymmetric synapses in the anterior cingulate cortex of rats subjected to chronic unpredictable mild stress (Li et al., 2015). They found a considerable remodeling of synapses including changes in width of the synaptic cleft, length of the active zones and postsynaptic density thickness (Li et al., 2015), but they did not report on synapse numbers. Another study investigated synapses in the IL cortex of rats bred for learned helplessness (Seese et al., 2013), which is a rat model for congenital depression. They found that synapses immunolabeled for the postsynaptic density marker PSD-95 had the same numerical density, but lower immunolabeling intensities (Seese et al., 2013).

The above described neuroanatomical changes are complemented by functional studies which reveal altered or disturbed excitatory neurotransmission in the mPFC of stressed animals. For example reduced AMPA and NMDA receptor-mediated synaptic transmission and reduced glutamate receptor expression were found in the mPFC of stressed animals (Yuen et al., 2012). Reduced activity of glutamatergic and GABAergic neurons were observed in stressed mice having a depressive-like phenotype (Veeraiah et al., 2014). Others found diminished responses to apically targeted excitatory inputs in layer V pyramidal neurons (Liu and Aghajanian, 2008) and impaired LTP formation in the IL cortex (Goldwater et al., 2009). Wilber et al. (2011) found altered neuronal activity in the stressed mPFC during fear conditioning and extinction. Yet another group reported that excitatory synaptic potentiation in the mPFC was linked to learned helplessness (a depressive-like behavior) whereas, synaptic weakening was associated with resilience to stress (Wang et al., 2014).

Recent theories emphasize the importance of disturbed neuroplasticity in the pathophysiology of depressive disorders (e.g., Pittenger and Duman, 2008; Castrén, 2013). These theories are based on the clinical findings documenting functional abnormalities in the prefrontal cortex of depressed patients (e.g., Baxter et al., 1989; Drevets et al., 1997; Mayberg et al., 1999), as well as volume shrinkage of various fronto-cortical areas (Drevets et al., 1998, 2008; Rajkowska et al., 1999; Price and Drevets, 2010). This neuroplasticity-theory of depression argues that at the synaptic level, the stress-induced structural and functional changes of excitatory synapses are the key contributors to the pathophysiology (Popoli et al., 2011; Duman and Aghajanian, 2012; Licznerski and Duman, 2013; Timmermans et al., 2013; Duman, 2014; Thompson et al., 2015; Duman et al., 2016). Supporting this theory, a recent post-mortem EM study demonstrated lower number of synapses in the dorsolateral prefrontal cortex of patients with major depressive disorder (Kang et al., 2012). It has been argued that the disturbed synaptic communication results in disrupted circuitry within and between specific cortico-limbic structures and these are the key contributors to the disturbed emotional behavior of depressive syndromes. Furthermore, such stress-induced structural abnormalities of cortical networks are likely to contribute also to the cognitive deficits commonly observed in depressed patients (Austin et al., 2001; Lam et al., 2014), stressed individuals (Soares et al., 2012; Jonsdottir et al., 2013; Arnsten, 2015) and in other psychiatric disorders, like schizophrenia (Arnsten, 2011). Our present finding on reduced synapse numbers in the mPFC of rats clearly supports these theories. Obviously, it is very difficult – if not impossible – to identify the exact human analogy of the rodent IL cortex, but most likely similar structural changes take place in the stressed human frontal cortex.

There are different methods to quantify the number and morphology of synaptic contacts in the CNS. One can do immunolabeling of synaptic proteins and then, do quantitative light microscopic analysis (e.g., Seese et al., 2013; Drzewiecki et al., 2016). However, because of the small size of the synapses, EM examination is still regarded as the gold standard for investigating synaptic contacts (DeFelipe et al., 1999). DeFelipe et al. (1999) compared the two most commonly used synapse quantification methods, the size-frequency versus the disector method. Because the disector method is considered to be an unbiased method, thus, typically this method is recommended for the quantification of synapses in the neocortex. DeFelipe et al. (1999) demonstrated that in fact the two methods yield similar estimates for the numerical density of synapses and they also proved that the size-frequency method is more efficient and easier to apply than the disector method. Therefore, we applied the size-frequency method in our present study. First, we quantified synaptic densities in the six cortical layers and we found very similar values both in the control and stressed rats. The stress-induced difference emerged only when we measured the volume of the IL cortex and combined the volumetric data with the synaptic densities. Stress-induced volume loss of the mPFC has been documented by other groups as well (e.g., Cerqueira et al., 2007; Dias-Ferreira et al., 2009). We also found an increased length of synapses which may indicate a compensatory rearrangement of synaptic contacts. Notably, similar synaptic changes – loss of number, but increased length – have been observed in frontal brain samples from patients with Alzheimer’s disease (DeKosky and Scheff, 1990).

Here, we quantified the number of synapses and axons in the six cortical layers separately. The density of asymmetric synapses was always higher in the upper cortical layers (I–III) while the distribution of inhibitory synapses was equal within the six cortical layers (Figure 4). In contrast, axon numbers were high in the deep cortical layers (V–VI). These data are in harmony with the findings of other cortical areas (see e.g., DeFelipe et al., 1999, 2002; Douglas et al., 2004; DeFelipe, 2011; Anton-Sanchez et al., 2014). Stress had no effect on these density parameters. However, a different picture emerged when we combined the density data with the volume measurements. We measured the volume of the IL cortex which enabled us to report on the total number of axons and synapses in the IL cortex. During the volume measurements, we aimed to differentiate between the six cortical layers using the description of Gabbott et al. (1997). It was easy to differentiate cortical layer I, because this layer contains only a few scattered neurons. It was also easy to define layer II, because this layer has higher density of cell bodies compared to the deeper layers. However, in the IL cortex, it is not easy to see the borders between layers III–VI, therefore, we decided to group them together (Figure 5B). Collectively, these four layers made up about two-third (65%) of the entire cortical volume. In the stressed rats, every cortical layer became thinner, but the volume shrinkage was the largest in the combined layers of III–VI (Figure 5B). The post hoc analysis of the two-way ANOVA found a significant difference between the groups only in these deeper layers. The two-way ANOVA (stress × cortical layer) also found a significant interaction between the two factors because the effect of the two factors were pointing into an opposite directions. Stress reduced the volume of the cortical layers while volume in the deeper layers was increasing because there we grouped four layers together. When we multiplied the cortical volume data with the synapse and axon density values the volumetric changes determined the changes in the total number of synapses and axons (Figures 5–7). For this reason, we found significant reductions in axon and synapse numbers only in the deeper layers (III–VI). Two-way ANOVA analysis (stress × cortical layer) found also significant interaction between the two factors in case of the axon number data. The reason for this interaction was that the effect of stress treatment was the greatest in the deeper cortical layers, where axons were also much more numerous compared to the higher cortical layers.

Our present finding on stress-induced loss of synapses in the deep layers of the PFC is in harmony with the light microscopy data, which documents loss of dendritic material in the same region. The light microscopy studies, investigating the effect of stress on dendritic architecture, typically focus on pyramidal neurons of layer III. In the IL cortex, stress-induced loss of dendritic length has been found, either in the proximal apical dendritic region (10–100 μm from soma) (Perez-Cruz et al., 2007), or in the intermediate apical dendritic region (120–180 μm from soma) (Shansky et al., 2009). Furthermore, it has been shown that stress can also reduce the length of basilar dendrites of layer III pyramidal neurons (Perez-Cruz et al., 2009). The same study also documented that the stress-induced loss of dendritic spines was present only in the proximal region of the apical dendritic tree (0–30 μm from the soma) (Perez-Cruz et al., 2009). In sum, these studies documented stress-induced loss of dendritic material in the deeper cortical layers (layer III–VI) where we also found a significant loss of synaptic contacts (Figure 8) and reduction of cortical volume.

Finally, we should state that in our ultrastructural analysis, we found no evidence of neuronal degeneration or cell death in the IL cortex of the stressed animals. We should add, however, that our histopathological analysis was done only once, at the end of the 9-weeks of the stress protocol and cells could have been lost without trace at earlier stages of the stress procedure, since apoptosis is a rapid cellular process.

In summary, we report here that experimentally induced long term stress can reduce the number of asymmetric synapses and myelinated axons in the mPFC of rats. Similar loss of synaptic contacts may occur in humans and could contribute to the cognitive deficits frequently observed in stressed individuals and depressed patients.
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Mutations in the transcription factor methyl-CpG-binding protein 2 (MeCP2) cause the neurodevelopmental disorder Rett syndrome (RTT). Besides many other neurological problems, RTT patients show irregular breathing with recurrent apneas or breath-holdings. MeCP2-deficient mice, which recapitulate this breathing phenotype, show a dysregulated, persistent expression of G-protein-coupled serotonin receptor 5-ht5b (Htr5b) in the brainstem. To investigate whether the persistence of 5-ht5b expression is contributing to the respiratory phenotype, we crossbred MeCP2-deficient mice with 5-ht5b-deficient mice to generate double knockout mice (Mecp2−/y;Htr5b−/−). To compare respiration between wild type (WT), Mecp2−/y and Mecp2−/y;Htr5b−/− mice, we used unrestrained whole-body plethysmography. While the breathing of MeCP2-deficient male mice (Mecp2−/y) at postnatal day 40 is characterized by a slow breathing rate and the occurrence of prolonged respiratory pauses, we found that in MeCP2-deficient mice, which also lacked the 5-ht5b receptor, the breathing rate and the number of pauses were indistinguishable from WT mice. To test for a potential mechanism, we also analyzed if the known coupling of 5-ht5b receptors to Gi proteins is altering second messenger signaling. Tissue cAMP levels in the medulla of Mecp2−/y mice were decreased as compared to WT mice. In contrast, cAMP levels in Mecp2−/y;Htr5b−/− mice were indistinguishable from WT mice. Taken together, our data points towards a role of 5-ht5b receptors within the complex breathing phenotype of MeCP2-deficient mice.

Keywords: Rett syndrome, MeCP2, GPCR, 5-ht5b receptor, cAMP regulation, breathing disturbances


INTRODUCTION

The neurodevelopmental Rett syndrome (RTT) occurs primarily in females with an incidence of 1:10,000 live births and presents as a delayed regression after 6–18 months of apparently normal development (Rett, 1966; Julu et al., 2001). The disturbances typically start with early autonomic dysfunctions, including breathing abnormalities that are considered a potential cause of sudden death (Kerr et al., 1997). The progressed phenotype manifests with neurological symptoms such as stereotypic hand movements, seizures and mental retardation with loss of language skills. RTT is caused by nonsense, missense or frameshift mutations, as well as large deletions of the human X-chromosomal gene methyl-CpG-binding protein 2 (MECP2; Amir et al., 1999; Philippe et al., 2006), which encodes the transcription factor MeCP2. MeCP2 acts in a DNA-methylation-dependent manner by repressing or activating gene transcription (Lewis et al., 1992; Nan et al., 1997; Chahrour et al., 2008). MeCP2 is considered to be important during brain development, it accumulates most abundantly in post-mitotic adult neurons, where it is thought to be indispensable for maturation and synaptogenesis (Kishi and Macklis, 2005; Guy et al., 2011).

Different types of breathing abnormalities are associated with defects of MeCP2. Female RTT patients show periods of hyperventilation alternating with prolonged periods of breath-holdings (Kerr and Julu, 1999; Julu et al., 2001). In contrast, male patients rather show hypoventilation, apneas and respiratory insufficiency soon after birth (Geerdink et al., 2002; Kankirawatana et al., 2006; Schüle et al., 2008). The male Mecp2−/y null mice, which are the original model to analyze the loss of MeCP2 in neurons, have a characteristic impairment of breathing (Guy et al., 2001), which manifests as hypoventilation, with a reduced respiratory rate and minute ventilation together with a high number of apneas (Viemari et al., 2005; Chao et al., 2010; Wegener et al., 2014). Currently, the ultimate cause of altered respiratory behavior is not yet known and might very well be different in male and female subjects. However, it is clear that breathing of MeCP2 deficient mice is influenced by many factors that include neurotransmitter systems like norepinephrine (Viemari et al., 2005) or neurotrophic factors like BDNF (Li and Pozzo-Miller, 2014) as well as cellular systems like glia cells (Lioy et al., 2011; Delépine et al., 2015) and inhibitory neurons (Hülsmann et al., 2016).

When we previously investigated the serotonergic system, we found that the serotonin receptor 5-ht5b is heavily dysregulated in the brainstem of Mecp2−/y mice (Vogelgesang et al., 2017). Rodents have been shown to possess two functional 5-ht5 receptor subtypes, 5-ht5a (Plassat et al., 1992) and 5-ht5b (Matthes et al., 1993). While their physiological role is unknown, both are expressed at low levels in several brain regions and appear to be restricted to neural tissue (Rees et al., 1994). So far, we know that 5-ht5b is expressed as both a full length as well as a truncated protein that is retained in the endosomal compartment. Yet, it is still able to interact with proteins (Vogelgesang et al., 2017), and therefore can potentially alter second messenger signaling and cAMP levels.

In wild type (WT) mice, the expression of 5-ht5b receptor gradually increases during early development, peaks around postnatal day 21 (P21) and is then down-regulated. In Mecp2−/y mice, however, 5-ht5b expression remains elevated past P21 (Vogelgesang et al., 2017). This developmental difference coincides with the appearance of the respiratory phenotype, which develops between P20 and P40 (Viemari et al., 2005; Mesuret et al., 2018).

To investigate the functional role of the persistent expression of 5-ht5b receptors in vivo we generated MeCP2-deficient mice that also lack the 5-ht5b receptor (Mecp2−/y;Htr5b−/− mice). Since our goal was to investigate the role of 5-ht5b, we chose to limit our analysis to male Mecp2−/y;Htr5b−/− mice, because the breathing phenotype of female mice is less predictable due to the variable x-chromosomal inactivation (Johnson et al., 2015). Moreover, female mice remain asymptomatic often for more than a year (Guy et al., 2001; Wegener et al., 2014). Using only male mice allowed us not only to analyze the effect of the 5-ht5b receptors on breathing but also to measure their impact on the cellular cAMP level in the medulla.



MATERIALS AND METHODS


Ethics Statement

The experimental procedures were performed in accordance with European Community (EU Directive 2010/63/EU for animal experiments) and National Institutes of Health guidelines for the care and use of laboratory animals. In accordance with the German Protection of Animals Act (TierSchG §4 Abs. 3) procedures were approved by the Animal Welfare Office of University Medical Center Gottingen (file number ID T12/18).



Animal Models

The knockout mouse model for RTT, strain B6.129P2(C)-Mecp2tm1-1Bird (Guy et al., 2001; maintained on a C57BL/6J background) was purchased from The Jackson Laboratory (Bar Harbor, ME, USA). Hemizygous mutant Mecp2−/y males were generated by crossing heterozygous Mecp2+/− females with C57BL/6J wild-type males. The genotyping was performed in accordance with The Jackson Laboratory genotyping protocols1.

The knockout mouse model for the 5-ht5b receptor, strain 129SvEvBrd (maintained on a 29/SvEv-C57BL/6 background) was obtained from Taconic Europe A/S (Tornbjergvej 40, Ejby, 4623 Lille Skensved, Denmark). Htr5b knockout mice were backcrossed into the C57BL/6 background for at least eight generations. Mecp2−/y;Htr5b−/−-double-knockout mice were then generated by crossbreeding female Mecp2+/−;Htr5b+/− mice with male Mecp2+/y;Htr5b−/− mice.



Genotyping

Tissue samples were incubated in 25 mM NaOH/0.2 mM EDTA for 3 h at 65°C. After neutralization with an equal volume of 40 mM Tris/HCl pH 5.5, 1 μL was taken as a template for subsequent PCR. The primers used for the identification of Htr5b-genotype were: WT-for (5′-ctctgcagtcggtttgatg-3′), WT-rev (5′-gtagagtcaccacaagcac-3′), KO-for (5′-gcagcgcatcgccttctatc-3′), KO-rev (5′-gtgctgggattagaagtcc-3′). The primers used for the identification of the Mecp2 genotype were: WT-for (5′-gaccccttgggactgaagtt-3′), KO-for (5′-ccatgcgataagcttgatga-3′) and WT-KO-rev (5′-ccaccctccagtttggttta-3′).



Unrestrained Whole-Body- Plethysmography

Ventilation was measured by unrestrained whole-body-plethysmography (Drorbaugh and Fenn, 1955; Bartlett and Tenney, 1970) in 40-day old mice (P40). Mice were placed in a custom-made acrylic glass chamber (300 ml) that was connected to a differential low-pressure transducer (model DP1 03, Validyne Engineering, Northridge, CA, USA). The second channel of the pressure transducer was connected to a reference chamber (300 ml). The signal from the pressure transducer was fed into a sine wave carrier demodulator (CD-15, Validyne Engineering). Animals could explore the chamber freely. For the analysis, pressure changes were band-pass filtered (1.5–500 Hz) and amplified (four times) before storing on an Apple-PC computer. For digitization (1 kHz sampling rate) an ITC-16 interface (InstruTECH/HEKA, Lambrecht) was used that was controlled by Axograph 4.8 software (Axon Instruments, Foster City, CA, USA). A bias flow of 150 ml/min was introduced using a Normocap® CO2-sensor (Datex, Instrumentarium Oy, Helsinki, Finland). Pressure changes were exported and converted to axon binary files and used for analysis. Breaths (Inspiratory flow peaks) from a period of 3 min after 12 min adaptation to the chamber were analyzed by the threshold search peak detection method of Axon Clampfit (Molecular Devices, Sunnyvale, CA, USA). We did not discriminate between respiratory cycles associated to different types of behavior e.g., sniffing. Breathing frequencies were calculated as the reciprocal of the averaged inspiratory peak interval. The number of intervals between inspiratory peaks that were longer than 1 s was determined during the 3 min as a parameter for central apneas (Stettner et al., 2008). To define the regularity of breathing, the coefficient of variation was calculated for the interval (CV = STD/mean) as well as an irregularity score (IS) was calculated: IS = 100*ABS[(Intn − Intn-1)/Intn-1] for each respiratory cycle (Barthe and Clarac, 1997; Telgkamp et al., 2002).



Measurement of cAMP

The cAMP concentration of murine tissue was determined using commercially available ELISA-based DetectX-kit (Arbor Assays) and performed according to manufacturer’s instructions. Absorbance was measured at 450 nm using Infinite 200 Pro reader (TECAN). Whole brains were explanted from 40 days old mice, separated and individual regions snap-frozen in liquid nitrogen.



Statistics

The cAMP measurements and plethysmography were analyzed with non-parametric Kruskal-Wallis and subsequent Dunn’s post hoc test for multiple comparisons. The survival plots were analyzed using the log-rank (Mantel-Cox) and Gehan-Breslow-Wilcoxon tests. Analyses were performed using GraphPad Prism version 5.0d for Mac OSX (GraphPad Software, San Diego, CA, USA). Differences were considered statistically significant at P < 0.05. Data are presented as the mean ± standard error of the mean (SEM; n = number of experiments).




RESULTS


Effect of 5-ht5b Knockout in Vivo

Mecp2−/y;Htr5b−/− mice were generated by crossbreeding female Mecp2+/−; Htr5b+/− mice with male Mecp2+/y; Htr5b−/− mice. To our knowledge, Htr5b−/− mice have no observable phenotype (see www.taconic.com and Mouse Genome Database, http://www.informatics.jax.org/marker/MGI:96284). In our hands, the life span of Htr5b−/− mice was normal and body weight at P40 (19.06 ± 1.12 g) was indistinguishable from WT mice (20.60 ± 0.56 g) of the same age. Unrestrained whole-body plethysmography at postnatal day 40 (P40) revealed that Htr5b−/− mice were breathing normal, which is in line with the notion that 5-ht5b-receptors are downregulated and thus dispensable at this age (Figure 1A). Like WT mice (n = 9), Htr5b−/− mice (n = 7) did not show long (longer than 1 s) breathing arrests (Figure 1B), which are typical for Mecp2−/y, and both, breathing rate (WT 6.68 s−1 ± 0.41 vs. Htr5b−/− 6.69 s−1 ± 0.36; n.s.; Figure 1C) and IS (WT 0.23 ± 0.03 vs. Htr5b−/− 0.28 ± 0.02; n.s.; Figure 1D) were indistinguishable from WT.
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FIGURE 1. Plethysmographic in vivo recordings. (A) Plethysmographic in vivo recordings of wild type (WT; n = 9), Htr5b−/− (n = 7), Mecp2−/y (n = 10) and Mecp2−/y;Htr5b−/− (n = 11) mice at postnatal day 40 (P40). Recordings revealed improved breathing in Mecp2−/y;Htr5b−/− mice, which was expressed by the (B) reduction of long (>1 s) apneas, (C) respiratory frequency and (D) irregularity score (IS). Corresponding bar diagrams represent the mean value and standard error of the mean (SEM). Asterisks indicate significance (*P < 0.05, **P < 0.01; Kruskal-Wallis test with Dunn’s multiple comparisons).





Breathing of Mecp2−/y;Htr5b−/− Mice Lacks Respiratory Arrests

When comparing breathing of Mecp2−/y;Htr5b−/− mice (n = 11) with Mecp2−/y mice (n = 10), we found significantly improved breathing parameters, yet no full rescue. Unrestrained whole-body plethysmography at P40 revealed a slow irregular breathing rate in Mecp2−/y mice with a high number of breathing arrests (5.3 ± 2.6 per 180 s, Figure 1B), low respiratory rate (4.6 ± 0.36 s−1; Figure 1C) and high IS (0.46 ± 0.06; Figure 1D). However, the breathing rhythm of Mecp2−/y;Htr5b−/− mice was more stable with intermediate values between Htr5b−/− (or WT) and Mecp2−/y mice. Mecp2−/y;Htr5b−/− mice showed a significantly lower number of breathing arrests longer than 1 s (0.5 ± 0.4 per 180 s; Figure 1B), and a higher respiratory rate (6.23 ± 0.65 s−1; Figure 1C), and the IS (0.33 ± 0.03; Figure 1D) was indistinguishable from WT and Htr5b−/− mice. Moreover, body weight of Mecp2−/y;Htr5b−/− mice (17.52 ± 0.75 g) was higher than age-matched Mecp2−/y mice (12.31 g ± 0.8; p < 0.001) but did not reach the level of WT and Htr5b−/− mice. The life span of Mecp2−/y;Htr5b−/− mice was improved compared to Mecp2−/y mice (median 80 vs. 40 days), however no Mecp2−/y;Htr5b−/− survived longer than 130 days (Figure 2).
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FIGURE 2. Mecp2−/y;Htr5b−/− mice show improved survival. The survival plot of Mecp2−/y (red; n = 37) vs. Mecp2−/y;Htr5b−/− (green; n = 21) mice revealed a significantly increased median lifespan of 40–80 days, respectively (p = 0.0058 (Mantel-Cox) or p < 0.001 (Gehan-Breslow-Wilcoxon). WT and Htr5b−/− mice showed no lethality in the timeframe indicated and were omitted for clarity.





5-ht5b Affects cAMP Levels in Brainstem

Since 5-ht5b receptors are highly expressed in the brainstem of MeCP2-deficient mice at P40 (Vogelgesang et al., 2017) and 5-ht5b receptors are able to reduce cellular cAMP levels in vitro (Niebert et al., 2017), we measured the cAMP concentration in medullary brainstem lysates. The cAMP concentration of Mecp2−/y mice at P40 was significantly lower (73.49 ± 7.27%) when compared to WT mice (Figure 3), whose cAMP levels were set as 100%. This reduction is in line with previous reports of low cAMP in the brainstem of Mecp2−/y mice (Mironov et al., 2011). In agreement with the hypothesis of constitutive 5-ht5b-receptor signaling we found normal cellular cAMP in Mecp2−/y; Htr5b−/− mice (98.46 ± 6.34%; Figure 3). These data are in line with the concept that the constitutive activity of 5-ht5b is impairing cAMP signaling in Mecp2−/y mice (Vogelgesang et al., 2017).
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FIGURE 3. Effect of Htr5b expression on cAMP levels. cAMP concentration in brainstem tissue of WT (n = 5), Mecp2−/y (n = 5) and Mecp2−/y;Htr5b−/− (n = 5) mice. The bar diagram illustrates the relative cAMP concentration ([cAMP]) in brainstem tissue at P40 of Mecp2−/y knockout mice and Mecp2−/y;Htr5b−/− double knockout mice in comparison to WT mice at P40. Asterisks indicate significance (*P < 0.05, **P < 0.01; Kruskal-Wallis test with Dunn’s multiple comparisons).






DISCUSSION

The Mecp2−/y mouse model of RTT shows a prominent respiratory phenotype that develops relatively late during postnatal development. At P40, breathing is more irregular and MeCP2-deficient mice show reduced respiratory rate and an increased number of longer breathing arrests (Janc et al., 2016). At this age, 5-ht5b receptor expression in the medulla of Mecp2−/y mice is still elevated while it drops to neonatal level in the WT littermates between P21 and P40 (Vogelgesang et al., 2017). In the present study, we tried to test for a pathophysiological link between the persistence of the 5-ht5b receptor and the breathing disturbances using mouse genetics.


Alteration of Neuromodulator Pathways

5-ht5b receptors are not targeted to the plasma membrane but to the endosomal compartment, where they can participate in signaling by binding to Gi proteins (Vogelgesang et al., 2017) and lowering cAMP levels (Niebert et al., 2017). Lower cAMP-levels in Mecp2−/y mice provide a simplistic rationale for the clinical use of cAMP-elevators like theophylline, as the “first choice for respiratory stimulation” in Rett patients (Julu et al., 2008). In addition, the resulting imbalance of cAMP-dependent second messenger cascades is likely to affect not only the serotonergic system (Manzke et al., 2003) but other neurotransmitters that have been implicated in the modulation of the respiratory network (Fujii et al., 2004; Lalley, 2008; Viemari, 2008; Mellios et al., 2014). In this respect, other effects on cAMP may seem contradictory: application of 5-HT1A receptor agonists, which reduces cAMP, has been reported to have positive effects on respiration in a Rett mouse model (Abdala et al., 2010, 2014) and patients (Andaku et al., 2005; Ohno et al., 2016). However, interactions between different neuromodulator pathways are manifold and even two Gi-mediated pathways can be antagonistic if restricted to different cellular compartments or located in distinct types of neurons (Manzke et al., 2010). Additionally, 5-HT1A receptors can modulate neuronal activity independently from cAMP, e.g., by modulating potassium currents (Penington et al., 1993). Although we found a net reduction of cAMP in the medulla, we cannot rule out an additional effect of the 5-ht5b dependent reduction of 5-HT1A receptor surface expression (Niebert et al., 2017). However, this mechanism appears rather unlikely to be of major importance, since 5-HT1A knockout mice have only a mild respiratory phenotype (Barrett et al., 2012). Moreover, 5-HT1A receptor agonists have diverse effects including an anxiolytic action that, in the light of a potential role of the anxiety level of Mecp2−/y mice (Ren et al., 2012), might influence respiratory rhythm without directly influencing respiratory neurons.



Survival Is Still Impaired

The fact that the improvement of breathing does not completely rescue the life expectancy of the mice is, although disappointing, in line with earlier observations, as for the restoration of MeCP2 in inhibitory neurons (Hülsmann et al., 2016). In Mecp2−/y;Htr5b−/− double-knockout mice, body weight was still reduced compared to WT and Htr5b−/− mice and, although increased, the lifespan of Mecp2−/y;Htr5b−/− double-knockout mice was still significantly shorter than the lifespan of WT mice. Since we did not find a dysregulation of the 5-ht5b-receptor expression in the hippocampus (Vogelgesang et al., 2017), any hippocampal pathology, which is e.g., involved in the increased propensity to seizures (Boison, 2012), is not cured in Mecp2−/y;Htr5b−/− mice and, thus, can manifest later during the development of Mecp2−/y mice leading to still premature death.



Translation to Human Rett Syndrome

Although the persistent expression of 5-ht5b contributes to the respiratory phenotype in MeCP2-deficient mice, these findings cannot be immediately translated to human patients. Unlike in mice (Grailhe et al., 2001; Maekawa et al., 2010; Vogelgesang et al., 2017), it is accepted that stop codons in the human HTR5B gene prevent its expression (Grailhe et al., 2001). However, we found that 5-ht5b in mice is also expressed as a truncated protein (Vogelgesang et al., 2017). As nothing is known about the expression and potential splice variants of 5-ht5b in humans, further analysis is required to identify potential alterations of 5-ht5b receptor expression in the brainstem of patients with MECP2 mutations.



Summary

MeCP2 deficiency affects several 100 targets (Ben-Shachar et al., 2009) so any effect of 5-ht5b-receptor and cAMP signaling must be seen in the context of multiple other dysregulated genes. Our data supports the notion that 5-ht5b-receptor dysregulation is an important but probably not the only factor that contributes to respiratory problems in Mecp2−/y mice. However, currently no data is available indicating a relevance of the 5-ht5b receptor expression in the pathology of human RTT patients.
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Neurodevelopmental and neurodegenerative disorders are characterized by subtle alterations in synaptic connections and perturbed neuronal network functionality. A hallmark of neuronal connectivity is the presence of dendritic spines, micron-sized protrusions of the dendritic shaft that compartmentalize single synapses to fine-tune synaptic strength. However, accurate quantification of spine density and morphology in mature neuronal networks is hampered by the lack of targeted labeling strategies. To resolve this, we have optimized a method to deliver cell-impermeable compounds into selected cells based on Spatially resolved NAnoparticle-enhanced Photoporation (SNAP). We show that SNAP enables efficient labeling of selected individual neurons and their spines in dense cultured networks without affecting short-term viability. We compare SNAP with widely used spine labeling techniques such as the application of lipophilic dyes and genetically encoded fluorescent markers. Using SNAP, we demonstrate a time-dependent increase in spine density in healthy cultures as well as a reduction in spine density after chemical mimicry of hypoxia. Since the sparse labeling procedure can be automated using an intelligent acquisition scheme, SNAP holds promise for high-content screening campaigns of neuronal connectivity in the context of neurodevelopmental and neurodegenerative disorders.

Keywords: dendritic spine, gold nanoparticle, photoporation, primary neuronal culture, neuron labeling, SNAP


INTRODUCTION

Many neurodevelopmental and neurodegenerative disorders are characterized by altered synaptic connectivity (Glausier and Lewis, 2013; Herms and Dorostkar, 2016). However, insufficient fundamental knowledge about the underlying mechanisms at the cellular and neuronal network levels precludes the development of disease-modifying treatments.

Primary neuronal cultures are frequently used in vitro models in studies of neuroplasticity due to their ability to spontaneously form synaptically connected networks (Cohen et al., 2008; Verstraelen et al., 2017). Synapses, in particular postsynaptic compartments known as dendritic spines, serve as sensitive morphological correlates of neuronal connectivity since they appear, disappear or display morphological modifications in response to learning paradigms (Segal, 2017). Spine motility, and hence the extent of electrical and biochemical compartmentalization, is mediated by the actin cytoskeleton (Lei et al., 2016). With a typical length between 0.5 μm and 4 μm (Papa et al., 1995), spines can be resolved using high-resolution confocal microscopy. However, accurate spine quantification is complicated due to the dense nature of mature neuronal networks with many dendrites and axons crossing each other, making a sparse labeling strategy imperative. Ideally, such a method allows selecting individual neurons that are sufficiently separated or have a particular phenotype of interest. To meet these requirements, we have optimized a recently reported technique called Spatially resolved NAnoparticle-enhanced Photoporation (SNAP; Xiong et al., 2017). This approach exploits the ability of plasmonic gold nanoparticles (AuNPs) to generate vapor nanobubbles (VNBs) upon pulsed laser irradiation (Skirtach et al., 2005; Xiong et al., 2016b). When a membrane-adsorbed AuNP receives a laser pulse, it rapidly heats up, causing the surrounding water to evaporate. This results in the formation of VNBs that expand and collapse, thereby creating transient pores in the plasma membrane allowing otherwise impermeable molecules to enter the cytoplasm. Spatial selectivity, after bulk incubation with AuNPs, is achieved by directing the laser beam to the cells of interest. In this study, we exploit the concept of SNAP for targeted delivery of the cell-impermeable and fluorescently labeled actin-binding dye phalloidin in individual primary neurons. This allows the visualization of dendritic spines with high contrast in dense neuronal networks. Using automated selection of Hoechst-labeled neuronal nuclei, we significantly increase the throughput, illustrating the potential of SNAP for high-content applications. We assess the toxicity and selectivity of SNAP and compare with a number of commonly used techniques for sparse labeling in terms of targeting specificity, speed and ease-of-use. As proof-of-concept, we quantify maturation-dependent and hypoxia-induced alterations in spine density.



MATERIALS AND METHODS


Primary Hippocampal Cultures and Hypoxia Induction

This study was carried out in accordance with the recommendations of the ethical committee for animal experimentation of the University of Antwerp (approved ethical files 2014-53 and 2015-54).

Hippocampi were dissected from WT E18 C57Bl6 mouse embryos in HEPES (7 mM)-buffered Hanks Balanced Salt Solution (HBSS-HEPES), followed by trypsin digestion (0.05%; 10 min; 37°C) and mechanical dissociation. After centrifugation (5 min at 200 g), the cell pellet was resuspended in Minimal Essential Medium supplemented with 10% heat-inactivated normal horse serum and 30 mM glucose. Cells were plated in Poly-D-Lysin-coated 96-well plates (Greiner Cell coat, μClear), at 45,000 cells/cm2, and kept in a humidified CO2 incubator (37°C; 5% CO2). After 4 h, the medium was replaced with 150 μl B27-supplemented Neurobasal medium (NB-B27), containing Sodium Pyruvate (1 mM), Glutamax (2 mM) and glucose (30 mM). To suppress proliferation of non-neuronal cells, 1 μM arabinosylcytosine was added in 50 μl NB-B27 at the third day after plating. The cultures were grown without any further medium replacement until the time of analysis. Cell culture supplies were purchased from ThermoFisher.

For pharmacological induction of hypoxia, Dimethyloxalylglycine (DMOG; 10–100 μM; Sigma-Aldrich D3695) was added at 13 days in vitro (DIV) in 25 μl NB-B27, for 24 h. Controls received an equal volume of sterile water in NB-B27 (final volume of 25 μl).



Spatially Resolved Nanoparticle-Enhanced Photoporation (SNAP)

At the indicated DIV, 130 μl NB-B27 was removed (~50 μl left) and cells were incubated at 37°C with cationic AuNPs of 70 nm (CU11-70-P30-50, Nanopartz Inc., Zeta-potential +30 mV) in 25 μl HBSS-HEPES at a final concentration of 1.8 × 108 particles/ml. After a 30 min incubation period, the cell-permeant nuclear label Hoechst 33342 (final concentration 10 μg/ml in 25 μl HBSS-HEPES, ThermoFisher H3570) was added to the cells and incubated for another 15 min at room temperature. Subsequent imaging and photoporation were done at room temperature while the pH was maintained by the HEPES buffer. The Hoechst-stained cell culture was imaged using a confocal laser scanning microscope (Nikon C1si, 10× NA 0.45 CFI Apochromat, λex 405 nm, λem 440 nm). A large overview image of 1.27 by 1.27 mm was obtained using the microscope’s image stitching feature. Nuclei were identified in the image as described before (De Vos et al., 2010) and a sparse selection of sufficiently separated cells was made with a custom-written Matlab script (available upon request). Afterwards, the local coordinates of the cells in the image were transformed to global coordinates of the microscope stage. Two minutes prior to the laser scanning treatment, 25 μl of AF488- or AF647-labeled phalloidin (final concentration 20 U/ml; ThermoFisher Scientific) in HBSS-HEPES was added to the cells. A homemade setup including a Nikon Ti epifluorescence microscope with programmable motorized stage and electronic timing system was used to generate and detect VNBs (Xiong et al., 2014). A pulsed laser (7 ns pulses at 20 Hz) was tuned at a wavelength of 561 nm (Opolette HE 355 LD, OPOTEK Inc.) and used for illumination of AuNPs to generate VNBs. A beam expander (#GBE05-A, Thorlabs) combined with iris diaphragm (#D37SZ, Thorlabs) was used to adjust the diameter of the laser beam to the size of a neuronal soma (~20 μm diameter). The laser pulse energy was monitored by an energy meter (J-25MB-HE&LE, Energy Max-USB/RS sensors, Coherent) synchronized with the pulsed laser. The laser fluence level was maintained at 2 J/cm2, i.e., well above the VNB threshold (~0.5 J/cm2 @ 561 nm and 7 ns pulse duration) of the 70 nm AuNP as previously determined (Xiong et al., 2014, 2016a).



Confocal Imaging and Image Quantification

After photoporation, the sample was placed back in the incubator for at least 1 h to allow the cells to recover and permit equal phalloidin distribution throughout the targeted neuron. After gently washing excess phalloidin in the culture medium, labeled cells were imaged with a confocal laser scanning microscope using both low (10 × NA 0.45) and high (60 × W NA 1.20) magnification objective lenses (λex = 488 nm, λem = 525 ± 25 nm or λex = 647 nm, λem = 700 ± 40 nm). To visualize the entire neuronal network, the membrane-permeable dye SiR-tubulin (1 μM final concentration) was added for 30 min prior to imaging (λex = 647 nm, λem = 705 ± 45 nm). Confocal images were usually acquired within 1 h after recovery from the photoporation procedure, but some cultures were imaged 24 h after SNAP. Quantification of dendritic spine density, i.e., the number of spines divided by the dendrite length, was done manually assisted by ImageJ software (Schneider et al., 2012).



Determination of Cell Viability

The following approach was adopted to screen for potential cytotoxic effects of the photoporation procedure in 14 DIV cultures. First, the laser beam scanned a pre-defined square pattern covering most of the well (diagonal of the square = diameter of the well). Laser pulse frequency, laser beam diameter and stage speed were adjusted so that each location within the square received a single laser pulse. AuNP concentration, incubation times and laser fluence were identical to those used for image-guided SNAP. The following conditions were considered: −AuNP/−laser; +AuNP/−laser; −AuNP/+laser; +AuNP/+laser. Immediately after the photoporation procedure, the wells were replenished with conditioned medium and placed in an incubator at 37°C for 2 or 24 h. During the last hour, the cultures were incubated with 10 μl PrestoBlue reagent (ThermoFisher A13261), after which the fluorescence was measured in a plate reader (λex 535 nm, λem 590 nm).



Alternative Spine Labeling Strategies

Lipophilic dye labeling −14 DIV cultures were fixed (2% paraformaldehyde in 0.1 M phosphate buffer, 20 min at RT) and stained with the carbocyanine dye CM-DiI (1 μg/ml in PBS, 20 min, ThermoFisher C7001). At least 24 h passed between staining and imaging, allowing the hydrophobic dye to spread throughout the plasma membrane.


Mixed Culture

Hippocampi were dissected from WT and Black6.Cg-Tg(Thy1-YFP)16Jrs/J mice (The Jackson laboratory #003709) as described above. After obtaining the single cell suspension, the Thy1-YFP (YFP+) neurons were mixed with WT hippocampal cells at a 1:5 ratio. Cultures were grown in standard conditions until live imaging (14 DIV).



Sparse Transduction

At 12 DIV, primary neurons were incubated with CellLight Actin-RFP, BacMam 2.0 particles (MOI 15, ThermoFisher C10583). This transduction protocol led to the transduction of a few dozen neurons per well, with high expression levels at 14 DIV.



Photoconversion

To obtain Adeno-Associated Viral (AAV) particles encoding for an actin-binding photoconvertible protein, a mEos4b-LifeAct7 construct (Addgene #54813 deposited by Michael Davidson) was cloned into an AAV backbone with hSyn1 promoter (Addgene #51085 deposited by Jonathan Ting), followed by the generation of AAV particles using an AAV-DJ helper free packaging kit (Cell Biolabs VPK-400-DJ). Transduction at 0 DIV (0.5 μl crude lysate/well) resulted in the expression of the green (λex 488 nm) mEos-LifeAct variant in the entire neuronal network. At 14 DIV, live cultures were placed on a confocal spinning disk microscope (UltraVIEW VoX, PerkinElmer) with photoconversion functionality (PhotoKinesis device, PerkinElmer). Every 2 min, a spot-shaped photoconversion pulse (405 nm, 100% laser power, 10 ms, diameter ~5 μm) was delivered in the middle of a neuronal cell body, after which images were acquired in the green (non-photoconverted; λex 488 nm, λem 525 nm) and red channel (photoconverted; λex 561 nm, λem 615 nm).




Experimental Design and Statistical Analysis

For determination of cell viability with PrestoBlue, one isolation was considered with six wells per condition. For quantification of dendritic spine density, three independent isolations were considered. For each isolation, >1000 μm of dendrite stretches were analyzed on 10 selected neurons for each DIV or DMOG concentration.

Statistical analyses were carried out in SAS JMP Pro 12 software, and the detailed results of those tests are reported in Table 1. Shapiro-Wilk tests were used to check for normality. Since some of the data sets were not normally distributed, non-parametric tests were performed throughout the article. To assess the overall effect, Mann-Whitney (2 groups) or Kruskal-Wallis rank sums (>2 groups) tests were performed. When assessing the influence of culture age or DMOG treatment on spine density, these tests were performed within the method group (SNAP or DiI). For PrestoBlue measurements, these tests were performed within the time group (2 or 24 h). Conditional to the overall Kruskal-Wallis test, post hoc tests were performed. To detect differences across DIVs, Dunn all pairs tests for joint ranks were used as the non-parametric alternative for Bonferroni tests (Dunn, 1964). For the DMOG experiment, a Steel test for comparison with control was used as the non-parametric alternative for a Dunnett test (Steel, 1959). The data are represented as bar charts (mean + standard deviation).


TABLE 1. Detailed statistics for the executed experiments.
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RESULTS


SNAP Enables Fast and Targeted Labeling of Primary Hippocampal Neurons and Their Spines

Since dendritic spines contain high actin concentrations we used the cell-impermeable fluorescently labeled F-actin dye phalloidin to label hippocampal neurons (Figure 1A). To quickly and automatically label a sparse set of neuronal cells within the dense network, we made use of image-guided SNAP (Figure 1B). This approach was based on the assumption that by automatically pre-selecting the target cells, we could maximize the distance between labeled the cells in the field of view. We also reasoned that by targeting the soma of neurons, we would maximize the labeling efficiency and cell selectivity. Therefore, cells were labeled with the membrane-permeable nuclear counterstain Hoechst, allowing facile detection of nuclei, which largely colocalize with the soma (Verschuuren et al., 2017). The positions of individual nuclei were identified by image processing and a random selection was made under the constraint that selected cells should be at least 200 μm apart (Figure 1C, gold circles and arrowheads). The coordinates of the selected cells were subsequently used for SNAP-assisted phalloidin labeling. Each cell received a single 7 ns laser pulse at the indicated position with a beam diameter of ~20 μm. As demonstrated in Figure 1C, only the targeted cells were successfully labeled. Since the photoporation beam was centered onto the nuclear area, phalloidin initially entered the soma of the cell, after which it diffused throughout the cell into the dendrites and labeled the dendritic spines (Figure 1A). The inset in Figure 1C shows that dendritic spines (arrows) could be unambiguously resolved. Although there is a theoretical possibility that neurites of non-targeted neurons, which are in close proximity to the target soma, may become transiently permeabilized as well, we did not observe such aspecific labeling, at least not with the acquisition settings that were suitable for imaging the target neuron. Therefore, we conclude that SNAP allows specific labeling of selected neurons with minimal off-target effects.


[image: image]

FIGURE 1. Spatially resolved NAnoparticle-enhanced Photoporation (SNAP) enables fast and targeted labeling of primary hippocampal neurons and their spines. (A) General workflow of SNAP. Intracellular delivery of phalloidin relies on the adsorption of cell-interactive plasmonic gold nanoparticles (AuNP) to the plasma membrane. Upon selective illumination of the cell of interest with 561 nm laser light, AuNPs heat up and induce vapor nanobubbles (VNBs). These VNBs transiently open the membrane, allowing the otherwise impermeable dye to enter the soma (white arrows). After washing and allowing time for intracellular diffusion of the dye to the neuronal extremities, completely labeled neurons can be monitored with high contrast. (B) Workflow of image-guided SNAP. Before the actual SNAP procedure is initiated, large field-of-view images are acquired of cells labeled with a cell-permeable marker. After image analysis and selection, the coordinates of the cells of interest are determined and fed into the SNAP setup for targeted photoporation. (C) Image-guided SNAP on primary neurons. Nuclei are stained with the membrane-permeable dye Hoechst. Using image analysis, all nuclei are first detected, followed by a selection of nuclei that are at least 200 μm apart (gold circles and arrowheads). The coordinates of the neurons of interest are used to guide the SNAP procedure. The high-resolution image of the phalloidin-labeled neuron shows dendritic spines (arrows) in high contrast without interference of fluorescence from overlapping dendrites or axons of nearby cells.





SNAP-Assisted Phalloidin Labeling Is Selective and Non-Cytotoxic

Even in very dense cultures that were grown for 18 DIV, SNAP maintained target specificity allowing sparse labeling (Figure 2A). Furthermore, SNAP could be used to sequentially label individual neurons in the same field of view in different colors (Figure 2B). The same repetitive SNAP procedure could also be used to label different cell types in a single culture (Figure 2C).
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FIGURE 2. SNAP-assisted phalloidin labeling is selective and non-cytotoxic. (A) Microscopic image of an 18 DIV neuron that was selectively labeled with image-guided SNAP. The complete network is labeled with the membrane-permeable dye SiR-tubulin, whereas only the targeted neuron is labeled with phalloidin. (B) Repetitive SNAP procedure with two chromatic phalloidin variants (AF488, AF647) allows multicolor labeling of individual neurons in the same field of view. (C) The same procedure was used to selectively label astrocytes and neurons in different colors in the same culture. (D) Quantification of cell viability after 2 and 24 h shows no significant toxicity induced by the AuNPs or the 561 laser pulses, nor of the combination of both. (E) Microscopic image of a neuron, 24 h after SNAP-assisted phalloidin labeling.



To evaluate potential cytotoxicity induced by the SNAP procedure, cell viability was determined with PrestoBlue-based spectrophotometry after whole-field SNAP (Figure 2D). Neither incubation with AuNPs, nor illumination with the pulsed 561 nm laser elicited a significant cytotoxic effect after 2 or 24 h. Moreover, the combination of AuNPs and laser irradiation, and hence the formation of VNBs, did not significantly decrease the viability of the cells, as measured by PrestoBlue fluorescence. In line with this, we could also still visualize phalloidin-labeled neurons 24 h after SNAP (Figure 2E).



SNAP Outperforms Alternative Labeling Strategies

To expose the advantages of SNAP, we compared it with existing spine labeling strategies. The current standard for spine labeling is the use of the lipophilic dye DiI for membrane staining (Figure 3A). Although the intense labeling allowed spine identification in selected regions, the images needed to be manually scrutinized to find the dendrite stretches that could be unambiguously analyzed. In a randomly acquired image dataset, less than 5% (3.2 ± 2.8%) of the actual stained surface area was amenable to spine analysis (Supplementary Figure S1A). Only a low efficiency was reached because DiI labeling is inherently stochastic and was associated with a number of artifacts, such as debris, membrane fragments and uneven fluorescence intensity, as well as labeling of non-neuronal cells (e.g., astrocytes). An alternative method that we tested to label spines in dense cultures is based on a genetically encoded fusion protein actin-RFP (BacMam actin-RFP). We tuned the transduction protocol so as to obtain low efficiency, yielding only a few dozen labeled neurons in the network with high expression levels (Figure 3B). Dendritic spines could clearly be resolved, but again, lack of spatial control resulted in labeling of adjacent neurons (clusters) and variability in labeling efficiency across replicates. Moreover, spine head diameters were increased compared to other labeling protocols (Supplementary Figure S1B), pointing to overexpression artifacts. To avoid these enlarged spine heads, we tested a third approach by mixing a culture of genetically labeled cells with non-labeled cells. This was achieved by using Thy1-YFP mouse-derived neurons (YFP+), which constitutively produce YFP throughout the cell body. When mixing these YFP+ neurons with neurons from a WT Black6 mouse at a 1:5 ratio, sufficiently sparse cultures were obtained to resolve individual spines (Figure 3C). Although these cells integrated both morphologically and functionally in the network (Supplementary Figures S2A–C), the rather limited YFP intensity in spines and the stochastic, sometimes clustered, distribution of YFP+ neurons in the well, render this method suboptimal for automated spine analysis. Furthermore, in aged (21 DIV) cultures we found that the YFP signal accumulated in all neurons. This increased the background signal and hampered spine identification further, especially at later time points (Supplementary Figure S2D). A crucial drawback of the aforementioned strategies remains the lack of spatiotemporal control. Therefore, we also explored the potential of a targeted approach based on photoconversion of an actin-binding fluorescent protein (Figure 3D). AAV-mediated expression of mEos-LifeAct resulted in green fluorescent signal in all neurons of the network. Four-hundred and five nanometer photoconversion pulses were directed to the soma of a selected neuron, eventually leading to a bright red fluorescent signal in proximal as well as distal neurites of the targeted neuron. However, repeated photoconversion pulses (1 pulse every 2 min for 8 h) were needed to convert a sufficiently large amount of mEOS-LifeAct proteins to fill up the very extremities (i.e., spines) of the neuron. Thus, next to the fact that this is a slow procedure, it puts a high energy load onto the cell which increases the risk on inducing phototoxicity. In contrast, the SNAP procedure requires a single nanosecond laser pulse per cell to permeabilize its membrane, allowing hundreds of cells to be labeled in one run, followed by a 1 h incubation period to allow intracellular diffusion of the phalloidin (Figure 1A). Owing to its high selectivity, SNAP raises the labeling efficiency of analyzable dendrite stretches to 25% (24.6 ± 9.4%) as compared to the gold standard (DiI labeling; Supplementary Figure S1A), whilst retaining the morphological integrity of spines (Supplementary Figure S1B).


[image: image]

FIGURE 3. SNAP outperforms alternative labeling strategies. (A) The lipophilic dye DiI enables sparse, but stochastic labeling of neurons within the neuronal network. It suffers from drawbacks such as clustered staining of adjacent neurons, debris, and uneven dye loading or overloading. (B) Microscopic image of a neuron transduced with actin-RFP (BacMam vector). Spines can clearly be resolved since actin is highly enriched in spines. However, the overexpression of actin-RFP may lead to artifacts such as enlarged spine heads (see also Supplementary Figure S1B) or increased cellular stress. (C) Microscopic image of a Thy1-YFP neuron in a mixed culture with non-labeled WT cells (1:5 ratio). Spines can be discerned, but the signal of YFP in spines is weak and the labeled cell distribution is stochastic. (D) Photoconversion of mEos-LifeAct (cyan) in a primary neuron. Every 2 min, a 405 nm photoconversion pulse is delivered to the soma of the selected neuron, leading to a gradual spreading of the photoconverted (red) variant throughout the cytoplasm.





SNAP Reveals Maturation-Dependent and Hypoxia-Induced Changes in Spine Density

Spine density is often used as a quantitative readout for synaptic connectivity within the neuronal network (Papa et al., 1995; Verstraelen et al., 2014). To further validate the SNAP approach, we compared its performance with the standard, but stochastic and artifact-prone lipophilic dye (DiI) labeling. The high-resolution images of Figure 4A show SNAP phalloidin-labeled neurons at 7, 14 and 21 DIV, in which spines could clearly be resolved. After quantification, an age-dependent increase in spine density was detected (Figure 4B), with a strong commonality between SNAP and DiI labeling (Pearson’s correlation 0.67). DMOG, an inhibitor or prolyl-4-hydroxylase and inducer of hypoxia-inducible factor, has previously been shown to induce spine reduction (Segura et al., 2016). Figure 4C shows phalloidin-labeled neurons in the presence and absence of DMOG (24 h, 14 DIV). Spine density was quantified on SNAP- as well as DiI-labeled cultures, treated with 0, 10 or 100 μM DMOG for 24 h (Figure 4D). In both cases, our quantifications revealed a significantly reduced spine density after DMOG treatment.
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FIGURE 4. SNAP reveals maturation-dependent and hypoxia-induced changes in spine density. (A) Microscopic images of phalloidin-labeled neurons at 7, 14 and 21 DIV. Spines (arrows) can be discerned at different time points. (B) Quantification shows a time-dependent increase in spine density and a similar trend for SNAP and DiI labeling (*p < 0.05 in Dunn all pairs test, see Table 1 for p-values). (C) Phalloidin-labeled neurons with and without DMOG treatment to mimic hypoxic conditions. (D) Quantification of spine density after SNAP or DiI labeling shows a reduction in spine density upon 24 h DMOG treatment (*p < 0.05 in Steel test, see Table 1 for p-values). Microscopy images have been inverted for clarity.






DISCUSSION

With our work, we have demonstrated the potential of a novel intracellular delivery method based on AuNP-sensitized photoporation to selectively label primary neurons and their spines in dense neuronal networks. To visualize dendritic spines, the fluorescently functionalized actin-binding dye phalloidin was introduced in living neurons. This was done in a spatially resolved manner, after automatic selection of neurons that were sparsely distributed throughout the network.

The key concept behind SNAP is the use of sensitizing nanoparticles. Even though it was shown before that a precisely focused beam of highly intense light could permeabilize the plasma membrane with subcellular resolution (Tirlapur and König, 2002; Barrett et al., 2006), the use of AuNPs allows reducing the laser fluence (energy per surface area) so that the entire neuronal soma can be irradiated at once with a broad laser beam, thereby significantly increasing throughput. It was previously shown that the use of sensitizing AuNPs allows reducing the laser fluence by a factor of 400 and the total energy load per cell by 2.4 times, as compared to photoporation with a focused laser beam (Barrett et al., 2006; Xiong et al., 2014). In line with this, when using a single laser light pulse at a fluence of 2 J/cm2, we found SNAP to be non-toxic, at least within a 24-h time frame. Since this pulse was sufficient to load cells with phalloidin, we conclude that under these conditions the conversion of light into mechanical energy by the AuNPs is highly efficient and remains local (Xiong et al., 2016b). Thus, SNAP can effectively be used to assess spine density in a physiological manner.

Although it is not the prime purpose, we have successfully acquired images of neurons 24 h after SNAP labeling. However, it should be noted that phalloidin stabilizes actin filaments (Cooper, 1987) and may therefore alter the properties of the spines. Given its inability to cross the plasma membrane, phalloidin was rarely used in living cells. Yet, one report documents alterations in the growth and migration of epithelial cells and fibroblasts after micro-injection of phalloidin (Wehland et al., 1977). However, these authors have used much higher phalloidin concentrations (0.2 and 1 mM in the microinjection solution) compared to our study (0.7 μM in the extracellular medium). Although the latter may explain why we could still image apparently healthy neurons after 24 h, it is advisable to use other labels that interact with actin in a less stringent manner (e.g., fluorescently labeled LifeAct) or inert dyes such as fluorescently-labeled dextrans for long-term imaging (albeit at the expense of spine labeling quality, cfr. Thy1-YFP).

In assessing the performance of SNAP for spine labeling, we have made a comparison with other labeling strategies. A summary of their properties (targeting potential, labeling speed, spine signal to local background intensity ratio) and drawbacks is listed in Table 2. The current gold standard for spine labeling consists in applying hydrophobic dyes such as DiI via bath or ballistic application (Cheng et al., 2014). The latter makes use of a “gene gun” to shoot DiI-coated bullets into thick (e.g., 150 μm) tissue slices, but is less commonly used for labeling of 2D cultures (Staffend and Meisel, 2011). DiI labeling is associated with several staining artifacts, such as uneven dye loading, clustered cells and lack of cell type specificity, that preclude automated image analysis. Genetic labeling is a frequently used alternative approach, but overexpression of fusion proteins always comes with the concern of inducing artifacts, as also we noticed by the increased spine head size after actin-RFP overexpression. This artifact was not observed after mEos-LifeAct expression, since the fluorescent protein (mEos) was targeted to endogenous actin via the LifeAct sequence (Riedl et al., 2008), rather than expressing additional actin on top of the endogenous levels. Also, in Thy1-YFP neurons, spine heads were not enlarged, since the fluorescent protein does not specifically accumulate in spines but moves freely in the cytoplasm. However, the background YFP signal increased markedly over time, making reliable spine analysis difficult. We have seen an increase in background fluorescence in the vast majority of neurons in mixed culture, although only one out of five was transgenic. This signal increase was not visible in aged WT (non-mixed) control cultures. Since the neurons do not divide, our observations suggest that cytosolic YFP was transferred from transgenic to non-transgenic neurons in the mixed culture. Although to our knowledge, YFP transfer was not yet documented in literature, inter-neuronal protein transfer has been amply shown for α-synuclein (Desplats et al., 2009), β-amyloid (Song et al., 2014) and Tau (Wang et al., 2017). Potential mechanisms that were shown to be involved include synaptic transfer (Dujardin et al., 2014), exosomal exchange (Chivet et al., 2014) and transport through tunneling nanotubes (Tardivel et al., 2016). A detailed analysis of the presumed YFP transfer was beyond the scope of this study, and would require quantification of the fraction of YFP+ neurons in mixed cultures with a neuronal counterstain, or follow-up of transmission between YFP+ and YFP− cells using microfluidic microchannels (Dujardin et al., 2014).


TABLE 2. Comparison of sparse spine labeling strategies.
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In non-targeted labeling approaches, the stochastic and sometimes clustered distribution of cells throughout the well complicates automated spine analysis. Targeted labeling strategies are, therefore, highly desirable. Micro-injection in selected cells has been successfully used, but this approach lacks the speed of the SNAP method (Dumitriu et al., 2011; Chow et al., 2016). As an alternative for SNAP, we explored the potential of an actin-binding photoconvertible protein, but found that repeated 405 nm laser pulses were needed to reach sufficiently high levels of the photoconverted variant. In case of SNAP, a single light pulse was sufficient to label a selected neuron. Therefore, the throughput for labeling many neurons was significantly higher compared to the photoconversion approach (especially when using the automated image-guided mode). As a proof-of-concept for SNAP-mediated spine analysis, maturation-dependent spine density was investigated, which increased over time in line with previous reports (Papa et al., 1995). Chemical induction of hypoxic stress led to a decreased spine density, in accordance with a study where spines were visualized by overexpression of cytosolic fluorescent proteins (Segura et al., 2016). Although we have now solely focused on measuring changes in spine density, the analysis could easily be extended to the analysis of spine morphology. Given the small nature of spines, such analysis could however benefit from a combination of SNAP with super-resolution imaging. Yet, the relevance of spine morphology measurements is still unclear since the exact relation between spine morphology and synaptic strength is the subject of ongoing debate (Tønnesen et al., 2014; Segal, 2017).

Though the current study involves the selective labeling of actin and hence dendritic spines with phalloidin, SNAP’s range of potential applications is much wider. First, the selective labeling can be directed to specific neurons that show particular geno- or phenotypic patterns of interest. These may be other cell types such as astrocytes, neuronal subtypes (e.g., pyramidal- or interneurons) or neurons that show intracellular accumulation of toxic proteins (e.g., α-Synuclein or Tau). Second, consecutive labeling rounds with different fluorochromes allows studying the connectivity pattern between neurons of different subpopulations. Proof for the feasibility of both of these applications was provided in this study (Figure 2). Third, in addition to labeling selected cells with impermeable fluorescent dyes, it may be equally possible to selectively deliver other nanomaterials such as drugs or siRNA, as previously shown in cell lines (Lukianova-Hleb et al., 2012; Xiong et al., 2014). Lastly, SNAP bears the potential to label cells in a 3D environment such as organotypic brain cultures. However, it remains to be determined whether AuNPs penetrate well in brain tissue, and precise axial focusing of the photoporation beam will be needed to achieve single cell selectivity.

In conclusion, the flexibility and speed with which individual cells can be labeled make SNAP an ideal tool for high-content applications, not only for selective labeling but also for targeted drug or nucleic acid delivery. This may eventually lead to a better understanding of the pathogenic mechanisms that underlie neurodevelopmental and neurodegenerative disorders.
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The term neurodevelopmental disorder (NDD) is an umbrella term used to group together a heterogeneous class of disorders characterized by disruption in cognition, emotion, and behavior, early in the developmental timescale. These disorders are heterogeneous, yet they share common behavioral symptomatology as well as overlapping genetic contributors, including proteins involved in the formation, specialization, and function of synaptic connections. Advances may arise from bridging the current knowledge on synapse related factors indicated from both human studies in NDD populations, and in animal models. Mounting evidence has shown a link to inhibitory synapse formation, specialization, and function among Autism, Angelman, Rett and Dravet syndromes. Inhibitory signaling is diverse, with numerous subtypes of inhibitory interneurons, phasic and tonic modes of inhibition, and the molecular and subcellular diversity of GABAA receptors. We discuss common ribs of inhibitory synapse dysfunction in the umbrella of NDD, highlighting alterations in the developmental switch to inhibitory GABA, dysregulation of neuronal activity patterns by parvalbumin-positive interneurons, and impaired tonic inhibition. Increasing our basic understanding of inhibitory synapses, and their role in NDDs is likely to produce significant therapeutic advances in behavioral symptom alleviation for interrelated NDDs.
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Highlights

• Human studies and animal models need to be bridged in neurodevelopmental disorders

• Inhibitory signaling emerges as a common contributor to neurodevelopmental disorders

• Inhibitory signaling is diverse in mode, source, and target

• Systematic evaluation of inhibitory diversity is lacking in neurodevelopment

• Understanding of inhibitory signaling diversity will advance therapeutic strategies


INTRODUCTION

Neurodevelopmental disorders (NDDs) are a broad class of disorders involving disruption in one or more domains including cognitive, emotional, motor, and/or behavioral function. NDDs affect up to 36.8% of children in low- and middle-income earning countries as evaluated in 2015 (Boivin et al., 2015; McCoy et al., 2016). Although NDDs have been the subject of extensive research, the common underlying mechanisms for behavioral and neurobiological symptomatology have yet to be systematically evaluated and compared among broad NDD subtypes. A basis for commonality among this complex and seemingly heterogeneous class of disorders lies in shared symptomatology (Table 1) and common genetic factors (Table 2). Further, genetic studies are beginning to indicate converging biological and phenotypic traits in complex disorders such as NDDs (Parikshak et al., 2016).

TABLE 1. Brief overview of symptom commonalities in NDDs.
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TABLE 2. Summary of genes and proteins linked to synaptic function that are implicated, either directly through mutation or indirectly as secondary effects, in neurodevelopmental and associated disorders.
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Autism spectrum disorder (ASD) is a prototypical NDD, and acts as a reference point for this class of disorders, with others often being described as possessing “autistic-like features.” Features of ASD include any range of impairments in social interaction, language development, and cognition, along with stereotyped behavior, and restricted interests (Rapin and Katzman, 1998). In addition to these core features, ASD is also frequently associated with epilepsy, impaired sensory processing, hyperactivity, and disrupted brain activity patterns as characterized by electroencephalogram (EEG) recordings (Rubenstein and Merzenich, 2003). These associated symptoms, in particular, hint that impaired inhibitory signaling is a contributor to ASD.

Other NDDs with similar symptoms to ASD, including Rett Syndrome (RS) and Angelman Syndrome (AS), have a clear genetic cause (Table 2). Specifically, RS is linked to the MECP2 gene (Banerjee et al., 2012), and AS linked to UBE3A and/or GABAAR subunit dysfunction through a loss of activity within the 15q11-13 locus (Malzac et al., 1998). The monogenetic nature of these disorders raises them as attractive targets to begin investigating NDDs. This is in contrast to ASD that is linked to an extremely heterogeneous and inconsistent genetic profile (Hu and Steinberg, 2009; Hu et al., 2009). Strikingly, RS and AS often share features of ASD, including the associated symptoms indicative of impaired inhibitory signaling. RS and AS also have a high incidence of epilepsy, with the vast majority of patients being affected by seizures (Fiumara et al., 2010; Vignoli et al., 2017). Comparing and contrasting the current knowledge on these disorders stands to provide information about the common neuropathological underpinnings of NDDs. In particular, examination of their association with epilepsy and other indications of impaired inhibitory control of principal cell firing, alongside an analysis of inhibitory synapse dysfunction could advance our understanding.

In typical development of the central nervous system, excitatory and inhibitory signals work in concert achieving regulated and orchestrated signaling patterns or oscillations. This tenet is the basis for a theory originally proposed by Rubenstein and Merzenich (2003), which suggests that NDDs are the result of an atypical “balance” between excitation and inhibition. An “imbalance” is proposed to increase the signal-to-noise ratio and decrease the efficiency of processing in afflicted individuals, leaving the cortex susceptible to seizures and other dysfunctional symptoms linked to hyperexcitability (Rubenstein and Merzenich, 2003). Mounting evidence is demonstrating that a number of genetic mutations can disrupt this balance, and in the case of NDDs, can tip the balance toward excitation at the expense of inhibition, contributing to multiple symptoms including a lower seizure threshold and a high incidence of epilepsy. Although the concept of an excitatory-inhibitory balance has been useful in understanding pathological and non-pathological brain states, it is likely an oversimplification and may not be sufficient to explain the immense heterogeneity and complex etiology of NDDs.

To advance from the excitatory-inhibitory balance hypothesis we need to understand synapses more fundamentally in the brain, particularly during development. We need both more detailed understanding of the developmental regulation of specific synapse types and implications for network activity, as well as more global understanding of the functional intersection between molecular and ionic states, synapse types, and network signaling during development. The current state of knowledge on inhibitory synapse development and regulation is limited compared to that of excitatory glutamatergic synapses. Furthering research in the field of inhibitory synapse development is essential to gaining insight into how this system impacts typical and atypical neurodevelopment. This review will examine the commonalities between seemingly heterogeneous NDDs, highlighting common genetic links and evidence of inhibitory synaptic dysfunction, in pursuit of a common rib in the umbrella of NDD.



INHIBITORY SIGNALING

Neuronal network signaling relies not only on excitation, but also heavily on inhibition to spatially and temporally pattern principal cell activity. Inhibition in the brain is governed by interneurons that synthesize and release the neurotransmitter γ-aminobutyric acid (GABA). A large body of work has documented and characterized 16 subtypes of interneurons in the hippocampus and/or cortex that possess unique morphologies, differential protein expression patterns, and specialized connectivity, physiological function, and functional impact within neuronal networks (Figure 1; Klausberger and Somogyi, 2008; Petilla Interneuron Nomenclature Group et al., 2008). A number of these interneuron types are relevant to the investigation of inhibitory signaling in NDD, due to their enrichment in cortical circuitry, and implication in patterning network activity. The majority of hippocampal and cortical interneurons express either the calcium binding protein Parvalbumin (PV), or the neuropeptide cholecystokinin (CCK) (Klausberger and Somogyi, 2008; Petilla Interneuron Nomenclature Group et al., 2008). PV-positive axo-axonic chandelier cells innervate the axon initial segment (AIS) of principal cells at or near the site of action potential generation, and can coordinate the activity of the up to 1,200 cells that they innervate (Li et al., 1992; Klausberger and Somogyi, 2008; Petilla Interneuron Nomenclature Group et al., 2008). PV-positive and CCK-positive basket cells innervate the soma and proximal dendrites of principal cells, and again play a role in coordinating activity patterns due to proximity to the AIS (Freund and Katona, 2007; Klausberger and Somogyi, 2008; Petilla Interneuron Nomenclature Group et al., 2008). In the cortex, Martinotti cells express the neuropeptide somatostatin (SOM) and innervate the dendrites of principal cells, providing local effects on incoming excitatory input (Rudy et al., 2011). In addition, hippocampal and cortical networks also include interneurons that innervate interneurons, thereby acting in a disinhibitory manner (Figure 1). One example in the cortex is a type of bipolar cell that is positive for the neuropeptide vasoactive intestinal polypeptide (VIP), which have been shown to target the majority of PV-positive interneurons (Dávid et al., 2007).
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FIGURE 1. Interneurons contact multiple domains of their postsynaptic targets producing different forms of phasic inhibition. Somatostatin (SOM) positive Martinotti cells contact the dendritic domain to provide local inhibitory influences on excitatory inputs. Basket cells positive for CCK contact the soma where GABAARs containing the α2/3 subunits are enriched, while basket cells positive for parvalbumin (PV) contact the cell body at sites enriched with α1 containing GABAARs. PV positive chandelier cells project to the axon initial segment where GABAARs containing the α2 subunit are enriched. Somatic and axonal inhibition plays a role in coordinating neural activity patterns due to the proximity of the incoming graded potentials to the site of action potential generation. Disinhibitory interneurons innervate other interneurons providing net excitation, as seen with vasoactive intestinal polypeptide (VIP) positive bipolar cells.



Once released by interneurons, GABA acts on ionotropic GABA type A receptors (GABAARs; as well as metabotropic GABA type B receptors). GABAARs are heteropentamers gating a chloride channel, composed of combinations of subunits from seven families: α(1-6), β(1-3), γ(1-3), δ, ε, θ, π, and ρ(1-3) (Rudolph and Möhler, 2006). The genes and protein products for the most abundant CNS subunits are briefly described in Table 2 and depicted in Figure 2. Subtypes of GABAARs composed of different subunit combinations have specific localization patterns and diverse functional impacts. In addition, GABAARs can be found at both synaptic and extrasynaptic sites mediating functionally distinct modes of inhibition (Figure 2). The most abundant subtypes of GABAARs are synaptic, sensitive to benzodiazepines, and composed of α1-3, β1-3, and γ2 subunits (Lüscher and Keller, 2004; Rudolph and Möhler, 2006; Jacob et al., 2008). In contrast, extrasynaptic, benzodiazepine insensitive receptors typically contain α4-6, β2/3, and δ subunits (Herd et al., 2013).
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FIGURE 2. Molecular characterization of phasic and tonic modes of inhibition. Fast inhibitory synaptic transmission, also known as phasic inhibition, is governed by GABAAR’s with relatively low sensitivity to GABA densely clustered at sites opposing interneuron terminal boutons. Several general factors have been identified that play a role in establishing the contact between pre and post (neurexin-neuroligin2/3; neurexin-dystroglycan), and/or retaining receptors at these sites (gephyrin, collybistin). Phasic GABAARs are most commonly composed of 2-α1-3, 2-β, and a γ subunit and are sensitive to benzodiazepines. Tonic inhibition is governed by GABAAR’s that reside outside of synaptic sites, are highly sensitive to GABA, and are most commonly composed of 2-α4-6, 2-β, and a δ subunit. Much less is known about the mechanisms that localize extrasynaptic GABAARs, but radixin is implicated.



In addition to modulation by benzodiazepines, synaptic GABAARs are also the site of action for non-benzodiazepine Z-drugs (Dixon et al., 2015), and barbiturates, while extrasynaptic GABAARs are thought to be the site of action of intravenous and inhaled anesthetics (Chiara et al., 2016), anesthetic steroids, neurosteroids and other exogenous modulators such as ethanol (Brickley and Mody, 2012; Sigel and Steinmann, 2012; Olsen, 2015). In addition to clinically relevant ligands, there are also a number of preclinical or experimental ligands such as muscimol (synaptic), and gaboxadol (extrasynaptic), and the channel blocker picrotoxin (Sigel and Steinmann, 2012; Olsen, 2015). The diversity of localization and function, paired with the clear clinical and behavioral impact of pharmacological manipulation, make GABAARs an important target of study.

Synaptic GABAA Receptors – Phasic Inhibition

GABAARs located at synaptic contacts are activated in a transient or ‘phasic’ manner by a high concentration of GABA released from presynaptic vesicles (Figure 2, right). GABA released from the presynaptic neuron bind to GABAARs gating a channel permeable to chloride and bicarbonate ions at the postsynaptic membrane. Generally, this leads to a net inward flow of anions, and a hyperpolarizing postsynaptic response known as the inhibitory postsynaptic potential (IPSP). Defining features of this phasic mode of receptor activation are the rapid synchronous opening of a relatively small number of channels that are clustered at the synaptic junction and the short duration of the GABA transient to which the postsynaptic receptors are exposed. Phasic receptors enriched at synapses are most commonly characterized by two α(1-3), two β, and one γ subunit.

The clustering and accumulation of GABAARs at synaptic sites relies upon the interaction of multiple receptor-associated, adhesion, and scaffolding proteins diagramed in Figure 2, including gephyrin (Tretter et al., 2008, 2011; Mukherjee et al., 2011), collybistin (Saiepour et al., 2010), neuroligin 2 (Chih et al., 2005; Poulopoulos et al., 2009), neurexin (Zhang et al., 2010), and the dystroglycan, dystrophin–glycoprotein complex (Panzanelli et al., 2011; Früh et al., 2016). Despite a common pool of interacting proteins, heterogeneity exists in the complex mechanisms governing clustering of receptors containing different subunits. Composition is likely dependent upon the combination of interacting proteins involved, and their relative interaction affinities.

Inhibitory synapses that generate phasic inhibitory signals can be found on multiple compartments of the cell including the dendrites, axon, and cell body (Figure 1). For example, receptors containing α1 subunits are enriched at inhibitory synapses on the dendrites, those containing α2 subunits are preferentially enriched at inhibitory synapses on the AIS, and both α1 and α2 subunits can be found clustered at somatic inhibitory synapses (Figure 1; Nusser et al., 1996; Freund and Katona, 2007; Gao and Heldt, 2016). AIS synapses are unique to principal neurons in the hippocampus and cortex, and are thought to control principal cell activity patterns by influencing the site of action potential generation (Kuba et al., 2010; Wefelmeyer et al., 2015). As mentioned above, AIS synapses originate from chandelier cells, which are highly specialized, fast-spiking, PV-positive interneurons (Li et al., 1992; Klausberger and Somogyi, 2008; Petilla Interneuron Nomenclature Group et al., 2008). The cortex is also enriched with PV-positive, fast-spiking basket cells, and CCK positive basket cells. CCK positive basket cell terminals contact the soma of pyramidal cells where clusters of GABAARs containing the α2/3 subunits are enriched (Nyíri et al., 2001). The formation and maintenance of CCK terminals on the soma has recently been linked to dystroglycan, a protein responsible for many inherited forms of muscular dystrophy (Figure 1; Früh et al., 2016). Outside of the role for dystroglycan in CCK-basket cell contacts on the soma, detailed information about the mechanisms of other specialized subtypes of inhibitory synapses, such as those localized to the AIS is lacking.

In addition to localization and related impacts on function, subunit contents have also been shown to influence the physiological properties of GABAARs including the decay time of GABA-activated currents within single cells. Presence of a β2 subunit results in a decreased period of time in which the receptor chloride channel is open—leading to faster desensitization. In contrast, the γ2 subunit results in channels with larger conductance (Verdoorn et al., 1990). In addition, α1 subunit containing receptors show faster decay times compared to α2 containing receptors (Lavoie et al., 1997; Eyre et al., 2012).

Extrasynaptic GABAA Receptors – Tonic Inhibition

GABAAR activation can also take place in a less spatially and temporally restricted manner to generate a ‘tonic’ conductance (Nusser et al., 1998; Farrant and Nusser, 2005; Hines et al., 2012; Lee and Maguire, 2014). Low GABA concentrations in the extracellular space escaping from the synaptic cleft can activate GABAARs distant from sites of neurotransmitter release (Figure 2, left; Farrant and Nusser, 2005; Hines et al., 2012). The tonic mode of receptor activation has one straightforward outcome: a persistent increase in the cell’s input conductance. This increase in conductance affects the magnitude and duration of the voltage response to an injected current, and increases the decrement of voltage with distance (Farrant and Nusser, 2005; Bright and Smart, 2013). Tonic GABAARs exhibit a high sensitivity to GABA and show little desensitization, allowing them to detect and respond to ambient levels of GABA at extrasynaptic sites (Nusser and Mody, 2002; Farrant and Nusser, 2005; Hines et al., 2012). Tonic receptors are most commonly characterized by two α(4-6), two β and one δ subunit (Figure 2, left). GABAARs containing δ subunits tend to be purely extrasynaptic (Farrant and Nusser, 2005; Lee and Maguire, 2014). The α4 and α6 subunits are diazepam-insensitive receptors, as their inclusion results in decreased sensitivity to complete desensitization to benzodiazepine binding on the receptor (Whiting et al., 1995). While the complex mechanisms governing localization of GABAARs at synaptic sites have been somewhat clarified, very little is known about the mechanisms that are involved in regulation of extrasynaptic GABAARs. One of the few proteins implicated in regulation of extrasynaptic GABAARs is radixin, which has been shown to influence clustering of α5 containing receptors (Figure 2, left; Loebrich et al., 2006). Further research is needed to understand how these receptors are localized and regulated, and also to understand further how their action may be harnessed to control excitation.

Chloride Ion Reversal and GABA Signaling

Another factor that can modulate the efficacy of GABAergic inhibition is the reversal potential for GABAA (EGABA) receptor-mediated current and voltage responses. EGABA is controlled by the equilibrium potential for chloride (ECl) which in turn is regulated by the expression and function of cation-chloride cotransporters (CCCs; Rivera et al., 2005; Ben-Ari et al., 2007; Ben-Ari, 2014; Kaila et al., 2014). Two key members of the CCC family for controlling neuronal ECl are the potassium chloride cotransporter (KCC2) and the sodium potassium chloride cotransporter (NKCC1) which provide outwardly and inwardly directed chloride fluxes in neuronal cells, respectively (Ben-Ari et al., 2007; Hartmann and Nothwang, 2014; Doyon et al., 2016). In mature neurons, chloride is extruded by high levels of expression and function of KCC2, using the potassium gradient in order to maintain a low intracellular chloride concentration (Ben-Ari et al., 2007; Doyon et al., 2016). A low intracellular concentration of chloride is important to maintaining the driving force of chloride, such that when GABA binds, chloride will enter the cell through the pore of the GABAAR and hyperpolarize the cell (Ben-Ari, 2014; Kaila et al., 2014). Early in development, KCC2 is low in expression and activity in neurons leading to a high intracellular chloride concentration (Ben-Ari et al., 2007; Ben-Ari, 2014). High levels of chloride inside the neuron cause depolarization in response to GABAAR activation, and under specific conditions, excitatory GABAergic transmission (Rivera et al., 2005; Ben-Ari et al., 2007; Kaila et al., 2014). Excitatory GABA is proposed to play a trophic role in early development, with important effects on the cell cycle, cell migration, and primitive oscillatory patterns thought to influence network wiring (Represa and Ben-Ari, 2005). During development there is a caudal to rostral gradient in the increase of KCC2 expression, with the cortex showing continued increases in KCC2 expression well after birth (Kaila et al., 2014). Beyond the developmental state of high intracellular chloride and depolarizing GABA, it is now established that pathological states including epilepsy and trauma are also characterized by reduced KCC2 expression and high intracellular chloride (Kaila et al., 2014). Further understanding is required about the conditions for inducing change in the expression of KCC2, and also for the implications, that this has on circuit level function.

Understanding the distinctive functional contributions of GABAergic synapses on specific subcellular compartments, phasic and tonic forms of GABAergic signaling, as well as the impact of alterations in ECl will lead to greater ability to fine tune inhibitory signaling. An understanding that is currently lacking is of the neurodevelopmental processes that establish and maintain the structurally and functionally distinctive types of GABAergic synapses, as well as the roles for tonic inhibition throughout development. Further, we are continuing to understand the roles of excitatory GABA early in development. We need to evaluate perturbations in each of these specializations of GABAergic signaling in NDDs with a subunit specific, cell-domain specific level of detail, deciphering precisely which subtypes of GABAARs are affected, and what role the transition from excitatory to inhibitory GABA may play. In the following sections, we will describe the features of specific NDDs and highlight existing studies that have assessed GABAergic signaling in either NDD populations or disease models.



AUTISM SPECTRUM DISORDERS

Autism spectrum disorder affects boys more commonly than girls, with a ratio between 3:1 and 4:1, with a prevalence of 1 in 54 boys (Coury et al., 2014; Loomes et al., 2017). The disorder is characterized by core symptomatology that includes compulsive or repetitive behaviors and social communication deficits (American Psychiatric Association, Diagnostic and Statistical Manual 5th edn). These core symptoms are often accompanied by intellectual disability, sensory sensitivity, and seizures. Seizures (and/or epilepsy) occur in ∼30–60% of individuals with ASD (Rubenstein and Merzenich, 2003; Jacob, 2016). Historically, the relationship between ASD and abnormal EEG recordings was the first reason it was considered a brain disorder (Banerjee et al., 2014). This suggests that altered oscillatory activity is a prominent feature of ASD. The heritability of ASD has been studied in family and twin studies and shows a heritability rate of 70% (Tick et al., 2016). Accumulating genomic/genetic investigations indicate hundreds of genetic variants in the occurrence of ASD, including a range from common to rare variants (Krumm et al., 2014). Several of these identified genetic mutations producing autistic-like behaviors have been investigated in mouse models. Despite extensive research in human populations and mouse models, no unifying cause has been determined.

Multiple genetic contributors to ASD are synaptic proteins, and in particular can be classified as trans-synaptic adhesion molecules, or synaptic scaffolding proteins, or synaptic signaling proteins (Table 2). Specific genes implicated within these categories are discussed in detail below: adhesion molecules from the neurexin, neuroligin, and contactin families; synaptic scaffolding proteins from the shank family; and GABAAR subunit genes within the 15q11–13 locus.

Adhesion Molecules: Neuroligin, Neurexin and Contactin Families of Proteins

The neurexin (NRXN/Nrxn), neuroligin (NLGN/Nlgn), and contactin (CNTN) families are cell adhesion molecules (CAMs; Table 2). In broad terms, CAMs are membrane proteins that extend into the extracellular space and facilitate physical interaction with other cells or with the extracellular matrix. NRXNs are enriched in the presynaptic compartment whereas NLGNs are enriched postsynaptically (Ichtchenko et al., 1995). The two families of proteins interact to form a transsynaptic bridge, linking pre to post, and are thought to be early contributors to synapse formation (Scheiffele et al., 2000; Levinson and El-Husseini, 2005). Within their respective compartments, these proteins also interact with components of the active zone and postsynaptic density, including components linked to neurotransmitter vesicle release, and neurotransmitter receptors and scaffolding proteins (Irie et al., 1997; Prange et al., 2004). The NRXN family includes three genes (NRXN1-3) that can be expressed via one of two promoters, termed α and β. Transcription via the α promoter yields a longer protein with six laminin/neurexin/sex hormone (LNS) binding domains, whereas transcription via the β promoter yields a shorter protein with a single LNS binding domain (Tabuchi and Südhof, 2002). NRXN proteins also contain extracellular epidermal growth factor (EGF) repeats and a PSD-95-Discs Large-zona occludens-1 (PDZ) binding motif. The NRXN family also includes the contactin associated protein (CNTNAP) genes that encode CASPR proteins that are structurally similar with LNS binding domains, EGF repeats, and a PDZ binding motif (Gennarini et al., 2017). The NLGN family includes five genes in humans (NLGN1-3, 4X, 4Y; Bolliger et al., 2001) and four genes in mice (Nlgn1-4; Bolliger et al., 2008). NLGN proteins contain an intracellular PDZ binding motif and an extracellular acetylcholinesterase domain (Levinson and El-Husseini, 2005).

Members of the NLGN family show some synapse specificity, with NLGN1 enriched at excitatory synaptic contacts, and NLGN2 at inhibitory contacts (Song et al., 1999; Varoqueaux et al., 2004; Chubykin et al., 2007). NLGN3 can be localized at either type of contact (Budreck and Scheiffele, 2007), while NLGN4 is enriched at central and peripheral inhibitory contacts (Hoon et al., 2011). This preferential enrichment pattern points to a role in synapse specificity. Indeed, Nrxn and Nlgn protein families have been shown to influence the “balance” of excitation and inhibition in vitro (Prange et al., 2004; Levinson and El-Husseini, 2005), and in animal models (Hines et al., 2008; Dahlhaus et al., 2010; Pizzarelli and Cherubini, 2011). Specific genes within NRXN and NLGN families of CAMs have been implicated in the etiology of ASD, including: NLGN1, NLGN2, NLGN3, NLGN4, NRXN1, NRXN2, CNTNAP2, and CNTNAP4 (Jamain et al., 2003; Banerjee et al., 2014; Baig et al., 2017). Alterations to NRXN and NLGN family members in ASD range from de novo mutations to common genetic variants, and include polymorphisms, variants, frameshift mutations, truncations, and deletions. Although validated in multiple independent studies these mutations are relatively rare (Jamain et al., 2003; Hedges et al., 2012; Banerjee et al., 2014). CNTNAP2 (Arking et al., 2008; Anney et al., 2012) and NRXN1 (Sanders et al., 2011) in particular have been validated through genome-wide association studies.

Several animal models have been developed to examine the contributions of Nrxn to excitatory signaling and the symptoms of ASD (Cattabeni et al., 1999; Kattenstroth et al., 2004; Grayton et al., 2013; Dachtler et al., 2014) but information about inhibitory signaling in these models is limited. Ablation of individual Nlgn genes in mouse models have somewhat subtle effects on development and behavior likely due to compensation, yet combined deletion of Nlgn1-3 results brainstem inhibitory dysfunction leading to respiratory failure (Varoqueaux et al., 2006). Detailed examination of Nlgn1 KO mice revealed an impairment in N-methyl-D-aspartate (NMDA) signaling consistent with enrichment at excitatory synapses, along with repetitive behavior and impaired spatial memory (Blundell et al., 2010). Nlgn3 KO mice show a lack of social novelty preference and reduced vocalization, accompanied by an olfactory deficit (Radyushkin et al., 2009).

Expression of one of the Nlgn3 mutations identified in autism (R451C substitution) was shown to result in impaired social interactions paralleled by an increase in inhibitory synaptic transmission, leaving excitatory synapses unaffected (Tabuchi et al., 2007). However, a follow up study was not able to reproduce the deficits in social interaction in Nlgn3R451C mice (Chadman et al., 2008). In these studies Nlgn3R451C mice were shown to have impairments in ultrasonic vocalizations, and other subtle indications of impaired development (Chadman et al., 2008). In another follow up study the Nlgn3R451C mutation was backcrossed onto a different background strain (129S2/SvPasCrl), which reproduced deficits in social interaction (Jaramillo et al., 2014). The discrepancies among these studies may be attributed to subtle differences in methodology, particularly given that the social interaction tasks in mice are very sensitive to variations in protocol. Nlgn4 loss of function mutation results in deficits in reciprocal social interaction and vocalizations (Jamain et al., 2008).

Increased expression of NLGNs has also been shown to result in several abnormalities relevant to ASD, including behavioral deficits. Increased expression of Nlgns1-4 was shown to result from KO of the eukaryotic translation initiation factor 4E-binding protein 2 (4E-BP2; Gkogkas et al., 2013). 4E-BP2 is a repressor of eukaryotic translation initiation factor 4E (eIF4E), which is downstream in the signaling cascade of mammalian target of rapamycin (mTOR). 4E-BP2 KO mice exhibit an altered ratio of excitatory to inhibitory synapses, along with deficits in social interaction, ultrasonic vocalizations, and the occurrence of repetitive behaviors (Gkogkas et al., 2013). In other studies, transgenic mice with an overexpression of Nlgn1 and Nlgn2 were generated to determine the effect of specific single Nlgns on the excitatory to inhibitory ratio (Hines et al., 2008; Dahlhaus et al., 2010). Mice with enhanced expression of Nlgn1 show deficits in memory acquisition, along with enlarged excitatory synapse morphology and enhanced excitatory signaling (Dahlhaus et al., 2010). Mice with the enhanced expression of Nlgn2 were found to have behavioral symptoms of neurological disorders similar to those seen in RS (limb clasping), decreased social interaction, repetitive behaviors, as well as decreased viability. Immunohistochemical, electron microscopic and electrophysiological analysis of the Nlgn2 overexpressing mice revealed a shift in the excitatory to inhibitory ratio toward inhibition, with an increase in inhibitory synaptic contacts and overall enhancement of inhibitory responses (Hines et al., 2008). Nlgn2 has been shown to directly interact with gephyrin, which is known to aid in localizing and stabilizing GABAARs (Pizzarelli and Cherubini, 2011). Of particular interest, a recent study has shown that the NLGN2 R705C mutation identified in autism disrupts the interaction with gephyrin and thus has consequences for GABAAR function (Nguyen et al., 2016).

Although associated with contactins (discussed below), CNTNAP proteins are members of the NRXN family based on structural similarity, and are also associated with ASD (Katidou et al., 2008; Burbach and van der Zwaag, 2009). CNTNAP genes code for CASPR proteins which act as CAMs. Similar to NRXNs, CASPR proteins contain LNS domains, and EGF-like repeats, but also contain discoidin homology domains, and an extracellular fibrinogen-like domain (Katidou et al., 2008; Burbach and van der Zwaag, 2009). Within the CASPR cytoplasmic tail is a protein 4.1 biding site and class II PDZ binding motif (Katidou et al., 2008; Burbach and van der Zwaag, 2009).

Genetic analysis of CNTNAP2 in ASD has revealed deletions producing a frameshift mutations leading to early introduction of a stop codon (Strauss et al., 2006; Watson et al., 2014). This causes a complete loss of function in the CASPR2 protein in homozygous individuals. Following this implication of CNTNAP2, several studies have shown a link between CNTNAP2 and ASD risk (Alarcón et al., 2008; Arking et al., 2008; Bakkaloglu et al., 2008; Vernes et al., 2008). In human populations, CNTNAP2 heterozygous mutations do not always produce symptoms of ASD, while homozygous individuals for the mutation display ASD symptoms, along with epilepsy, facial dysmorphisms, severe intellectual disability and impaired language (Rodenas-Cuadrado et al., 2016). CNTNAP2 has been shown to cluster voltage gated potassium channels at nodes of Ranvier (Poliak et al., 1999), and influence dendritic arborization, synapse strength, and plasticity (Anderson et al., 2012). In mice, homozygous KO of CNTNAP2 causes increased grooming and digging (repetitive behaviors), impaired ultrasonic vocalization, less time interacting, and epilepsy (Peñagarikano et al., 2011). The behavioral changes in CNTNAP2 KO mice are paralleled by a decrease in PV-positive interneurons, suggesting that CNTNAP2 plays role in GABAergic interneuron development (Peñagarikano et al., 2011).

Both de novo and maternally inherited deletions have been detected in ASD populations in a related family member, CNTNAP4 (O’Roak et al., 2012). CASPR4 protein is enriched in the presynaptic terminals of developing interneurons, and CNTNAP4 KO mice show a reduction in GABAergic signaling from PV-positive interneurons in the cortex (Karayannis et al., 2014). CNTNAP4 KO mice were also found to have enhanced midbrain dopamine release into the nucleus accumbens, paralleled by increased responsiveness to startle and enhanced sensory motor gating (linked to schizophrenia), along with excessive grooming behavior (Karayannis et al., 2014). Treatment of CNTNAP4 KO mice with an α1-selective positive allosteric modulator at GABAARs, indiplon, ameliorated the sensory-motor gating phenotype (Karayannis et al., 2014).

CASPR proteins interact with the contactin (CNTN) family of proteins. CNTN proteins perform diverse functions in the CNS including myelination, synapse formation, and plasticity. This group of proteins, like the NRXNs and NLGNs, is also adhered to the cell membrane (Zuko et al., 2013). Duplication or deletion mutations in CNTN4 near CNTN3 have been implicated in the development of ASD, with more rare mutations in CNTN5 and 6 also being implicated (Banerjee et al., 2014). CNTN4 plays a role in the growth and development of axons and maintenance of mature networks. In contrast to CNTNAP mutations, loss of a single functional copy of CNTN4 can cause developmental delays (Roohi et al., 2009).

Scaffolding Proteins: SHANK Family of Proteins

Mutations in genes encoding scaffolding proteins, such as the SHANK family of proteins have also shown connection to the development of ASD (Table 2; Leblond et al., 2012; Sato et al., 2012; Monteiro and Feng, 2017). Scaffolding proteins function in clustering and anchoring synaptic proteins including neurotransmitter receptors, and serve to link post synaptic receptors with downstream signaling components. The SHANK family includes three genes (SHANK1-3), that can be alternatively spliced to generate multiple Shank protein variants (Monteiro and Feng, 2017). Full-length Shank proteins are composed of 5–6 N-terminal ankyrin repeat domains, a Src Homology 3 (SH3) domain, a PDZ domain, a proline-rich region and a C-terminal sterile alpha motif (SAM) domain (Monteiro and Feng, 2017). Based on the interactions of these domains, Shank can bind an estimated 30 synaptic partners, including other scaffold molecules, glutamatergic receptors, and cytoskeletal proteins (Ehlers, 1999; Sheng and Kim, 2000; Baron et al., 2006; Gundelfinger et al., 2006). Shank proteins are expressed in the postsynaptic compartment of glutamatergic synapses. As central regulators of receptors, signaling machinery, and the cytoskeleton at excitatory synapses, Shank proteins have been shown to be involved in spine morphogenesis, synapse formation, and glutamate receptor trafficking (Naisbitt et al., 1999; Sala et al., 2001, 2005; Gerrow et al., 2006; Verpelli et al., 2011).

Mutations in all three SHANK family members have been connected with ASD and/or associated disorders (Ting et al., 2012; Leblond et al., 2014). SHANK1 deletions have been detected in ASD males (Sato et al., 2012), while multiple studies have detected de novo mutations and deletions in SHANK2 (Berkel et al., 2010; Pinto et al., 2010; Leblond et al., 2012). SHANK3 is even more strongly implicated in ASD and related disorders. SHANK3 haploinsufficiency is responsible for Phelan McDermid syndrome, which is characterized by intellectual disability, hypotonia, epilepsy, and ASD characteristics (Phelan and McDermid, 2012). In varied ASD populations, de novo mutations, truncations and terminal deletions have been detected in SHANK3 (Durand et al., 2007; Boccuto et al., 2013; Leblond et al., 2014). SHANK3 has also been identified in genome wide association studies of ASD (Connolly et al., 2017).

Modeling of these mutations in mice has revealed that many of the mutant proteins do not achieve their synaptic localization, and are retained in the cell body or nucleus (Grabrucker et al., 2014), and that a variety of SHANK manipulations in vivo can produce ASD relevant phenotypes (Sala et al., 2015). SHANK2 mutations in mice result in upregulation of glutamate receptors and a decrease in synaptic transmission (Schmeisser et al., 2012). Behaviorally, SHANK2 mutant mice are hyperactive, exhibit repetitive grooming, and have impairments in social interactions and vocalizations (Schmeisser et al., 2012). SHANK3 KO leads to reduction in spine volume, a decrease in the thickness of the postsynaptic density, and a loss of dendritic spines (McGee et al., 2014). SHANK3 KO mice show abnormal social behaviors, and impairments in learning and memory (Bozdagi et al., 2010). SHANK3 mutations identified in patients with ASD show a modification in dendritic spine induction and morphology as well as actin accumulation in spines affecting growth cone motility which is nicely paralleled by the mouse model (Durand et al., 2007). SHANK3 duplication in mice leads to hyperactivity and spontaneous seizures much like human subjects who have small duplications in the SHANK3 locus (Han et al., 2013). KO mice for SHANK3 showed abnormal communication patterns, repetitive behaviors, and impaired learning (Banerjee et al., 2014; McGee et al., 2014). Again, these behaviors are consistent with the phenotype of ASD in humans.

SHANK3 interacts with NLGN genes as a binding partner to play role in synaptic plasticity (Meyer et al., 2004), and SHANK3 is also involved in synapse formation and this results in an increase of excitatory signals (Arons et al., 2012). Although the link of Shank proteins to excitatory synapse function is clear, studies have not thoroughly investigated the impact that SHANK mutations may have on interneuron or inhibitory synapse function, downstream of excitation. Further studies on the existing SHANK mouse models generated may be helpful in examining the relationship between excitatory synapse dysfunction and downstream impacts on inhibitory signaling.

15q11-q13 Locus Genes: GABAA Receptor Subunits

A known unstable genetic locus, termed 15q11-q13, is located on chromosome 15 and contains UBE3A (Ubiquitin-protein ligase E3A), and three GABAAR subunit genes (GABRB3, GABRA5, and GABRG3; Table 2). The 15q11-q13 region is subject to imprinting and recombination, and is regarded as one of the most complex regions in the genome (Martin et al., 2000). The partial trisomy of chromosome 15 was first reported as a syndrome in 1975 (Hecht, 1975). The syndrome produced by duplication of 15q11-q13, termed Dup15q, includes global developmental delay, social communication deficits, intellectual disability, with a high incidence of epilepsy and/or infantile spasms (Urraca et al., 2013). Children with Dup15q generally meet the diagnostic criteria for ASD diagnosis (Urraca et al., 2013), and several studies have now shown that duplications in 15q11-q13 are one of the most common copy number variants linked with ASD, which have been replicated in genome wide association studies (Cook et al., 1997; Park and Bolton, 2001; Kwasnicka-Crawford et al., 2007; Depienne et al., 2009; Sanders et al., 2011). Duplications in this region can take one of two forms, two extra copies of the 15q11.2-q13.1 region of maternal origin on a supernumerary chromosome (isodicentric), or one or more extra copies on the q arm of chromosome 15 (DiStefano et al., 2016). 15q11-q13 loss of activity is discussed specifically below in the “Angelman Syndrome” section.

Duplication specifically of the region containing GABAARs leads to a prediction of excessive inhibitory neurotransmission due to gene dosage; however, an in vitro model of 15q duplication displayed reduced transcripts for GABRB3 (and other nearby genes) due to impaired homologous pairing (Meguro-Horike et al., 2011). The symptoms of individuals with Dup15q also are suggestive of altered GABAergic control of oscillatory activity. Multiple reports have demonstrated enhanced activity in β frequency bands (12–30 Hz) of the EEG, with spontaneous β oscillations visually evident (Urraca et al., 2013). A further study demonstrated that enhanced power in the upper β frequencies (20–30 Hz) was significantly related to epilepsy diagnosis in Dup15q (Frohlich et al., 2016). The enhanced power and spontaneous oscillations noted in Dup15q are similar to the effects seen following treatment with benzodiazepines and other allosteric modulators of GABAARs, although none of the patients were on such medication (Urraca et al., 2013; Al Ageeli et al., 2014; Frohlich et al., 2016). Further, since the EEG β phenotype is observed with both maternal and paternal duplication cases, it is likely that this phenotype results from altered GABAAR function and not the maternally expressed (non-imprinted) Ube3a gene (Frohlich et al., 2016).

Examination of the seizure phenotype in patients with Dup15q have indicated about 63% of those with isodicentric mutations have seizures, with the majority of these cases having multiple seizure types (81%), and with a relatively high rate of infantile spasms (42%; Conant et al., 2014). In contrast, only about 25% of interstitial mutation type Dup15q patients had seizures (Conant et al., 2014). This study also revealed that broad spectrum anti-epileptic drugs, and those that block voltage gated sodium channels (carbamazepine and oxcarbazepine) were typically effective, whereas typical benzodiazepines were relatively ineffective (Conant et al., 2014). Also indicative of abnormal GABAergic signaling, paradoxical increases in seizure severity have been reported in isodicentric Dup15q following treatment with pregabalin (Di Rocco et al., 2013), a drug that acts to increase extracellular GABA by increasing the density of GABA transporter proteins, increasing the rate of functional GABA transport, and increasing the enzyme responsible for making GABA (L-glutamic acid decarboxylase) as a result of high-affinity binding to the α2-δ subunit of voltage-gated calcium channels (Sze, 1979; Marks et al., 2009). Mouse models mimicking human 15q11-q13 duplication exhibit features of autism, such as poor social interaction, behavioral inflexibility, and abnormal ultrasonic vocalizations (Nakatani et al., 2009). Further, a mouse model with a point mutation altering the surface stability of the GABAAR β3 subunit (GABRB3 gene product) displays ASD-like features and enhanced susceptibility to seizure (Vien et al., 2015).

Indirectly reacted to the findings of loss of function of GABAAR in Dup15q, postmortem studies from subjects with ASD with non-specified genetic background have shown reduced levels of [3H]-muscimol binding compared to control (Blatt et al., 2001). Muscimol has a higher affinity for α4/δ-containing receptors than other GABAAR (Huh et al., 1996). Recently, expression and protein levels of subunits where found to be significantly reduced in different regions of brains from autistic subjects compared to age-matched controls. Protein expression of α1, α2, α3, α5, and β3 subunits were reduced in the parietal cortex whereas in the frontal cortex α1, α4, α5, and β1 subunits were reduced (Fatemi et al., 2009, 2010, 2013). These data would suggest a GABAergic hypofunction and in particular, a reduced tonic inhibition of patients with autism.

Other rare mutations implicated in ASD are directly or indirectly linked to GABAergic signaling, including, mutations in SLC12A5 impacting the C-terminal regulatory domain of KCC2 (Merner et al., 2015), RIM1A (Iossifov et al., 2014) which has been shown to modulate GABA release from interneurons (Lachamp et al., 2009), DLX homeobox transcription factors (International Molecular Genetic Study of Autism Consortium [IMGSAC], 2001; Liu et al., 2009) which play a role in interneuron differentiation and induction of GABA synthesis (Pleasure et al., 2000; Cobos et al., 2005; Paina et al., 2011), and ANK2 (Ankyrin B; De Rubeis et al., 2014; Iossifov et al., 2014) which creates the AIS boundary, and is involved in modifying AIS length (Galiano et al., 2012). Collectively, these genetic and animal model studies suggest that dysfunction in the structure and or function of transmembrane adhesion, scaffolding, and receptor proteins critical for creating and stabilizing synapses are major contributors to ASD. In particular, evidence of altered inhibitory synapse adhesion molecules, scaffolding proteins, and GABAAR signaling is clearly implicated in ASD. Alterations in PV-positive neuron number and/or function, and alterations in tonic inhibition are common among multiple genetic causes of ASD, warranting further study. Below we will explore monogenetic NDDs with symptoms related to ASD, to examine the indications of inhibitory synapse dysfunction more broadly.



ANGELMAN SYNDROME

Angelman syndrome (AS) is a NDD characterized by severe mental retardation, ataxic movements, speech impairment, and high incidence of seizures (Buiting et al., 2016). In contrast to other NDDs, people with AS display a sociable disposition and are prone to unprovoked bouts of laughter. AS is relatively rare, with an incidence of somewhere between 1:12,000 and 1:20,000, accounting for about 6% of all children with mental retardation and epilepsy (Pelc et al., 2008; Buiting et al., 2016). AS is caused by a loss of activity within the 15q11-13 locus, and about 70% of cases are due to a “de novo” interstitial deletion in the long arm region, arising on the maternally inherited chromosome (Buiting et al., 2016). The candidate gene in this region thought to be responsible for AS is UBE3A (Table 2; Kishino et al., 1997; Matsuura et al., 1997; Sutcliffe et al., 1997), although three GABAAR subunit genes are also located in this region as mentioned above. AS is a classic example of imprinting and is most commonly caused by deletion or inactivation of genes on the maternally inherited chromosome 15 while the paternal copy is imprinted or silenced in the brain producing the most severe cases, with seizures, mental and motor retardation, dysmorphic features and microcephaly phenotype (65–70% of probands; Kyllerman, 2013). The other two possible causes, uniparental disomy and imprinting center mutations (10%), and UBE3A point mutations (11%) result in more mild phenotypes (Kyllerman, 2013). The AS diagnosis is confirmed by methylation test or by mutation analysis of the UBE3A gene. Regardless of mutation type, seizures occur between ages 1 and 3 years in approximately 85% of patients and are most commonly characterized by atypical absence, erratic myoclonic, and rare tonic–clonic seizure types (Fiumara et al., 2010). Detailed EEG studies of AS patients have revealed high-amplitude δ frequency (2–3 Hz) activity, with spike and slow-wave discharges, and a circadian pattern to epileptiform discharges, showing sleep-activation (Kyllerman, 2013).

As discussed above, the GABAAR genes, GABRB3, GABRA5, and GABRG3 genes (Table 2), encoding β3, α5, and γ3 subunits, respectively, are also within the 15q11-13 locus. The presence of this GABAAR subunit gene cluster in 15q11-13 has led to the hypothesis that GABA neurotransmission may also be involved in AS (Pelc et al., 2008), as well as ASD. In particular, the GABRB3 gene is known to be associated with epilepsy in humans, and when a deficiency of UBE3A is also present, more severe symptoms result (Pelc et al., 2008).

The phenotype of maternal Ube3a-deficient mice resembles human AS with motor dysfunction, inducible seizures and a context-dependent learning deficit (Jiang et al., 1998). Using mouse models it has been demonstrated that Ube3a-deficiency results in reduced GABA-mediated tonic inhibition in the cerebellum, mechanistically caused by a GAT-1 dependent decrease of GABA concentration in the extracellular space (Egawa et al., 2012). A recent paper elegantly examined the contributions of Ube3a loss in specific populations of cells to the pathophysiology of AS (Judson et al., 2016). Using conditional deletion in mouse models it was shown that loss of Ube3a in GABAergic interneurons, but not glutamatergic principal cells, results in EEG abnormalities of enhanced δ, and seizures, similar to individuals with AS. Other studies have examined the combined Ube3a and GABRB3 effects using chromosomal deletion spanning Ube3a to GABRB3 (includes a deletion of the Atp10a gene; Jiang et al., 2010). Maternal (Ube3am-/p++), but not paternal (Ube3am+/p-), deletion mice had increased spontaneous seizure activity and abnormal EEG, along with impairments in motor function, learning and memory, ultrasonic vocalizations, and an anxiety-like phenotype demonstrating the impact of GABAAR function on the severity of phenotype (Jiang et al., 2010). The Ube3am-/p+ model has also been shown to have an inhibitory deficit resulting from impaired vesicle cycling in interneurons (Wallace et al., 2012). In addition to Ube3a, examination of GABAAR β3 subunit-deficient mouse models have also revealed a strong link between GABAARs and AS, β3 deficient mice show 90–95% neonatal mortality, with survivors displaying a phenotype resembling severe forms of human AS (Homanics et al., 1997; DeLorey et al., 1998).

The maternal deletion model of AS (Ube3am-/p+) has also been shown to result in alterations to the intrinsic properties of neurons (Kaphzan et al., 2011). In these studies researchers demonstrated alterations in resting membrane potential, threshold potential, and action potential amplitude of principal cells. The changes in intrinsic properties were paralleled by significant increases in the expression of the voltage gated sodium channel NaV1.6, and the AIS anchoring protein ankyrin-G, as well as an increase in length of the AIS (Kaphzan et al., 2011). Previous studies have shown that the AIS can adapt to the inputs that a cell is receiving, with reduced synaptic input resulting in elongation of the AIS (Kuba et al., 2010), and increased excitability moving the AIS away from the cell body (Grubb and Burrone, 2010). The AIS is also of interest in considering GABAergic signaling, as it is the postsynaptic site of PV-positive chandelier cell contact, and changes in the properties of the AIS also likely effect GABAergic control at this important site.

As with ASD, AS is also clearly linked to dysfunction of inhibitory signaling, and in particular to dysfunction of GABAAR subunit expression and function. Again, dysfunction of PV-positive neurons emerges as a feature of AS. It is interesting that despite a common biological phenotype of reduced transcripts for GABAAR subunit genes in Dup15q ASD and AS, the EEG phenotype differs between these two syndromes, suggesting the need for regional, and more specific analysis of GABAAR subunit expression and function, as well as GABAergic synapse subtypes in these disorders.



RETT SYNDROME

Rett syndrome (RS), is a genetic disorder that leads to severe impairments, affecting nearly every aspect of a child’s life. ASD-like features, especially stereotyped behaviors, loss of language skills, learning and memory deficits, loss of social skills, and seizures are common characteristics of RS (Chahrour and Zoghbi, 2007). RS may also include apraxia, ataxia, impaired coordination, tremor, respiratory dysrhythmias, and sometimes premature lethality (Chahrour and Zoghbi, 2007; Chao et al., 2007). Not all of the symptoms of RS are present during early postnatal development, but rather appear over stages, following a period of developmental stagnation that typically begins between 6 and 18 months of age (Chahrour and Zoghbi, 2007). The primary cause of RS is mutation of the gene encoding the transcriptional repressor methyl-CpG-binding protein 2 (MeCP2; Table 2; Kozinetz et al., 1993). The MECP2 gene is located on the X-chromosome, and since males have only one X chromosome (instead of the two in genetic females), MECP2 mutation results in more severe symptoms, with the majority of RS males dying shortly after birth (Meloni et al., 2000). In females, RS represents one of the leading causes for mental retardation (Neul and Zoghbi, 2004). Within females, the severity of RS symptoms can vary widely depending upon the pattern of x-chromosome inactivation (Dragich et al., 2000). It is estimated that approximately 60–80% of females with RS have epilepsy (Vignoli et al., 2017), with severity of the syndrome positively correlated with the prevalence of epilepsy (Tarquinio et al., 2017). Longitudinal studies have indicated an even higher cumulative lifetime prevalence of epilepsy in RS, with approximately 90% incidence evaluated using a Kaplan–Meier method (Tarquinio et al., 2017). A fascinating link between ASD, AS, and RS was identified when researchers found that MECP2 (along with other factors) is required for the homologous pairing of 15q11-q13 during neuronal differentiation during the maturation process (Meguro-Horike et al., 2011).

Researchers have developed multiple animal models to study the underlying neuropathology associated with RS. Mecp2 deficient mice, created by deleting either exon 3, or exons 3 and 4, replicate all the features of the human disease (Chen et al., 2001). Truncation mutations (Mecp2308) produce a more moderate phenotype that shows the progressive pattern of symptom development (Shahbazian et al., 2002). It is also interesting to note that in mouse models (Collins et al., 2004), and in human NDDs (del Gaudio et al., 2006), increased expression of Mecp2 also produces a progressive neurological phenotype, indicating that precisely controlled levels of Mecp2 are essential for normal nervous system function.

Conditional, neuron specific deletion of Mecp2 in mice is sufficient to produce symptoms of RS (Guy et al., 2001), and the neurologic abnormalities can be reversed by activating the Mecp2 gene later in life (Amir et al., 1999; Luikenhuis et al., 2004). Surprisingly, despite the diversity of the features seen in RS, recent findings also indicate that deleting Mecp2 only from GABAergic inhibitory neurons in mice is sufficient to replicate most of the phenotypes of the human disease (Medrihan et al., 2008). In this elegantly performed study, researchers created a Mecp2 KO model by crossing Viaat-Cre to Mecp2flox/+ mice. The result from this study was a loss of Mecp2 in male Viaat-Mecp2-/y mice from more than 90% GABAergic neurons (Chao et al., 2010). Mice with Mecp2 deficiency from GABA-releasing neurons recapitulate numerous RS and ASD features, including repetitive behaviors, ataxia, premature death, breathing abnormalities, and seizures. These mice initially exhibit normal behavior, then develop forepaw stereotyped movements, compulsive grooming, increased sociability, impaired motor coordination, learning/memory deficits, abnormal EEG hyperexcitability, severe respiratory dysrhythmias, and premature lethality (Chao et al., 2010). Specific interneuron subtypes have been shown to play distinctive roles in RS, determined by selectively deleting Mecp2 from either PV or SOM positive interneurons (Ito-Ishida et al., 2015). Deletion of MeCP2 in PV+ interneurons resulted in motor, sensory, cognitive, and social interaction deficits, whereas deletion of MeCP2 in SOM+ interneurons resulted in seizures and stereotypies (Ito-Ishida et al., 2015). Another recent study was able to genetically re-express Mecp2 solely in GABAergic neurons in a Mecp2 KO mouse, restoring inhibitory function. GABA concentrations in the striata of 8-week-old rescue mice were restored to wildtype levels. No behavioral seizures were seen in the rescue mice, while EEG recordings showed that five out of six rescue mice had normalized activity patterns (Lu et al., 2016). Another recent study demonstrated that KCC2 is a downstream target of Mecp2, and that human neurons derived from stem cells of RS patients have reduced KCC2 expression and a delayed switch in EGABA (Tang et al., 2016).

Studies examining the neuropathology of RS have identified strong depression of GABAergic neurotransmission in the ventrolateral medulla (Medrihan et al., 2008), and nucleus tractus solitarius (Chen et al., 2017) of Mecp2 null mice. Studies in the ventrolateral medulla indicated reduced GABA release paralleled by reduced levels of the vesicular inhibitory transmitter transporter and reduced levels of α2 (typically synaptic) and α4 (typically extrasynaptic) subunits of GABAARs (Medrihan et al., 2008). In the nucleus tractus solitarius, it has been shown that GABAAR δ subunit (typically extrasynaptic) expression is enhanced, paralleled by enhanced responsiveness to THIP, which selectively activates extrasynaptic GABAAR subtypes (Chen et al., 2017). Other studies have indicated reductions in the frequency of spontaneous inhibitory postsynaptic currents in hippocampal recordings from symptomatic Mecp2 null mice (Zhang et al., 2008). In addition, these studies found that Mecp2 null hippocampal circuitry was prone to hyperexcitability, as evidenced by induction of repetitive sharp wave-like discharges following a brief train of high-frequency stimulation (Zhang et al., 2008).

Similar to ASD and AS, several lines of evidence also link RS to dysfunction of inhibitory signaling. In particular, support for the role of PV-positive interneuron dysfunction in broad NDDs is apparent. In addition, indications of KCC2 dysfunction are present in both ASD and RS. Evidence is accumulating for dysfunction of specific GABAAR subunit expression and function, with regional specificity as well, this level of analysis is currently lacking in ASD and AS models. Studies in RS models have highlighted an interesting parameter for consideration in other NDD models, namely the ratio of synaptic to extrasynaptic GABAergic signaling (Medrihan et al., 2008; Chen et al., 2017). Changes in subunit expression and mode of inhibition (phasic versus tonic) as a direct result of mutation, or as a plastic or homeostatic adaptation could result in alterations in network function leading to some of the electrophysiological, EEG, and phenotypic manifestations of NDDs.



DRAVET SYNDROME

Developmental epilepsies are also considered in the umbrella of NDD, due to the high incidence of epilepsy in prototypical NDD, as well as the developmental factors known to contribute to epileptogenesis (Bozzi et al., 2012). Further, just as epilepsy has a high occurrence in NDD populations, NDD features are also commonly observed in epilepsy syndromes. In addition to the prototypical NDDs, consideration of the phenotypes of developmental epilepsy syndromes will provide insight into the cellular and circuit dysfunction in NDD. Dravet syndrome (DS), formerly known as Severe Myoclonic Epilepsy of Infancy (SMEI), is a rare form of epilepsy that begins in the first year of life with frequent and/or prolonged seizures (Han et al., 2012). At early onset, DS is characterized by both febrile and non-febrile seizures, and progresses to myoclonic and/or partial seizures, psychomotor delay, and ataxia (Selmer et al., 2009). Patients with DS also have a high risk of sudden unexpected death in epilepsy (SUDEP; Shmuely et al., 2016). DS is also characterized by cognitive impairment, motor deficits, hyperactivity and/or impulsiveness, and in rare cases can include autistic-like behaviors (Han et al., 2012). The prevalence of DS is 1:15,700 individuals, with around 75% of patients bearing a mutation in their SCN1A gene, which encodes the α1 subunit of the voltage gated sodium channel (NaV1.1; Wu et al., 2015). The remaining 25% of DS cases have been linked to mutations in GABRG2, GABRA1 (Table 2), protocadherin 19 (PCDH 19), and Syntaxin Binding Protein-1 (STXBP1; Carvill et al., 2014). Mutations in SCN1A are also responsible for Genetic Epilepsy with Febrile Seizures Plus (GEFS+), which is an autosomal dominant form of epilepsy, typically less severe than DS (Hawkins et al., 2016; Kang and Macdonald, 2016). These findings indicate additional factors beyond SCN1A mutation that contribute to the occurrence and severity of the phenotype (Hawkins et al., 2016; Kang and Macdonald, 2016). A recent human study using single and paired pulse transcranial magnetic stimulation has found an absence of short interval intracortical inhibition in DS patients, suggestive of reduced cortical GABAergic neurotransmission (Stern et al., 2017).

Mouse models of DS (Scn1a+/-) are characterized to have spontaneous seizures, including thermally evoked seizures (Yu et al., 2006; Oakley et al., 2009), and as well as behavioral phenotypes relevant to ASD (Han et al., 2012). Electrophysiological assessment of DS models has revealed a selective loss of sodium currents in GABAergic inhibitory neurons, resulting in reduced excitability of interneurons and thus reduced GABAergic neurotransmission (Yu et al., 2006; Kalume et al., 2007; Cheah et al., 2012; Han et al., 2012). Field recordings in Scn1A+/- mice have demonstrated hyperexcitability of hippocampal circuits in both the pre-epileptic and epileptic periods (Liautard et al., 2013). Similar to the human variation in epilepsy severity, mouse models of SCN1A dysfunction, have been shown to have a strain dependent epilepsy phenotype, raising the possibility of additional factors contributing to pathogenesis (Hawkins et al., 2016). Scn1a+/- mice on 129 background have no readily detectable phenotype and a normal lifespan, while Scn1a+/- F1 129/C57Bl6 hybrid mice experience spontaneous and hyperthermia-induced seizures and high rates of premature death. Genetic mapping comparing Scn1A+/- mutations on 129 versus F1 hybrid backgrounds identified multiple modifier loci, followed by RNA-Seq of a loci of interest on chromosome 5 (Hawkins et al., 2016). RNA-Seq revealed three genes with significant differences in total gene expression between Scn1A deletion on the two backgrounds, including the α2 subunit of GABAARs, associating low Gabra2 expression with the B6 allele and reduced survival of Scn1A mutants on this background (Hawkins et al., 2016). These studies also showed that clobazam, which has preferential affinity for the GABAAR α2 subunit, normalized the temperature threshold for hyperthermia-induced seizures in Scn1a+/- mice (Hawkins et al., 2016). Compared to wildtype mice, Scn1a+/- mice displayed behavioral/social deficits as shown by circling behavior and less time spent in open arms in an elevated plus maze. These stereotypical behaviors are marked as autistic traits, indicating that DS does have shared symptomatology (Han et al., 2012). PV-positive and SOM-positive fast-spiking interneurons have also been found to have reduced excitability in Scn1a+/- mice, leading to reduced GABAergic inhibition (Tai et al., 2014). Greater understanding of Scn1a localization and function may also reveal insights about pathogenesis in DS. The protein encoded by Scn1a, the α1 subunit of NaV1.1, has been localized to the AIS, particularly in GABAergic interneurons (Duflocq et al., 2008; Lorincz and Nusser, 2008). AIS dysfunction is a proposed mechanism of neuropathology in epilepsy (Wimmer et al., 2010; Kole and Stuart, 2012), and chandelier cell cartridges opposed to α2 containing GABAARs are known to mediate inhibitory control at this site (Nusser et al., 1996; Freund and Katona, 2007; Gao and Heldt, 2016), suggesting that GABAergic dysfunction at the AIS may be a key factor in epilepsy. Of particular interest, studies have also shown that the benzodiazepine clonazepam is effective at reducing the ASD-like features of the Scn1a+/- mice (Han et al., 2012).

Examination of developmental epilepsies, alongside NDDs with epilepsy as an associated symptom is useful in elucidating common mechanisms. De novo mutation of SCN2A was also recently identified using exome sequencing of ASD samples (De Rubeis et al., 2014; Iossifov et al., 2014), further suggesting that the AIS may be a key site to evaluate in NDDs. As we have seen with NDD, developmental epilepsy syndromes such as DS also highlight GABAergic dysfunction as a key pathogenic mechanism. Again a common indication of PV-positive interneuron dysfunction is revealed, drawing commonality with ASD, AS, and RS. Greater understanding of the specific roles of interneuron subtypes, subcellular domains of inhibition, and GABAAR subunits in these disorders may help to further advance our understanding, and improve therapeutic strategies in NDDs.



VERY RARE MUTATIONS AND ASSOCIATED DISORDERS

Insight into NDDs may also be gleaned by examining rare genetic causes and disorders. Of particular interest, mutations in the ARHGEF9 gene (Table 2) have been reported to result in NDDs with varied behavioral symptoms (Alber et al., 2017). The ARHGEF9 gene codes for the GDP/GTP exchange factor collybistin (also known as HPEM2 in humans), which is a neuron specific RhoGEF. All collybistin isoforms possess three major functional domains: an N-terminal SH3 domain, a GEF domain, and a PH domain. Through these domains, collybistin has been shown to interact with gephyrin, neuroligin-2, and the GABAAR α2 subunit, playing an important role in clustering of GABAARs at inhibitory synapses (Saiepour et al., 2010). To this point, 18 patients have been described to have either point mutations, chromosomal rearrangements and deletions involving ARHGEF9, with a range of manifestations including ASD (Bhat et al., 2016; Machado et al., 2016), behavior disorders (ADHD, anxiety, aggression; Kalscheuer et al., 2009; Lesca et al., 2011), intellectual disability (Kalscheuer et al., 2009; Lesca et al., 2011; Marco et al., 2011; Shimojima et al., 2011; de Ligt et al., 2012; Lemke et al., 2012), hyperekplexia (Harvey et al., 2004; Marco et al., 2008), and infantile epilepsy (Harvey et al., 2004; Kalscheuer et al., 2009; Lesca et al., 2011; Shimojima et al., 2011). The majority of patients identified are male, and those that are female have been shown to have a near complete X-inactivation in favor of the affected gene (Marco et al., 2008; Kalscheuer et al., 2009). Collybistin KO mice recapitulate some aspects of the behavioral syndrome including anxiety-like behavior, learning deficits, and seizures (Papadopoulos et al., 2007; Papadopoulos and Soykan, 2011). Related to the collybistin mutations, rare mutations have also been identified in gephyrin associated with diverse NDD diagnoses (Table 2), including ASD, seizures, and schizophrenia (Lionel et al., 2013). Gephyrin KO mice die shortly after birth, and exhibit a phenotype of tactile-hyperresponsivity and difficulty breathing consistent with glycinergic signaling deficits (Feng et al., 1998). In general, further information is required to understand the detailed contribution of collybistin, gephyrin and other inhibitory synapse organizers in specialized subtypes of GABAergic synapses, and NDD. For both collybistin and gephyrin, studying the effects of the human mutations in mouse models may yield more clarity into the role of these proteins in NDD. Other rare mutations implicated in NDDs are indirectly linked to GABAergic scaffolding and signaling, including NONO (Mircsof et al., 2015; Reinstein et al., 2016) which impacts the expression of both gephyrin and the GABAAR α2 subunit (Mircsof et al., 2015). The data from rare NDD syndromes solidify direct and indirect links between NDDs and the proteins responsible for inhibitory GABAAR signaling.



DISCUSSION

Throughout this review we have identified commonalities in GABAergic signaling dysfunction in diverse NDDs. Specific perturbation in GABAergic signaling are emerging as ribs of commonality in these diverse disorders. One emerging rib centers on perturbations in the developmental excitatory to inhibitory shift in EGABA, caused by the onset of KCC2 expression. Studies have now directly indicated SLC12A5 gene (KCC2) mutation in ASD, with the C-terminus being impacted (Merner et al., 2015). Recent examination of the molecular structure of KCC2 reveals the C-terminus to be important for dimerization and function (Agez et al., 2017). Modeling of ASD and RS associated mutations has also revealed a delay in the chloride reversal associated with alterations in KCC2 expression and function, producing corresponding alterations in neuronal signaling (Tang et al., 2016; Amin et al., 2017). Environmental models of ASD, including maternal immune activation and valproic acid exposure have also indicated reductions in KCC2 expression and delays in the shift to inhibitory GABA (Corradini et al., 2017; Li et al., 2017). Clinical Trials of bumetanide, a high affinity inhibitor of NKCC1, have been successful in reducing the core symptoms of ASD (Lemonnier et al., 2012, 2017). A second emerging rib is the control of excitation by PV-positive cells. PV positive cells contact sites at or near action potential generation in neurons, exerting powerful control over excitatory firing patterns (Figure 1). A number of studies have indicated perturbations in PV-positive cells in NDD populations and mouse models (Peñagarikano et al., 2011; Karayannis et al., 2014; Hashemi et al., 2017; Soghomonian et al., 2017; Vogt et al., 2017; Ariza et al., 2018). While several studies have indicated a loss of PV-positive cells, some evidence suggests that it may be a reduction in PV expression, bringing cells below the detection threshold (Filice et al., 2016). These studies are supported by the demonstration that knockout of PV in the mouse leads to behavioral phenotypes relevant to human ASD (Wöhr et al., 2015). A third emerging rib is the role of tonic inhibition (Figure 2, left), early in development and in NDDs. Studies have identified alterations in the expression of tonic GABAAR subunits in human populations (Fatemi et al., 2014), as well as deficits in tonic inhibition in mouse models of NDD (Olmos-Serrano et al., 2011; Egawa et al., 2012; Martin et al., 2014; Vien et al., 2015; Zhong et al., 2015; Bridi et al., 2017). Gaboxadol, a GABAAR agonist with preferential activity at δ-containing receptors, is being examined in clinical trials for patients with Fragile-x and AS (Ligsay et al., 2017).

Despite these emerging ribs, our understanding of the details of inhibitory signaling lags behind that which is known about excitatory signaling. In particular, further investigation of regional or subtype specific deficits in GABAergic signaling is warranted in in NDD populations and animal models. More specific information about GABAAR subunit alterations would provide insights about which modes of inhibition, and which subtypes of inhibitory synapses may be contributing to NDDs. Investigations comparing both phasic and tonic forms of inhibition across animal models of NDD would be illuminating, as tonic inhibition plays an important and powerful role in controlling brain activity but is understudied. In addition, subtypes of synaptic GABAARs, including somatic and AIS synapses, are known to have a powerful role in coordinating neuronal activity patterns, but we are just beginning to understand the roles of these synapses, how they are specified, how they develop, and their possible contributions to NDDs. In addition, there are many key adhesion, and scaffolding proteins required for the aforementioned processes at specific inhibitory synapse subtypes, including neuroligins, dystroglycan, dystrophin, gephyrin, and collybistin, among others. Increasing our understanding of these key proteins involved in the formation, maintenance, and function of specific inhibitory synapses will also advance our understanding of how subtypes impact neurodevelopment more globally.

Further, assessments of specific interneuron function also seem promising, with evidence pointing toward PV-positive interneuron dysfunction as a key factor mentioned above. In particular, it may be important to examine the mechanisms causing changes in PV expression, as well as understand the functional implications of such changes to neuronal circuit activity. In addition, analysis of markers for other subtypes of interneurons in NDD and mouse models have not been described. In particular, analysis of interneuron targeting interneurons that have disinhibiting effects on network signaling is lacking in NDD populations and models. This is of particular relevance as a recent study has shown that Nav1.2 (SCN2A), which bears an ASD related mutation (De Rubeis et al., 2014), is enriched in inhibitory cells that innervate other interneurons (Yamagata et al., 2017). Analysis of circuit level dysfunction in NDD populations and models is also currently focused on seizures and epilepsy, and more global assessment of patterned oscillatory activity may provide the next needed advance following specific inhibitory mode, interneuron, and synapse subtype assessments. In particular, systematic assessment of oscillatory activity across multiple mouse models of NDDs may provide illuminating insights into commonalities and distinctions. Also of importance is to evaluate and/or manipulate circuit activity during execution of specific behaviors relevant to NDD, allowing for further insight into the mechanisms producing symptoms, and promoting novel therapeutic approaches by modulating specific circuits to correct perturbations in oscillatory activity. Advances in our understanding of GABAergic signaling in normal development and in NDD models and populations will ultimately advance our therapeutic strategies, improving patient outcomes.
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Synapses are specialized neuronal connections essential for neuronal function. Defects in synaptic assembly or maintenance usually lead to various neurological disorders. Synaptic assembly is regulated by secreted molecules such as Wnts. Wnts are a large family of conserved glycosylated signaling molecules involved in many aspects of neural development and maintenance. However, the molecular mechanisms by which Wnts regulate synaptic assembly remain elusive due to the large number of ligands/receptors, the diversity of signaling cascades and the complexity of the nervous system. In this study, through genetic manipulation, we uncover that C. elegans Wnt-2 (CWN-2) is required for synaptic development. The CWN-2 signal is required during both embryonic and postembryonic development, in the nervous system and intestine, for promoting synaptic assembly. Furthermore, we provide genetic evidence for CWN-2 promoting synaptogenesis through the Frizzled receptor (FZD) CFZ-2, the Dishevelled (DVL) DSH-2, the β-catenin SYS-1 and the only T-cell specific transcription factor POP-1/TCF. Importantly, it is the first time to report the requirement of a TCF for presynaptic assembly. These findings expand our understanding of the synaptogenic mechanisms and may provide therapeutic insights into Wnt-related neurological disorders.

Keywords: synaptic assembly, CWN-2/Wnt, canonical Wnt pathway, CFZ-2/Frizzled, DSH-2/Dishevelled, SYS-1/β-catenin, POP-1/TCF/LEF, intestine-neuron cross talk


INTRODUCTION

Normal neural function requires precise synaptic connections, and defects in the connection often result in neurological disorders (Caracci et al., 2016; Remedio et al., 2016; Song et al., 2016, 2017; Roeper, 2017; Zhai et al., 2017; Moretto et al., 2018). Chemical synapses are junctional connections composed of presynaptic terminals, postsynaptic targets and the synaptic cleft (Pappas and Purpura, 1972; Cowan et al., 2001). Synaptic formation and maintenance are finely regulated by signaling molecules such as Wnts (Wu et al., 2010; Budnik and Salinas, 2011; Henríquez and Salinas, 2012; Park and Shen, 2012; Dickins and Salinas, 2013).

Wnts are a large family of conserved glycosylated secreted signaling molecules, with 19 members in mammals, seven in fly, and five in nematode (Gordon and Nusse, 2006; Willert and Nusse, 2012; Barik et al., 2014). Upon binding to their receptors, Wnts trigger conserved signaling cascades including the canonical β-catenin/TCF pathway and noncanonical planer cell polarity (PCP) and Ca2+ pathways (Supplementary Figure S1; Mlodzik, 1999; Patapoutian and Reichardt, 2000; Ciani and Salinas, 2005; Montcouquiol et al., 2006). In Drosophila, Wnts also act through the Frizzled (FZD) nuclear import signaling pathway (Mathew et al., 2005).

Wnts play complex roles at multiple levels in synaptic development due to the large number of ligands/receptors and the diversity of signal cascades. Wnts activate different signaling cascades to regulate synaptic assembly. For examples, Wnt7a promotes presynaptic assembly through the canonical pathway (Lucas and Salinas, 1997; Hall et al., 2000; Cerpa et al., 2008; Davis et al., 2008), while it promotes postsynaptic PSD95 expression or spine growth by non-canonical Ca2+ signal pathways (Ciani et al., 2011). The role of Wnts in synaptogenesis is conserved in metazoans (Packard et al., 2002; Inaki et al., 2007; Klassen and Shen, 2007; Jing et al., 2009; Jensen et al., 2012a; Park and Shen, 2012). Although it is well known that Wnts are required to regulate synaptic assembly, many questions remain. For example, systematic studies of Wnts in synaptic assembly are missing. Additionally, although the expression of T-cell specific transcription factor 1 (TCF1) and Lymphoid Enhancing Factor 1 (LEF1), the downstream components in the canonical Wnt pathway, was associated with memory consolidation in mice (Fortress et al., 2013), the requirement of TCF/LEF molecules for synaptic assembly or maintenance has not been reported in any system.

C. elegans has proven to be an excellent model for addressing molecular mechanisms underlying synaptogenesis in vivo at the single cellular level in live animals (Jin, 2005). Wnt signal pathways are conserved in the nematode C. elegans (Sawa and Korswagen, 2013), and regulate neuromuscular junction (NMJ) synaptic assembly and plasticity (Klassen and Shen, 2007; Jensen et al., 2012b; Mizumoto and Shen, 2013; Pandey et al., 2017). However, it remains unknown if Wnts are required for non-NMJ presynaptic formation in the nematode nerve ring, which is analogous to the vertebrate brain. To address this question, we systematically examined the requirement of all five Wnts, four Frizzled receptors (FZDs), three Dishevelled (DVLs), four β-catenin and only one POP-1/TCF for the presynaptic assembly in the Amphid interneurons (AIY). We found that genes encoding components in the canonical Wnt pathway, including cwn-2/Wnt, cfz-2/Fzd, dsh-2/Dvl, sys-1/β-catenin and the pop-1/Tcf, are required for promoting AIY synaptic assembly during both embryonic and postembryonic stages both in the nervous system and in the intestine.



MATERIALS AND METHODS


Strains and Genetics

All worms were fed with E. coli OP50 on standard NGM plates as described (Brenner, 1974). Strains used in this study were maintained at 21°C and detailed information is listed in Supplementary Table S1. The mutants and transgenic alleles were used in this study: wyls45 (Pttx-3::GFP::rab-3, Punc-122::RFP) X, cwn-1(ok546) II, cwn-2(ok895) IV, lin-44(n1792) I, egl-20(n585) IV, mig-1(e1787) I, lin-18(e620) X, lin-17(n671) I, cfz-2(ok1201) V, dsh-1(ok1445) II, bar-1(mu63) X, cdc-42(ok825) II, vang-1(ok1142) X, pop-1(hu9) I, olais10(Pttx-3::mCherry::rab-3, Pttx-3::GFP::syd-1, Punc-122::RFP), shcEx293 (Pcwn-2::GFP, Punc-122::RFP), shcEx312(Pcwn-2::GFP, Punc-122::RFP), shcEx112(Pcwn-2::cwn-2, Punc-122::GFP), shcEx113(Pcwn-2::cwn-2, Punc-122::GFP), shcEx114 (Pcwn-2::cwn-2, Punc-122::GFP), shcEx280(Prab-3::cwn-2, Punc-122::GFP), shcEx437(Prab-3::cwn-2, Punc-122::GFP), shcEx438(Prab-3::cwn-2, Punc-122::GFP), shcEx267(Pmyo-2::cwn-2, Punc-122::GFP), shcEx279(Pmyo-2::cwn-2, Phlh-17::mCherry), shcEx439(Pmyo-3::cwn-2, Punc-122::GFP), shcEx440(Pmyo-3::cwn-2, Punc-122::GFP), shcEx448(Pttx-3::cwn-2, Punc-122::GFP), shcEx449(Pttx-3::cwn-2, Punc-122::GFP), shcEx450(Pges-1::cwn-2, Punc-122::GFP), shcEx451(Pges-1::cwn-2, Punc-122::GFP), shcEx452(Pges-1::cwn-2, Punc-122::GFP), shcEx484(Pcfz::cfz-2, Punc-122::GFP), shcEx485 (Pcfz::cfz-2, Punc-122::GFP), shcEx444(Pttx-3::cfz-2, Punc-122::GFP), shcEx445(Pttx-3::cfz-2, Punc-122::GFP), shcEx446(Pttx-3::cfz-2, Punc-122::GFP), shcEx453(Prab-3::cfz-2, Punc-122::GFP), shcEx454(Prab-3::cfz-2, Punc-122::GFP), shcEx455(Prab-3::cfz-2, Punc-122::GFP), shcEx479(Pges-1::cfz-2, Punc-122::GFP), shcEx480(Pges-1::cfz-2, Punc-122::GFP), shcEx481(Pges-1::cfz-2, Punc-122::GFP), shcEx482(Pmyo-2::cfz-2, Punc-122::GFP), shcEx483(Pmyo-2::cfz-2, Punc-122::GFP), ShcEx311(Pcfz-2::GFP), shcEx661(Pttx-3::mCherry, Pcfz-2::GFP), shcEx662(Pttx-3::mCherry, Pcwn-2::GFP), shcEx665(Pttx-3::mCherry), shcEx666(Pttx-3::mCherry), shcEx667(cfz-2 genomic::GFP, phlh-17::mCherry), shcEx668(cwn-2 genomic::GFP, phlh-17::mCherry).



Cloning and Transgenes

We created the expression clones using the pSM vector, a derivative of pPD49.26 (A. Fire) with extra cloning sites (Shen and Bargmann, 2003) or the Gateway pDEST vector from Invitrogen. The cwn-2 promoter was 2.6 kb sequence upstream from the start codon. The cfz-2 promoter was 2.9 kb sequence upstream from the start codon. The rab-3, ttx-3, ges-1, myo-2, myo-3 tissue-specific promoters were designed based on previous studies (McGhee et al., 1990; Okkema et al., 1993; Nonet et al., 1997; Wenick and Hobert, 2004). The rab-3, ttx-3, ges-1, myo-2 and myo-3 promoters were inserted into upstream of cwn-2 or cfz-2 genomic sequence. Why we use the genomic sequence instead of the cDNA is because the cwn-2 cDNA driven by its own promoter did not rescue the mutant defect (data not shown). To examine if the genomic sequence has tissue-specific regulatory element, we drove GFP expression with genomic cwn-2 or cfz-2 and did not observe any GFP expression (Supplementary Figures S4K,L, S6E,F). RNA interference (RNAi) constructs were made by inserting corresponding cDNA, except for sys-1, which is the genomic sequence, into the double inverted T7 L4440 vector (pPD129.36). We utilized the standard microinjection techniques (Mello et al., 1991) to generate the transgenic strains. The genomic cwn-2 fragment (Pcwn-2::cwn-2) was injected at 5 ng/μl with Punc-122::GFP (20 ng/μl). All plasmids were injected at 20 ng/μl with coelomocyte (Punc-122::GFP or Punc-122::mCherry) or CEPsh glia (Phlh-17::mCherry) as a coinjection marker (20 ng/μl). The detail constructs information is listed in Supplementary Table S2.



RNA Interference

RNAi constructs were transformed into HT115. The RNAi bacteria and plates were prepared as described previously (Fraser et al., 2000). For each RNAi treatment, we collected eggs from 10 synchronized day 1 adults for 2 h and fed them with RNAi bacteria. Then AIY synaptic phenotype was scored 66 h later when they reached the day 1 adult stage. To quantified the effect of cwn-2 or pop-1 knockdown from different developmental stages, synchronized L1, L2, L4, adult (day 1) animals (12, 20, 42, 66 h after eggs, respectively) were fed with RNAi bacteria and scored for the AIY presynaptic phenotype 3 days later. The wrm-1, dsh-2, sys-1 and pop-1 RNAi efficiency is also verified by quantifying the lethality (Supplementary Figure S9).



Fluorescence Microscopy and Confocal Imaging

Animals were synchronized at specific stages. Larva and adult animals were immobilized using 50 mM muscimol on 3% agarose pad. For examining AIY Zone 2 morphology, we used the Nikon Ni-U fluorescent microscope with FITC filter and 40× objectives. All images presented in this study and for fluorescent intensity quantification were taken with Perkin Elmer UltraView VoX or Andor Dragonfly Spinning Disc Confocal Microscope with 40× objectives and 488 nm (for GFP) or 561 nm (for mCherry or RFP) laser. Images were displayed as extended focus projection. We used Adobe photoshop CC to process the rotation and brightness/contrast levels.



Quantification

Wild type AIY Zone 2 synaptic structure forms a large cluster. The AIY Zone 2 presynaptic fragmentation defined as the AIY zone 2 becomes more than one smaller clusters. For each analysis, at least 20 synchronized animals were scored blindly for each genotype for at least three biological replicates. For rescue analysis, data were collected from three independent transgenic lines. L1, L2, L3, L4, adult (day 1) animals were synchronized as 12, 20, 30, 42, 66 h after eggs laid, respectively. We use the velocity to quantify the fluorescence intensity in AIY Zone 2 and Zone 3. Zone 2 was morphologically defined at the AIY elbow region where the ventral AIY neurite process enters the nerve ring with 10 micrometers in length. Zone 3 is from the distal site of Zone 2 to the tip of the AIY neurites. In the process of analyzing images, we draw a dashed frame figure 1.6 times as long as it wide with the corner as the symmetric center point.



Statistical Analyses

We determined the P values using GraphPad Prism 6.0 (GraphPad Software). Statistical significance was analyzed using either t-students test or ANOVA as indicated in the figure legends.




RESULTS


CWN-2/Wnt Is Required for AIY Presynaptic Clustering

C. elegans AIYs are a pair of bilateral symmetric interneurons located in the nerve ring (Figures 1A,B; White et al., 1986). AIY neurites can be divided into three Zones based on the anatomic location: the ventral part proximal to the soma, called Zone 1; the distal axon in nerve ring, called Zone 3; and the middle elbow region called Zone 2 (Figure 1B; White et al., 1986; Colón-Ramos et al., 2007). AIY forms large presynaptic clusters in Zone 2, which can be labeled with the synaptic vesicle marker GFP::RAB-3, and the synaptic clustering phenotype is highly reproducible across individual animals (87%, Figures 1D,G; Colón-Ramos et al., 2007).
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FIGURE 1. cwn-2/Wnt is required for presynaptic vesicle clustering. (A) Cartoon diagram of a nematode C. elegans. (B) The head region shown in the dashed box in (A). Bilateral asymmetric Amphid interneurons (AIY) are indicated in gray, whose neurites innervate in the nerve ring. AIY presynapses form a distinct and highly reproducible pattern: the ventral region proximal to soma with no synapse (Zone 1), the elbow turn region with a large synaptic cluster (Zone 2) and the distal region with a few scattered synapses (Zone 3; Colón-Ramos et al., 2007; Altun et al., 2002–2018). (C) cwn-2(ok895) is a 905 bp deletion allele. The boxes and lines represent exons and introns of cwn-2 gene. Black and gray indicate coding sequence and UTRs. The line beneath indicates the deletion region. (D–F) Confocal images of AIY synaptic marker GFP::RAB-3 in wild type (D), cwn-2(ok895) mutants (E) and cwn-2(ok895) mutants rescued by a transgene (tg[Pcwn-2::cwn-2]) (F). The Zone 2 of AIY forms a large presynaptic cluster in wild type animals, while the cluster is broken into multiple pieces, which is named fragmentation, in cwn-2(ok895) mutants. This defect is rescued by transforming a copy of wild type cwn-2. The dashed boxes indicate AIY Zone 2. Asterisks indicate AIY soma. Scale bars, 10 μm applied in all panels. (G,H) Quantification of AIY Zone 2 fragmentation (G) and fluorescence intensity (H). The mutant alleles are cwn-1(ok546), egl-20(n585), lin-44(n1792), cwn-2(ok895). tg: Pcwn-2::cwn-2 transgene; +: wild type or with tg; −: mutant or without tg; ns: not significance, *p < 0.05, ***p < 0.001, ****p < 0.0001, analyzed by one-way analyses of variance (ANOVA) Dunnett’s test. Error bars represent 95% confidence interval.



To test whether Wnts are required for synaptic clustering, we examined the AIY synaptic vesicle marker GFP::RAB-3 clustering phenotype in all four viable Wnt loss of function mutants: cwn-1(ok546), cwn-2(ok895), egl-20(n585), lin-44(n1792; their genetic lesions are shown in Figure 1C, Supplementary Figures S2A–C), and in the essential Wnt mom-2 knockdown animals. Among those mutant alleles we examined, cwn-1(ok546), cwn-2(ok895) and lin-44(n1792) are most likely to be null alleles since the first two are big deletions and the third is an early stop (Herman et al., 1995; Zinovyeva and Forrester, 2005). The egl-20(n585) is probably a strong loss of function mutation since the altered a highly conserved cysteine at position 99 to a Serine (Maloof et al., 1999). We only found that cwn-2 is required for the synaptic clustering as revealed by the synaptic vesicle GFP::RAB-3 marker (Figures 1E,G,H and Supplementary Figures S2F–J). In cwn-2(ok895) mutants, the coherent Zone 2 GFP::RAB-3 clustering is fragmented in 74.7% animals (p < 0.0001, Figures 1E,G). Additionally, we quantified the relative Green fluorescent protein (GFP) intensity and found that the intensity of GFP::RAB-3 is reduced by 60.2% (p < 0.001, Figures 1E,H). To confirm the requirement of cwn-2 for AIY synaptic clustering, we knocked down cwn-2 by RNAi and found robust AIY Zone 2 synaptic fragmentation in cwn-2 RNAi treated animals as well (P < 0.001, Figure 1G). The requirement of cwn-2 for GFP::RAB-3 clustering is further confirmed by the fact that the AIY synaptic defect in cwn-2(ok895) mutants can be rescued by expressing the wild type cwn-2 transgene in cwn-2(ok895) mutants (P < 0.0001 for Zone 2 fragmentation, P < 0.05 for GFP intensity, Figures 1F–H). To examine if the AIY Zone 3 region is affected by cwn-2(ok895), we quantified the GFP intensity and found that the GFP intensity in the AIY Zone 3 region is normal in cwn-2(ok895) mutants (Supplementary Figure S3).

Synaptic vesicle and synaptic active zone proteins are assembled independently (Zhen and Jin, 2004). To address if cwn-2 is also required for AIY synaptic active zone protein assembly, we examined the synaptic active zone marker GFP::SYD-1 (Hallam et al., 2002). We found that GFP::SYD-1 colocalizes with the synaptic vesicle marker mCherry::RAB-3, as reported previously (Figures 2A–D; Stavoe and Colon-Ramos, 2012; Shao et al., 2013). Similar to the RAB-3 marker, the intensity of SYD-1::GFP is dramatically reduced and the Zone 2 GFP is fragmented in cwn-2(ok895) mutants (P < 0.0001 for Zone 2 fragmentation, P < 0.01 for fluorescent intensity, Figures 2A′–D′,E,F). Together, these data suggest that cwn-2 is required for both AIY synaptic vesicle and active zone protein assembly in the Zone 2 region. Since SYD-1 marker and RAB-3 marker are colocalized and the presynaptic defect is the same for both markers in cwn-2(ok895), we only use GFP::RAB-3 for our further analysis.


[image: image]

FIGURE 2. cwn-2/Wnt is required for presynaptic active zone clustering. (A–C, A’–C’) Confocal micrographs of the AIY synaptic vesicle marker mCherry::RAB-3 and synaptic active zone GFP::SYD-1 in wild type (A,B) and cwn-2(ok895) mutants (A’,B’). Those two presynaptic markers are also colocalized, as indicated in the merged images (C,C’). (D,D’) The schematic diagram of AIY presynaptic distribution in wild type (D) and cwn-2(ok895) mutants (D’). The dashed boxes highlight the AIY Zone 2. Asterisks indicate AIY soma. Scale bars: 10 μm for all panels. (E,F) The quantitative data for Zone 2 fragmentation (E) and fluorescence intensity (F) for synaptic vesicle and active zone markers. **p < 0.01, ****p < 0.0001, analyzed by two-tailed Student’s t-test. Error bars represent standard errors of the mean (SEM).





CWN-2 Promotes Synaptogenesis During Both Embryonic and Postembryonic Development

The previous described synaptic phenotype in cwn-2(ok895) could result from the defect of synaptic assembly during embryogenesis or synaptic maintenance during postembryonic stages. To differentiate those two, we examined the AIY synaptic marker GFP::RAB-3 at four larval stages (L1–L4) and the adult stage. In wild type animals, AIY forms a large synaptic cluster at Zone 2 region immediately upon hatching (6.8% abnormal, Figure 3A). The size of the GFP::RAB-3 cluster increases and the morphology remains consistent during growth (Figures 3A–G). However, in cwn-2(ok895) mutants, the Zone 2 fragmentation appears at the first larval stage L1 (76.8% abnormal) and continues into adulthood (Figures 3A′–E′,F). Additionally, although the GFP::RAB-3 intensity is similar between wild type and cwn-2(ok895) mutants from hatching to L2 stage (P = 0.64 at L1, P = 0.38 at L2), it is significantly reduced beginning in L3 stage in cwn-2(ok895) mutants (P < 0.001 at L3, P < 0.001 at L4, P < 0.01 at adult, Figures 3A′–E′,G). These results suggest that cwn-2 is required not only for synaptic formation during embryonic development, but also for synaptic expansion during postnatal growth.

To confirm the requirement of cwn-2 during the postembryonic development further, we treated wild type animals with cwn-2 RNAi beginning at different stages (L1, L2, L4 and day 1 adult) and examined the AIY presynaptic phenotype 3 days later. We found that postembryonic knockdown of cwn-2 from either L1 or L2, but not from L4 or adult day 1 stage, also led to a synaptic fragmentation in the AIY Zone 2 (P < 0.001 at L1, P < 0.01 at L2, Figure 3H).
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FIGURE 3. cwn-2 is required for AIY synaptic clustering during embryonic and postembryonic development. (A–E,A’–E’) Confocal micrographs of the AIY presynaptic pattern of GFP::RAB-3 at different developmental stages in wild type (A–E) and cwn-2(ok895) mutant (A’–E’) animals. The dashed boxes highlight the AIY Zone 2. Asterisks indicate AIY soma. (A,A’) use the same scale, and the rest images use the same scale. Scale bars: 10 μm. (F–H) The quantitative data for Zone 2 fragmentation (F,H) and fluorescence intensity (G) for synaptic vesicle marker. The Zone 2 fragmentation appears beginning at newly hatched L1 and remains through adulthood (F), while the fluorescence intensity is normal before L2 stage and significantly reduced beginning at L3 (G) in cwn-2(ok895) mutants. Postembryonic knockdown of cwn-2 from L1 or L2, but not from L4 or adult stage results robust Zone 2 fragmentation (H). Data are averaged from at least three biological replicates. ns: not significant, **p < 0.01, ***p < 0.001, ****p < 0.0001, analyzed by two-tailed Student’s t-test. Error bars represent SEM.





CWN-2 Acts Both in the Nervous System and in the Intestine to Regulate AIY Synaptic Clustering

To determine where cwn-2 acts, we first determine the expression pattern by the transcription reporter Pcwn-2::GFP. Consistent with previous findings, Pcwn-2::GFP is expressed beginning in early embryonic stages, mainly in the digestive and nervous systems, with weak expression in the body wall muscles at adult stage (Supplementary Figure S4 and data not shown; Kennerdell et al., 2009; Song et al., 2010). The GFP reporter is only seen in the intestine before 2-fold stage (Supplementary Figures S4A–C). In late embryonic stage, Pcwn-2::GFP is expressed both in the intestine and the pharynx (Supplementary Figures S4D,E). After hatching, Pcwn-2::GFP is mainly seen in the pharynx, some head neurons, the body wall muscle and the intestine (Supplementary Figures S4F,G). However, Pcwn-2::GFP is not seen in the AIY (Supplementary Figures S4H–J).

Given that cwn-2 is mainly expressed in the nervous system, intestine, pharynx and body wall muscle, we next expressed cwn-2 in those tissues with tissue-specific promoters Prab-3 (neurons), Pges-1(intestine), Pmyo-2 (pharynx) or Pmyo-3 (muscles) in cwn-2(ok895) mutants. AIY Zone 2 fragmentation is rescued when cwn-2 is expressed in the nervous system with the pan-neuronal rab-3 promoter or the AIY-specific ttx-3 promoter, or in the intestine with the ges-1 promoter, but not in the pharynx or body wall muscle (P < 0.0001 for Prab-3::cwn-2, Pttx-3::cwn-2 and Pges-1::cwn-2. Figures 4A–I). However, only intestinal expression of cwn-2 rescues the GFP::RAB-3 intensity (Figure 4J). The data suggest that the presynaptic morphology is regulated by either the local neuronal or the distant intestinal CWN-2, while the presynaptic GFP::RAB-3 intensity is only regulated by the intestinal CWN-2.
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FIGURE 4. cwn-2 acts in nervous system and intestine to regulate AIY synaptic clustering. (A–H) Confocal micrographs of the AIY presynaptic pattern of GFP::RAB-3. Presynaptic marker GFP::RAB-3 forms a large continuous cluster at AIY Zone 2 in wild type animals (A), and the cluster is fragmented in cwn-2(ok895) mutants (B). This Zone 2 fragmentation in cwn-2(ok895) is rescued by driving expression of cwn-2 with its own promoter (C), pan-neuronal rab-3 promoter (D), AIY-specific ttx-3 promoter (E) or intestinal-specific ges-1 promoter (F), but not with pharyngeal-specific myo-2 promoter (G) or body wall muscle-specific myo-3 promoter (H). Dashed boxes highlight AIY zone 2 and asterisks indicate the position of AIY soma. The scale bar represents 10 μm. (I,J) Quantification of the GFP::RAB-3 fragmentation (I) or fluorescence intensity (J) in AIY Zone 2. The Zone 2 fragmentation phenotype is rescued by expressing cwn-2 either in the nerve system (with pan-neuronal rab-3 promoter or with AIY-specific ttx-3 promoter) or in the intestine (with ges-1 promoter), while the GFP::RAB-3 intensity can only be rescued by expressing cwn-2 in the intestine, not in the nerve system. Data for each genotype are averaged from at least three biological replicates. Transgenic data are averaged from at least two independent lines. ns: not significance, ****p < 0.0001, analyzed by one-way ANOVA Dunnett’s test. Error bars represent 95% confidence interval.





CFZ-2/FZD Is Required for AIY Synaptic Clustering

Wnts bind to FZD receptors and activate downstream cascade signaling pathways. C. elegans has four genes encoding FZDs: mig-1, lin-17, cfz-2 and mom-5. To address the requirement of FZDs for AIY synaptic clustering, we examined the AIY synaptic marker GFP::RAB-3 in the loss-of-function mutants mig-1(e1787), lin-17(n671) and cfz-2(ok1201). The mutant alleles for mig-1(e1787), lin-17(n671) and cfz-2(ok1201) are likely to be null since mig-1(e1787) and lin-17(n671) are nonsense mutations, and cfz-2(ok1201) delete 194 predicted amino acids and result in a frameshift (Figure 5A, Supplementary Figures S5A,B; Sawa et al., 1996; Zinovyeva and Forrester, 2005; Pan et al., 2006). The requirement of mom-5 for AIY synaptic assembly was assayed by RNAi, due to its essential role during development. Significant synaptic fragmentation in AIY are only observed in cfz-2(ok1201) mutants (p < 0.0001), which can be rescued by wild type cfz-2 (P < 0.0001 none tg vs. tg. Figures 5B,C,F,K, Supplementary Figures S5D–G). To examine if the AIY Zone 2 synaptic clustering defect in cfz-2(ok1201) mutants is due to the AIY morphologic defect, we looked the AIY cytoplasmic mCherry and found that the AIY morphology is grossly normal in the cfz-2(ok1201) mutants (Supplementary Figure S7).
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FIGURE 5. cfz-2/Fzd receptor acts with cwn-2 to promote AIY synaptic clustering. (A) A diagram of cfz-2. ok1201 is a 1174 bp deletion allele. The boxes and lines represent exons and introns. Black and gray boxes indicate coding sequence and UTRs, respectively. The line beneath indicates the deletion region. (B–J) Confocal micrographs of the AIY presynaptic pattern of GFP::RAB-3. The GFP::RAB-3 forms a large cluster at Zone 2 in wild type animals (A), which is fragmented in cfz-2(ok1201) (B), cwn-2(ok895) (C) and cwn-2(ok895); cfz-2(ok1201) double mutants (D). The Zone 2 fragmentation in cfz-2(ok1201) is rescued by expressing cfz-2 with its own promoter (F), pan-neuronal rab-3 promoter (G), AIY-specific ttx-3 promoter (H), intestinal-specific ges-1 (I) or pharyngeal-specific myo-2 promoter (J). Dashed boxes highlight AIY zone 2 and asterisks indicate the position of AIY soma. Scale bar is 10 μm. (K,L) Quantification of AIY Zone 2 fragmentation. The penetrance of the fragmentation in mig-1(e1787), lin-17(n671), cfz-2(ok1201), cwn-2(ok895), cfz-2(ok1201); cwn-2(ok895), mom-5 RNA interference (RNAi) animals (K) and tissue specific rescued strains (L). Data indicate that cfz-2 acts in the cwn-2 pathway both in the AIY and in the intestine to promote synaptic clustering. ns: not significance, ***p < 0.001, ****p < 0.0001, analyzed by one-way ANOVA Dunnett’s test (K,L) and two-tailed Student’s t-test (K). Error bars represent 95% confidence interval (K,L) and SEM (K) respectively.



If CFZ-2 acts as the CWN-2 receptor, the cfz-2; cwn-2 double mutants would phenocopy either cwn-2(ok895) or cfz-2(ok1201) single mutants. To test this hypothesis, we made cwn-2(ok895); cfz-2(ok1201) double mutants and found that the AIY synaptic fragmentation in the double mutants is similar to that in cwn-2(ok895) single mutants (P = 0.29, Figures 5C–E,K), supporting the hypothesis that CFZ-2 acts as the CWN-2 receptor.

To address where cfz-2 acts, we examined where cfz-2 is expressed with transcriptional reporters. We found that cfz-2 is expressed in the nerve system (including AIY) and intestines (Supplementary Figures S6A–D). Then we expressed cfz-2 in the nervous system (Prab-3), AIY neurons (Pttx-3), intestine (Pges-1) or pharynx (Pmyo-2), with the endogenous cfz-2 promoter as a positive control in the cfz-2(ok1201) mutants. The AIY fragmentation of cfz-2(ok1201) is rescued when cfz-2 is expressed in the nervous system, AIY, or in the intestine, but not in the pharynx (P < 0.0001, 0.0001, 0.001 for Prab-3::cfz-2, Pttx-3::cfz-2 and Pges-1::cfz-2 respectively, Figures 5G–J,L). These data suggest that cfz-2 acts both cell-autonomously in AIY and non-cell-autonomously in the intestine to regulate AIY synaptic assembly.

Wnts can also act through the receptor tyrosine kinase (Ryk) to regulate synaptogenesis (Liebl et al., 2008; Lanoue et al., 2017). We tested the requirement of the only Ryk homolog lin-18 (Inoue et al., 2004), for AIY presynaptic assembly. We found that t lin-18(e620), a putative null allele (Inoue et al., 2004), did not cause AIY Zone 2 synaptic fragmentation (P = 0.28, Figures 5K, Supplementary Figures S5C,H), suggesting that lin-18/Ryk is not required for AIY Zone 2 presynaptic clustering.



DSH-2/DVL and SYS-1/β-Catenin Are Required for AIY Synaptic Clustering

The binding of Wnt to FZD receptors activates DVL. Three C. elegans DVLs are encoded by: dsh-1, dsh-2 and mig-5. To address if they are required for AIY synaptic clustering, we examined the synaptic marker GFP::RAB-3 in dsh-1(ok1445), a putative hypomorphic allele (Supplementary Figure S8A; Klassen and Shen, 2007), and dsh-2 and mig-5 knockdown animals. While we did not observe an AIY synaptic fragmentation in dsh-1(ok1445) or mig-5 knockdown animals, the AIY Zone 2 GFP::RAB-3 morphology in dsh-2 knockdown animals is similar to that in cwn-2(ok895) or cfz-2(ok1201) mutants (p < 0.0001, Figures 6A,B,D, Supplementary Figures S8C,E,H, and data not shown).
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FIGURE 6. dsh-2/Dvl and sys-1/β-catenin are required for AIY synaptic clustering. (A–C) Confocal micrographs of the AIY presynaptic pattern of GFP::RAB-3 marker in animals treated with control (A), dsh-2 (B) or sys-1 (C) RNAi. The GFP::RAB-3 clustering is normal in control RNAi group, but broken into multiple pieces in dsh-2 (B) or sys-1 (C) RNAi group. Dashed boxes highlight AIY Zone 2 and asterisks indicate the position of AIY soma. Scale bar: 10 μm. (D,E) Quantification of AIY Zone 2 fragmentation in bar-1(mu63), dsh-1(ok1445) mutants, or mig-5, hmp-2, wrm-1, dsh-2 and sys-1 knockdown (D), or knockdown of dsh-2 or sys-1 in cwn-2(ok895) or cfz-2(ok1202) (E). Data indicate that dsh-2 and sys-1 are required for AIY presynaptic assembly and act in the cwn-2/cfz-2 pathway. ns: not significance, ***p < 0.001, ****p < 0.0001 analyzed by one-way ANOVA Dunnett’s test. Error bars represent 95% confidence interval.



To test whether dsh-2 acts in the same pathway as cwn-2 and cfz-2, we treated cwn-2(ok895) or cfz-2(ok1201) mutants with dsh-2 RNAi. We first determined that the dsh-2 RNAi efficiency is robust, as assayed by the quantifying synaptic fragmentation of the dsh-2 RNAi-treated wild type animals (Figure 6D). Interestingly, dsh-2 RNAi knockdown did not enhance the AIY Zone 2 fragmentation of either cwn-2(ok895) or cfz-2(ok1201) mutants (P = 0.06 for cwn-2, P = 0.15 for cfz-2, Figure 6E), indicating that dsh-2 acts in the cwn-2/cfz-2 pathway to promote the synaptic clustering.

In the canonical Wnt pathway, the β-catenin stabilized by DVLs enters nuclei to activate their downstream targets through binding to TCF/LEF. To address if any β-catenin is required for AIY synaptic clustering, we examined the presynaptic marker GFP::RAB-3 in β-catenin knockout or knockdown animals. Four C. elegans β-catenin are encoded by bar-1, hmp-2, wrm-1, sys-1. While the hypomorphic bar-1(mu63) allele (Natarajan et al., 2004, Supplementary Figure S8B), or knockdown of wrm-1 or hmp-2 by RNAi does not affect the GFP::RAB-3 clustering in AIY, knockdown of sys-1 by RNAi results in a significant GFP::RAB-3 fragmentation in AIY Zone 2 (p < 0.001, Figures 6C,D, Supplementary Figure S8D,F,G), suggesting that sys-1 is required for the AIY Zone 2 presynaptic assembly.

To test whether sys-1 acts in the same pathway as cwn-2 and cfz-2, we treated cwn-2(ok895) or cfz-2(ok1201) mutants with sys-1 RNAi. We first determined that the sys-1 RNAi was efficient as the GFP::RAB-3 fragmentation in the AIY Zone 2 was highly penetrant (Figure 6D). We observed that sys-1 RNAi did not enhance the AIY synaptic fragmentation of either cwn-2(ok895) or cfz-2(ok1201) mutants (P = 0.43 for cwn-2, P = 0.99 for cfz-2 Figure 6E). These results indicate that sys-1 acts in the cwn-2/cfz-2 pathway to regulate AIY synaptic clustering.



POP-1/TCF Is Required for AIY Presynaptic Assembly

The β-catenin interacts with the TCF transcription factors to activate the expression of downstream targets. C. elegans has only one TCF homolog encoded by pop-1 (Lin et al., 1998). To address the requirement of pop-1 for AIY synaptic assembly, we first examined the synaptic phenotype in the pop-1(hu9) mutants, which harbors a mutation at the β-catenin interaction site (Figure 7A; Korswagen et al., 2002). We found that the AIY Zone 2 fragmentation in pop-1(hu9) mutants was similar to that in cwn-2(ok895) or cfz-2(ok1201) mutants or knockdown of dsh-2 or sys-1 animals (Figures 7B,C,E). To further confirm the requirement of pop-1 for AIY presynaptic assembly, we knocked down pop-1 by RNAi. We found that pop-1 knockdown also resulted in a robust AIY Zone 2 fragmentation (Figures 7D,F,G).
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FIGURE 7. pop-1/Tcf is required in Wnt signaling pathway for AIY synaptic clustering. (A) A diagram of pop-1. pop-1(hu9) is a substitution allele. Black and gray boxes indicate coding sequence and UTRs, and lines represent introns. The arrowhead indicates the substitution site. (B–D) Confocal micrographs of the AIY presynaptic pattern of GFP::RAB-3 in wild type animals (B), pop-1(hu9) mutants (C) and pop-1 RNAi animals (D). The GFP::RAB-3 cluster in the Zone 2 is broken into multiple pieces in pop-1(hu9) or pop-1 RNAi animals (C,D). The dashed boxes highlight the AIY Zone 2. Asterisks indicate AIY soma. Scale bars: 10 μm. (E–F) Quantification of the Zone 2 fragmentation of pop-1(hu9) mutants at different developmental stages (E) and of animals treated with pop-1 RNAi from L1, L2, L4 or adult stages for 3 days (F). Similar to that in cwn-2(ok895) (Figure 3), the fragmentation of Zone 2 emerges at the L1 stage in pop-1(hu9) mutants; and knockdown of pop-1 at L1 or L2, but not L4 or adult stage results robust synaptic fragmentation. (G) Quantification of Zone 2 fragmentation in control or pop-1 RNAi treated wild type, cwn-2(ok895), cfz-2(ok1021), and cwn-2(ok895); cfz-2(ok1021) double mutants. Knockdown of pop-1 resulted in robust AIY Zone 2 fragmentation in wild type animals, but no enhancement in either cwn-2(ok895), cfz-2(ok1201) or cwn-2(ok895); cfz-2(ok1021) double mutants, suggesting that cwn-2, cfz-2 and pop-1 work in the same pathway. n.s.: not significance, **p < 0.01, ***p < 0.001, ****p < 0.0001 by two-tailed Student’s t test. Error bars represent SEM. (H) A model of regulation of AIY presynaptic assembly by the canonical CWN-2/Wnt pathway. In wild type animals, CWN-2 binds to the Frizzled receptor CFZ-2, by activating the Dishevelled DSH-2 and stabilizing β-catenin SYS-1. The stabilized SYS-1 binds to the TCF/LEF transcription factor POP-1 and promotes AIY synaptic assembly. Animals lose the function of the CWN-2/CFZ-2/DSH-2/SYS-1/POP-1 pathway showing AIY presynaptic fragmentation.



To determine if pop-1 acts in the same pathway as cwn-2, first we examined the AIY synaptic phenotype at L1, L2, L3, L4 and adult stages in pop-1(hu9) mutants. Similar to cwn-2(ok895) mutants, the AIY Zone 2 presynaptic fragmentation appears starting from L1 and continues into adult stage (P < 0.0001 for L1–L3 and adult stages, P < 0.001 for L4 stage, Figure 7E). Next, we treated wild type animals with pop-1 RNAi starting at L1, L2, L4 and day 1 adult stages and examined the GFP::RAB-3 in AIY 3 days later. Similar to the results from cwn-2 RNAi, we observed the synaptic fragmentation in animals treated with pop-1 RNAi starting at L1 or L2, but not after L4 (P < 0.001 for L1, P < 0.01 for L2, P = 0.21 for L4, and 0.14 for adult stages, Figure 7F), suggesting that pop-1 is required in larval stages for the presynaptic assembly.

To confirm that pop-1 acts in the cwn-2/cfz-2 signal pathway, we knocked down pop-1 in cwn-2(ok895), cfz-2(ok1201), or cwn-2(ok895); cfz-2(ok1201) double mutants. We first determined the pop-1 RNAi efficiency by the penetrance of the AIY Zone 2 presynaptic fragmentation (P < 0.001), and embryonic lethality of F1 (data not shown). Supporting our hypothesis, pop-1 RNAi did not aggravate the expressivity or penetrance of the AIY Zone 2 presynaptic fragmentation of cwn-2(ok895), cfz-2(ok1201), or cwn-2(ok895); cfz-2(ok1201) double mutants (P = 0.14, 0.13, 0.42 for cwn-2(ok895), cfz-2(ok1201), and cwn-2(ok895); cfz-2(ok1201) double mutants, respectively, Figure 7G). These results suggest that pop-1 acts in the same pathway as cwn-2/Wnt and cfz-2/Frizzled.

Wnts can also act through non-canonical PCP or Ca2+ signaling pathways, which are mediated by Vangl or CDC42 (Supplementary Figure S1). We examined the effect of deletion alleles vang-1(ok1142) and cdc-42(ok825) (Supplementary Figures S2D,E) on the AIY synaptic marker GFP::RAB-3. Neither of them shows Zone 2 synaptic fragmentation (Supplementary Figures S2K–M), suggesting that vang-1 or cdc-42 is not required for synaptic clustering in AIY Zone 2.

Collectively, our data suggest that CWN-2 functions through the canonical Wnt signal pathway, which requires CFZ-2/FZD, DSH-2/DVL, SYS-1/β-catenin and the only POP-1/TCF to promote AIY presynaptic assembly. This CWN-2/Wnt signaling acts both cell-autonomously in the AIY and non-cell-autonomously in the intestine, both during embryonic and postembryonic development to promote the AIY presynaptic assembly (Figure 7H).




DISCUSSION

Synapses are key structures for neuronal function, and synaptic assembly is precisely regulated. In this study, we reported a molecular mechanism by which CWN-2/Wnt regulates the presynaptic assembly in interneuron AIY in C. elegans. Our results demonstrate that CWN-2 regulates the presynaptic assembly during embryonic and postembryonic development through the canonical Wnt signaling pathway, requiring CFZ-2, DSH-2, and SYS-1, and the TCF transcription factor POP-1.

Our genetic data strongly support that specific components in the canonical Wnt signaling promotes C. elegans nerve ring interneuron presynaptic assembly. However, the limitation of this work is that we can not conclusively exclude the requirement of some components in the pathway for two reasons. First, we tested for the requirement of essential genes through RNAi, which could not deplete their expression; second, we scored the synaptic defect mainly based on the fragmentation at Zone 2 region, which will miss those genes that only affect the GFP::RAB-3 intensity or size.


CWN-2/Wnt Promotes Synaptic Assembly

In this study, we found that C. elegans CWN-2 promotes presynaptic assembly as supported by several lines of evidence. First, loss-of-function mutation cwn-2(ok895) results in reduction of both synaptic vesicle and active zone markers at AIY presynaptic sites; second, the synaptic defect in cwn-2(ok895) is rescued by transforming a wild type copy of cwn-2; third, knockdown of cwn-2 with RNAi decreases the AIY synaptic vesicle GFP::RAB-3 clustering.

C. elegans have five Wnts: CWN-1, CWN-2, EGL-20, LIN-44 and MOM-2 (Shackleford et al., 1993; Herman and Horvitz, 1994; Thorpe et al., 1997; Maloof et al., 1999). At presynaptic sites of NMJ, LIN-44 and EGL-20 inhibit synaptic assembly (Klassen and Shen, 2007; Mizumoto and Shen, 2013). The findings that CWN-2 promotes the interneuron AIY presynaptic assembly expand our understanding of the roles of Wnts in C. elegans presynaptic assembly. CWN-2 is the closest to Wnt5 in Drosophila and mammals (Prud’homme et al., 2002). Similar to the role of CWN-2 in AIY presynaptic assembly, Drosophila Wnt5 promotes synaptic formation (Liebl et al., 2008). However, mammalian Wnt5a has a more complex role in hippocampal synaptic development (Davis et al., 2008; Farias et al., 2009; Cuitino et al., 2010; Varela-Nallar et al., 2010; Thakar et al., 2017). Wnt5a was found to promote both glutamatergic spine morphogenesis and GABA receptor trafficking in rat cultured hippocampal neurons (Cuitino et al., 2010; Varela-Nallar et al., 2010), but to inhibit glutamatergic synaptic development in mouse hippocampal neurons (Davis et al., 2008; Thakar et al., 2017). In addition to Wnt5a, other Wnts have been found to either promote or inhibit synaptogenesis in different organisms, suggesting evolutionally conserved roles of Wnts in synaptic development (Budnik and Salinas, 2011; Park and Shen, 2012; Barik et al., 2014). The complex roles of Wnts are partly due to the diversity of Wnts and receptors, various signaling cascades and the complexity and dynamics of synapses in the nervous system. Combined with previous studies (Klassen and Shen, 2007; Mizumoto and Shen, 2013), our findings suggest that like in mammals, C. elegans Wnts have both positive and negative roles in regulating presynaptic assembly.



The POP-1/TCF Mediated Canonical Wnt Pathway Is Required for Presynaptic Assembly

Wnts function through either canonical or noncanonical pathways (Ciani and Salinas, 2005). The canonical pathway is mediated by FZD receptors, DVLs, β-catenin and TCF transcription factors (Wisniewska, 2013). Our study found that CWN-2 promotes presynaptic assembly through the canonical Wnt signaling pathway supported by the following evidence. First, mutation in cfz-2/Fzd, or knockdown of dsh-2/Dvl or sys-1/β-catenin by RNAi mimics the AIY Zone 2 presynaptic fragmentation in either cwn-2 or cfz-2 mutants. Second, loss-of-function mutation or knockdown of pop-1/Tcf resembles the AIY presynaptic fragmentation observed in either cwn-2 or cfz-2 mutants. Third, combination of mutations, or mutations and knockdown of two or three genes described above shows similar degree of the AIY presynaptic fragmentation to that in any single mutants. Collectively, these data suggest that CWN-2 regulates AIY presynaptic assembly through the canonical signal pathway.

In C. elegans, at the presynaptic sites, LIN-44 and EGL-20 inhibit synaptic assembly independent of the TCF/POP-1 (Klassen and Shen, 2007; Mizumoto and Shen, 2013). Although mutations of POP-1 enhanced the DD neuron presynaptic assembly defect in FSN-1 mutants, POP-1 single mutants showed normal presynaptic phenotype (Tulgren et al., 2014). In vertebrates or Drosophila, the TCF/LEF family of transcription factors can be activated by Wnts (Eastman and Grosschedl, 1999; Korswagen and Clevers, 1999), and is associated with memory consolidation (Fortress et al., 2013), but no evidence indicates its role in synaptic assembly thus far. Our findings showed for the first time that the β-catenin SYS-1 and the TCF transcription factor POP-1 are required for presynaptic assembly in the interneuron AIY.



Embryonic and Postembryonic Requirement for the Cell-Autonomous and Non-Cell-Autonomous CWN-2 Signal to Promote Synaptic Clustering

CWN-2 is expressed both during embryonic and postembryonic developmental stages, and our data suggests that CWN-2 has a role in synaptic assembly during both stages. First, we found that in cwn-2(ok895) or pop-1(hu9) mutants, the AIY Zone 2 presynaptic fragmentation appeared in newly hatched L1, suggesting that cwn-2 and pop-1 are required during embryonic development. Second, postnatal knockdown of cwn-2, dsh-2, or pop-1 with RNAi results in the AIY presynaptic assembly defect, indicating that the Wnt signal is required during larval stages for AIY presynaptic assembly.

AIY presynaptic assembly is largely established during embryonic stages and is maintained throughout the life of the animal (Colón-Ramos et al., 2007; Shao et al., 2013). However, during postembryonic development, as the animal grows, the nervous system architecture, including synaptic structure, scales up (Bénard and Hobert, 2009). We found that while the AIY synaptic distribution is maintained during postnatal development and adult stages, the size or intensity of synaptic marker increases as animals grow (Figure 3). At the NMJs, extracellular matrix (ECM) components such as type IV collagen EMB-9 and ECM remodeling ADAMT proteases such as GON-1 are required for maintaining the synaptic structures during the postnatal stages (Kurshan et al., 2014; Qin et al., 2014). The immunoglobulin superfamily (IgSF) protein ZIG-10 was recently identified for maintaining synaptic densities during development and adulthood (Cherra and Jin, 2016).

Wnts can act either locally or at long distances. Our studies showed that cwn-2 expressed either in the nervous system (or AIY) or in the intestine rescues the AIY Zone 2 fragmentation in the cwn-2 loss-of-function mutants, suggesting that both neuronal and intestinal CWN-2/Wnt regulates the AIY presynaptic assembly. However, the presynaptic GFP::RAB-3 intensity can only be rescued by expressing cwn-2 in the intestine, not in the nerve system, suggesting that the fragmentation effect and the reduction of the GFP::RAB-3 intensity are regulated independently. Alternatively, the fragmentation could be a more severe reduction of the GFP::RAB-3 intensity. Further experiments need to be done to differentiate those possibilities. The data also indicate that CWN-2 from the intestine is probably more important than that from nerve system. Similar to CWN-2, the Frizzled receptor CFZ-2 acts both cell-autonomously and non-cell-autonomously for the fragmentation phenotype. We speculate that the intestinal CWN-2/Wnt signaling is indirect and probably act through secreted signaling molecules. Consistent with this hypothesis, molecules involved in exocytosis or secretion in the intestine are found to regulate neuronal function (Doi and Iwasaki, 2002; Mahoney et al., 2008). Further studies are needed to determine how the CWN-2/Wnt signaling in the intestine regulates synaptogenesis in the AIY neurons.

Wnts are evolutionarily conserved signaling molecules playing critical roles in neural development, including synaptogenesis (Koles and Budnik, 2012; Park and Shen, 2012). Wnt signaling dysfunction is often associated with neurodevelopmental and neurodegenerative disorders such as autism, schizophrenia, bipolar disorder and Alzheimer’s disease (Gould and Manji, 2002; Inestrosa et al., 2012; Kwan et al., 2016). The most common feature for those disorders is the defects of synaptic function. Wnt signaling blockade leads to synaptic disassembly in mature hippocampal neurons and probably some neurodegenerative disorders (Purro et al., 2014). Our finding that the presynaptic development requires the canonical Wnt signal and TCF transcriptional factors might provide cues to develop therapeutic strategies for related neurological disorders.
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Purpose: Autoantibodies against NMDA receptors (NMDAR) in the cerebrospinal fluid (CSF) from anti-NMDAR encephalitis patients have been suggested to be pathogenic since in previous studies using patient CSF, NMDAR-dependent processes such as long-term potentiation (LTP) were compromised. However, autoantibodies may represent a family of antibodies targeted against different epitopes, and CSF may contain further autoantibodies. Here, we tested the specificity of the autoantibody by comparing NMDAR-dependent and NMDAR-independent LTP within the same hippocampal subfield, CA3, using CSF samples from four anti-NMDAR encephalitis patients and three control patients.

Methods: We performed a stereotactic injection of patient-derived cell-free CSF with proven presence or absence of NMDAR-antibodies into the rat hippocampus in vivo. Hippocampal brain slices were prepared 1–8 days after intrahippocampal injection, and NMDAR-dependent LTP at the associational-commissural (A/C) fiber-CA3 synapse was compared to NMDAR-independent LTP at the mossy fiber (MF)-CA3 synapse.

Results: The LTP magnitude at A/C fiber-CA3 synapses in slices from control-CSF-treated animals (168 ± 8% n = 54) was significantly higher than LTP in slices from NMDAR-CSF-treated animals (139 ± 9%, n = 40; P = 0.015), although there was some variation between the individual CSF samples. We found residual LTP in NMDAR-CSF-treated tissue which could be abolished by the NMDAR inhibitor D-AP5. Moreover, the CA3 field excitatory postsynaptic potential (fEPSP) was followed by epileptiform afterpotentials in 5% of slices (4/78) from control-CSF-treated animals, but in 26% of slices (12/46) from NMDAR-CSF-treated animals (P = 0.002). Application of the LTP-inducing paradigm increased the proportion of slices with epileptiform afterpotentials, but D-AP5 significantly reduced the occurrence of epileptiform afterpotentials only in NMDAR-CSF-treated, but not in control tissue. At the MF synapse, no significant difference in LTP values of control-CSF and in NMDAR-CSF-treated tissue was observed indicating that NMDAR-independent MF-LTP is intact in NMDAR-CSF-treated tissue.

Conclusion: These findings indicate that anti-NMDAR containing CSF impairs LTP at the A/C fiber-CA3 synapse, although there is substantial variation among CSF samples suggesting different epitopes among patient-derived antibodies. The differential inhibition of LTP at this synapse in contrast to the MF-CA3 synapse suggests the specificity and underlines the pathophysiological role of the NMDAR-antibody.

Keywords: associational-commissural fibers, mossy fibers, LTP, NMDA receptor, epileptiform afterpotentials


INTRODUCTION

Limbic encephalitis (LE) is commonly associated with impaired hippocampus-dependent memory function; especially when patients harbor autoantibodies against N-methyl D-aspartate receptors (NMDARs; Titulaer et al., 2013; Lynch et al., 2018). The most attractive molecular mechanism for information storage in the brain is believed to be long-term potentiation (LTP)—discovered more than four decades ago (Bliss and Lomo, 1973; Bliss and Collingridge, 2013). Thus, NMDAR activation was demonstrated as being a prerequisite for LTP induction and learning evidenced at various types of hippocampal synapses in vitro and in vivo (Collingridge et al., 1983; Harris et al., 1984, 1986; Morris et al., 1986; Wigström et al., 1986). With respect to pathophysiology of anti-NMDAR encephalitis, the most striking hypothesis is that NMDAR autoantibodies block synaptic LTP and thereby impair memory performance. Indeed, recent reports have demonstrated that both commercial NMDAR antibodies and anti-NMDAR encephalitis patient-derived cerebrospinal fluid (CSF) containing autoantibodies against NMDARs blocked LTP (Zhang et al., 2012; Dupuis et al., 2014; Würdemann et al., 2016). Together, these studies suggest that autoantibodies directed against neuronal surface proteins such as NMDARs, are pathogenic and both necessary and sufficient for memory impairment in LE patients (Linnoila et al., 2014). However, autoantibodies may comprise a family of antibodies targeted against different epitopes within the NMDA receptor. Thus, the specificity of these autoantibodies in a given patient is an unresolved issue, and it is conceivable that the variance of clinical presentation can in part be explained by different specificities of their antibodies.

Most, but not all forms of hippocampal LTP are NMDAR-dependent. In the CA3 area, two distinct afferent pathways converge onto the same pyramidal neurons. On the one hand, associational-commissural (A/C) fibers terminate on distal parts of CA3 apical dendrites displaying a gradient of NMDAR densities towards higher distal expression (Monaghan and Cotman, 1985). In line with this, A/C fiber synapses within the stratum radiatum (s.r.) show typical cooperative Hebbian LTP that requires NMDAR activation (Zalutsky and Nicoll, 1990, 1992; Katsuki et al., 1991). On the other hand, LTP at the mossy fiber (MF) input terminating on the proximal apical dendrites of CA3 pyramidal cells within the stratum lucidum (s.l.) was demonstrated to be specific, but not cooperative and, in addition, was attained under NMDAR inhibition (Harris and Cotman, 1986; Williams and Johnston, 1988).

Hence, the CA3 subfield offers the unique opportunity to compare NMDAR-dependent and independent forms of LTP within the same area. Thus, we asked whether NMDAR-dependent and independent forms of hippocampal LTP in this area may be differentially affected in slices from animals that have undergone stereotactic intrahippocampal injection of anti-NMDAR encephalitis patient-derived CSF containing NMDAR autoantibodies (Würdemann et al., 2016). We thereby addressed the question of specificity of NMDAR-antibodies and compared CSF with NMDAR-antibodies from different patients. The data show significant LTP reduction at A/C fiber-CA3 synapses in NMDAR-antibody-treated animals compared to controls, but substantial variation of LTP suppression among anti-NMDAR encephalitis patients as well as intact LTP at MF-CA3 synapses.



MATERIALS AND METHODS


Stereotactic Surgery With Intrahippocampal CSF Injection

LE patient derived CSF containing NMDAR-antibodies was stereotactically injected into the hippocampus on both sides in vivo as described previously (Würdemann et al., 2016). Briefly, following anesthesia with S-ketamine (100 mg/kg i.p.) and xylazine (15 mg/kg i.p.) female Wistar rats (190–320 g, 60–90 days old) were mounted on a stereotactic frame (Narishige, Tokyo, Japan), and native, cell-free non-diluted CSF (10 steps of 0.5 μl every 2 min, total of 5 μl for each side) was injected using a Hamilton syringe (75 N; Hamilton AG, Bonaduz, Switzerland). This syringe was carefully inserted into the hippocampus with the following coordinates: 5.2 mm posterior, ±4.3 mm lateral, 4.8 mm deep (relative to Bregma). Female rats were chosen since age-dependent changes in scull and brain size are less prominent as in males. The injection site targeting CA3 was confirmed using ink injection (Figure 1A). After the last step of injection, the syringe was left within the injection site for another 2 min to enable proper CSF diffusion into the whole hippocampus. The CSF samples were obtained from four anti-NMDAR encephalitis patients and three epilepsy patients with confirmed absence of NMDAR-antibodies (hereafter referred to as control-CSF, Table 1). In addition, we injected artificial CSF (ACSF, composition see below) as a further control subgroup. The NMDAR-antibody titer was determined by end-point-titration of the characteristic NMDAR-antibody staining pattern on rat brain through indirect immunohistochemistry done by CB (Niehusmann et al., 2009); the NMDAR-antibody reactivity was confirmed by a cell-based assay performed by Angela Vincent (Oxford/UK) (Irani et al., 2010). After surgery, rats received metamizole (100–150 mg/kg) for postoperative pain control and allowed to recover in an enhanced O2 atmosphere (4–5 l/min in an 8-l glass vessel).
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FIGURE 1. Experimental design to study associational-commissural (A/C) and mossy fiber (MF) input in CA3. (A) Microphotographs showing the ink dispersion in the hippocampus 1 h after injection into CA3 stratum radiatum (s.r.; denoted by an asterisk). Magnification 40×. Leftmost panel: native slice (350 μm). Middle panel: air-dried slice stained with toluidine blue and hematoxylin in order to demonstrate hippocampal cell layers. DG, dentate gyrus; sub, subiculum; EC, entorhinal cortex. Rightmost panel: air-dried slice indicating diffusion of ink along the vessels towards CA3 (see arrows). The scale bar indicates 1000 μm. (B1) Localization of stimulation and recording electrodes in the hippocampus. A/C fiber responses were evoked by stimulation placed in s.r. at the border between CA2 and CA3 and registered within CA3 s.r. MF responses were evoked by stimulation placed in stratum lucidum (s.l.) close to the dentate gyrus and registered within CA3 s.l. (B2) Typical responses of A/C fiber and MF stimulation showing the characteristic paired-pulse ratios (PPR; indicated by dotted lines). Note that MF responses typically contain a fiber volley (*) which does not express paired-pulse plasticity. (C) Input-output (I/O) curves showing no significant difference between control-CSF and NMDAR-CSF slices (P = 0.062, two-way-ANOVA). The I/O curve of naive, non-operated animals is indicated by a gray line. (D) Paired-pulse ratio did not differ between control-CSF and NMDAR-CSF treated groups (P value calculated by using Mann-Whitney U-test).




TABLE 1. Cerebrospinal fluid (CSF) samples.
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All patients gave their written informed consent to use their CSF samples for scientific purposes. The animal procedures were performed according to national and international guidelines on the ethical use of experimental animals (European Council Directive 86/609/EEC, approval of local authority LALLF M-V/TSD/7221.3-1.1-017/11 and LALLF M-V/TSD/7221.3-1.1-007/16); all efforts were made to minimize animal suffering and to reduce the number of animals used.



Electrophysiological Recordings and LTP Induction

Hippocampal slices were prepared 1–8 days after stereotactic surgery as described previously (Würdemann et al., 2016), and the post-operative day was matched (control-CSF: 2.64 ± 0.34 days, n = 28; NMDAR-CSF: 2.65 ± 0.42 days, n = 26). Briefly, rats were decapitated in deep anesthesia with diethyl ether, the brains were rapidly removed and submerged into oxygenated ice-cold dissection solution containing (in mM) 125 NaCl, 26 NaHCO3, 3 KCl, 1.25 NaH2PO4, 0.2 CaCl2, 5 MgCl2 and 13 D-glucose (95% O2, 5% CO2; pH 7.4; 306–314 mosmol/kg). Then, 400 μm horizontal hippocampal brain slices were prepared using a vibratome (Campden Instruments, Loughborough, UK), and stored in a holding chamber containing ACSF containing (in mM) 125 NaCl, 26 NaHCO3, 3 KCl, 1.25 NaH2PO4, 2.5 CaCl2, 1.3 MgCl2 and 13 D-glucose (306–314 mosmol/kg, bubbled with 95% O2 and 5% CO2 to maintain the pH at 7.4).

For electrophysiological recordings, slices were transferred into a Haas type interface chamber and allowed to recover at least 30 min before recordings started. In the interface chamber, slices were continuously bathed in oxygenated ACSF (flow rate of 2 ml/min, temperature 32 ± 1°C, npi electronic GmbH, Tamm, Germany). Field excitatory postsynaptic potentials (fEPSP) were recorded in the CA3 “s.r.” (in Figure 1B1) for associational/commissural (A/C) fiber-evoked fEPSPs and in the CA3 “s.l.” (in Figure 1B1) for MF-evoked fEPSPs. In order to stimulate the afferent fibers, bipolar stimulating electrodes were fabricated from teflon-insulated platinum wire electrodes (PT-2T, Science Products, Hofheim, Germany) and placed within the CA3 s.r. (at the border between CA3 and CA2) for A/C fiber stimulation or within the CA3 s.l. (between the recording electrode and the dentate gyrus) for MF stimulation (Figure 1B1). The stimuli were delivered every 30 s through a stimulus isolator (A365, World Precision Instruments, Sarasota, FL, USA) triggered by a Master-8 stimulator (A.M.P.I., Jerusalem, Israel). At the beginning of the experiment, paired-pulse stimuli were delivered in order to document typical paired-pulse facilitation at the A/C fiber-CA3 synapse (fEPSP2-amplitude/fEPSP1-amplitude = 1.2–1.6; Figure 1B2). At the MF-CA3 synapse, the paired-pulse ratio, the characteristic 1 Hz frequency facilitation and the sensitivity to the metabotropic glutamate receptor agonist (2S,1’R,2’R,3’R)-2-(2,3-dicarboxycyclopropyl)glycine (DCG-IV, 3 μM) were used to confirm MF stimulation (Yoshino et al., 1996; Yeckel et al., 1999; Dietrich et al., 2003; Kirschstein et al., 2004).

Baseline stimulation intensity was adjusted to yield 40%–50% of the maximal fEPSP. The LTP induction protocol for A/C fiber-CA3 LTP consisted of 10 trains of 20 pulses at 100 Hz (stimulus duration 100 μs, intertrain interval 800 ms, referred to as modified delta burst stimulation, mdBS) at double baseline stimulation intensity. We used this protocol since these synapses express NMDAR-dependent LTP (Zalutsky and Nicoll, 1990) which is typically induced by burst stimulation paradigms (Grover et al., 2009). MF-LTP was induced by four tetanic trains of 100 pulses at 100 Hz (stimulus duration 100 μs, intertrain interval 3 s) at double baseline stimulation intensity, since tetanic protocols are commonly used to induce LTP at these synapses (Zalutsky and Nicoll, 1990; Dietrich et al., 2003; Schmitz et al., 2003). In all experiments with MF stimulation, the NMDAR antagonist D-2-amino-5-phosphonovalerate (D-AP5, 50 μM) was added. The analog recording data were amplified, filtered at 1 kHz by an EXT-10-2F (npi electronic GmbH, Tamm, Germany), and digitized using a Micro1401 analog-to-digital converter (Cambridge Electronic Design, Cambridge, UK) run by the Signal 2.16 software (Cambridge Electronic Design, Cambridge, UK). DCG-IV and D-AP5 were obtained from Tocris (Bristol, UK). All other chemicals used for physiological solutions were purchased from Sigma-Aldrich (Taufkirchen, Germany).



Field Potential Analysis

Stimulation of A/C fibers evoked a field potential in CA3 s.r. that consisted of one or more peaks. The first peak was referred to as the fEPSP, and the maximal negative slope of this fEPSP was taken for the subsequent statistical analyses. In LTP experiments, all fEPSP slopes were calculated as the percentage of the fEPSP slope during the baseline phase. LTP was quantified by averaging the fEPSP slopes of the last 5 min of the experiment expressed as the percentage of the averaged baseline fEPSP slope. In case the first peak was followed by further peaks, these were referred to as epileptiform afterpotentials and counted. In order to allow an unbiased afterpotential count, the investigators (RB, WB, XG, TK) judged the number of afterpotentials without knowing the animal group. Afterpotentials were identified as local minima following the fEPSP that exceeded double peak-to-peak noise in 10 sweeps before mdBS (i.e., from −5 min to −0.5 min) and 10 sweeps after mdBS (i.e., from 0.5 min to 5 min). Then, we calculated the average number of epileptiform afterpotentials before and after the mdBS paradigm of LTP induction. In order to correlate epileptiform afterpotentials and LTP magnitudes, we calculated the fold change of the number of fEPSP peaks after mdBS to the number of fEPSP peaks under baseline conditions. To this end, we counted the number of fEPSP peaks (i.e., number of afterpotentials +1) before and after mdBS and then calculated the ratio of these numbers.



Statistical Analysis

Data are expressed as mean values ± the standard error of the mean (SEM). All data were tested for normal distribution (SigmaStat 3.5) and then evaluated using the appropriate statistical test as indicated. The level of significance was set to P < 0.05; and significant differences were indicated with the exact P values when applicable.




RESULTS


Associational-Commissural Fiber LTP in CA3 Is Impaired in Anti-NMDAR Tissue

The present study was performed in order to test whether NMDAR-dependent and independent LTP is differentially altered in a model of anti-NMDAR encephalitis. To this end, we stereotactically injected cell-free CSF from patients with anti-NMDAR encephalitis or from epileptic patients with proven absence of autoantibodies against these receptors (Figure 1A). First, we analyzed the NMDAR-dependent LTP at the A/C fiber input to CA3 pyramidal cells (Figure 1B1). A/C-CA3 responses were identified by the typical fEPSP shape and the characteristic paired-pulse ratio (Figure 1B2). We found that input-output (I/O) curves and the paired-pulse ratios (PPR) were not different between slices from control-CSF-injected and NMDAR-CSF-injected animals (I/O curve: P = 0.062, two-way-ANOVA; PPR: 0.315, Mann-Whitney U-test; Figures 1C,D). Hence, the presynaptic transmitter release was not affected by NMDAR-CSF injection and NMDAR-mediated components of the postsynaptic responses were largely intact. We then stimulated A/C fiber input in order to induce LTP. In naive non-operated animals, mdBS induced robust LTP at these synapses (157 ± 14% of baseline, n = 11; Figures 2A–C). Similar values of LTP at A/C fiber synapses were obtained when animals following intrahippocampal stereotactic injection with ACSF or cell-free control-CSF samples (C1–C3, Table 1) were used. Although the LTP magnitudes differed among the four control CSF subgroups (ACSF: 167 ± 13%, n = 8; C1: 173 ± 9%, n = 12; C2: 198 ± 25%, n = 13; C3: 148 ± 12%, n = 18; Figures 2A,C), there was no significant difference among all five control subgroups (H = 6.452 with df = 4, P = 0.168; Kruskal-Wallis H-test). Hence, under control conditions, A/C fiber LTP was on average 167 ± 8% (n = 62). NMDAR-dependance of A/C fiber LTP was confirmed using the NMDAR-inhibitor D-AP5 in naive (103 ± 9%, n = 10; P = 0.007 vs. naive without D-AP5, Mann-Whitney U-test), ACSF-injected (107 ± 9%, n = 9; P = 0.014 vs. ACSF without D-AP5, Mann-Whitney U-test) and control-CSF-injected animals (C3 + D-AP5: 104 ± 6%, n = 10; P = 0.005 vs. C3 without D-AP5, Mann-Whitney U-test; Figure 2C).
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FIGURE 2. A/C fiber-CA3 long-term potentiation (LTP). (A) Time course of the mean relative field excitatory postsynaptic potential (fEPSP) slopes (expressed as percentage of the baseline fEPSP slope) of slices from control-CSF-treated animals. Note that robust LTP was obtained in all three subgroups tested (C1–C3). In addition, LTP from naive non-operated rats is indicated as a black line. The representative sample traces were taken from the subgroup C1 at the timepoints [image: image] (baseline) and [image: image] (end of the experiment). Modified delta burst stimulation (mdBS) was applied at timepoint “0” (indicated by an arrow). (B) Time course of the mean relative fEPSP slopes of slices from NMDAR-CSF-treated animals. Note that subgroups N1 and N2 only showed little residual potentiation, while the LTP magnitude of subgroup N3 was indistinguishable from control tissues. For the sake of clarity, LTP from naive non-operated rats is again indicated as a black line. The representative sample traces were taken from the subgroup N1 at the timepoints [image: image] and [image: image], and they also illustrate the epileptiform afterpotentials (indicated by full circles). (C) Box-whisker plots of the LTP magnitude (mean relative fEPSP slope during the last 5 min of the experiment). P values for unpaired comparisons (with vs. without D-AP5 or control vs. NMDAR) were calculated using the Mann-Whitney U-test. The multiple test for NMDAR subgroups was performed using ANOVA followed by Student-Newman-Keuls posthoc test. The diamonds (◊) indicate significance of LTP (Wilcoxon signed rank test). The circles colored like the box-whisker plots indicate outliers.



Next, we repeated these experiments using animals following stereotactic injection of CSF from anti-NMDAR encephalitis patients (N1–N3, Table 1). Here, we found again that the LTP magnitude differed substantially between the three NMDAR-CSF subgroups (N1: 127 ± 14%, n = 13; N2: 119 ± 12%, n = 13; N3: 168 ± 15%, n = 14; Figures 2B,C), but now reaching statistical significance (both N3 vs. N1 and N3 vs. N2, P < 0.05; ANOVA with Student-Newman-Keuls posthoc test; Figure 2C). This is an intriguing finding since animals treated with the highest NMDAR-antibody titer CSF (N3, Table 1) showed an LTP magnitude that was indistinguishable from controls. Nonetheless, overall A/C fiber LTP in NMDAR-CSF-treated animals (139 ± 9%, n = 40) was significantly reduced as compared to the averaged control LTP (P = 0.015; Mann-Whitney U-test; Figure 2C) indicating that intrahippocampal injection of CSF containing NMDAR-antibodies blocked NMDAR-dependent LTP at A/C fiber synapses. We were concerned about the observed variability of LTP measures among the different CSF subgroups. Since we matched the postoperative day in both control and anti-NMDAR groups, the postoperative delay was almost identical in both groups. In order to test for cohort effects that could have affected a particular subgroup, we correlated the post-operative day with the LTP magnitude in all experimental subgroups but found no correlation at all (control subgroups: r = −0.04, NMDAR-CSF subgroups: r = −0.06, Supplementary Figure S1).

Then, we tested the NMDAR inhibitor D-AP5 on LTP recorded in NMDAR-CSF-treated animals. As expected, the residual potentiation in slices from the N2 subgroup without NMDAR inhibition was not significantly different from the percentage change of the fEPSP slope in this subgroup with D-AP5 application (N2 + D-AP5: 103 ± 11%, n = 7; Figure 2C) indicating an almost complete LTP inhibition by CSF containing NMDAR-antibodies. On the other hand, the significant potentiation observed in the N3 subgroup was significantly reduced by NMDAR inhibition and hence no longer statistically significant when compared to baseline (N3 + D-AP5: 116 ± 7%, n = 17; P = 0.007 vs. N3, Mann-Whitney U-test; P = 0.051 vs. baseline, Wilcoxon signed rank test; Figure 2C). These data suggest that the NMDAR-antibody from this patient did not block NMDAR-dependent LTP at the A/C fiber-CA3 synapse.



Epileptiform Afterpotentials Are More Common in Anti-NMDAR Tissue

The data so far point to a deficit in NMDAR-dependent LTP at A/C fibers in the hippocampal subfield CA3 in animals injected with CSF containing NMDAR antibodies. As shown by the sample traces in Figure 2B, the fEPSPs in CA3 occasionally showed epileptiform afterpotentials following the fEPSP (indicated by points below the trace), especially after the mdBS protocol. We calculated this systematically by counting the mean number of afterpotentials for the last 5 min before mdBS (referred to as “b” in Figure 3A) as well as for the first 5 min after mdBS (referred to as “a” in Figure 3A). Hence, epileptiform afterpotentials were never seen in slices from naive, non-operated animals before mdBS, and only rarely present after mdBS (3/15 slices, Figure 3A). In slices from control-CSF-injected animals, epileptiform afterpotentials were also extremely rare before mdBS (ACSF: 1/8 slices; C1–C3: 4/78 slices). However, in all control-CSF subgroups, we observed a significant increase of epileptiform afterpotentials following mdBS (in 43/86 slices, P < 0.001, χ2 test; Figure 3A). With respect to the NMDAR-CSF-injected subgroups, we observed a higher variance in the presence of epileptiform afterpotentials. In particular, 11 of 17 slices from the N1 subgroup showed afterpotentials before mdBS (5.9 ± 1.7, n = 17). Following mdBS, however, afterpotentials were seen in all but two slices, and the number of afterpotentials increased significantly (9.8 ± 1.7, n = 17; P = 0.01 vs. pre-mdBS, Wilcoxon signed rank test). In contrast, slices from the NMDAR-CSF-injected subgroup N2 never showed epileptiform afterpotentials (Figure 3A). In addition, slices from the high-titer N3 subgroup rarely showed afterpotentials before mdBS (1/19 slices), which were rather common after mdBS (7/19 slices; P = 0.042, Fisher’s exact test), although the increased number of afterpotentials did not reach statistical significance (P = 0.078, Wilcoxon signed rank test).
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FIGURE 3. Epileptiform afterpotentials are associated with A/C fiber LTP. (A) Box-whisker plots of the number of afterpotentials following the primary negative deflection referred to as the fEPSP for all subgroups (see Table 1 for CSF data). The lowercase letters indicate that the number of afterpotentials was counted before (“b”) or after (“a”) application of the mdBS paradigm. P values for paired comparisons (before vs. after mdBS) were obtained by using the Wilcoxon rank sum test, P values for unpaired comparisons (with vs. without D-AP5) were obtained by using the Mann-Whitney U-test. Circles colored like the box-whisker plots indicate outliers. (B) Correlation between the number of afterpotentials and the LTP magnitude (fEPSP slope as percentage of baseline value) for all subgroups. There was a positive correlation for control-CSF-treated subgroups, but not for NMDAR-CSF-treated tissue (Pearson correlation coefficient, t-test).



Next, we tested whether epileptiform afterpotentials were sensitive to the NMDAR inhibitor D-AP5. As it can be appreciated from Figure 3A, adding D-AP5 to the bath solution seemed to block epileptiform afterpotentials. In order to assess this in more detail, we counted the slices with presence or absence of epileptiform afterpotentials and performed contingency table analyses (Table 2). Under control-CSF conditions, the proportion of slices showing epileptiform afterpotentials was not significantly reduced by D-AP5. Moreover, when all control slices were pooled together, D-AP5 rather tended to enhance the proportion of slices showing epileptiform afterpotentials (without D-AP5: 5/101 slices, with D-AP5: 7/32 slices, P = 0.011, χ2 test). On the contrary, D-AP5 almost prevented epileptiform afterpotentials in NMDAR-CSF-treated tissue (before mdBS: 0/25, P = 0.006, Fisher’s exact test; after mdBS: 3/25, P = 0.002, Fisher’s exact test; Table 2). Hence, D-AP5 specifically inhibited the appearance of epileptiform afterpotentials in NMDAR-CSF-treated tissue, but not in control tissue.


TABLE 2. Contingency tables of epileptiform afterpotentials.
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In summary, under baseline conditions, epileptiform afterpotentials were present in 5 of 86 slices from ACSF and control-CSF-treated animals, but in 12 of 46 slices from NMDAR-CSF-treated animals (P = 0.002, χ2 test). The LTP-inducing mdBS paradigm facilitated the occurrence of afterpotentials following the first fEPSP peak in both control and anti-NMDAR subgroups. However, the NMDAR blocker significantly reduced the proportion of slices with epileptiform afterpotentials only in tissue from NMDAR-CSF-treated animals, but not in control tissue. These findings indicate that the stereotactic injection of anti-NMDAR CSF exerts a facilitative effect on the presence of epileptiform afterpotentials and suggest that this facilitation is mediated by targeting NMDA receptors.

Since we found substantial subgroup differences in the LTP magnitude as well as in the number of epileptiform afterpotentials after mdBS application, we aimed to correlate these measures. Therefore, we calculated the fold change of the number of fEPSP peaks after mdBS to the number at baseline conditions and found a high correlation between this change and LTP in control subgroups (r = 0.753, P = 0.031, t-test; Figure 3B). Thus, in control-CSF-treated tissue, LTP facilitation was accompanied by some hyperexcitability as assessed by the number of afterpotentials. In contrast to controls, NMDAR-CSF-treated tissue did not show any correlation between LTP achieved and the number of afterpotentials (r = 0.178, P = 0.775, t-test; Figure 3B). This finding points to some variation of the NMDAR-autoantibody epitope among different patients and, in addition, suggests that different NMDAR-dependent processes, such as LTP and epileptiform afterpotentials, may involve differently composed NMDAR complexes.



Mossy Fiber LTP in CA3 Is Intact in Anti-NMDAR Tissue

Since MF fiber LTP is NMDAR-independent (Harris and Cotman, 1986; Williams and Johnston, 1988), we took the opportunity to study this form of LTP in animals following NMDAR-CSF-treatment (CSF N1 and N4). In order to avoid contamination of A/C fiber evoked potentiation, we added D-AP5 in all experiments. First, we tested typical short-term plasticity paradigms for MF synapses. Upon 1 Hz stimulation, significant facilitation was observed in both control and NMDAR-CSF-treated animals (264 ± 34%, n = 14 and 308 ± 38%, n = 19, respectively; Figure 4A1,A2). The two-way ANOVA detected significant stimulation effect (P < 0.001), but there was no significant animal group effect (P = 0.156; Figure 4A2). Sensitivity to the group II metabotropic glutamate receptor agonist DCG-IV is a key finding of MF-evoked fEPSPs (Yoshino et al., 1996; Yeckel et al., 1999; Dietrich et al., 2003). However, the residual fEPSP following DCG-IV treatment was also similar in both groups (control: 38 ± 6%, n = 5; anti-NMDAR: 27 ± 6%, n = 9; P = 0.230, Mann-Whitney U-test; Figure 4B) confirming the MF input in both animal groups. The paired-pulse ratio with interstimulus interval of 40 ms was not significantly different either (control: 178 ± 17%, n = 14; anti-NMDAR: 195 ± 20%, n = 19; P = 0.597, Mann-Whitney U-test; Figure 4C). Thus, there were no significant differences between control-CSF and NMDAR-CSF-treated animals in these forms of short-term plasticity. Then, we performed LTP experiments using tetanic stimulation (four trains of 100 stimuli). As shown in Figure 4D, robust potentiation was induced at MF synapses in both control slices (C1: 199 ± 26%, n = 9) and slices from NMDAR-CSF-treated animals (195 ± 22%, n = 10; P = 0.653 vs. control, Mann-Whitney U-test; Figure 4D). Importantly, the LTP magnitudes were almost identical suggesting that CSF containing NMDAR-antibodies did not affect this form of LTP. At the end of the experiment, sensitivity to DCG-IV confirmed that LTP under these conditions was predominantly mediated by MF stimulation (Figure 4D).
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FIGURE 4. MF LTP is intact in anti-NMDAR tissue. (A) Frequency facilitation (1 Hz) shows no significant difference between NMDAR-CSF-treated and control-CSF-treated tissue. (A1) Examples of original recordings. (A2) Summary plot. The asterisk (*) in panel (A1) indicates the presynaptic fiber volley which remained constant during the 1 Hz stimulation paradigm. (B) Residual fEPSP amplitude following DCG-IV (expressed as the percentage of the baseline response). Note that the sensitivity towards the group II metabotropic glutamate receptor agonist DCG-IV was not different between control and anti-NMDAR tissue (P value calculated by using Mann-Whitney U-test). (C) The paired-pulse ratio did not significantly differ between both experimental groups (P value calculated by using Mann-Whitney U-test). (D) LTP at the MF synapse showed almost equal magnitudes at the end of the experiment for both NMDAR-CSF- and control-CSF-treated tissue. Note that DCG-IV significantly reduced the potentiated fEPSPs in both groups. Insets show typical recordings before and after tetanic stimulation as well as after DCG-IV.






DISCUSSION


NMDAR Specificity of CSF From Anti-NMDAR Encephalitis

The present study was conducted to address the specificity of CSF from patients with anti-NMDAR encephalitis. To this end, we chose a hippocampal subfield where both NMDAR-dependent and NMDAR-independent forms of LTP are expressed in adjacently located synapses. In the CA3 region, the former is found at the A/C fiber synapse, the latter is expressed at the MF synapse. Our data demonstrate that, on average, A/C fiber LTP was significantly suppressed in slices from NMDAR-CSF-treated animals whereas MF LTP remained intact in these animals. Since A/C fiber LTP could be abolished by the NMDAR blocker D-AP5, but MF LTP was induced in the presence of NMDAR inhibition, our findings demonstrate that CSF from anti-NMDAR encephalitis patients selectively blocks NMDAR-dependent LTP but leaves NMDAR-independent LTP unaltered.

The finding that NMDAR-dependent LTP at the A/C fiber synapse is reduced by NMDAR-CSF is consistent with a series of recent reports that have also demonstrated LTP impairment by both commercial and patient-derived NMDAR-antibodies (Zhang et al., 2012; Dupuis et al., 2014; Würdemann et al., 2016). More precisely, LTP impairment was shown at the perforant path-dentate gyrus synapse as well as at the Schaffer collateral-CA1 synapse, both of which express NMDAR-dependent LTP (Collingridge et al., 1983; Harris et al., 1984; Morris et al., 1986). Since the A/C fiber-CA3 synapse has not been studied so far with respect to its sensitivity towards anti-NMDAR, the present findings augment our current knowledge about these antibodies. In the view of the previous literature, our data suggest that the impaired NMDAR function at A/C fiber-CA3 synapses may be additive to the deficit in NMDAR function, very likely brought about by receptor internalization (Hughes et al., 2010) at the synapses studied so far and, hence, be co-involved in the cognitive phenotype of anti-NMDAR encephalitis patients.

While overall LTP at A/C fibers was depressed in tissue from anti-NMDAR-treated animals, the present study also revealed significant variation among the three NMDAR-CSF subgroups tested. Stereotactic application of CSF sample N3 failed to intervene with A/C fiber LTP, but interleaved experiments with D-AP5 also proved the NMDAR dependance of LTP in anti-NMDAR tissue from this subgroup. Although high CSF titers could generally be due to lack of antibody binding to the receptor, these data suggest that the presence of NMDAR-antibodies does not necessarily mean that all NMDARs are targets for these autoantibodies. On the molecular level, the epitope of NMDAR-antibodies has been clearly attributed to the N368/G369 residues of the GluN1 subunit (Kreye et al., 2016; Dalmau et al., 2017), and the GluN1 subunit was convincingly demonstrated to be pathogenically relevant in a passive transfer model from man to mouse (Malviya et al., 2017). Hence, it is intriguing to speculate whether different epitope accessibility within the tissue might explain some variation. Certainly, there are methodological issues that may cause some variability. First, the site of injection, although verified by interleaved ink applications, carries some intrinsic variation and, hence, misplaced injections cannot fully be ruled out. Second, diffusion and probably consumption of the NMDAR-antibodies take place during the postoperative period and will lead to some variation as well. However, our previous study demonstrated that behavioral effects were visible as late as 14 days after surgery (Würdemann et al., 2016) indicating that diffusion within the brain parenchyma is a rather slow process. Third, interspecies problems when injecting human CSF into rodent hippocampus may also be an issue.

But besides methodological aspects, an important issue may also be that patient-derived CSF samples may contain not yet known pathogenic components in addition to NMDAR-antibodies such as autoantibodies against other targets. In addition, treatment with EphrinB2, the ligand of the EphB2 receptor, reversed the effects of patient-derived NMDAR-antibodies (Planagumà et al., 2016). These intriguing results may indicate that endogenous factors may also play a major role in fine-tuning NMDAR-antibody effects and intrinsic interaction partners of NMDAR surface expression might thus become promising strategies beyond immunotherapy. With respect to our study, it is conceivable that endogenous factors in the CSF from patients affect the NMDAR-antibody binding to its targets in the rat brain parenchyma. Both additional pathogenic agents and endogenous factors cannot be ruled out and may significantly add to variation.

What is known about NMDAR subunit expression in CA3? Recently, the CA3 pyramidal neuron was found to express significantly more GluN2B at the A/C fiber synapse as compared to the MF synapse (Carta et al., 2018). Thus, a single neuron can specifically direct NMDAR complexes and possibly also differently composed NMDAR complexes to certain synapses. It is possible that this could be a key molecular mechanism of central neurons enabling specific postsynaptic responses to transmitter release from certain presynaptic terminals, referred to as synapse input specificity. It is important to note that fibers from the entorhinal cortex also terminate directly in the CA3 area which may additionally be recruited by the LTP-inducing stimulation. It has been shown that direct perforant path-CA3 synapses and A/C fiber-CA3 synapses exhibit associative LTP (Martinez et al., 2002), i.e., weak activity at one pathway can be compensated for by activity of the other in order to produce a common form of postsynaptic LTP. In addition, perforant path-CA3 LTP is NMDAR-dependent (McMahon and Barrionuevo, 2002), and we cannot exclude that NMDARs at perforant path-CA3 synapses had been reached by NMDAR-antibodies in our model and contributed to A/C fiber LTP.



Epileptogenicity of CSF From Anti-NMDAR Encephalitis

Clinically, seizures are very common in anti-NMDAR encephalitis, but it is difficult to explain the epileptic condition by the commonly proposed mechanism of NMDAR hypofunction due to receptor cross-linking and internalization (Lynch et al., 2018). It has been shown that NMDAR-antibodies may directly impact the NMDAR gating behavior leading to more frequent channel openings and prolonged open times of the receptor (Gleichman et al., 2012). This could at least be relevant in slices from the N1 subgroup presenting with excessive epileptiform afterpotentials.

One attractive, but unresolved explanation for epileptic activity by NMDAR hypofunction is the action of NMDAR-antibodies at NMDARs on GABAergic interneurons, very likely within the hippocampus. In previous reports, either the epileptic phenotype has not been addressed (Dupuis et al., 2014) or CSF from anti-NMDAR-encephalitis patients could not evoke or even facilitate epileptiform activity (Planagumà et al., 2015; Würdemann et al., 2016). The reasons for this are not well understood, but one potential issue might be strain-dependent sensitivity to epilepsy-inducing strategies (Löscher et al., 1998; Ferraro et al., 2002). In the present study, however, we found that epileptiform afterpotentials following the A/C fiber-stimulation evoked fEPSP were significantly more frequent in slices from NMDAR-CSF-treated animals as compared to control-CSF-treated tissue. Importantly, epileptiform potentials were not observed in naive, non-operated animals indicating a specific effect after stereotactic CSF injection. Epileptiform afterpotentials were not detected in our previous study on the perforant path-dentate gyrus synapse (Würdemann et al., 2016), but at the Schaffer collateral-CA1 synapse, one previous study even showed fEPSP sample traces with additional components that could represent epileptiform afterpotentials although not quantitatively analyzed in this study (Zhang et al., 2012). Hence, our data are consistent with the idea that NMDAR-antibodies might not only address pyramidal cell-expressing NMDARs, but also NMDARs on GABAergic interneurons, most probably located within the hippocampal subfield CA3.

The CA3 interneuronal network has attracted less attention in the past, but in recent years, this network has come into the focus of several CA3 plasticity studies. On the one hand, the CA3 network is highly divergent and one CA3 pyramidal cell may even drive several CA3 interneuron classes. For instance, CA3 pyramidal cells were found to innervate parvalbumin-positive basket cells more extensively than axo-axonic cells, but the NMDAR-mediated EPSC component had been similar in both types of interneurons (Papp et al., 2013). On the other hand, the CA3 network is also highly convergent. Stratum radiatum/stratum lacunosum-moleculare interneurons receive input from both CA3 pyramidal cells via recurrent A/C fibers and dentate gyrus granule cells via MFs. Importantly, A/C fiber LTP, but not MF LTP on these interneurons was CaMKII-dependent, and, in turn, protein kinase A was involved in MF LTP, but not A/C fiber LTP (Galván et al., 2015). With respect to the preferred interaction between CaMKII and GluN2B, it is an intriguing question whether different NMDAR subunit compositions might also be involved in the input specificity of these interneurons.

NMDAR hypofunction of GABAergic interneurons should result in a disinhibited state of the CA3 network and thus displays an attractive mechanism for epileptogenesis in anti-NMDAR encephalitis. CA3 has recently been found to be the seizure onset zone in most animals following pilocarpine-induced status epilepticus (Behr et al., 2017; Samiee et al., 2018) suggesting that CA3 is a particular epilepsy-prone area. Based on these data and our observation that the LTP-inducing stimulation even facilitated the occurrence of epileptiform afterpotentials, we suggest that NMDAR-CSF perturbs the balance between NMDAR-mediated transmission at A/C fiber-CA3 synapses and NMDAR-mediated drive from CA3 pyramids, dentate granule cells and possibly entorhinal cortices onto CA3 interneurons.

The LTP induction protocol significantly increased the prevalence of epileptiform afterpotentials in slices from both control-CSF- and NMDAR-CSF-treated animals, but also, albeit very rarely, in slices from naive rats. In most cases, however, only one additional component was obtained, and it is very likely that this reflected the fEPSP decay phase after a population spike rather than any epileptiform afterpotential. Nonetheless, even though we formally counted these components as epileptiform afterpotentials, it is of note that the NMDAR blocker D-AP5 lowered the prevalence of such components only in NMDAR-CSF-treated, but not in control-CSF-treated tissue. Intriguingly, this was also the case for the NMDAR-CSF subgroup N3 which did not block A/C fiber LTP at all. In summary, D-AP5 blocked both epileptiform afterpotentials and LTP. An unexpected finding, however, was that D-AP5 rather tended to raise the proportion of slices showing epileptiform afterpotentials. This might indicate that the most parsimonious explanation—simply diminishing the excitability by acting on remaining NMDARs following D-AP5 application—may not fully explain this unexpected finding. Therefore, the NMDAR specificity of the enhanced incidence of epileptiform potential components associated with LTP-inducing stimuli and may suggest that epitope accessibility of pyramidal cell-expressed and interneuron-expressed NMDAR complexes might be an issue in future.

In summary, our data presented here showed that CSF containing NMDAR-antibodies impaired LTP at the A/C fiber-CA3 synapse, but left MF LTP unaltered. This demonstrates NMDAR specificity of patient-derived CSF, but beyond this, differential suppression of A/C fiber LTP and the newly-discovered facilitation of epileptiform activity suggest that autoantibodies may differentiate certain NMDAR subunit compositions and thereby excitatory and inhibitory neurons in CA3.
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FIGURE S1 | Correlation between the postoperative day and the long-term potentiation (LTP) magnitude for all subgroups. There is no significant correlation between postoperative day and LTP magnitude (field excitatory postsynaptic potentials (fEPSP) slope as percentage of baseline value), neither among control-CSF subgroups, nor among NMDA receptors (NMDAR)-CSF subgroups.
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NGL-1/LRRC4C-Mutant Mice Display Hyperactivity and Anxiolytic-Like Behavior Associated With Widespread Suppression of Neuronal Activity
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Netrin-G ligand-1 (NGL-1), encoded by Lrrc4c, is a post-synaptic adhesion molecule implicated in various brain disorders, including bipolar disorder, autism spectrum disorder, and developmental delay. Although previous studies have explored the roles of NGL-1 in the regulation of synapse development and function, the importance of NGL-1 for specific behaviors and the nature of related neural circuits in mice remain unclear. Here, we report that mice lacking NGL-1 (Lrrc4c–/–) show strong hyperactivity and anxiolytic-like behavior. They also display impaired spatial and working memory, but normal object-recognition memory and social interaction. c-Fos staining under baseline and anxiety-inducing conditions revealed suppressed baseline neuronal activity as well as limited neuronal activation in widespread brain regions, including the anterior cingulate cortex (ACC), motor cortex, endopiriform nucleus, bed nuclei of the stria terminalis, and dentate gyrus. Neurons in the ACC, motor cortex, and dentate gyrus exhibit distinct alterations in excitatory synaptic transmission and intrinsic neuronal excitability. These results suggest that NGL-1 is important for normal locomotor activity, anxiety-like behavior, and learning and memory, as well as synapse properties and excitability of neurons in widespread brain regions under baseline and anxiety-inducing conditions.

Keywords: NGL-1, LRRC4C, synaptic adhesion molecule, hyperactivity, anxiety, learning and memory, synaptic transmission, intrinsic neuronal excitability


INTRODUCTION

Synaptic adhesion molecules play important roles in the regulation of synapse development, neural circuits, and behaviors (Shen and Scheiffele, 2010; Siddiqui and Craig, 2011; Um and Ko, 2013; de Wit and Ghosh, 2016; Südhof, 2017, 2018; Yuzaki, 2018; Kurshan and Shen, 2019). In line with these roles, synaptic adhesion molecules have been implicated in various brain dysfunctions, including autism spectrum disorders (ASDs), intellectual disability, schizophrenia, epilepsy, and addiction (Sudhof, 2008; Park and Biederer, 2013; Williams and Umemori, 2014; Ko et al., 2015; Kasem et al., 2018; Montani et al., 2019).

Netrin-G ligands (NGLs) belong to a family of synaptic adhesion molecules with three known members: NGL-1/LRRC4C, NGL-2/LRRC4, and NGL-3/LRRC4B (Lin et al., 2003; Kim et al., 2006; Woo et al., 2009b). NGL-1, NGL-2, and NGL-3 interact intracellularly with PSD-95, an abundant post-synaptic scaffolding protein (Sheng and Sala, 2001; Sheng and Hoogenraad, 2007; Sheng and Kim, 2011), and extracellularly with the presynaptic adhesion molecules, netrin-G1, netrin-G2, and LAR family receptor tyrosine phosphatases, respectively (Nakashiba et al., 2000, 2002; Yin et al., 2002; Lin et al., 2003; Kim et al., 2006; Woo et al., 2009a; Kwon et al., 2010; Seiradake et al., 2011). It has been suggested that the synaptic adhesions mediated by netrin-G1-NGL-1 and netrin-G2-NGL-2 complexes contribute to the development of distinct populations of neuronal synapses and neural circuits, based on the largely non-overlapping distribution of these two sets of proteins in distinct brain regions, synapses, and circuits (Nakashiba et al., 2002; Yin et al., 2002; Niimi et al., 2007; Nishimura-Akiyoshi et al., 2007; Woo et al., 2009b; Matsukawa et al., 2014; Choi et al., 2019). It is therefore expected that these two adhesion complexes may differentially influence distinct neural circuits and behaviors.

In vivo functions of NGLs in the regulation of neuronal synapses and behaviors have also been investigated, primarily using transgenic mice lacking NGL isoforms. NGL-1-mutant mice display suppressed excitatory synapse development and short-term plasticity in the hippocampus (Matsukawa et al., 2014; Choi et al., 2019). NGL-2-mutant mice show input-specific decreases in the development and function of hippocampal synapses (Denardo et al., 2012; Matsukawa et al., 2014; Um et al., 2018) and autistic-like social deficits and repetitive behaviors that are responsive to N-methyl-D-aspartate (NMDA) receptor activation (Um et al., 2018). NGL-3-mutant mice show impairments in brain development and hippocampal long-term depression involving altered Akt/GSK3β signaling, and altered locomotive and cognitive behaviors (Lee et al., 2019). However, whether NGL-1 deletion in mice impacts specific behaviors and related neural circuits remains unclear.

This is particularly important because NGL-1/LRRC4C has been implicated in various brain disorders, including bipolar disorder, ASD, and developmental delay. Specifically, it has been shown that LRRC4C (encoding NGL-1) is weakly associated with three types of temperaments—hyperthymic, dysthymic and cyclothymic—that enhance the risk of bipolar disorder (Greenwood et al., 2012). Moreover, an intergenic locus contiguous with LRRC4C is associated with the risk for ASD (Walker and Scherer, 2013), and an exonic deletion of LRRC4C is thought to act as a genetic modifier that promotes neurodevelopmental disorders, including a sensory processing disorder, apraxia, and autism (Maussion et al., 2017). In addition to NGL-1, the proteins that directly bind to NGL-1 have also been implicated in neuropsychiatric disorders. For instance, netrin-G1 is associated with Rett syndrome, ASD, schizophrenia and bipolar disorder (Borg et al., 2005; Archer et al., 2006; Nectoux et al., 2007; Eastwood and Harrison, 2008; Ohtsuki et al., 2008; O’Roak et al., 2012). Moreover, CDKL5, which phosphorylates NGL-1 to promote interactions between NGL-1 and PSD-95 and positively regulates excitatory synaptic structure and function (Ricciardi et al., 2012), is associated with Rett syndrome, epilepsy, intellectual disability, and ASD (Posar et al., 2015; Zhou et al., 2017; Zhu and Xiong, 2019).

To better understand in vivo functions of NGL-1 in the regulation of specific behaviors and neural circuits, we first characterized the behaviors of NGL-1-mutant mice. We found that these mice show strong hyperactivity, anxiolytic-like behavior, and learning and memory impairments. Immunostaining for c-fos, a marker of active neurons, in NGL-1-mutant mice under baseline and anxiety-inducing conditions revealed suppressed baseline and stress-induced neuronal activation in widespread brain regions. Some of these regions [anterior cingulate cortex (ACC), motor cortex, and hippocampal dentate gyrus] display distinctly altered synaptic transmission and intrinsic excitability. These results implicate NGL-1 in the regulation of specific behaviors, neural circuits, and synaptic and neuronal properties.



MATERIALS AND METHODS


Animals

The Lrrc4c–/– mice used in this study have been previously described (Choi et al., 2019). Briefly, Lrrc4c–/– mice (LRRC4CTM 1Lex), obtained from The Mutant Mouse Resource and Research Center (MMRRC), were generated by introducing an NGL-1 targeting vector into 129/SvEvBrd-derived embryonic stem (ES) cells by homologous recombination, thereby replacing the third exon of the Lrrc4c gene encoding NGL-1 with a β-geo (LacZ/neo) cassette. These mice were mated with C57BL/6J albino mice, and the resulting F1 heterozygous mice were crossed with C57BL/6J mice for more than five generations to obtain Lrrc4c–/– mice in a C57BL/6J background. Mice were weaned at postnatal day 21, and mixed-genotype littermates of the same sex were housed together until experiments. All animals were fed ad libitum and housed under a 12-h light/dark cycle (light phase from 1:00 to 13:00). Mouse maintenance and procedures were performed in accord with the Requirements of Animal Research at KAIST, and all procedures were approved by the Committee of Animal Research at KAIST (KA2012-19), which oversees the ethics approval and consent required to perform rodent research at KAIST. For genotyping, the following primers were used. WT-for: GAACAAGATGACCTTACATCC, WT-rev: CAATAGGGTTGTTCCTCAACCAG, mut-for: CCCTAGGAATGCTCGTCAAGA, and mut-rev: CAGACTGTTTGAACTCCAGAAG (WT band size: 476 base pairs, mut band size: 289 base pairs).



Behavioral Tests

All behavioral assays were performed using age-matched (2–5 months old) mice during light-off periods (active phase). Only male mice were used to eliminate effects of the estrous cycle of female mice. Before behavioral tests, mice were handled for at least 3 days (10 min/d), and at least 1-day-long rest periods were given between tests. Behavioral data were analyzed using Ethovision XT 10.1 software (Noldus), or manually, in a double-blind manner.



Long-Term Mouse Movement Analysis

The Laboratory Animal Behavior Observation Registration and Analysis System (Laboras, Metris) was used to continuously monitor mouse movements in Laboras cages for 72 h. Grouped mice were transferred from their home cages and individually caged in newly bedded Laboras cages positioned on top of a vibration-sensitive platform. Only data from the last 48 h of recording was used in data analysis; the first day, which likely functions as a habituation period in a Laboras cage, was not included. The parameters analyzed were distance moved, climbing, and self-grooming. Data acquisition and analysis were performed using LABORAS 2.6 software (Metris).



Open-Field Test

Mice were placed in a white acryl open field box (40 cm × 40 cm × 40 cm), and their movements were recorded for 60 min. Illumination was set at either 0 or 50 lux. Movements in the center arena (20 cm × 20 cm) and total distance moved and immobile time were measured using EthoVision XT 10.1 software (Noldus).



Elevated Plus-Maze Test

The elevated plus-maze (EPM) consists of two open and two closed (30-cm walled) arms (5 cm × 30 cm each). Mice were placed in the center region of the maze facing the open arm. The open arm was illuminated at ∼200 lux, and the maze was situated 50 cm above the floor. Mouse movement was recorded for 10 min. Time spent in each set of arms and entering frequency into each arm were measured using Ethovision XT 10.1 software (Noldus).



Light–Dark Test

The light–dark apparatus consists of open-roof, white (light) chamber connected to a closed, black (dark) chamber with an entrance that allows mice to freely move between the two chambers. The light chamber was illuminated at ∼250 lux. Mice were placed in the light chamber facing away from the entrance to the dark chamber, and their movements were recorded for 10 min. Entry into the light chamber was counted only when the mouse’s entire body crossed the entrance. The time spent in each chamber and number of entries into the light box were measured manually in a blinded manner.



Marble-Burying Test

Marble-burying tests were performed as previously described (Deacon, 2006). Briefly, fresh bedding was added to a new cage to a depth of 5 cm, and 18 metal marbles (2-cm diameter) were placed with equal spacing (3 × 6 grid) on top of the bedding. Mice were placed individually in the described setting for 30 min at ∼50 lux. The number of buried marbles was manually counted afterward. A buried marble was defined as one that was covered by bedding over more than 70% of its initially exposed surface area.



Forced Swim Test

For the forced swim test, a 2000 mL glass beaker was filled to 70% capacity with water (24–26°C) in a room illuminated at ∼85 lux. Subject mice were placed gently into the water, and their movements were recorded for 5 min. Immobility was defined as floating without any limb movements.



Tail Suspension Test

For the tail suspension test, the tail of a subject mouse was inserted through a 1-mL pipette with its tip cut off at each end and then attached to a 20-cm stainless steel wire. The tail was then taped to the wire and the mouse was suspended by the apparatus at least 30 cm above the floor. Immobility was defined as hanging without any body movements. Immobility measurements started the moment the subject was suspended and ended after 5 min.



Three-Chamber Test

The three-chamber test was performed essentially as described previously (Crawley, 2004; Nadler et al., 2004; Silverman et al., 2010). Mice were isolated for 3 days prior to the experiment. The experiment was performed in three sessions: habituation, S1 (social stranger 1) versus E (empty), and S1 (old social stranger) versus S2 (new social stranger). During the habituation session, mice were allowed to explore the center region for 5 min. Thereafter, S1 (129/SvJae strain), which underwent habituation to the chamber for 30 min per day before the test, was placed in a small container located in the corner of one side chamber; another small container in the opposite side chamber was left empty. Subject interactions were recorded for 10 min. Following the S1 versus E session, S2 (129/SvJae) was placed in the empty chamber, and subject interactions were recorded for 10 min. Sniffing and chamber time were analyzed using Ethovision XT 10.1 software (Noldus).



Self-Grooming

Mice were individually placed into a new home cage without bedding for 20 min under dim-light (∼15 lux) conditions. The cage was covered with a transparent acrylic plate. The time spent grooming during the last 10 min was measured manually.



Rotarod Test

Subjects were placed on a rotarod apparatus (Ugo Basile), and rotation speed was increased from a starting speed of 4 to 40 rpm over 5 min. The assay was performed on 5 consecutive days, and the latency to falling from the rod was measured.



Pre-pulse Inhibition

Acoustic startle responses were measured using the Med Associates Startle Reflex System (St. Albans). The device consists of a metal cage positioned atop a series of piezoelectric platforms and a sound system for inducing acoustic startle, both of which are located inside a sound-attenuating chamber. Each platform was calibrated using a spinner-type calibrator (Med Associates Startle Calibrator). Mice were placed within the metal cage and habituated to the system for 5 min in the presence of white background noise. Then, 48 trials were performed in series, with each trial presenting a null, startle, prepulse + startle, or prepulse-only stimulus. Trial-by-trial intervals and the order of trials according to stimulus were set beforehand in a pseudorandom manner. Prepulse stimuli were set at sound intensities of 74, 82, or 90 dB; the startle stimulus was set at 120 dB.



Delayed Non-matching T-Maze

This test consists of three phases: food deprivation, habituation to the T-maze, and reward alteration. During the food-deprivation period, mice feeding was restricted to only small chow pieces (1.5 g/mouse), placed in one end of the cage daily, until mouse weights decreased to between 80 and 85% of starting weights. Thereafter, mice were introduced into the T-maze for habituation. All mice from the same home cage were placed together in the T-maze for 3 min with both arm doors opened and a reward (1:1 diluted sweetened milk) at each arm end. This was repeated twice per day, with at least 10-min intervals between exposures, for 2 days. One the third day of habituation, each individual was subjected to runs from the starting arm with one arm open and the other arm blocked by its door. Equal numbers of left and right runs were given in a random, non-alternating order. After habituation to the T-maze, the task was started. The task was divided into forced and choice runs. In the forced run, one arm was closed so that the subject was compelled to end up in the other arm. After the subject finished 50 μl of reward, it was returned to the start box. After a 20-s delay, the mouse was released from the start box and allowed to freely choose either arm. If correct, the mouse was allowed time to finish its reward and then was gently placed back in its cage. If incorrect, the mouse was constrained in the wrong arm for 15 s as a punishment. The time interval between trials was greater than 20 min. The experiment proceeded until wild-type (WT) mice achieved a success rate of 90%.



Morris Water Maze

The maze is a circular tank 100 cm in diameter, containing water maintained at 22–25°C. White ink was dissolved in the water until the liquid became opaque enough to conceal the platform present under the water. Three trials were performed per subject per day. In each trial, mice were placed in three different quadrants in a random order. If the subject failed to reach the hidden platform within the 1-min testing period, it was guided to the platform and removed from the maze after a compulsory 15-s delay on the platform. For the probe test, mice were placed at the center of the maze, and their movements were recorded for 1 min. Time spent in each quadrant and number of crossings over the previous position of platform were analyzed using Ethovision XT 10.1 software (Noldus). For the reversal test, the platform was placed in the opposite quadrant, and the procedure was repeated until WT mice reach the platform within 20 s. After reversal learning phases, another probe test for reversal learning was performed in the same manner.



Novel-Object–Recognition Test

One day prior to the novel-object–recognition test, the subject mouse was habituated to a 40 cm × 40 cm × 40 cm open-field box for 1 h. The test was divided into 2 days. On day 1, the subject was placed in the chamber with two identical objects 20 cm apart from each other in the middle of the chamber for 10 min. On day 2, one of the two objects was replaced with a novel object (side preference was avoided by randomly choosing the side of objects in each trial), and exploration of the two objects by the mouse was measured manually. Preference for the novel object was defined as the time spent sniffing the novel object divided by the total amount of time spent sniffing both objects.



Visual Discrimination Test

Mice were trained under the visual discrimination task in the head-fixed condition (Lee et al., 2012). Mice were first implanted with head-plates on the skull and recovered for at least a week before starting the task. Mice then were mildly deprived of water and trained in the head-fixed condition to lick to get the water reward. The weight of mice was measured daily not to be less than 80% with at least 1 ml of water per day. The training started with free water with the lick and moved to the conditioning of the Go visual stimuli (vertical orientation drifting gratings) with the water reward. After 3–5 days of conditioning, mice were trained under the discrimination task, in which the No-go visual stimuli (horizontal orientation) were randomly presented with the Go stimuli. If mice licked after the No-go stimulus, a mild air-puff and the time-out delay were given as a punishment. Mice were trained daily with 400–800 trials (until mice show more than three times of miss in a row) per day, and the discriminability (d′) was measured daily by quantifying the divergence of lick rates under the Go and the No-Go stimuli. After mice reach the d′ > 2.5, lower contrasts (20, 40, and 60%) of visual stimuli were given in a random order at equal ratio. For the visual stimulation, 8-inch LCD monitor (120 lux maximum luminance, gamma corrected with custom software) was located 15 cm from the left eye, and full-field vertical and horizontal drifting gratings (100% contrast, 2 Hz, 0.04 cycles per degree, up to 4 s) were presented.



c-Fos Analysis

Mice in the experimental group (EPM exposed) were placed in the open arm of the EPM apparatus at ∼200 lux for 10 min. Thereafter, they were placed individually in a newly bedded cage in a dark room for a 90-min rest period to maximize c-fos expression. Mice in the control group were individually placed in a newly bedded cage in a dark room for 10 min (without EPM exposure) and underwent a 90-min habituation period in the same cage. After anesthetization and cardiac perfusion, coronal or horizontal sections of the brains were prepared, and the five most representative sets across the rostral-caudal axis of coronal sections (four adjacent sections per set) and one horizontal section for the ventral hippocampus were selected for c-fos staining (Santa Cruz sc-52, 1:1000). All images were acquired using a slide scanner (Axio Scan.Z1). Regions of interest (ROIs) were manually selected according to the Allen Brain Atlas, and the number of c-fos-positive cells was counted using Image J software. Images of c-fos staining were thresholded, and c-fos-positive cells greater than 10 pixels in size with a circularity greater than 0.01 were counted. Cell count values were normalized to ROI areas.



Brain Slices for Electrophysiology

Acute horizontal brain slices for DG electrophysiology were obtained by anesthetizing 2–4-month-old adult male mice with isoflurane (Terrell, Piramal Critical Care) and extracting the brain into a 0°C dissection buffer consisting of, in mM: 212 sucrose, 25 NaHCO3, 5 KCl, 1.25 NaH2PO4, 10 D-glucose, 2 sodium pyruvate, 1.2 sodium ascorbate, 3.5 MgCl2, 0.5 CaCl2 and bubbled with 95% O2/5% CO2. The dorsal part of the brain was fixated with cyanoacrylate glue onto a triangular agar gel with a 12 degree angle and transferred to a vibratome (VT1200s, Leica), where horizontal brain sections were obtained (Remondes and Schuman, 2002). To obtain dorsal hippocampal sections, hemi-sectioned brains were glued along the midline surface. Brains were sliced at a thickness of 400 μm, and resulting slices were transferred to a 32°C holding chamber containing a solution of artificial cerebrospinal fluid (aCSF; in mM: 125 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 10 D-glucose, 1.3 MgCl2, 2.5 CaCl2). Slices were recovered at 32°C for 1 h, and afterward further recovered in room temperature (20–25°C) for 30 min. Once recovery was finished, slices were transferred to a recording chamber, where all electrophysiological experiments were performed at 28°C with circulating aCSF. Cells were visualized under differential interference contrast illumination in an upright microscope (B50WI, Olympus). Acute coronal brain slices for the ACA and MO regions were obtained following the protective recovery method (Ting et al., 2014). In brief, mice were anesthetized with an intraperitoneal injection of a ketamine-xylazine cocktail, followed by transcardiac perfusion of a protective buffer (NMDG aCSF) consisting of, in mM: 100 NMDG, 12 NAC, 30 NaHCO3, 20 HEPES, 25 glucose, 2 thiourea, 5 Na-ascorbate, 3 Na-pyruvate, 2.5 KCl, 1.25 NaH2PO4, 0.5 CaCl2, and 10 MgSO4. After clearing of the blood, the brain was extracted and the cerebellum dissected out. Then, the brain was fixated with cyanoacrylate glue onto the platform and transferred to the vibratome. Brains were sliced at a thickness of 400 μm, and the resulting brain slices transferred to a 32°C holding chamber containing NMDG aCSF for 13 min. After the incubation, the slices were transferred and recovered in a chamber containing a recovery buffer consisting of, in mM: 92 NaCl2. 12 NAC, 30 NaHCO3, 20 HEPES, 25 glucose, 2 thiourea, 5 Na-ascorbate, 3 Na-pyruvate, 2.5 KCl, 1.25 NaH2PO4, 2.5 CaCl2, and 1.3 MgCl2. Once recovery was finished, slices were transferred to a recording chamber, where all electrophysiological experiments were performed at 28°C with circulating aCSF.



Whole-Cell Recording

For whole-cell voltage-clamp recordings, thin-walled borosilicate capillaries (30-0065, Harvard Apparatus) were used to make pipettes with resistance 2.3∼3.5 MΩ via a two-step vertical puller (PC-10, Narishige). For mEPSC and sEPSC recordings, pipettes were filled with an internal solution composed of, in mM: 117 CsMeSO4, 10 EGTA, 8 NaCl, 10 TEACl, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 5 QX-314. For mIPSC and sIPSC recordings, the internal solution contained, in mM: 115 CsCl, 10 EGTA, 8 NaCl, 10 TEACl, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 5 QX-314. For the measurement of intrinsic neuronal properties, pipettes were filled with an internal solution containing, in mM, 137 potassium gluconate, 5 KCl, 10 HEPES, 0.2 EGTA, 10 sodium phosphocreatine, 4 Mg-ATP, 0.5 Na-GTP. All internal solutions were titrated to pH 7.35 and adjusted to an osmolarity of 285 mOsm. For mEPSC experiments, 60 μM picrotoxin and 0.5 μM tetrodotoxin (Tocris) were added. For mIPSC experiments 10 μM NBQX (Tocris), 50 μM D-AP5 (Tocris), 0.5 μM tetrodotoxin (Tocris) were added. For sEPSC experiments, 60 μM picrotoxin was added. For sIPSC experiments 10 μM NBQX (Tocris), and 50 μM D-AP5 (Tocris) were added. For neuronal property experiments, 10 μM NBQX (Tocris), 50 μM D-AP5 (Tocris), and 60 μM picrotoxin. Access resistance was maintained as to be no greater than 20 MΩ or else excluded from data acquisition. Signals were filtered at 2 kHz and digitized at 10 kHz under the control of Multiclamp 700B Amplifier (Molecular Devices) and Digidata 1550 Digitizer (Molecular Devices). Cells were approached with the internal solution-filled pipette to make a giga seal, after which cells were gently ruptured via suction and maintained thereafter at −70 mV. After voltage-clamped cells were stabilized (∼3 min post-rupture), recordings were obtained. Access resistance was monitored throughout the stabilization period and immediately before and after the data acquisition. The acquired data were analyzed using Clampfit 10 (Molecular Devices).



Experimental Design and Statistical Analysis

All quantitative analyses were performed using age-matched WT (C57BL/6J) and Lrrc4c–/– mice. For electrophysiological analyses, three to five animals were used in each experiment. For behavioral assays, at least two independent cohorts were used, and behavioral assays were implemented in order of increasing stress, although not all behavioral results were derived from the same sets of cohorts. For c-fos imaging, up to four slices per mouse per section were used, to a maximum of 16 slices per section. Statistical outliers were removed using Grubb’s test. Normality and equal variance were tested for all statistical analyses using the D’Agostino-Pearson omnibus normality test. Sample size was determined by the nature of the experimental design. Statistical tests were performed using Prism 5 (GraphPad) and SigmaPlot 12.0 (Systat Software). Two-way analysis of variance (ANOVA) was performed for tests of both genotype and any additional factor; post hoc analyses were performed only when either the interaction or both main factors were significant.



RESULTS


Lrrc4c–/– Mice Display Hyperactivity in a Familiar Environment

Lrrc4c–/– (KO) mice displayed largely normal physiological traits as compared to WT counterparts. They were born in numbers as expected by the Mendelian ratio. No obvious physical changes were present other than a slight but not statistically significant decrease in average body weights (WT = 29.2 g, KO = 28.9 g at 4 months). There were no differences in early survival or fertility of heterozygous (Lrrc4c±) mice, which were used for production of Lrrc4c–/– mice.

We first subjected Lrrc4c–/– mice to a battery of behavioral assays to determine whether NGL-1 deletion affects their behaviors. In Laboras cages, a familiar home-cage-like environment where mouse movements are monitored over several days (Quinn et al., 2003), Lrrc4c–/– mice showed strong hyperactivity during light-off periods during the last 2 days of the 3-day recordings, as measured by total distance moved (Figures 1A,B). In keeping with their horizontal hyperactivity, these mice also showed strongly increased climbing activity (Figures 1C,D). These results indicate that Lrrc4c–/– mice are hyperactive in a familiar environment.
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FIGURE 1. Lrrc4c–/– mice display hyperactivity in a familiar environment. (A,B) Increased locomotor activity of Lrrc4c–/– mice (2–5 months; male) in Laboras cages (familiar environment), as shown by distance moved during the last two consecutive days. n = 14 mice (WT), n = 18 (KO), ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test [(A) interaction, F(47,1410) = 3.206, p < 0.0001; time, F(47,1410) = 24.99, p < 0.0001; genotype, F(1,30) = 18.23, p = 0.0002; 3 h, p = 0.0072; 4 h, p = 0.0041; 5 h, p = 0.0007; 6 h, p = 0.0055; 7 h, p = 0.0016; 8 h, p = 0.0169; 26 h, p = 0.0483; 28 h, p = 0.0055; 29: p < 0.0001; 30 h, p = 0.0023; 31 h, p = 0.0003; 34 h, p = 0.0002; (B) interaction, F(1,60) = 11.36, p = 0.0013; genotype, F(1,60) = 19.99, p < 0.001; time, F(1,60) = 96.26, p < 0.001; OFF, p = 0.4393, ON, p < 0.001]. (C,D) Increased climbing of Lrrc4c–/– mice (2–5 months; male) in Laboras cages, as shown by climbing duration. n = 14 mice (WT), n = 18 (KO), ∗p < 0.05, ∗∗p < 0.01, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test [(C) interaction, F(47,1410) = 1.859, p = 0.0004; time, F(47,1410) = 27.58, p < 0.0001; genotype, F(1,30) = 6.135, p = 0.019; 3 h, p = 0.0056; 4 h, p = 0.0018; 27 h, p = 0.0163; 33 h, p = 0.0239; 34 h, p = 0.0157; (D) interaction, F(1,60) = 5.357, p = 0.0241; genotype, F(1,60) = 6.568, p = 0.0129; time, F(1,60) = 116.3, p < 0.001; OFF, p = 0.8612, ON, p = 0.0021]. (E–I) Modestly increased locomotor activity of Lrrc4c–/– mice (2–5 months; male) in the open-field test at 0 lux, as shown by distance moved. Note that the center time, a measure of anxiety-like behavior, is not altered and that immobile time is decreased in Lrrc4c–/– mice, in line with the hyperactivity in Lrrc4c–/– mice. n = 14 (WT), n = 13 (KO), ∗p < 0.05, ∗∗∗p < 0.001, ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test, Mann–Whitney test (F) and Student’s t-test (H) [(E) interaction, F(5,125) = 4.211, p = 0.0014; genotype, F(5,125) = 5.288, p = 0.0301; time, F(1,25) = 5.288, p < 0.001; 10 min, p = 0.0006; (F) U = 41; p = 0.0145; (G) F(5,200) = 2.606, p = 0.0262; genotype, F(1,40) = 0.0756, p = 0.7848; time, F(5,200) = 127.5, p < 0.001; (H) t(40) = 0.2749; p = 0.7848; (I) t(36) = 2.216; p = 0.0331]. (J–N) Normal locomotor activity of Lrrc4c–/– mice (2–5 months; male) in the open-field test at 50 lux, as shown by distance moved. Note that the center time and immobile time are not altered. n = 18 (WT), n = 24 (KO), ∗p < 0.05, ∗∗p < 0.01, ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test, Student’s t-test [(J) F(5,125) = 1.4, p = 0.2287; genotype, F(1,25) = 2.409, p = 0.1332; time, F(5,125) = 6.864, p < 0.001; (K) t(25) = 1.434; p = 0.1639; (L) F(5,200) = 0.315, p = 0.9036; genotype, F(1,40) = 1.127, p = 0.2948; time, F(5,200) = 1.348, p = 0.2457; (M) t(39) = 0.6046; p = 0.5489; (N) t(24) = 0.2570; p = 0.7994].


In the open-field test, which represents a novel environment, Lrrc4c–/– mice showed moderate hyperactivity in the dark (0 lux) but not under 50-lux conditions (Figures 1E,F,J,K), suggesting that the strong hyperactivity of Lrrc4c–/– mice is dampened in a novel environment and that light further suppresses hyperactivity in a novel environment. These mice spent a normal amount of time in the center region of the open-field area (Figures 1G,H,L,M), suggesting the absence of anxiety-like behavior in this context. Immobile times were not changed (Figures 1I,N), suggesting that the normal locomotor activity observed at 50-lux light, in particular, is less likely to involve increased fear. Taken together, these results suggest that NGL-1 deletion leads to strong hyperactivity in a familiar, but not a novel, environment.



Anxiolytic-Like Behavior and Largely Normal Depression-Like Behavior in Lrrc4c–/– Mice

We further tested Lrrc4c–/–mice for anxiety-like behaviors, first using the EPM test. In this test, Lrrc4c–/– mice spent significantly more time in open arms compared with WT mice (Figures 2A,B,E). In addition, the frequency of closed-arm entries was decreased in Lrrc4c–/– mice, although the frequency of open-arm entries was normal (Figures 2C,D), further suggestive of the anxiolytic-like behavior of Lrrc4c–/– mice.
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FIGURE 2. Anxiolytic-like behavior and largely normal depression-like behavior in Lrrc4c–/– mice. (A–E) Anxiolytic-like behavior in Lrrc4c–/– mice (2–5 months; male) in the EPM, as shown by time spent in closed/open arms, number of entries into closed/open arms and heat map (10 min). n = 11 (WT), n = 12 (KO), ∗p < 0.05, ∗∗∗p < 0.001, ns, not significant, Student’s t-test [(A) t(21) = 4.944; p < 0.0001; (B) t(21) = 5.02; p < 0.001; (C) t(8) = 3.084; p = 0.0150; (D) t(21) = 0.6721; p = 0.5088]. (F–I) Anxiolytic-like behavior in Lrrc4c–/– mice (2–5 months; male) in the light–dark test, as shown by time spent in the dark/light box, number of entries into the light box, and heat map (10 min). n = 12 (WT), n = 14 (KO), ∗∗∗p < 0.001, Student’s t-test [(F) t(24) = 4.603; p = 0.0001; (G) t(24) = 4.603; p = 0.0001; (H) t(10) = 6.195; p = 0.0001]. (J) Suppressed marble burying in Lrrc4c–/– mice (2–5 months; male) in the marble-burying test (10 min). n = 17 (WT), n = 13 (KO), ∗∗∗p < 0.001, Student’s t-test [(J) t(28) = 6.021; p < 0.001]. (K,L) Anti-depression–like behavior in Lrrc4c–/– mice (2–5 months; male) in the forced-swim test (10 min). n = 12 (WT), n = 14 (KO), ∗p < 0.05, ns, not significant, Student’s t-test [(K) t(11) = 2.407; p = 0.0348; (L) t(24) = 1.555; p = 0.1331]. (M,N) Normal depression-like behavior in Lrrc4c–/– mice (2–5 months; male) in the tail-suspension test (10 min). n = 11 (WT), n = 12 (KO), ns, not significant, Student’s t-test [(M) t(10) = 0.5647; p = 0.5848; (N) t(18) = 1.022; p = 0.3202].


Similar anxiolytic-like behavior was observed in the light–dark box test, where Lrrc4c–/– mice spent more time in the light chamber and less time in the dark chamber compared with WT mice (Figures 2F,G,I). Lrrc4c–/– mice also exhibited an increased frequency of light-chamber entries (Figure 2H). In addition, Lrrc4c–/– mice buried decreased numbers of marbles (Figure 2J), a potentially anxiogenic stimulus (Njung’e and Handley, 1991), further supporting an anxiolytic phenotype.

In the forced-swim test, which measures depression-like behaviors, Lrrc4c–/– mice showed increased levels of latency to immobility, but normal total immobile time (Figures 2K,L). Moreover, Lrrc4c–/– mice showed normal performance in the tail-suspension test (Figures 2M,N), indicating that these mice display largely normal depression-like behavior. These results collectively suggest that NGL-1 deletion leads to anxiolytic-like behaviors and largely normal depression-like behaviors in mice.



Moderately Suppressed Repetitive Self-Grooming, but Normal Social Interaction and Sensorimotor Function, in Lrrc4c–/– Mice

Because NGL-1/LRRC4C (Walker and Scherer, 2013; Maussion et al., 2017) and the NGL-1-interacting proteins netrin-G1 and CDKL5 (O’Roak et al., 2012; Posar et al., 2015; Zhou et al., 2017; Zhu and Xiong, 2019) have been associated with ASD, we also examined social and repetitive behaviors in Lrrc4c–/– mice. In the three-chamber test (Moy et al., 2004; Silverman et al., 2010), social approach of Lrrc4c–/– mice was comparable to that of WT mice, as shown by sniffing and chamber time (Figures 3A,C). Social-novelty recognition was also normal in Lrrc4c–/– mice (Figures 3B,D), although WT mice showed a partial failure of social novelty recognition.


[image: image]

FIGURE 3. Modestly suppressed repetitive self-grooming but normal social interaction and sensorimotor function in Lrrc4c–/– mice. (A–D) Normal social approach behavior in Lrrc4c–/– mice (2–5 months; male) in the three-chamber test, as shown by time spent sniffing or time spent in the chamber with social (S1) targets and empty (E) chambers. Note that WT mice exhibit only a modest level of social novelty recognition, showing strongly significant recognition of a novel stranger (S2) when assessed by the time spent in chamber, but not time spent sniffing. n = 9 (WT), n = 11 (KO), ∗∗p < 0.01, ∗∗∗p < 0.001, ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test [(A) interaction, F(1,36) = 0.128, p = 0.7226; genotype, F(1,36) = 1.087, p = 0.3042; subject, F(1,36) = 141.2, p < 0.001; (B) interaction, F(1,36) = 2.691, p = 0.1096; genotype, F(1,36) = 0.2517, p = 0.6189; subject, F(1,36) = 10.48, p = 0.0026; (C) interaction, F(1,36) = 0.07257, p = 0.7892; genotype, F(1,36) = 0.0068, p = 0.9349; subject, F(1,36) = 289.2, p < 0.001; (D) interaction, F(1,36) = 2.196, p = 0.1471; genotype, F(1,36) = 1.116, p = 0.2977; subject, F(1,36) = 36.93, p < 0.001]. (E) Normal self-grooming in Lrrc4c–/– mice (2–5 months; male) in novel bedded home cages, as shown by total self-grooming duration (10 min). n = 23 (WT), n = 20 (KO), ns, not significant, Student’s t-test [(E) t(41) = 1.559; p = 0.1266]. (F,G) Suppressed self-grooming in Lrrc4c–/– mice (2–5 months; male) in Laboras cages, as shown by time spent in self-grooming (2 days). n = 23 (WT), n = 20 (KO), ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test, Student’s t-test [(F) interaction, F(47,1410) = 2.429, p < 0.0001; time, F(47,1410) = 6.467, p < 0.0001; genotype, F(1,30) = 26.73, p < 0.0001; 2 h, p = 0.0499; 4 h, p = 0.0032; 5 h, p = 0.0143; 27 h, p = 0.0005; 29 h, p = 0.0005; 35 h, p = 0.0499; (G) interaction, F(1,60) = 19.14, p < 0.001; genotype, F(1,60) = 38.99, p < 0.001; time, F(1,60) = 43.19, p < 0.001; OFF, p = 0.1913, ON, p < 0.001]. (H) Normal motor coordination and learning in Lrrc4c–/– mice (2–5 months; male) in the rotarod test. n = 7 (WT), n = 9 (KO), ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test [(H) interaction, F(4,56) = 0.4294, p = 0.7867; genotype, F(1,14) = 0.163, p = 0.6925; time, F(4,56) = 7.028, p = 0.0001]. (I–K) Normal pre-pulse inhibition (I) and startle responses (J,K) in Lrrc4c–/– mice (2–5 months; male). n = 10 (WT), n = 7 (KO), ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test, Student’s t-test [(J) t(15) = 0.553; p = 0.5884; (K) t(15) = 0.9855; p = 0.3400].


In tests measuring repetitive behaviors, Lrrc4c–/– mice showed normal self-grooming levels in a bedded novel home cage (Figure 3E). In Laboras cages, however, Lrrc4c–/– mice showed suppressed self-grooming (Figures 3F,G). This discrepancy might be attributable to the difference between novel and familiar environments.

In addition to these two behavioral domains, we also examined sensory and motor functions of Lrrc4c–/– mice using rotarod and pre-pulse inhibition tests. We found no significant differences between genotypes in either assay (Figures 3H–K), suggesting that these mice have normal levels of motor coordination and motor learning, as well as sensorimotor gating (Geyer et al., 2001). These results collectively suggest that NGL-1 deletion suppresses repetitive self-grooming in a familiar environment, but has no effect on social or sensory motor functions.



Suppressed Working and Contextual Memory in Lrrc4c–/– Mice

We next subjected Lrrc4c–/– mice to tests of learning and memory. In the novel-object-recognition test, Lrrc4c–/– mice showed normal levels of novel-object preference (Figure 4A), indicative of normal object memory. In the T-maze test involving a delayed, non-matched choice, Lrrc4c–/– mice showed strongly decreased success rates from the start and across all test days (Figures 4B,C), suggestive of working memory impairments.
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FIGURE 4. Suppressed working and contextual memory in Lrrc4c–/– mice. (A) Normal novel-object recognition in Lrrc4c–/– mice (2–5 months; male). n = 9 (WT), n = 11 (KO), ns, not significant, Student’s t-test [t(18) = 0.6718; p = 0.5102]. (B,C) Suppressed working memory in Lrrc4c–/– mice (2–5 months; male) in the delayed non-match choice T-maze test. n = 29 (WT), n = 22 (KO), ∗∗p < 0.01, ∗∗∗p < 0.001, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test [(C) interaction, F(8,392) = 1.01, p = 0.4276; genotype, F(1,49) = 44.74, p < 0.001; time, F(8,392) = 15.88, p < 0.001; day 1, p = 0.0059, day 2, p = 0.0033, day 3, p < 0.001, day 4, p = 0.0001, day 5, p < 0.001, day 6, p = 0.0010, day 7, p = 0.0008, day 8, p < 0.001, day 9, p = 0.0032]. (D–K) Suppressed spatial learning and memory in Lrrc4c–/– mice (2–5 months; male) in the Morris water-maze test, as shown by performance in initial learning (D), initial probe (E–H), reversal learning (D), and reversal probe (I–K) phases. n = 10 (WT), n = 17 (KO), ∗p < 0.05, ∗∗p < 0.01, ns, not significant, two-way repeated-measures ANOVA with Holm-Sidak multiple comparison test, Student’s t-test [(D) interaction, F(9,225) = 1.65, p = 0.1025; genotype, F(1,25) = 6.576, p = 0.0167; time, F(9,225) = 27.25, p < 0.001; day 8, p = 0.0215; (F) interaction, F(3,75) = 4.298, p = 0.0075; genotype, F(1,25) = 1.735, p = 0.1997; time, F(3,75) = 45.99, p < 0.001; target, p = 0.0028; (G) t(20) = 2.525; p = 0.0201; (H) t(25) = 3.227; p = 0.0035; (I) interaction, F(3,75) = 5.631, p = 0.0016; genotype, F(1,25) = 0.7606, p = 0.3914; time, F(3,75) = 18.15, p < 0.001; opposite, p = 0.0040 left, p = 0.0091; (J) t(24) = 2.966; p = 0.0067; (K) t(25) = 0.6689; p = 0.5097].


In the Morris water maze test, Lrrc4c–/– mice performed poorly during learning, probe, and reversal phases (Figures 4D–K), indicative of suppressed spatial learning and memory. These results collectively suggest that Lrrc4c–/– mice have impaired working and spatial memory, but normal object-recognition memory functions. This is in line with the impaired short-term plasticity in the TA pathway, known to be associated with working memory (Yamamoto et al., 2014), in the hippocampus of Lrrc4c–/– mice.



Delays in Perceptual Learning With Normal Visual Attention in Lrrc4c–/– Mice

We next tested whether Lrrc4c–/– mice have any deficits in attention. To dissociate the perceptual learning and attention, we trained mice to perform an orientation discrimination task under the head-restrained condition (Lee et al., 2012; Pinto et al., 2013; Zhang et al., 2016a) (Figure 5A). Lrrc4c–/– mice showed delayed learning compared with WT mice, showing longer days of training to reach the similar level of discrimination performance (Figures 5B,C). Although it took longer for Lrrc4c–/– mice to learn the task, we continued to train both WT and Lrrc4c–/– mice until they became experts in performing visual discrimination task (d′ > 2.5). We then lowered the contrast of visual stimuli (100, 80, 60, and 20%) to test the level of visual attention in learned mice. We found that Lrrc4c–/– mice show a similar level of discrimination compared with WT mice even at the lowest contrast (Figure 5D), suggesting that Lrrc4c–/– mice have normal levels of visual attention.
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FIGURE 5. Delayed learning of visual discrimination but normal visual attention in Lrrc4c–/– mice. (A) Schematic illustration of the visual discrimination task for head-fixed mice. (Left) Schematic of mice under the task. (Right) Task design. (B) The learning curve of WT (black) and KO mice (red). Note that Lrrc4c–/– mice show slower learning of the task. n = 4 (WT), n = 3 (KO). (C) Learning days required for mice to reach the initial learning stage (d′ = 1). n = 4 (WT), n = 3 (KO), ∗∗∗p < 0.001, Student’s t-test. (D) Discrimination performance of mice at lower contrasts of visual stimuli. Note that the Lrrc4c–/– mice show similar levels of discrimination performance compared to the WT mice at low-contrast visual stimuli. n = 4 (WT), n = 3 (KO), ns, not significant, two-way ANOVA [(B) t(5) = 8.048; p = 0.0005; (D) interaction, F(3,15) = 1.032, p = 0.4066; genotype, F(1,5) = 0.6932, p = 0.4430; stimulus, F(3,15) = 18.09, p < 0.0001].




Suppressed Neuronal Activity Under Baseline and Anxiety-Inducing Conditions in Lrrc4c–/– Mice

To identify brain regions associated with the anxiolytic-like behavior of Lrrc4c–/– mice, we examined the levels of c-fos, a marker of neuronal activity (Sheng and Greenberg, 1990), under baseline conditions and in the EPM test.

Under baseline conditions, c-fos signals in Lrrc4c–/– brains were substantially decreased relative to those in WT mice in multiple cortical and subcortical regions, including the ACC, motor cortex (MO), piriform cortex (PIR2), endopiriform nucleus (EPd), retrosplenial area (RSP), SSp (primary somatosensory area), paraventricular nucleus of the thalamus (PVT), and dorsal (d) regions of the hippocampus (dDG, dCA3, and dCA1), but not ventral (v) regions (Figures 6A–F; second rows). Only two regions—the lateral septum (LS; in section 3, but not 2) and vCA3—showed modestly increased c-fos levels under baseline conditions (Figures 6B,C,F and Supplementary Figure S1).
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FIGURE 6. Suppressed neuronal activity under baseline and anxiety-inducing EPM conditions in Lrrc4c–/– mice. (A–F) Representative coronal and horizontal brain sections from Lrrc4c–/– mice (3–4 months, male; row 1 of each figure panel) at six positions: (A–E) coronal sections along the rostral-caudal axis; (F) horizontal sections showing the ventral hippocampus. Brain slices were stained for c-fos (red) and the neuronal marker NeuN (green) under baseline (control; left) and EPM (right) conditions. Examples of WT brains are not shown owing to space limitations. Graphical representations of each region were used to display statistically significant changes (p-values indicated by the colored scale bar at the bottom) between different genotypes under baseline or EPM conditions (row 2 of each panel) and significant changes between baseline and EPM conditions within the same genotype (row 3 of each panel). In addition, percent changes for each region, calculated as (KO – WT)/WT x 100, are indicated for the comparison of mean values. Cases where values are written in the middle and linked to both sides indicate that only one of the two parameters (genotype or condition) is statistically significant, but there is no interaction between parameters. ACC, anterior cingulate area or ACA cortex; BLA, basolateral amygdala; BNSTal, anterolateral bed nuclei of the stria terminalis; BNSTpr, posterior bed nuclei of the stria terminalis; CA1, cornu ammonus 1; CA3, cornu ammonus 3; CP, caudoputamen; DG, dentate gyrus; EPd, dorsal endopiriform nucleus; HY, hypothalamus; ILA, infralimbic area; LA, lateral amygdala; LH, lateral habenula; LS, lateral septum; MD, mediodorsal nucleus of the thalamus; MOs + p, secondary and primary motor area; MS, medial septal nucleus; PIR2, pyramidal layer of piriform area; PVT, paraventricular nucleus of the thalamus; RSP, retrosplenial area; SSp, primary somatosensory area. n = 16 slices from 4 mice (WT), 16, 4 (KO), two-way ANOVA (genotype × stimulus) with Tukey’s HSD test. Scale bar: 1 mm.


Interestingly, exposure of Lrrc4c–/– mice to an anxiety-inducing stimulus (EPM test) revealed similarly lower c-fos signals (relative to WT levels) across multiple brain regions, including the ACC, MO, PIR2, EPd, LS, bed nuclei of the stria terminalis (BNST), RSP, SSp, PVT, and hippocampus (dDG, dCA3, dCA1, and vDG) (Figure 6). Only two regions—the caudoputamen (CP) and vCA3—showed higher c-fos levels in Lrrc4c–/– mice relative to WT mice upon exposure to the EPM stimulus (Figure 6C).

To better understand these changes, we also compared c-fos levels between baseline and EPM conditions within the same genotype (WT or KO). In WT mice administered EPM tests, c-fos levels increased in multiple brain regions, including the ACC, ILA, MO, PIR2, EPd, LS, medial septum (MS), BNST, mediodorsal nucleus of the thalamus (MD), lateral habenula (LH), and hippocampus (dDG [section 4], vDG, and vCA1) (Figure 6). A few WT brain regions, including the RSP, PVT, dCA3, dCA1 and basolateral amygdala (BLA), showed decreased c-fos levels upon exposure to the EPM stimulus compared with baseline conditions (Figure 6).

Lrrc4c–/– brain regions displayed c-fos levels distinct from those in WT brains under EPM conditions. Certain brain regions that showed strong EPM-induced increases in c-fos levels in WT mice, including the ACC, ILA, MO, EPd, and LS (section 3, but not section 1 or 2), failed to show such increases in Lrrc4c–/– mice. Notably, the CP (in the dorsal striatum; section 3, but not section 1 or 2) in the Lrrc4c–/– brain showed EPM-induced increases in c-fos levels that were greater than those in WT mice (Figures 5A–C).

Collectively, these results suggest that neuronal activity is decreased in various Lrrc4c–/– brain regions under baseline conditions, and that EPM stimulation does not increase neuronal activity in Lrrc4c–/– brain regions as strongly as it does in corresponding regions of the WT brain. These decreases in neuronal activity under baseline and EPM conditions might contribute to anxiolytic-like behaviors in Lrrc4c–/– mice.



Lrrc4c–/– Brain Regions With Distinct Changes in Neuronal Activity Upon EPM Stimulation

To obtain a clearer picture of EPM-induced changes in neuronal activity in the brains of WT and Lrrc4c–/– mice, we highlighted brain regions (in colored-coded bar graphs) and their corresponding c-fos levels under baseline and EPM conditions. We found that c-fos levels in the ACC were similar or lower in Lrrc4c–/– mice relative to those in WT mice under baseline conditions (Figures 7A–C). Upon EPM stimulation, c-fos activity in Lrrc4c–/– mice was not as strongly increased as in WT mice (Figures 7A–C), further enhancing the difference in c-fos levels between WT and Lrrc4c–/– mice. Similar differences in baseline c-fos levels and EPM-induced changes in c-fos levels were observed in other brain regions, including the MO, BNST, EPd, and DG (Figures 7D–K).
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FIGURE 7. Lrrc4c–/– brain regions with distinct changes in neuronal activity upon EPM stimulation. (A–K) Brain regions at examined brain sections (S) that show strong EPM-induced increases in c-fos levels (indicated by the number of c-fos-positive cells) in WT mice, but moderate or no increases in Lrrc4c–/– mice (3–4 months; male). Results for the colored regions within each brain diagram are indicated in the corresponding color-coded bar graphs. Blue and red shades in the brain diagrams indicate the statistical significance of both main factors or their interaction. Orange shades indicate statistical significance of only the genotype factor. n = 16 slices from 4 mice (WT), n = 16 (4) (KO), ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ns, not significant, two-way ANOVA (genotype × stimulus) with Holm-Sidak multiple comparison test [(A) interaction, F(1,63) = 2.14, p = 0.149; genotype, F(1,63) = 12.79, p = 0.0007; stimulus, F(1,63) = 6.51, p = 0.0133; WT (E vs. C), p = 0.0062, KO (E vs. C), p = 0.4444, Control (WT vs. KO), p = 0.1401, EPM (WT vs. KO), p = 0.0007; (B) two-way ANOVA; interaction, F(1,63) = 1.99, p = 0.1631; genotype, F(1,63) = 18.11, p < 0.001; stimulus, F(1,63) = 5.01, p = 0.0289; WT (E vs. C), p = 0.0123, KO (E vs. C), p = 0.5608, Control (WT vs. KO), p = 0.0489, EPM (WT vs. KO), p = 0.0002; (C) two-way ANOVA; interaction, F(1,63) = 22.42, p < 0.001; genotype, F(1,63) = 29.45, p < 0.001; stimulus, F(1,63) = 85.22, p < 0.001; WT (E vs. C), p < 0.001, KO (E vs. C), p = 0.0023, Control (WT vs. KO), p = 0.6266, EPM (WT vs. KO), p < 0.001; (D) two-way ANOVA; interaction, F(1,63) = 4.82, p = 0.0321; genotype, F(1,63) = 50.97, p < 0.001; stimulus, F(1,63) = 6.04, p = 0.0169; WT (E vs. C), p = 0.0017, KO (E vs. C), p = 0.8527, Control (WT vs. KO), p = 0.0009, EPM (WT vs. KO), p < 0.001; (E) interaction, F(1,60) = 0.9534, p = 0.3328; genotype, F(1,60) = 30.7815, p < 0.001; stimulus, F(1,60) = 1.637, p = 0.2057; (F) interaction, F(1,63) = 13.27, p = 0.0006; genotype, F(1,63) = 19.17, p < 0.001; stimulus, F(1,63) = 66.44, p < 0.001; WT (E vs. C), p < 0.001, KO (E vs. C), p = 0.0023, Control (WT vs. KO), p = 0.6046, EPM (WT vs. KO), p < 0.001; (G) interaction, F(1,63) = 7.67, p = 0.0074; genotype, F(1,63) = 12.79, p < 0.001; stimulus, F(1,63) = 6.51, p = 0.0059; WT (E vs. C), p = 0.0002, KO (E vs. C), p = 0.4444, Control (WT vs. KO), p = 0.1259, EPM (WT vs. KO), p < 0.001; (H) interaction, F(1,63) = 4.02, p = 0.0494; genotype, F(1,63) = 9.03, p = 0.0039; stimulus, F(1,63) = 79.76, p < 0.001; WT (E vs. C), p < 0.001, KO (E vs. C), p < 0.001, Control (WT vs. KO), p = 0.4828, EPM (WT vs. KO), p = 0.0008; (I) interaction, F(1,63) = 4.53, p = 0.0373; genotype, F(1,63) = 3.64, p = 0.0612; stimulus, F(1,63) = 167.04, p < 0.001; WT (E vs. C), p < 0.001, KO (E vs. C), p < 0.001, Control (WT vs. KO), p = 0.876, EPM (WT vs. KO), p = 0.0059; (J) interaction, F(1,63) = 5.32, p = 0.0245; genotype, F(1,63) = 9.4, p = 0.0032; stimulus, F(1,63) = 127.03, p < 0.001; WT (E vs. C), p = 0.0018, KO (E vs. C), p = 0.3961, Control (WT vs. KO), p = 0.0422, EPM (WT vs. KO), p < 0.001; (K) interaction, F(1,58) = 5.2833, p = 0.0252; genotype, F(1,58) = 53.793, p < 0.001; stimulus, F(1,58) = 13.8661, p = 0.0004; WT (E vs. C), p = 0.0001, KO (E vs. C), p = 0.0009, Control (WT vs. KO), p = 0.3255, EPM (WT vs. KO), p = 0.0002]. (L–O) Brain regions that show strong EPM-induced decreases (not increases) in c-fos levels in both WT and Lrrc4c–/– mice (3–4 months; male). Note that because baseline c-fos levels are lower in Lrrc4c–/– mice, final c-fos levels after EPM stimulation are also lower in Lrrc4c–/– mice. n = 16 (4) (WT), n = 16 (4) (KO), ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, two-way ANOVA (genotype × stimulus) Holm-Sidak multiple comparison test [(L) interaction, F(1,63) = 5.78, p = 0.0193; genotype, F(1,63) = 47.13, p < 0.001; stimulus, F(1,63) = 32.18, p < 0.001; WT (E vs. C), p < 0.001, KO (E vs. C), p = 0.0243, Control (WT vs. KO), p < 0.001, EPM (WT vs. KO), p = 0.0025; (M) interaction, F(1,63) = 0.01, p = 0.9247; genotype, F(1,63) = 49.42, p < 0.001; stimulus, F(1,63) = 32.32, p < 0.001; WT (E vs. C), p = 0.0003, KO (E vs. C), p = 0.0002, Control (WT vs. KO), p = 0.0001, EPM (WT vs. KO), p = 0.0001; (N) interaction, F(1,63) = 0.02, p = 0.9018; genotype, F(1,63) = 16.02, p = 0.0002; stimulus, F(1,63) = 22.47, p < 0.001; WT (E vs. C), p = 0.0018, KO (E vs. C), p = 0.0011, Control (WT vs. KO), p = 0.008, EPM (WT vs. KO), p = 0.005; (O) interaction, F(1,63) = 0.4, p = 0.5273; genotype, F(1,63) = 17.49, p < 0.001; stimulus, F(1,63) = 14.92, p = 0.0003; WT (E vs. C), p = 0.0023, KO (E vs. C), p = 0.0261, Control (WT vs. KO), p = 0.0012, EPM (WT vs. KO), p = 0.0149].


Intriguingly, some other brain regions showed EPM-induced decreases in c-fos levels upon EPM stimulation in both WT and Lrrc4c–/– mice; these included the dCA1, dCA3, RSP and PVT (Figures 7L–O). Because baseline c-fos levels in these regions were lower in Lrrc4c–/– mice, final c-fos levels after EPM stimulation were still lower in Lrrc4c–/– mice relative to those in WT mice (Figures 7L–O). Notably, although the direction of EPM-induced changes in c-fos levels in this group of brain regions (CA1, CA3, RSP, PVT) was opposite that of the regions mentioned above (ACC, MO, DG, BNST, and EPd), the end result—lower c-fos activity in Lrrc4c–/– regions under EPM conditions—seemed to be similar. Interestingly, while exposure to the EPM stimulus caused a decrease in c-fos expression, no genotype difference was observed in the BLA, a well-known anxiety-related brain region (Tye et al., 2011; Felix-Ortiz et al., 2013).

These results collectively suggest that NGL-1 deletion leads to distinct or opposite changes in neuronal activity under EPM conditions in two groups of Lrrc4c–/– brain regions; however, this seems to culminate in lower c-fos activity in the majority of brain regions under EPM conditions.



Altered Synaptic Transmission and Intrinsic Excitability in Lrrc4c–/– Brain Regions

The above-mentioned differences in the activity of Lrrc4c–/– neurons in different brain areas under baseline and EPM conditions may reflect changes in synaptic transmission or neuronal excitability. To test this, we measured these parameters in ACC, MO, and vDG regions of Lrrc4c–/– brain slices. These regions were chosen because of the literature that links activities of these regions with anxiety (Wassermann et al., 2001; Kim et al., 2011; Kheirbek et al., 2013) and the strong expression of NGL-1 (Choi et al., 2019).

Intriguingly, layer 2/3 pyramidal neurons in the Lrrc4c–/– ACC (section 2) showed increased frequency, but normal amplitude, of spontaneous excitatory post-synaptic currents (sEPSCs), whereas neither the frequency nor amplitude of spontaneous inhibitory post-synaptic currents (sIPSCs) was affected (Figures 8A,B). Neuronal excitability of these neurons was also largely unaffected, as shown by input resistance and current-firing curve, although there was a moderate decrease in resting membrane potential (Figures 8C–F). Therefore, the output functions of these neurons are likely to be increased under baseline and EPM conditions. This prediction, however, appears to contrast with the lower c-fos signals observed in the Lrrc4c–/– ACC under baseline and EPM conditions in mice (Figure 7B).
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FIGURE 8. Altered synaptic transmission and intrinsic excitability in the Lrrc4c–/– ACC and MO. (A,B) Increased frequency (but not amplitude) of sEPSCs, and normal sIPSCs in layer 2/3 pyramidal neurons in the ACC of Lrrc4c–/– mice (2–4 months). n = 14 neurons (3 mice) (WT), n = 13 (3) (KO), ∗∗∗p < 0.001, ns, not significant, Student’s t-test [(A) sEPSC amplitude: t(25) = 1.277, p = 0.2133; sEPSC frequency: t(25) = 4.767, p = 0.0001; (B) sIPSC amplitude: t(32) = 1.717, p = 0.0956; sIPSC frequency: t(31) = 0.1636, p = 0.8711]. (C–F) Largely normal intrinsic neuronal activity in layer 2/3 pyramidal neurons in the ACC of Lrrc4c–/– mice (2–4 months), as shown by modestly decreased resting membrane potential, but normal input resistance and current-firing curve. n = 16 (3) (WT), n = 23 (4) (KO), ∗p < 0.05, ns, not significant, Student’s t-test, two-way repeated measures ANOVA with Holm-Sidak multiple comparison test [(C) t(37) = 2.178, p = 0.0359; (D) t(37) = 1.295, p = 0.2034; (E) interaction, F(17,629) = 2.601, p = 0.0004; genotype, F(1,37) = 1.773, p = 0.1912; current, F(17,629) = 436.1, p < 0.0001; (F) interaction, F(9,333) = 1.512, p = 0.1420; genotype, F(1,37) = 2.249, p = 0.1422; current, F(9,333) = 209.9, p < 0.0001]. (G,H) Normal sEPSCs and sIPSCs in layer 2/3 pyramidal neurons in the MO of Lrrc4c–/– mice (2–4 months). n = 20 (4) (WT), n = 14 (3) (KO), ns, not significant, Student’s t-test [(G) sEPSC amplitude: t(32) = 0.3825, p = 0.7046; sEPSC frequency: t(31) = 0.6255, p = 0.5362; (H) sIPSC amplitude: t(30) = 1.917, p = 0.0648; sIPSC frequency: t(30) = 1.382, p = 0.1772]. (I–L) Decreased intrinsic neuronal activity in layer 2/3 pyramidal neurons in the MO of Lrrc4c–/– mice (2–4 months), as shown by decreased current-firing curve, although resting membrane potential and input resistance are normal. n = 20 (4) (WT), n = 21 (4) (KO), ∗p < 0.05, ns, not significant, Student’s t-test, two-way repeated measures ANOVA with Holm-Sidak multiple comparison test [(I) t(44) = 0.8966, p = 0.3748; (J) t(44) = 1.066, p = 0.2924; (K) interaction, F(17,663) = 1.553, p = 0.0713; genotype, F(1,39) = 0.0918, p = 0.7636; current, F(17,663) = 926.1, p < 0.0001; (L) interaction, F(14,518) = 3.254, p < 0.0001; genotype, F(1,37) = 3.114, p = 0.0859; current, F(14,518) = 83.52, p < 0.0001; 330 pA, p = 0.0340, 360 pA, p = 0.0126, 390 pA, p = 0.0217, 420 pA, p = 0.0425].


In layer 2/3 pyramidal neurons of the Lrrc4c–/– MO (section 2), both sEPSCs and sIPSCs were normal (Figures 8G,H). In contrast, neuronal excitability of these neurons was decreased, as shown by the current-firing curve, although input resistance and resting membrane potential were unaltered (Figures 8I–L). These results are consistent with the lower c-fos signals observed in the Lrrc4c–/– MO under baseline and EPM conditions (Figure 7E).

Lastly, we measured neuronal activity in the vDG, a brain region well-known to be associated with anxiety (Anacker and Hen, 2017). We found no alterations in sEPSCs or sIPSCs in Lrrc4c–/– vDG neurons (Figures 9A,B). In addition, there were no changes in miniature excitatory or inhibitory post-synaptic currents (mEPSCs or mIPSCs) in Lrrc4c–/– vDG neurons (Figures 9C,D), indicating that the normality of sEPSCs and sIPSCs in these neurons does not likely represent the consequences of network activity-dependent compensatory changes. Intriguingly, the activity of Lrrc4c–/– vDG neurons was increased, as indicated by the current-firing curve, although resting membrane potential and input resistance were normal (Figures 9E–H). These results suggest the possibility that neuronal activity is increased in the Lrrc4c–/– vDG under baseline and EPM conditions; however, this contrasts with the normal c-fos activity under baseline conditions and decreased c-fos activity under EPM conditions mentioned above (Figure 7K). Lastly, dDG neurons displayed normal neuronal excitability, as shown by resting membrane potential, input resistance, and current-firing curve (Supplementary Figure S2).


[image: image]

FIGURE 9. Normal synaptic transmission but increased intrinsic excitability in Lrrc4c–/– vDG neurons. (A,B) Normal sEPSCs and sIPSCs in vDG neurons in the hippocampus of Lrrc4c–/– mice (2–4 months). n = 18 (3) (WT), n = 18 (3) (KO) (sEPSC), n = 15 (3) (WT), n = 17 (3) (KO) (sIPSC), ns, not significant, Student’s t-test [(A) sEPSC amplitude: t(34) = 0.5486, p = 0.5869; sEPSC frequency: t(34) = 0.0886, p = 0.9299; (B) sIPSC amplitude: t(30) = 0.1498, p = 0.8819; sIPSC frequency: t(29) = 0.7358, p = 0.4677]. (C,D) Normal mEPSCs and mIPSCs in vDG neurons in the hippocampus of Lrrc4c–/– mice (2–4 months). n = 18 (4) (WT), n = 19 (4) (KO) (mEPSC), n = 18 (3) (WT), n = 19 (3) (KO) (mIPSC), ns, not significant, Mann–Whitney test, Student’s t-test [(A) mEPSC amplitude: U = 130.5, p = 0.3340; mEPSC frequency: t(34) = 0.5379, p = 0.5942; (B) mIPSC amplitude: U = 166.5, p = 0.8987; mIPSC frequency: t(36) = 0.7231, p = 0.4743]. (E–H) Increased intrinsic neuronal activity in vDG neurons in the hippocampus of Lrrc4c–/– mice (2–4 months), as shown by increased current-firing curve, although resting membrane potential and input resistance are normal. n = 17 (4 mice) (WT), n = 13 (3) (KO), ∗p < 0.05, ∗∗p < 0.01, ns, not significant, Student’s t-test, two-way repeated measures ANOVA with Holm-Sidak multiple comparison test [(E) t(28) = 1.3, p = 0.2041; (F) t(28) = 0.7744, p = 0.4452; (G) interaction, F(17,476) = 1.644, p = 0.0501; genotype, F(1,28) = 0.69, p = 0.4132; current, F(17,476) = 1174, p < 0.0001; (H) interaction, F(14,280) = 5.189, p < 0.0001; genotype, F(1,20) = 5.058, p = 0.0359; current, F(14,280) = 504.9, p < 0.0001; 300 pA, p = 0.0198, 330 pA, p = 0.0380, 360 pA, p = 0.0049, 390 pA, p = 0.0069, 420 pA, p = 0.0016].


We also looked into changes in protein levels in total brain lysates and crude synaptosomes (P2) (Supplementary Figure S3). However, there were no genotype differences other than the ablation of NGL-1 in Lrrc4c–/– mice.

These results collectively suggest that NGL-1 deletion in ACC, MO, and vDG regions leads to distinct changes in excitatory synaptic transmission and neuronal activity, changes that are in line with the decreased c-fos signals in the Lrrc4c–/– MO, but not with those in the Lrrc4c–/– ACC and vDG (see section “Discussion” for potential reasons for these discrepancies).



DISCUSSION

Our present study shows that NGL-1 deletion in mice induces robust hyperactivity and anxiolytic-like behaviors. An analysis of c-fos expression revealed suppressed neuronal activity in various brain regions under baseline and EPM conditions. In addition, NGL-1-mutant neurons in cortical and hippocampal regions displayed distinct changes in synaptic transmission and intrinsic excitability. These changes in neuronal activity and synaptic and neuronal properties may contribute to the observed behavioral phenotypes in Lrrc4c–/– mice (summarized in Supplementary Figure S4).

Lrrc4c–/– mice displayed strong hyperactivity and anxiolytic-like behavior (Figures 1, 2). They also exhibited impairments in working memory (T-maze) and spatial learning and memory (Morris water maze), although novel-object-recognition memory and rotarod learning were normal (Figure 4). In contrast, these mice showed normal social interaction and social-novelty recognition and modestly decreased self-grooming (Figure 3). These results suggest that NGL-1 and related neural circuits are important for the maintenance of normal locomotor activity, anxiety-like behavior, and learning and memory. Notably, another mouse line that lacks netrin-G1, a cognate receptor for NGL-1 (Lin et al., 2003), shows overlapping behavioral phenotypes (Zhang et al., 2016b). Specifically, these latter mice show anxiolytic-like behavior in the EPM test and spatial learning and memory deficits in the Morris water-maze test, but normal levels of novel-object recognition and rotarod motor learning, similar to our mice. It is thus tempting to speculate that neuronal circuits involving the netrin-G1–NGL-1 trans-synaptic complex may contribute to the abnormal behaviors shared by Lrrc4c–/– and netrin-G1–mutant mice.

Whereas Lrrc4c–/– mice show impaired working memory in the T-maze and impaired spatial learning and memory in both initial and reversal phases of the Morris water maze, these mice showed normal novel-object recognition (Figure 4). The hippocampus has been associated with novel-object place or recency recognition, but not with novel-object-preference behavior (Barker and Warburton, 2011). In addition, working memory in the T-maze has been associated with brain regions including the hippocampus and prefrontal cortex (Spellman et al., 2015). Therefore, NGL-1 function in the hippocampus may contribute to the spatial and working deficits in Lrrc4c–/– mice. Indeed, a recent study on Lrrc4c–/– mice reported functional deficits in the hippocampus, including suppressed short-term synaptic plasticity in both the dorsal and ventral hippocampus (Choi et al., 2019).

Our c-fos results identified various brain regions in Lrrc4c–/– mice that display distinctly altered neuronal activities under baseline and EPM conditions (Figures 6, 7). These brains regions were frequently associated with those with strong NGL-1 expression that we identified by X-gal analyses (Choi et al., 2019). Specifically, lower baseline neuronal activities were observed in Lrrc4c–/– cortical and subcortical regions (ACC, MO, ILA, PIR2, EPd, LS, RSP, PVT, and dDG/dCA3/dCA1). In addition, EPM stimulation failed to increase neuronal activity in many Lrrc4c–/– brain regions, including the ACC, MO, ILA, EPd, and LS. The combination of these two properties—low baseline neuronal activity and dampened increase in neuronal activity upon EPM stimulation—in certain brain regions such as the ACC and MO seemed to markedly decrease final c-fos levels. These changes in neuronal activity under basal and EPM conditions may contribute to the anxiolytic-like behavior of Lrrc4c–/– mice. Intriguingly, c-fos levels in some other Lrrc4c–/– brain regions (dCA3, dCA1, RSP, and PVT) with low baseline c-fos levels were further decreased (rather than increased) by EPM stimulation, similar to results in WT mice, ultimately maintaining lower c-fos levels in these Lrrc4c–/– regions (Figures 7L–O). These changes may also contribute to the anxiolytic-like behaviors in Lrrc4c–/– mice. Notably, a recent study identified dCA3 as a brain region in netrin-G1-mutant mice that shows suppressed neuronal activation upon EPM stimulation (Zhang et al., 2016c), results similar to ours (Figure 7M).

The brain regions that we identified in the present study overlap with those previously reported to be associated with anxiety, including the ACC, LS, BNST, hippocampus, PVT, and BLA (Adhikari, 2014; Apps and Strata, 2015; Calhoon and Tye, 2015; Duval et al., 2015; Tovote et al., 2015). For instance, neuronal activity in both the ACC and MO has been positively correlated with the expression of anxiety (Wassermann et al., 2001; Kim et al., 2011). In addition, optogenetic activation of ACA neurons has been shown to induce anxio-depressive behavior (Barthas et al., 2015). The PVT projects densely to the nucleus accumbens as well as the dorsolateral region of the BNST (Li and Kirouac, 2008; Hsu and Price, 2009), known to be associated with anxiety (Duvarci et al., 2009; Kim et al., 2013; Avery et al., 2016).

Of the many brain regions that showed decreases in neuronal activity under baseline and EPM conditions, the ACC, MO, and vDG were further analyzed for synaptic transmission and the intrinsic excitability of neurons, based on their known relevance to anxiety and stronger changes in c-fos levels (Figures 8, 9). Layer 2/3 pyramidal neurons in the Lrrc4c–/– MO showed decreased intrinsic excitability, but unaltered excitatory and inhibitory synaptic transmission (Figures 8G–L), in line with the lower c-fos levels in the Lrrc4c–/– MO region under baseline and EPM conditions (Figures 6A–E, 7D–F). In contrast, layer 2/3 pyramidal neurons in the Lrrc4c–/– ACC showed normal intrinsic excitability, but increased (not decreased) frequency of sEPSCs (Figures 8A–F), a finding that appears to be at odds with the fact that NGL-1 is an excitatory post-synaptic adhesion molecule (Woo et al., 2009b) and with the lower c-fos levels in the Lrrc4c–/– ACC region under baseline and EPM conditions (Figures 6A–C, 7A–C). Moreover, vDG neurons in the Lrrc4c–/– hippocampus showed normal synaptic transmission, but increased (not decreased) intrinsic excitability (Figure 9), again, a finding that is not in agreement with the normal c-fos levels in the Lrrc4c–/– vDG region under baseline conditions or the lower c-fos levels in this region under EPM conditions (Figures 6F, 7K).

Several possible explanations can be put forward to account for these discrepancies. First, the synaptic and neuronal properties measured in slice preparations may not fully reflect the in vivo situation, suggesting the possibility that the slice preparation lacks a substantial portion of excitatory and inhibitory inputs and thus may not represent c-fos conditions in vivo at baseline. Second, the observed c-fos activity may be derived not only from excitatory neurons but also inhibitory neurons, whereas our electrophysiological recordings were made only in excitatory neurons. Third, it could be that we used layer 2/3 pyramidal neurons for our recordings, whereas c-fos activity in a cortical area may come from all cortical layers. Lastly, the changes in c-fos levels in a group of neurons may reflect the changes in upstream neurons that are caused by the loss of NGL-1 at excitatory synapses.

NGL-1 has been implicated in bipolar disorder (Greenwood et al., 2012) as well as ASD and developmental delay (Maussion et al., 2017). In addition, netrin-G1 and CDKL5, known to bind NGL-1, have been implicated in various brain disorders—netrin-G1 with Rett syndrome, ASD, schizophrenia and bipolar disorder (Borg et al., 2005; Archer et al., 2006; Nectoux et al., 2007; Eastwood and Harrison, 2008; Ohtsuki et al., 2008; O’Roak et al., 2012), and CDKL5 with Rett syndrome, epilepsy, intellectual disability, and ASD (Posar et al., 2015; Zhou et al., 2017; Zhu and Xiong, 2019). Many of these NGL-1-related disorders, including intellectual disability, schizophrenia, ASD, bipolar disorder, and Rett syndrome, involve cognitive dysfunctions and altered anxiety (Kim et al., 2000; Simon et al., 2004; Chahrour and Zoghbi, 2007). Therefore, the observed synaptic, neuronal, and behavioral phenotypes of Lrrc4c–/– mice may form a useful basis for future studies.



CONCLUSION

Our results indicate that NGL-1 is important for the maintenance of normal locomotion, anxiety-like behavior, and learning and memory behaviors in mice. In addition, our results identify various brain regions that show suppressed neuronal activities under baseline and anxiety-inducing conditions involving altered synaptic and neuronal properties, which may underlie the altered behavioral phenotypes in NGL-1–mutant mice.



DATA AVAILABILITY STATEMENT

The datasets generated for this study are available on request to the corresponding author.



ETHICS STATEMENT

The animal study was reviewed and approved by Committee of Animal Research at KAIST.



AUTHOR CONTRIBUTIONS

YC, HP, HK, SKa, and Y-EC performed behavioral experiment. YC, HP, SKa, HK, and HJ performed c-fos analysis. YC, HP, SKa, SKi, and SL performed electrophysiological experiment. YC and HJ performed Western blot analysis. IC performed the visual discrimination test. EK and S-HL designed the research and wrote the manuscript.



FUNDING

This work was supported by the Global Postdoctoral Fellowship funded by National Research Foundation of Korea (2013-034548 to YC; 2017R1A2B3008270 to S-HL) and the Institute for Basic Science (IBS-R002-D1 to EK).



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnmol.2019.00250/full#supplementary-material

FIGURE S1 | Representative c-fos images in WT and Lrrc4c–/– mice. (A–F) Representative images of WT and Lrrc4c–/– mice under control and EPM conditions. The images show c-fos signals only (not NeuN). (A) (a) MOs + p (secondary and primary motor area), (b) ACC (anterior cingulate area or ACA cortex), (c) ILA (infralimbic area), (d) CP (caudoputamen), (e) LS (lateral septum), (f) MS (medial septal nucleus), (g) EPd (dorsal endopiriform nucleus), (h) PIR2 (pyramidal layer of piriform area). (B) (a) MOs + p, (b) ACC, (c) LS, (d) CP, (e) HY (hypothalamus), (f) MS, (g) EPd, (h) PIR2. (C) (a) MOs + p, (b) ACC, (c) LS, (d) CP, (e) BNSTpr (posterior bed nuclei of the stria terminalis), (f) BNSTal (anterolateral bed nuclei of the stria terminalis), (g) PIR2. (D) (a) RSP, (b) MOs + p, (c) SSP (Trunk), (d) CA3, (e) DG, (f) MD. (E) (a) RSP, (b) MOs + p, (c) SSp (Trunk), (d) CA1, (e) CA3, (f) DG, (g) MH, (h) LH, (i) PVT, (j) LA, (k) BLA. (F) (a) CA1, (b) CA3, (c) DG.

FIGURE S2 | Normal synaptic transmission and intrinsic excitability in Lrrc4c–/– dDG neurons. (A–D) Normal intrinsic neuronal activity in dDG neurons in the hippocampus of Lrrc4c–/– mice (2–4 months), as shown by resting membrane potential, input resistance, and current-firing curve. n = 17 (4 mice) (WT), n = 23 (4) (KO), ns, not significant, Student’s t-test, two-way repeated measures ANOVA [(A) t(38) = 0.8662, p = 0.3918; (B) t(38) = 0.891, p = 0.3786; (C) interaction, F(17,646) = 1.983, p = 0.0105; genotype, F(1,38) = 0.1067, p = 0.7457; current, F(17,646) = 828.4, p < 0.0001; (D) interaction, F(7,245) = 1.002, p = 0.4303; genotype, F(1,35) = 1.487, p = 0.2309; current, F(7,245) = 270, p < 0.0001].

FIGURE S3 | Normal protein levels in total lysates and crude synaptosomes in the Lrrc4c–/– brain. (A,B) Normal protein levels in total lysates (A) and crude synaptosomes (P2) from whole brains of Lrrc4c–/– mice. n = 4 (WT/W), n = 4 (KO/K), ns, not significant, Student’s t-test.

FIGURE S4 | Schema of the main findings. Lrrc4c–/– mice display hyperactivity, decreased anxiety-like behaviors, and impaired learning and memory as major behavioral phenotypes. We focused on the decreased anxiety, and found that anxiety-inducing stimuli (elevated plus-maze) lead to a significant increase in neuronal activity (as measured by c-fos levels) in WT mice, but this exposure-dependent increase is substantially blunted in Lrrc4c–/– mice.
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The development of the brain is shaped by a myriad of factors among which neurotransmitters play remarkable roles before and during the formation and maturation of synaptic circuits. Cellular processes such as neurogenesis, morphological development, synaptogenesis and maturation of synapses are temporary and spatially regulated by the local or distal influence of neurotransmitters in the developing cortex. Thus, research on this area has contributed to the understanding of fundamental mechanisms of brain development and to shed light on the etiology of various human neurodevelopmental disorders such as autism and Rett syndrome (RTT), among others. Recently, the field of neuroscience has been shaken by an explosive advance of experimental approaches linked to the use of induced pluripotent stem cells and reprogrammed neurons. This new technology has allowed researchers for the first time to model in the lab the unique events that take place during early human brain development and to explore the mechanisms that cause synaptopathies. In this context, the role of neurotransmitters during early stages of cortex development is beginning to be re-evaluated and a revision of the state of the art has become necessary in a time when new protocols are being worked out to differentiate stem cells into functional neurons. New perspectives on reconsidering the function of neurotransmitters include opportunities for methodological advances, a better understanding of the origin of mental disorders and the potential for development of new treatments.
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INTRODUCTION

The development of the brain cortex is an evolutionarily conserved process that starts during early embryonic stages and continues throughout childhood and adolescent all the way to adulthood (Kast and Levitt, 2019). In such a long process, there are plenty of events in which the developmental path can be altered and thus, the factors that influence the early stages of brain development can have profound effects on the functioning of an otherwise normal brain. In this context, neurotransmitters are among the most important extracellular cues that control the development of the cortex. Remarkably, these classical communication molecules have been shown to participate in a range of cellular processes that include cellular division, differentiation, neurogenesis, migration, morphological development, synapse formation, synaptic pruning and circuit maturation.

Neurotransmitters are fundamental factors involved in neuronal communication. They are well known and continue to be studied for their role at synapses mediating the transmission of information throughout the entire nervous system. In this regard, undoubtedly synapses are central for the functioning of the brain. Thus, the last 40 years have seen a tremendous advance in our understanding of the role of neurotransmitters at the synapses (Snyder, 2009). However, neurotransmitters are, now for about two decades, beginning to be recognized as pleiotropic extracellular signaling molecules with roles that span far beyond synaptic communication (Ascenzi and Bony, 2017). More in detail, neurotransmitters can act on ionotropic or metabotropic receptors, being the response mediated by the ionotropic receptors in the order of milliseconds and more than 10-times faster compared to metabotropic receptors. This difference in the speed of action relates to their intrinsic properties. While ionotropic actions are based on the flux of ions through the membrane and the subsequent change on resting membrane potential (RMP), metabotropic actions are mediated by the activation of G proteins. Nevertheless, the activation of ionotropic channels can also lead to the activation of downstream signaling cascades that merge onto G protein-mediated signaling. This is particularly relevant during development when ionic gradients are being established and the actions of ionotropic receptors are pleiotropic.

Here, we discuss the role of the most relevant neurotransmitters γ-aminobutyric acid (GABA, glycine and glutamate) focused on the neurogenesis, and synapse development including what begins to be discovered using reprogrammed neurons. Moreover, to keep the length of this review to a reasonable extent and to appropriately cover the recent discoveries, we will focus on ionotropic receptors, the developing cerebral cortex and the models that are currently being put forward to understand this system.



NON-SYNAPTIC FUNCTIONS OF NEUROTRANSMITTERS DURING BRAIN DEVELOPMENT

Early experiments demonstrated that knocking out synaptic release machinery did not interfere with normal embryonic brain development in terms of axon targeting, layering and generation of gross morphological features (Verhage et al., 2000). However, before synapse formation, neurotransmitters are released by non-vesicular transport or through a process not requiring SNARE machinery (Demarque et al., 2002). Thus, although independently of vesicular release, we now know that neurotransmitters can have important effects in the structuring of the brain cortex.


GABAA Receptors

The GABA is arguably the most important neurotransmitter acting during embryonic development prior to synapse formation. Early experiments demonstrated that GABA was able to tonically activate neurons before synapse formation (Demarque et al., 2002). In line with this, early on it was found that GABA was able to inhibit DNA synthesis through the activation of GABAA receptors (GABAA; LoTurco et al., 1995). More recently, similar findings have been described on retinal progenitors where more detailed analyses have linked the effects of GABA to the increase of intracellular calcium (Wang et al., 2019), which may as well be involved in the activation of CREB signaling (Jagasia et al., 2009).

Characteristically, both excitatory and inhibitory neurons of the cortex are born away from their final place having to migrate from the ventricular and subventricular zones where they are generated. For excitatory neurons, this means radial migration while for inhibitory neurons this involves a long road ahead in a process named tangential migration. In this context, GABA receptor activation was first found to exert a chemotropic effect on main cortical neurons (Behar et al., 1996). Additionally, it has been shown that activation of GABAA regulates radial migration at birth by affecting the dynamics of intracellular calcium of migrating neurons (Wang et al., 2003; Heck et al., 2007). Likewise, activation of GABAA at the rostral migratory stream during early postnatal development has been shown to modulate cell migration leading to the formation of the Islands of Calleja (Hsieh and Puche, 2015). Using the overexpression of a sodium channel as a tool to increase excitability and the frequency of calcium transients, it was found that precocious increase of calcium spikes induced migration arrest and the generation of neural processes (Bando et al., 2016). In line with that, a complementary approach increasing the expression of the potassium chloride transporter KCC2, the major extruder of Cl− ions in mature neurons, leads to arrested morphological development of pyramidal neurons through the blockage of the excitatory action of GABA during embryonic development of the cortex (Cancedda et al., 2007). A similar role and mechanism of action involving GABAA activation was described on migratory interneurons (Cuzon et al., 2006; Bortone and Polleux, 2009). In this case, migrating interneurons were shown to be stimulated to migrate during early phases of tangential migration while, upon increased expression of KCC2, they responded to GABA with migration arrest and generation of secondary neurites (Bortone and Polleux, 2009). More detailed experiments aimed at understanding the downstream mechanisms of GABA, during morphological maturation in pyramidal cells and interneurons, have supported the notion that upon GABA receptor activation, the subsequent depolarization triggers the activation of L-type calcium channels, which ultimately affect neurite outgrowth (Maric et al., 2001; Bortone and Polleux, 2009).

On the mechanisms of GABA, a depolarization action linked to the downstream activation of voltage-dependent calcium channels surges as a transversal effect operating during neurogenesis, migration and morphological development of all cortical neurons (Behar et al., 1996; Maric et al., 2001; Soria and Valdeolmillos, 2002; Heck et al., 2007; Bando et al., 2016). Moreover, whenever the identity of calcium channels affected by GABA-induced depolarization has been investigated, L-type calcium channels and no others have been found to be predominantly involved (Maric et al., 2001; Bortone and Polleux, 2009; Bando et al., 2016). However, beyond calcium rise, downstream events remain poorly understood. Among possible calcium targets operating during development are calcium calmodulin-dependent kinases (Takemoto-Kimura et al., 2007) and transcription of c-Fos and BDNF (Berninger et al., 1995).



Glycine Receptors

This small amino acid neurotransmitter receptor is better known by its role in mediating synaptic transmission in the spinal cord through the activation of glycine receptors (Colin et al., 1998; Scain et al., 2010). However, alpha 2 subunit containing glycine receptors (GLRA2) are widely expressed in the developing cerebral cortex (Kuhse et al., 1991; Malosio et al., 1991; Flint et al., 1998; Avila et al., 2013b, 2014). On the other hand, in contrast to the developing spinal cord, where radial glial cells are the main source of glycine (Scain et al., 2010), in the developing cortex, glycine and taurine are both detected on immature neurons (Flint et al., 1998; Avila et al., 2013b). HPLC-based studies have quantified the neurotransmitter content in the developing cortex showing that the concentration of glycine is more than four times higher than the concentration of GABA at the embryonic day 13, while taurine concentration is even higher (Benítez-Diaz et al., 2003; Qian et al., 2014). Thus, glycine receptor-mediated signaling might have been neglected for years in favor of research on the role of GABA during brain development.

The first experiments designed to assess the functionality of cortical glycine receptors demonstrated the presence of glycine receptor-mediated currents in the cortical plate and intermediated zone, while currents were absent in the ventricular zone during late embryonic development of the rat cortex (Flint et al., 1998). However, when earlier time points were investigated, glycine elicited current was detected in new-born neurons of the ventricular zone (Noctor et al., 2004). Complementary experiments using calcium imaging as a readout of glycine receptor activation confirmed receptor functionality in the cortical plate at E17 (Young-Pearse et al., 2006) and E13 in mice (Platel et al., 2005). Importantly, calcium imaging at E13 (Platel et al., 2005) and electrophysiological recordings in the ventricular zone of the developing cortex (Noctor et al., 2004) were suggestive of a role of glycine receptors in the proliferation and differentiation of dorsal progenitors (Avila et al., 2013a). This putative role was later studied using Glra2 knock-out mice lacking the expression of the alpha 2 subunit of glycine receptors (Avila et al., 2014). In this later study, glycine receptor expression at the ventricular zone was confirmed using immunostaining, electrophysiology and calcium imaging. Interestingly, glycine receptors were found at the subventricular zone only before E15, which may explain why earlier studies performed at later time point did not find glycine receptor expression at the proliferative zones (Flint et al., 1998). Having clarified previous discrepancies on the expression of glycine receptors, detailed morphological measurements of the developing brain of knock-out mice evidenced important anatomical defects in the brain of animals lacking Glra2 gene. Absence of this gene was found to lead to moderated microcephaly arising from decreased number of upper layer excitatory neurons and to a lesser extent from fewer interneurons (Avila et al., 2014). Cellular mechanisms that were put forward included a direct control of the differentiation process of PAX6 positive progenitor cells. In animals lacking glycine receptors, PAX6 positive progenitors shifted from primarily generating TBR2 intermediate progenitors to directly generate lower layer cortical neurons in a higher proportion. This had the consequence of anticipately depleting the pool of progenitors at early embryonic stages compromising the generation of later born neurons such as upper layer cortical neurons. All this was supported by findings on the changed cleavage plane of PAX6 positive cells, increased cell cycle exit at E13, higher proportion of TBR1-TBR2 double-positive neurons at E12 and decreased numbers of CUX1 and CTIP2 positive neurons at birth (Avila et al., 2014). This later study is the most in deep study conducted on the role of glycine receptors on the neurogenesis process and formation of the brain and contributes with mechanistic insights on how glycine receptors control brain development.

Paralleling the advances on the role of GABA controlling cell migration and benefiting from the fact that cortical glycine receptors are almost exclusively formed by the alpha 2 subunit during cortical development, the use of the Glra2 knock-out mice allowed to evaluate in detail the contribution of glycine receptors to the control of cell migration. As a first approach, a study conducted in vitro, where neurons were labeled using BrdU and glycine receptors were blocked using strychnine, suggested that glycine receptors could influence radial migration in embryonic mice (Nimmervoll et al., 2011). However, it remains to be addressed if the actions detected in vitro occur in vivo. Especially considering that the results obtained using BrdU labeling might be affected by the more recently described function of glycine receptors in controlling the neurogenic process (Avila et al., 2014). On the other hand, the role of glycine receptors in controlling the migration of cortical inhibitory neurons has become clearer. Specifically, using the Glra2 knock-out mice and two-photon microscopy, it has been demonstrated that removal of glycine receptors impairs interneuron migration. In consequence, Glra2 knock-out mice have a decreased number of interneurons in the cortex, which likely generates a state of hyper-excitability in young pups (Morelli et al., 2017).

In addition to the mechanisms operating downstream receptor activation described for the actions of GABA, glycine receptors have also been shown to activate voltage gated sodium channels leading to glutamate release at E13 (Platel et al., 2005). Moreover, the activation of calcium channels by glycine receptors is coupled to the phosphorylation of myosin in migratory interneurons (Avila et al., 2013b). Nevertheless, more detailed mechanisms describing the actions of glycine receptors on the control of the neurogenesis process remain to be investigated.



Glutamate Receptors

Glutamate is the classic excitatory neurotransmitter and the main mediator of synaptic transmission in the brain. However, evolutionary studies suggest that the original function of glutamate might have been extra synaptic (Hirai et al., 2018). In neurons, glutamate can act on ionotropic iGluR, NMDA, kinate and delta receptors as well as on metabotropic receptors at synaptic and extra-synaptic sites (Herman and Jahr, 2007; Chiu and Jahr, 2017). In general, due to the variety of subunits that can form GluA receptors, it has been difficult to probe their role during development of the mammalian central nervous system (Hirai et al., 2018). Nevertheless, during development, NMDA receptors were found to be differentially expressed in the layers of the developing cortex, concentrating their expression in the cortical plate (LoTurco et al., 1991). In fact, they were found to be completely absent from ventricular progenitor cells, which only began to express NMDA receptors somewhere after their last mitotic division. In contrast, in vivo experiments using ketamine, an NMDA receptor antagonist, demonstrated a dose-dependent reduction in the number of BrdU-labeled cells in the developing cortex suggesting that ketamine and NMDA receptor blockage can indeed inhibit cellular proliferation in neurogenic regions (Huang et al., 2015; Dong et al., 2016). In turn, NMDA receptor blockage by ketamine would be promoting the differentiation of cortical progenitors into astrocytes during late embryonic development (Huang et al., 2015). Moreover, although progenitor cells might be insensitive to any harm, new born neurons can be dramatically affected by ketamine-induced NMDA receptor blockage (Wang et al., 2017). These results are further supported by numerous studies that show that NMDA receptors play an important role in regulating proliferation and differentiation of neuronal progenitors (Luk et al., 2003; Keilhoff et al., 2004; Kitayama et al., 2004; Joo et al., 2007; Mochizuki et al., 2007; Nácher et al., 2007). Regarding AMPA and Kinate receptors, they were found to be present at the ventricular zone of the cortex and to be particularly important in controlling the neurogenesis process by signaling to progenitors to differentiate (LoTurco et al., 1995). More detailed experiments found that while activation of these receptors increased ventricular zone proliferation, it also decreased sub-ventricular zone cell proliferation with an accompanying decrease in the generation of postmitotic neurons (Haydar et al., 2000). This differential effect was observed to be dependent on AMPA/kainate receptor activation as it was blocked using CNQX. Remarkably, in human fetal neural progenitor cells (NPCs) isolated from fetal brain tissue, it was found that AMPA and not NMDA receptor activation induces neuronal differentiation (Whitney et al., 2008). Coincidently, numerous studies have confirmed a role of AMPA/kainate receptors in the control of proliferation and differentiation of neuronal progenitors in the hippocampus (Gray and Sundstrom, 1998; Bernabeu and Sharp, 2000; Bai et al., 2003; Jiang et al., 2004; Poulsen et al., 2005).

On the effects of glutamate controlling cell migration, evidence suggested early on that glutamate was even more potent than GABA as a chemotropic for migrating principal neurons acting on NMDA receptors (Behar et al., 1999). Testing of blocking NMDA receptors showed that activation of NMDA receptor was needed for new born neurons to migrate (Komuro and Rakic, 1993; Hirai et al., 1999). Similarly, migrating interneurons were also suggested to be affected by NMDA receptor activation (Soria and Valdeolmillos, 2002; Bortone and Polleux, 2009). As expected, activation of NMDA receptor on ventricular zone derived neurons leads to a transient increase of intracellular calcium, which was linked to promotion of cell migration (Behar et al., 1999). Consequently, chelation of calcium resulted in inhibited neuronal migration (Hirai et al., 1999). Unexpectedly, NMDA agonist stimulation resulted as well in inhibition of cell migration when tested in vitro (Kihara et al., 2002). This is hypothesized to result from a narrow window of action in which NMDA receptor activation would be controlling cell migration. Remarkably, a recent study has analyzed the effects of NMDA receptor blockade on cell migration due to its clinical relevance (Yuryev et al., 2018). In vivo time-lapse imaging of the developing cerebral cortex on E14–15 embryos demonstrated that neuronal migration was strongly inhibited by the anesthetic ketamine while isoflurane had no effect. This study highlights an important consequence that may arise from the use of ketamine during pregnancy (Yuryev et al., 2018). Beyond this effect on cell migration, at this point it is important to stress that interfering with glutamate signaling during brain development has been associated with numerous neurodevelopmental disorders (Jansson and Akerman, 2014).

Non-NMDA glutamate receptors are known to be expressed in migrating cortical interneurons (Métin et al., 2000; Soria and Valdeolmillos, 2002). Specifically, migrating interneurons were shown to express calcium-permeable AMPA and kainate receptors while migrating through the intermediate zone (Métin et al., 2000; Soria and Valdeolmillos, 2002) in addition to NMDA receptors (Soria and Valdeolmillos, 2002). As expected, in this case, AMPA receptor activation was also linked to promoting cell migration since AMPA receptor blockade decreased cell motility by increasing interneuron pausing time (Bortone and Polleux, 2009). Similarly, in the case of radial migration, blocking AMPA/kainate receptors lead to enhanced extension of radial processes and reduced motility of new born neurons isolated from E14 rat embryos (Jansson et al., 2013).



Other Lesser Studied Neurotransmitter Receptors With Neurodevelopmental Roles

Normally associated with fine tuning of superior functions of the brain, serotonin can act on several serotonin receptors. They are all coupled to G protein except for the 5HT-3 ionotropic serotonin receptor. Consequently, the effects of serotonin on the developing cerebral cortex are almost exclusively mediated by the activation of metabotropic receptors (Vitalis and Parnavelas, 2003; Riccio et al., 2009, 2011). Despite that, the 5HT-3 receptor is widely distributed in the developing nervous system along with serotonin transporters (Tecott et al., 1995) where they influence the behavior of migratory interneurons originated at the caudal ganglionic eminence (Vitalis et al., 2007; Murthy et al., 2014). Remarkably, this neurodevelopmental function comes in anticipation of a different role that has been suggested for 5HT-3 receptors to play in the adult brain, where it would be modulating interneuron activity (Morales and Bloom, 1997). This dual nature resembles the actions of GABA and glycine and seems to be a common feature of neurotransmitter-gated ion channels. Another neurontransmitter receptor, lesser studied in the context of brain development, is the nicotinic acetyl choline receptor (nAchR). This receptor is specifically activated by nicotine and thus it was studied for its potential involvement in the detrimental effects of nicotine. Specifically, it was found that nAchR activation induced apoptosis and cell death of hippocampal progenitor cells (Berger et al., 1998).




NEUROTRANSMISSION ON MATURING REPROGRAMMED NEURONS


Lessons From Monolayer Cultures

In the last decade, the field of neuroscience has been revolutionized by an explosive advance in the experimental strategies linked to the use of human-induced pluripotent stem cells (hiPSCs). Since the first time that patients derived cell were obtained (Dimos et al., 2008; Park et al., 2008), this new technology has been widely adopted to study the effects of mutations, assess the effects of drugs, attempt cell replacement therapies and to investigate developmental biology processes in a human context. Although obtained from reprogramming of somatic cells, hiPSCs are equivalent in every aspect to embryonic stem cells keeping their remarkable ability to differentiate into any adult cell. To date, there are several methods available to differentiate hiPSCs toward specific neuronal subtypes (Bibel et al., 2007; Farra et al., 2012; Espuny-Camacho et al., 2013; Zhang et al., 2013; Kelava and Lancaster, 2016; Liu et al., 2017; Qian et al., 2018). Despite that, generating neurons directly from fibroblasts is also possible and this could be a more appropriated approach, when attempting to model conditions with an important aging component, since age-dependent transcriptomic signatures are preserved when doing so in contrast to the differentiation induced on hiPSCs, which involves the rejuvenation of cells and the restart of the developmental process (Mertens et al., 2015). Independently of the applied methodology, a series of protein markers such as nestin, b-III tubulin, MAP2 and NeuN are used to evidence a neural cell phenotype, which does not always represent a mature state in these neuronal models (Belinsky et al., 2011; Lepski et al., 2011, 2013; Maroof et al., 2013; Prè et al., 2014). In particular, the functional maturation of hiPSCs-derived neurons is better assessed attending to their electrophysiological properties (Prè et al., 2014). Thus, time of differentiation affects the maturation of action potentials (APs), generation of sizable sodium and potassium currents, evolution of passive membrane properties and appearance of spontaneous synaptic activity (Song et al., 2012; Zhang et al., 2013; Prè et al., 2014; Kang et al., 2017). Some of the first attempts to generate human neuronal models were based on the direct conversion of hiPSCs into reprogrammed neurons, but these protocols failed to recapitulate all the functional properties of mature neurons (Qiang et al., 2011; Karow et al., 2012). In turn, a more robust generation of mature electrophysiological properties, in an even shorter time of differentiation, was reached with co-culture of hiPSCs-derived neurons with glial cells (Tang et al., 2013; Zhang et al., 2013). Individually cultured hiPSCs, differentiated into mature forebrain-type neurons, showed an expected time-dependent decrease of the RMP after 48–55 days. However, evolution of this parameter was speeded up with co-culture of glial cells (Prè et al., 2014). In addition, the amplitude of the AP, the inward sodium current and the frequency of spontaneous synaptic events were enhanced even before 2 weeks of culture, when using the co-culture strategy (Tang et al., 2013; Zhang et al., 2013; Prè et al., 2014). In line with the positive effect reported when using glial cells in the differentiation of hiPSCs into neurons, a recent report evidenced that astrocyte conditioned medium (ACM) improves the functional maturation rate of neurons by hyperpolarizing the RMP and increasing their spontaneous activity (Kemp et al., 2016). A possible mechanism operating when using ACM involves the modulation of calcium currents (D’Ascenzo et al., 2006; Lepski et al., 2013; Kang et al., 2017). In particular, the pharmacological blockage of calcium channels reveals that L-type, N-type and R-type calcium channels contribute to enhance the differentiation rate when using ACM. Remarkably, the effect of ACM is also mediated by GABAA during an early stage of differentiation (Kemp et al., 2016). Thereby, this data indicates that GABA neurotransmitter could promote the neuronal differentiation via a non-canonical mechanism of transmission.

The consolidation of functional synapses goes along with morphological changes and alterations on the gene expression pattern (Kang et al., 2017). In-depth characterization of morphology of hiPSCs-derived NPCs shows that neurite length, axon length, and the secondary and tertiary branches of dendrites were increased after 10 days of differentiation (Kang et al., 2017). With focus on the electrophysiological properties, the molecular components that determine the morphological changes of hiPSCs during differentiation into neurons have been studied by using pharmacological inhibition of ROCK GTPases (Harbom et al., 2019). However, while ROCK inhibitor accelerated the generation of complex morphology, it did not contribute to the development of mature electrophysiological activity (Harbom et al., 2019). In contrast, the phosphodiesterase inhibitor 3-Isobutyl-1-methylxanthine (IBMX) was shown to increase the level of cAMP and to promote the mature morphology after 1 week of differentiation accelerating the generation of APs and increasing the amplitude of sodium, potassium and L-type calcium currents (Lepski et al., 2013). On the other hand, AP-evoked vesicular release underlies the molecular assembly of presynaptic release machinery at the CNS (Südhof, 2013). This process depends on the homeostasis and maintenance of a myriad of synaptic proteins whose signaling mechanisms have not been broadly described. Nevertheless, in essence, synaptic communication relies on regulated secretion through two pathways: synaptic vesicles (SVs) and dense-core vesicles (DCVs; Rizo and Südhof, 2012; Persoon et al., 2018). In this context, co-culture of differentiated hiPSCs-derived GABAergic neurons with glial cells evidenced both, SV and DCV markers. Moreover, calcium/SNARE dependency was observed at 50 days of in vitro culture and while DCVs showed microtubule-depending anterograde transport, which was markedly faster in axons than dendrites, dendrites showed similar anterograde and retrograde transport. Interestingly, while DCV secretion increased until 36 days in culture, SV secretion steadily increased for up to 50 days (Emperador Melero et al., 2017).



Lessons From Cultured Organoids

The “Fit-for-purpose” concept in the bioengineering field points out that, for example, brain organ-like structures are a model system able to provide complementary insights on cellular aspects such as morphogenesis, regionalization of specific structures, and the spatial array of circuits (arealization), as well as cell fate and specification (Jabaudon and Lancaster, 2018). Thus, cultured organoids are not expected to necessarily be able to address all developmental biology issues. Moreover, experimental reproducibility is still an important issue to take into account when drawing conclusion from data collected at different laboratories using organoids (Lancaster et al., 2013; Qian et al., 2016, 2018, 2019; Mansour et al., 2018; Giandomenico et al., 2019; Singh et al., 2019). Thus, at present, the efforts have focused on improving neural survival and the reliability of this type of culture (Eremeev et al., 2019; Giandomenico et al., 2019; Yakoub, 2019). However, guiding the development of organoids by supplementation of specific factors towards a particular lineage, or using the unguided methods relying on the intrinsic morpho-functional program and cues, offer distinct advantages to be considered (Lancaster et al., 2017; Sloan et al., 2018; Cederquist et al., 2019; Qian et al., 2019). For example, unguided methods present clear advantages to study the heterogeneity of neural progenitor subpopulations formed during the development of the brain cortex as well as for the study of the participation of neurotransmitters and their receptors during early stages of the process (Qian et al., 2019). On the other hand, recent modifications to a guided method using an air-liquid interface for the culture of organoid slices showed improved survival, enhanced self-organization, and better recapitulation in vitro of morphological and functional characteristics (Giandomenico et al., 2019). Despite reported differences between guided and unguided methods, they both are similar in the sense that both methods allow cells to undergo an intrinsic developmental program that mimic molecular (Camp et al., 2015; Quadrato et al., 2017; Amiri et al., 2018), cellular (Kadoshima et al., 2014; Qian et al., 2016; Bagley et al., 2017; Birey et al., 2017; Velasco et al., 2019) and physiological (Paşca et al., 2015; Qian et al., 2016; Birey et al., 2017) characteristics of a wide spectrum of conditions being powerful biological systems to move forward in the comprehension of early human brain cortex development (Kadoshima et al., 2014; Camp et al., 2015; Qian et al., 2016; Bershteyn et al., 2017; Birey et al., 2017; Arlotta and Paşca, 2019; Velasco et al., 2019). Remarkably, brain organoids are also beginning to be used to study synaptic transmission and the effects of neurotransmitters. Moreover, recent evidence shows that similar electrophysiological properties can be detected in both differentiated bi-dimensional and three-dimensional cultures (Chandrasekaran et al., 2017). Along this line, optimized cerebral organoids were shown to have increased abundance of neurotransmitter receptors such as glutamate, AMPA receptor GluA1, NMDA receptor GluN1, GluN2A and GluN2B, and GABA-B receptor 1 at the mRNA and protein expression levels (Yakoub, 2019). Moreover, experiments on slices obtained from organoids showed that organoid-derived neurons have the capability of firing TTX-sensitive APs during stimulation as well as displaying prominent Na+–K+ currents in response to voltage ramps (Qian et al., 2016). These results are all consistent with a previous report using human cortical spheroids (hCSs), in which similar electrophysiological events were recorded (Paşca et al., 2015). Also, in the latter two studies, astrocytes were found by functional recording analysis, highlighting another important feature of the method applied for the generation of their organoids (Paşca et al., 2015; Qian et al., 2016). Even more importantly, half percent of the neural population showed sEPSC (Paşca et al., 2015; Qian et al., 2016). Despite eventual discrepancies, the development of functional parameters, in organoids, progresses according to the expected neural maturation and the accompanying depolarizing-hyperpolarizing GABA switch evidenced by the reduced abundance of NKCC1 cotransporter and the enrichment of KCC2 symporter; this last one is strongly expressed in the cortical plate (CP) after 80 days of differentiation. Regarding patterns of calcium activity, while immature organoids display calcium rise in response to GABA, more mature ones respond in a higher proportion exclusively to glutamate (Qian et al., 2016). Similar findings were observed in dissociated and entire hCSs loaded with Fura-2 and Fluo-4 probes, respectively (Lancaster et al., 2013; Paşca et al., 2015). A more refined approach, using the overexpression of GCaMP6s calcium sensor and the Na+ channel blocker TTX, indicated that calcium oscillation in organoids can be used as readout of neuronal activity, as in more mature embryonic structures (Xiang et al., 2017). Likewise, pharmacological application of glutamate increased the frequency of calcium spikes in the organoid system (Lancaster et al., 2013). Also, using specific spheroids to model cortical neurons forming the pallium (glutamatergic neurons) and subpallium (GABAergic neurons), it was found that neurosteroids and allopregnanolone (an agonist of GABAA receptor) in combination with retinoic acid can increase the frequency of spontaneous calcium spikes as well (Birey et al., 2017). Taken together, these results indicate that functional neurons and neural connections are effectively established in cultured organoids and they have the ability to generate complex synaptic networks. This is more evident after long periods of culture, where cortical superior layer type neurons are born with characteristic molecular traits and functional dendritic spines (Quadrato et al., 2017; Giandomenico et al., 2019; Trujillo et al., 2019). Importantly, genetic and morphological signatures are consistent with human prefrontal cortex development (Zhong et al., 2018). Functional measurements of network activity in organoids have been performed using close-packed silicon microelectrode technology (multi-electrode array, MEA), which has offered an overview of synaptic connectivity and, in particular, it has served to measure aggregates of synaptic currents as local field potentials (LFP) helping to determine various characteristics of the generated networks. As expected, under TTX treatment, recorded AP and spontaneous neural firing were abolished (Quadrato et al., 2017; Trujillo et al., 2019). This result is also consistent with MEA analysis performed in air-liquid interface grown cerebral organoids (Giandomenico et al., 2019). More in detail, mathematical cross-correlation of recorded spike trains on monosynaptic connections revealed that a high number of recorded spikes (81%) resulted from synaptic transmission non-mediated by NMDA receptor (Quadrato et al., 2017). Oscillatory network dynamic in cortical organoids has more recently been evaluated using MEA data analysis as well (Trujillo et al., 2019). In this regard, pharmacological modulation aimed at blocking glutamatergic activity and enhancing GABAergic synaptic transmission, resulted in a depressed synaptic response evidenced in the reduction of electrical activity and the loss of synchronicity (Trujillo et al., 2019). Hence, recorded calcium dynamic was also affected after pharmacological treatment with the glutamate receptor antagonist CNQX (Sakaguchi et al., 2019) while inhibition of GABAergic transmission increased the number of synchronized electrical responses (Trujillo et al., 2019). Thus, these results show that cultured organoids can display synchronous network activity resembling human cortical network development creating opportunities to study early actions of cellular neurotransmission.




MODELING SYNAPTIC DYSFUNCTIONS AND MENTAL DISORDERS USING HUMAN REPROGRAMMED NEURONS


The Use of hiPSCs to Enlighten the Etiology of Neurodevelopmental Disorders and Autism

In humans, the development of the brain is a sequential process orchestrated by dynamic patterns of gene expression and various intrinsic and extrinsic signaling molecules (Cardoso et al., 2019; Silva et al., 2019). This process start at the third week of embryonic development when the neuroectoderm folds to give shape to the neural tube (Stiles and Jernigan, 2010; Tau and Peterson, 2010). Underlying this process is intense cell proliferation, migration, differentiation and synaptogenesis. Thus, there are multiple cellular mechanisms that could be impaired and lead to impaired brain development, which also depends on sensitive and critical timeframes where brain development is more vulnerable (Meredith, 2015; Bennett et al., 2019). Modeling a condition involving neurodevelopmental disorders is a complex endeavor because the general nature of such disorders is heterogeneous and its approach requires the efficient characterization of the distinct cellular subtypes and circuits affected in correlation with the hallmark phenotypes of the pathology. Commonly, the clinical manifestations in patients occur at birth or during infancy showing alterations in several brain functions such as learning, memory, cognition and sensorimotor behavior (Korkmaz, 2011). In this context, studies using hiPSCs, in the context of the role of shank 2 and 3 and the etiology of autism spectrum disorder (ASD), supported the participation of synaptic proteins as key factors for neurodevelopmental disorders (Shcheglovitov et al., 2013; Yi et al., 2016; Vitrac and Cloëz-Tayarani, 2018; Zaslavsky et al., 2019).

We are recently starting to unravel the way of how genetic variants act in ASD patients. While many genetic factors and the environment contribute to the diversity of ASD (Prilutsky et al., 2014; Cardoso et al., 2019), the regulation of synaptic structure and function emerged as a relevant aspect linked to the etiology of ASD. Analysis of autistic patients with functional magnetic resonance imaging (fMRI) revealed reduced neuronal connectivity in brain areas related to social interaction whereas stronger neuronal connectivity was found in areas associated with repetitive behavior (Monk et al., 2009; Habela et al., 2016). Consistently, hiPSCs-derived cortical-like neurons from patients with idiopathic autism displayed reduced frequency of excitatory postsynaptic currents (EPSCs) with altered kinetics. Additionally, electrophysiological recording showed a decrease in voltage-gated sodium and fast potassium currents. Interestingly, the morphological analysis of reprogrammed neurons indicated that the number of neurites were similar to control, even though the density of synaptic protein markers was moderately reduced (Liu et al., 2017). Remarkably, the analysis of gene expression evidenced that synaptic pathways-related genes can also be increased, specially, the expression of GABAA receptor alpha 3 (GABRA3), and voltage-gated sodium type II alpha subunit (SCN2A; Mariani et al., 2015; Liu et al., 2017). In this context, with the use of organoids, it was evidenced that increased expression of GABAA exert an imbalance between glutamatergic and GABAergic neuronal fate. The overproduction of GABAergic neurons is attributable to an early increase of FOXOG1 expression, a protein that promotes the proliferation of GABAergic precursors and acquisition of GABAergic neuronal fate (Mariani et al., 2015). Furthermore, the GABAergic neuron overproduction increased GABAergic synapses with an exuberant cellular overgrowth of neurites, which was also displayed at the transcriptome analysis. In this regard, a comparative RNA-Seq study between the transcriptional pattern of gene expression of hiPSCs-derived cortical neurons from patients with idiopathic ASD and controls after 35 and 135 days after induction showed a dysregulation of genes involved in neuronal differentiation, axon guidance, cell migration, metabolism of nucleic acid, and neural region patterning (Mariani et al., 2015; DeRosa et al., 2018). In the same study, more specific findings revealed a significant decrease in the number of spontaneous calcium transients, a readout of neuronal activity and developmental expression of AMPA and NMDA receptors. Also, scratch assays showed a significantly decreased extension of neuronal processes in ASD hiPSCs-derived neurons after 35 days of induction (Kruszewski, 2003; Brembeck et al., 2006; DeRosa et al., 2018). Thus, the analysis of the interaction between various altered mechanisms in a temporal context can contribute to a better understanding of neurodevelopmental disorders. In this line, a recent attempt to find a critical developmental period integrating cellular states and molecular determinants showed that transcriptional networks that produce aberrant neuronal maturation are regulated by gene modules which appeared to be accelerated in ASD NSCs (Schafer et al., 2019). Surprisingly, bypassing the NSCs stage by direct conversion of NSCs into cortical neurons prevented the display of neuronal ASD characteristics. These results are directly related to the intrinsic developmental changes in timing, named heterochronicity, presented during development. In connection to this particular aspect, organoids obtained from ASD patients evidenced a thinning cortical plate with a shift on migrating TBR1 positive neurons (Schafer et al., 2019). These results support the idea of a defective intrinsic transcriptional program in ASD cortical neuron development (Schafer et al., 2019). On the other hand, ASD has been related with Kleefstra syndrome (KS-ASD), a rare genetic disorder characterized by developmental delay, intellectual disability and anatomical abnormalities. KS-ASD is caused by the haploinsufficiency of the euchromatic histone lysinemethyltransferase 1 (EHMT1) gene that catalyzes the mono- and di-methylation at lys-9 position of histone H3, suggesting possible roles in neurodevelopment. Cortical neurons derived from KS-ASD patients showed reduced expression of EHMT1 mRNA and protein, and displayed shorter neurites as well as reduced arborization and dendritic protrusion density. In line with the defective morphology, calcium responses to acetylcholine stimuli evidenced reduced nicotinic cholinergic tone after 5 weeks of culture. Furthermore, low expression of migration and maturation genes was found. Thus, KS-ASD could be framed in the ASD umbrella and hiPSC-derived neurons could serve as another model to improve the comprehension of these mental disorders (Nagy et al., 2017).

Cultured brain organoids are able to mimic with high fidelity the spatial distribution of neural progenitors, their expansion process and their differentiation into mature neurons (Kadoshima et al., 2014; Qian et al., 2016, 2019; Birey et al., 2017; Quadrato et al., 2017; Renner et al., 2017; Xiang et al., 2017). In this line, autism is an archetypical disorder for the use of three-dimensional models because genetic alterations are often linked to the regulation of neural development leading to excitatory-inhibitory imbalance in the cortex (Mariani et al., 2015; Fatehullah et al., 2016; Nageshappa et al., 2016; Nestor et al., 2016; Choi et al., 2017). More in detail, an early study using an organoid-based three-dimensional model for ASD showed accelerated cell cycle and increased production of GABAergic interneurons (Mariani et al., 2015). Additionally, a recent report showed that in periventricular heterotopia (PH), a common disorder characterized by neurons that do not migrate from their sites of production outward to form the cerebral cortex, organoids recapitulate the loss of structural organization of germinal zones in patients with mutations or absence of protocadherins DCHS1 and FAT4 (Klaus et al., 2019). As a consequence of this condition, increased neural nodules were observed at the equivalent ventricular zones (Klaus et al., 2019). On the other hand, modeling prenatal hypoxic injury (HI) with cultured organoids showed that transient hypoxia activated and prolonged apoptosis leading to the loss of specific outer radial glia progenitor cells (Daviaud et al., 2019). Thus, organoid models are beginning to provide important new insights in the cellular mechanisms of neurodevelopmental disorders and neurodegenerative diseases (Qian et al., 2016, 2018; Choi et al., 2017; Gabriel and Gopalakrishnan, 2017; Lee et al., 2017; Shah and Singh, 2017; Chen et al., 2019; Klaus et al., 2019; Paşca, 2019; Setia and Muotri, 2019).



hiPSC and Rett Syndrome

Rett syndrome (RTT) is one of the most severe genetic neurodevelopment disorders affecting females. The hallmarks of this disease include a normal development up to 6–18 months of age and a later deceleration of head growth and microcephaly during the RTT onset. The disorder as well is accompanied by growth retardation, weight loss and muscle hypotonia. Additionally, the onset of the syndrome is followed by impairments in cognition, social abilities and motor function (Chahrour and Zoghbi, 2007). RTT is caused in over 90% of cases by mutations in the MECP2 gene, but another minor fraction includes mutations in either FOXG1 and CDKL5 genes (Amir et al., 1999; Chahrour and Zoghbi, 2007; Amenduni et al., 2011; Guerrini and Parrini, 2012). In this context, hiPSCs-derived neurons from RTT patients expressing mutated MECP2 showed a reduced pallidin mRNA transcript. Pallidin participates in the protein interaction network of dysbindin and it is required for the biogenesis of lysosome-related organelles complex 1 (BLOC-1), which was suggested to be altered in autism and schizophrenia (Larimore et al., 2013). Initial studies made use of fibroblasts from young girls expressing mutated MECP2 gene. They were used to assess and later establish the ability to reprogram somatic cells observing positive expression of βIII-Tubulin and Nestin in RTT-hiPSCs after differentiation (Hotta et al., 2009; Ananiev et al., 2011). However, analysis of fluorescence intensity indicated a reduced signal against βIII-Tubulin marker and sodium channels in RTT-hiPSCs-derived neurons compared to controls (Kim et al., 2011). This observation could be a consequence of small soma size (Cheung et al., 2011). In a successful way, the generation of in vitro neuronal models from RTT hiPSCs containing MECP2 mutations evidenced a reduced number of dendritic spines (Marchetto et al., 2010). In addition, the analysis of calcium transients in selected hiPSCs-derived neurons, whose synaptic activity response could be blocked with TTX or the glutamate receptor antagonists, showed a decreased frequency and amplitude of calcium events evidencing impaired connectivity (Marchetto et al., 2010). Likewise, these models presented defects to generate stable APs, suggesting a sodium channel impairment related to a diminished peak inward sodium currents (Farra et al., 2012). Moreover, sEPSC were reduced in amplitude compared to controls (Marchetto et al., 2010). Thus, these findings confirmed an altered neuronal network in hiPSCs-derived neurons from RTT patients. More recently, it has been demonstrated an altered KCC2 in RTT syndrome hiPSCs-derived neurons. MECP2 protein regulates KCC2 expression inhibiting the RE1-silencing transcription factor, a neuronal gene repressor. This results in lower expression of KCC2 and a delayed functional switch of GABA from excitation to inhibition evidenced by GABA-evoked currents under various holding potentials (Tang et al., 2016). Interestingly, the overexpression of KCC2 or IGF-1 treatments restored the functional switch of GABA suggesting that KCC2 could be a therapeutic target to relieve RTT.



Advances on Understanding Ethanol Effects Using Human Reprogrammed Neurons

Recently, research on extrinsic factors affecting brain development has also been facilitated by the adoption of methods based on human reprogrammed neurons. In this context, ethanol research has also been facilitated by the use of hiPSCs-derived neurons. In these cells, transcriptome studies have shown that several notch signaling pathway genes that regulate cell fate and synaptic plasticity are affected by alcohol exposure (Jensen et al., 2019). Furthermore, genes for NMDA and GABAA subunits show significantly elevated expression on human iPSCs-derived forebrain neurons after chronic treatment with 50 mM alcohol for 7 and 21 days, respectively with daily changes (Lieberman et al., 2012, 2018). However, while electrophysiological analyses did show that GABAA- and AMPA-evoked current responses were unaffected in hiPSCs-derived neurons, a reduced amplitude of NMDA response after acute exposure to ethanol was reported (Lieberman et al., 2012). On the other hand, studies linked to the effect of ethanol as primary cause of depletion of the stem cell pool either in adult neurogenesis or prenatal development have been described (Vangipuram and Lyman, 2010; Le Maître et al., 2018). Even though a high cytotoxic concentration of ethanol could be responsible for its effect in the developing brain, these findings suggest that ethanol could impair early cellular processes in the developing CNS.




PERSPECTIVES


Neurodevelopmental Function of Neurotransmitters in Light of Recent Progress Using Reprogrammed Neurons

As it has been presented, neurotransmitters play relevant roles not only during synaptic transmission and plasticity but also ensuring the correct execution of the developmental program of the brain. Importantly, nowadays it is possible to track down the participation of neurotransmitters in the processes that originate human neuronal circuits by taking advantage of the reprogramming and differentiation of somatic cells. In this context, it was shown that manipulating the action of GABA during differentiation had a dramatic effect on the rate of neurogenic cell divisions giving rise to a homogeneous neuronal progeny (Kemp et al., 2016). This is striking because it implies that modulation of neurotransmitter systems can in principle be used to guide the differentiation process in vitro and contribute to the generation of drug screening assays. On the other hand, potential effects of interfering with neurotransmitter systems can be better assessed in reprogrammed neurons informing about the human teratogenic potential of a certain drug. This notion is further supported by studies on the effect of a NMDA receptor blocker. In particular, ketamine deleterious effects have been investigated using hiPSCs-derived neurons showing how new born neurons can be dramatically affected by ketamine-induced NMDA receptor blockage (Wang et al., 2017).



Using Reprogrammed Neurons for Modeling Neurodevelopmental Disorders

Early adoption of the use of reprogrammed neurons for the modeling of neurodevelopmental disorders leads to great success in recapitulating some of the most important characteristics of the disorder of interest (Espuny-Camacho et al., 2013; Lancaster et al., 2013). In fact, the use of iPSC-derived neurons in research conducted to understand the involvement of synaptic dysfunctions in the etiology of autism has already inspired new therapeutic interventions for neurodevelopmental disorders (Darville et al., 2016). However, it has been evidenced that the methodology needs to be advanced in order to reduce the experimental variability or else only the most extreme phenotypes of the disease could be reproduced (Sandoe and Eggan, 2013; Brennand et al., 2015). More recently, reprogramming methods have been standardized to the point where variability is truly convening the inherent variability found on individuals from where the cells were obtained (Kilpinen et al., 2017). Nevertheless, approaches have varied when attempting differentiating hiPSCs into neurons (Dimos et al., 2008; Espuny-Camacho et al., 2013; Lancaster et al., 2013; Kemp et al., 2016). In this particular, our research on the role of neurotransmitters during cerebral cortical development has made us wonder how some important developmental signals and events are not being considered when attempting to model a disease phenotype. For instance, manipulating GABA signaling was shown to dramatically speed up the differentiation process directing it to a synchronized more mature inhibitory phenotype (Kemp et al., 2016). Moreover, in the process there was a synchronized maturation of neuronal progenitors which differs substantially from the timely controlled generation of each cortical cell type occurring during normal corticogenesis. Along the same line, commercially available differentiation media and reagents have been optimized in order to decrease the culture time needed to obtain mature neuronal activity bypassing normal developmental processes and manipulating the concentration of neurotransmitters (Bardy et al., 2015). As a consequence, while improved differentiation protocols can help to understand human-specific mechanisms of disease, they can also be the source of important experimental artifacts.
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Synaptic loss induced by soluble oligomeric forms of the amyloid β peptide (sAβos) is one of the earliest events in Alzheimer’s disease (AD) and is thought to be the major cause of the cognitive deficits. These abnormalities rely on defects in synaptic plasticity, a series of events manifested as activity-dependent modifications in synaptic structure and function. It has been reported that pannexin 1 (Panx1), a nonselective channel implicated in cell communication and intracellular signaling, modulates the induction of excitatory synaptic plasticity under physiological contexts and contributes to neuronal death under inflammatory conditions. Here, we decided to study the involvement of Panx1 in functional and structural defects observed in excitatory synapses of the amyloid precursor protein (APP)/presenilin 1 (PS1) transgenic (Tg) mice, an animal model of AD. We found an age-dependent increase in the Panx1 expression that correlates with increased Aβ levels in hippocampal tissue from Tg mice. Congruently, we also observed an exacerbated Panx1 activity upon basal conditions and in response to glutamate receptor activation. The acute inhibition of Panx1 activity with the drug probenecid (PBN) did not change neurodegenerative parameters such as amyloid deposition or astrogliosis, but it significantly reduced excitatory synaptic defects in the AD model by normalizing long-term potentiation (LTP) and depression and improving dendritic arborization and spine density in hippocampal neurons of the Tg mice. These results suggest a major contribution of Panx1 in the early mechanisms leading to the synaptopathy in AD. Indeed, PBN induced a reduction in the activation of p38 mitogen-activated protein kinase (MAPK), a kinase widely implicated in the early neurotoxic signaling in AD. Our data strongly suggest that an enhanced expression and activation of Panx1 channels contribute to the Aβ-induced cascades leading to synaptic dysfunction in AD.

Keywords: pannexin 1, Alzheimer’s disease, amyloid-β peptide, synaptic plasticity, p38 mitogen-activated protein kinase (MAPK)


INTRODUCTION

Alzheimer’s disease (AD) is an age-dependent neurodegenerative disorder characterized by severe deterioration of cognitive functions leading to dementia (Selkoe, 2001). Classical neuropathological hallmarks of AD, such as intraneuronal accumulation of hyperphosphorylated Tau protein in neurofibrillary tangles or extracellular deposition of amyloid-β peptide (Aβ) in senile plaques, have been considered as the culprit of neuronal damage; however, they show a weak correlation with memory loss (Selkoe, 2001; Nelson et al., 2012). Evidence from human brain studies suggests that the best correlate with cognitive deficits are synaptic loss and hippocampal volume reduction (DeKosky and Scheff, 1990; Terry et al., 1991; Morra et al., 2009; Peng et al., 2015). Accordingly, synaptic dysfunction and memory impairments have been reported in several animal models of AD before the appearance of neuropathological changes (Duyckaerts et al., 2008; Götz and Ittner, 2008; Philipson et al., 2010). In this regard, a number of evidences suggest that soluble oligomeric forms of Aβ (sAβos), identified in AD patients (Gong et al., 2003; Fukumoto et al., 2010) and AD animal models (Mucke et al., 2000; Price et al., 2014), precede the fibrillar amyloid deposition and tau pathology and have been implicated in the synaptopathy observed before the neurodegeneration appearance (Selkoe, 2008; Sheng et al., 2012). Congruently, sAβos from different sources (i.e., synthetic, cell line-derived, human and mouse brain-derived) induce detrimental effects on memory (Cleary et al., 2005; Reed et al., 2011), synaptic morphology (Hsieh et al., 2006; Lacor et al., 2007; Shankar, 2007; Price et al., 2014) and glutamate receptor trafficking, expression and function (Snyder et al., 2005; Hsieh et al., 2006; Shankar, 2007; Miñano-Molina et al., 2011; Ardiles et al., 2012), and consequently, impair excitatory synaptic plasticity (Kim et al., 2001; Townsend et al., 2006; Klyubin et al., 2008; Shankar et al., 2008; Li et al., 2009).

Mechanisms underlying synaptic plasticity manifest as activity-induced long-lasting changes in the synaptic efficacy, which have been better characterized in the CA1 region of the hippocampus (Malenka and Bear, 2004). There, the most prominent forms of excitatory synaptic plasticity are long-term potentiation (LTP) and long-term depression (LTD) of the synaptic strength, which require the activation of N-methyl-D-aspartate receptors (NMDARs) and metabotropic glutamate receptors (mGluRs) for its induction (Malenka and Bear, 2004). Both LTP and LTD are expressed by changes in the trafficking, surface expression, and functionality of glutamate α-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid receptors (AMPARs; Malenka and Bear, 2004) and have been proposed to be the molecular basis of learning and memory (Lynch, 2004; Collingridge et al., 2010; Takeuchi et al., 2014). These modifications in synaptic functionality are accompanied by structural rearrangements in the synaptic connections (Harris et al., 2003; Gogolla et al., 2007; Cingolani and Goda, 2008) manifested as changes in size, shape, and number of dendritic spines (Segal, 2005), which are critically dependent on the remodeling of the actin-cytoskeleton (Matus, 2000; Gordon-Weeks and Fournier, 2014). sAβos have been shown to affect both structural (Hsieh et al., 2006; Lacor et al., 2007; Shankar et al., 2008; Price et al., 2014) and functional synaptic plasticity (Kim et al., 2001; Townsend et al., 2006; Klyubin et al., 2008; Shankar et al., 2008; Li et al., 2009) by inhibiting LTP (Walsh et al., 2002; Wang et al., 2002) and enhancing NMDAR- (Kim et al., 2001; Hsieh et al., 2006; Li et al., 2009) and mGluR5-dependent LTD (Chen et al., 2013; Hu et al., 2014). sAβos-induced LTP inhibition seems to involve excessive activation of extrasynaptic GluN2B-containing NMDARs (Li et al., 2011) and mGluR5s (Li et al., 2009) in a way dependent on the activation of Jun-N terminal kinase (JNK), Cdk5, and p38 mitogen-activated protein kinases (MAPKs; Wang et al., 2004; Li et al., 2011; Rammes et al., 2011) while sAβos-induced LTD requires a metabotropic (non-ionotropic) function of GluN2B-containing NMDAR (Kessels et al., 2013; Tamburri et al., 2013) as well as activation of mGluR5 and their downstream signaling cascades including p38MAPK (Wang et al., 2004; Chen et al., 2013). Although sAβos-induced signaling cascades are relatively well studied, the molecular mechanisms modulating these processes are still poorly understood. Recently, we reported that Panx1, a protein that forms functional nonselective channels in the plasma membrane and that is implicated in cell communication (MacVicar and Thompson, 2010), plays a critical role in modulating the neuronal activity in hippocampal synapses and in controlling the sliding threshold for excitatory synaptic plasticity (Ardiles et al., 2014). This Panx1 function appears to be induced by NMDAR and mGluR5, as glutamate receptors overactivation stimulates ATP release and promote hippocampal hyperactivity, which can be prevented by Panx1 blockers (Thompson et al., 2008; Lopatár et al., 2015). Remarkably, the application of exogenous Aβ in acute hippocampal slices has been shown to induce neuronal death via increasing surface membrane expression and activity of Panx1 channels (Orellana et al., 2011b), strongly suggesting the involvement of Panx1 in the Aβ-mediated neurotoxicity. With this in mind, we investigated the participation of Panx1 channels in the synaptic impairments observed in hippocampal tissue of amyloid precursor protein (APP)/presenilin 1 (PS1) transgenic (Tg) mice, a transgenic animal model of AD (Jankowsky et al., 2004). Specifically, we evaluated Panx1 expression and activity in hippocampal tissue of Tg mice and the impact of inhibiting its activity on neurodegeneration parameters, such as Aβ deposition and astrogliosis, and on synaptic plasticity and neuronal structure. Our data show that Panx1 is overexpressed and overactive in Tg hippocampal tissue and that its expression correlates well with enhanced levels of the Aβ peptide. The acute inhibition of Panx1 with probenecid (PBN) reverts the defects in synaptic plasticity and structure observed in hippocampal tissue of Tg mice but has no significant effects on neurodegeneration, suggesting that Panx1 activation plays a major role in the initial steps of the synaptopathy in AD. In fact, PBN significantly reduces the activation of p38MAPK, a kinase that reportedly enhances its expression and activity at early stages of AD (Sun et al., 2003), further supporting a role of Panx1 in the Aβ-induced signaling that leads to the early synaptic dysfunction in AD.



MATERIALS AND METHODS


Animals

Unless otherwise noted, all experiments were carried out in 6-month-old (m.o.) C57BL/6 wild-type (Wt) or APPswe/PSEN1ΔE9 mice (Tg mice). Tg mice, which express the mutant APPSWE (K595N/M596L) and PSEN1ΔE9, deletion of the exon 9 (APP/PS1 mice stock 004462), were obtained from Jackson Laboratory (Bar Harbor, ME, USA). Mice were housed at 22°C at constant humidity (55%), 12/12-h dark-light cycle, with a light phase from 8:00 AM to 8:00 PM. Food and water were provided ad libitum. The use and care of the animals were approved by the Ethics and Animal Care Committee of Universidad de Valparaíso (BEA064-2015).



Drugs and Treatments

PBN and N-[N-(3,5-difluorophenacetyl-l-alanyl)]-S-phenylglycine t-butyl ester (DAPT) were obtained from Sigma Aldrich. SB203580 (SB) was kindly provided by Dr. Andrew Quest (Universidad de Chile). All other chemicals were purchased from Merck or Sigma. Drugs were applied in artificial cerebrospinal fluid (ACSF) as follows: After brain dissection, hemispheres (histology) or slices (electrophysiology and biochemistry) were maintained in ACSF bubbled with a mixture of 5% CO2 and 95% O2 plus vehicle [sodium hydroxide (NaOH), ethanol, and dimethyl sulfoxide (DMSO)] or drug (100 μM PBN, 1 μM SB, and 0.5 μM DAPT) for 2 h.



Excitatory Postsynaptic Field Recordings

Hippocampal slices were prepared as we previously reported (Ardiles et al., 2012; Gajardo et al., 2018). Briefly, mice were deeply anesthetized with isoflurane, brains quickly removed and hippocampus sectioned in slices of 350 μm in ice-cold dissection buffer using a vibroslicer (Leica VT1200S, Leica Microsystems, Nussloch, Germany). After 1 h stabilization in ACSF (in mM: 119 NaCl, 26 NaHCO3, 1 NaH2PO4, 11 glucose, 2.5 KCl, 4 CaCl2, 4 MgCl2, 1.25 NaHPO4), slices were treated with 100 μM PBN in ACSF for 2 h and then subjected to stimulation of the Schaffer collaterals using 0.2-ms pulses delivered through concentric bipolar stimulating electrodes and recorded extracellularly in the stratum radiatum of CA1. LTP was induced using four theta burst stimulations (TBSs; 10 trains of four pulses at 100 Hz; 5 Hz inter-burst interval) delivered at 0.1 Hz. LTD was induced using paired-pulse (50-ms interval) low-frequency stimulation (ppLFS; 900 pulses delivered at 1 Hz) in the presence or absence of PBN. LTP and LTD magnitudes were calculated as the average (normalized to baseline) of the responses recorded 50–60 min after conditioning stimulation.



Synaptosomal Fractionation

Synaptosomes were extracted from hippocampus of 6 m.o. male mice as we previously described (Gajardo et al., 2018). Hippocampi were homogenized in ice-cold homogenization buffer [320 mM sucrose, 4 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES), and 1 mM ethylene glycol-bis(β-aminoethyl ether)-N,N,N′,N′-tetraacetic acid; EGTA), pH 7.4; protease and phosphatase inhibitor cocktails] using a Dounce tissue grinder. The homogenate was centrifuged at 1,000× g for 10 min at 4°C (Beckman F0630 rotor) obtaining a supernatant (S1), which was collected, whereas the pellet (P1) was discarded. Then, S1 was centrifuged at 12,000× g for 20 min at 4°C. The obtained pellet (P2) containing the membrane proteins was resuspended in homogenization buffer, layered on the top of a discontinuous sucrose density gradient (0.32/1.0/1.2 M) and subjected to ultracentrifugation at 165,000× g (Beckman SW-60ti rotor) for 65 min at 4°C. Then, both the sediment and sucrose 0.32/1 M interface were discarded, whereas material accumulated at the interface of 1.0 M and 1.2 M sucrose-containing synaptosome (SP1) fraction was collected. SP1 was diluted with lysis buffer to restore the sucrose concentration to 320 mM and remained on ice with gentle agitation for 30 min. Then, SP1 was centrifuged at 33,000× g (Beckman F0630 rotor) for 30 min. The pellet obtained (PS1) was resuspended in a gradient load buffer, loaded on 0.32/1.0/1.2 M discontinuous gradient, and centrifuged at 165,000× g (Beckman SW-60ti rotor) for 65 min. The sucrose 1/1.2 M interphase, synaptosome fraction 2 (SP2), was recovered and delipidated in a delipidating buffer. Next, SP2 was diluted with a filling buffer to restore the sucrose concentration and then centrifuged at 33,000× g (Beckman F0630 rotor) for 1 h. The sediment obtained (PS2) was washed with 50 mM HEPES-Na and centrifuged at 165,000× g (Beckman SW-60ti rotor) for 10 min. The final sediment obtained (PS3), containing postsynaptic densities (PSDs), was resuspended in 50 mM HEPES-Na and homogenized. PS2 or PSD fractions were quantified for protein concentration and submitted to Western blot.



Western Blot

Hippocampal slices (5–6 slices per animal; seven animals per group) from 3- to 12-months mice were frozen with dry ice and homogenized in lysis buffer [150 mM NaCl, 10 mM Tris-HCl, pH 7.4, ethylenediaminetetraacetic acid (EDTA) 2 mM, 1% Triton X-100, and 0.1% sodium dodecyl sulfate (SDS)], supplemented with a protease and phosphatase inhibitor cocktail (Thermo Fisher Scientific, Rockford, IL, USA) by using a glass-Potter homogenizer. Protein samples from whole homogenates or synaptosomal fractions were centrifuged twice for 10 min at 12,000 rpm at 4°C. Protein concentration was determined with the Qubit® Protein Assay Kit (Thermo Fisher Scientific, Rockford, IL, USA). For both cases, 40 μg of protein per lane were resolved by 10% SDS-polyacrylamide gel electrophoresis (PAGE), followed by immunoblotting on polyvinylidene fluoride (PVDF) membranes (BioRad, Berkeley, CA, USA) and probed with specific antibodies against Panx1 (rabbit anti-Panx1, ABN242 Merck; 1:1,000), PSD-95 (mouse anti-PSD-95, MAB1596 Merck, 1:1,000), synaptophysin (goat anti-SYP, sc-9116, Santa Cruz Biotechnology, Santa Cruz, CA, USA; 1:2,000), p38 MAPK (rabbit anti-p38MAPK, #9212, Cell Signaling Technology, Danvers, MA, USA; 1:1,000), phospho-p38 MAPK (rabbit anti-Thr180/Tyr182, #9211, Cell Signaling Technology, Danvers, MA, USA; 1:1,000), and glyceraldehyde 3-phosphate dehydrogenase (GAPDH; mouse anti-GAPDH, sc-47724, Santa Cruz Biotechnology, Santa Cruz, CA, USA; 1:1,000). Band intensities were visualized by enhanced chemiluminescence kit (ECL, BioRad, Berkeley, CA, USA), and the intensity of each band was scanned and densitometrically quantified using the ImageJ software (version 1.49v; National Institutes of Health, Bethesda, MD, USA).

sAβos were measured by a slot blot assays as previously described (Ardiles et al., 2012). Briefly, the total protein extract was centrifuged at 20,000 g for 1 h to eliminate fibrillar aggregates. The protein concentration of the soluble fraction was determined, and 6 mg of protein was spotted in 0.45-mm2 nitrocellulose (Millipore, Kankakee, IL, USA), blocked with phosphate-buffered saline with Tween 20 (PBS-T) gelatin 0.4% and incubated using antibodies against total Aβ (6E10, BioLegend; 1:1,000) against oligomeric forms of Aβ (A11; rabbit anti-oligomer, AHB0052, Sigma, 1:5,000) and against Panx1 (rabbit anti-Panx1, ABN242, Merck; 1:1,000). Slot blots were then processed as mentioned above.



Histology

For histological studies, mice were transcardially perfused with 0.9% NaCl and 4% paraformaldehyde (PFA) in phosphate buffer pH 7.4. For immunohistochemistry, paraffin-embedded brain tissue was cut into 7-μm sections using a cryostat (Leica CM1900) and treated for endogenous peroxidase blockade (3% hydrogen peroxide) followed by CAS-Block (Invitrogen, 008120) and blocking solution (5% goat serum, 0.3% Tween 20 in PBS). Tissues were incubated with primary rabbit anti-Panx1 antibody (ABN242, Merck; 1:200), mouse anti-glial fibrillary acidic protein (GFAP; clone 2E1, Santa Cruz Biotechnology, Santa Cruz, CA, USA; 1:500), and mouse anti-amyloid peptide antibody (clone 6E10, BioLegend; 1:1,000), followed by horseradish peroxidase (HRP)-linked secondary goat anti-mouse or anti-rabbit antibody (Thermo Fisher Scientific, Waltham, MA, USA; 1:250) and diaminobenzidine substrate (Sigma D5637) or p-nitroblue tetrazolium chloride (NBT)/5-bromo-4-chloro-3’-indolyphosphate p-toluidine (BCIP) (Thermo 34042) to visualization of peroxidase or alkaline phosphatase reactions, respectively. Additionally, brain sections were co-stained with Congo red (5%, Sigma) to mark amyloid material or counterstained with Nissl or Kluver–Barrera stains. Images were acquired in an upright microscope (Leica DM500) attached to a Leica ICC50W camera.

For immunofluorescence, 20-μm sections were stained with primary rabbit anti-Panx1 antibody (ABN242, Merck; 1:100), rabbit anti-GFAP (Z0334, DAKO; 1:500), rabbit anti-NeuN (AB177487, Abcam; 1:500), mouse anti-Panx1 antibody (MAB7097, R&D Systems; 1:200), mouse anti-GFAP (clone 2E1, Santa Cruz; 1:250), and mouse anti-amyloid peptide antibody (clone 6E10, BioLegend; 1:500), followed by cyanine-conjugated secondary goat anti-mouse or anti-rabbit antibodies (Jackson ImmunoResearch; 1:500). Additionally, brain sections were co-stained with 4′,6-diamidino-2-phenylindole (DAPI, Sigma; 1:1,000) to label nuclei. Images were acquired in a confocal microscope (upright Eclipse Nikon 80i) using an immersion-oil Plan Fluor 100× magnification objective (NA 1.3) and identical exposure settings between compared samples. The astrocytic burden was measured by estimating the area of GFAP immunostaining regarding the total area (N = 5–6 fields from three to four animals per group).



Ethidium Bromide Uptake Assay

To test the activity of Panx1 channels under basal or glutamate receptor activation conditions, hippocampal slices were stabilized in a chamber with oxygenated ACSF (95% O2 and 5% CO2) pH 7.4 for 1 h and then incubated with 20 μM of ethidium bromide (EtBr) for 5 min in ACSF only or in the presence of 50 μM of NMDA or 100 μM (S)-3,5-dihydroxyphenylglycine (DHPG). To test the activity of Panx1 and the effect of p38MAPK or γ-secretase inhibitors, hippocampal slices were stabilized for 2 h in the presence of PBN, the p38 MAPK inhibitor SB, or the γ-secretase inhibitor DAPT and their respective vehicles and then incubated with 20 μM of EtBr for 5 min in ACSF. After that, the slices were washed three times during 15 min with ACSF, fixed at room temperature with 4% PFA and 15% sucrose for 30 min, and maintained in PBS buffer. Then, slices were cut into 25-μm sections using a cryostat (Leica CM1900). The sections were stained with primary mouse anti βIII tubulin (clone 5G8, Promega; 1:1,000), rabbit anti-GFAP (Z0334, DAKO; 1:1,000), or mouse anti-NeuN (MAB377, Merck; 1:200), followed by cyanine-conjugated secondary goat anti-mouse or anti-rabbit antibodies (Jackson ImmunoResearch; 1:500). Mounted sections were examined in an Olympus IX81 Custom microscope coupled to an Olympus F-View Monochromatic CCD camera. Images were acquired with a 20× objective using Xcellence Pro software and processed with a custom-made algorithm based on Fiji (ImageJ software). Dye uptake ratio was calculated as the mean fluorescence intensity of the population of positive β-III tubulin or NeuN cells and normalized to the Wt group. At least three fields were selected in every slice.



Golgi Staining to Dendritic Morphology Visualization

Dissected mouse brains were maintained for 2 h at room temperature in ACSF bubbled with a mixture of 5% CO2 and 95% O2 in the presence or the absence of 100 μM PBN and then processed for Golgi impregnation following manufacturer’s instructions (FD NeuroTechnologies, Columbia, MD, USA). Coronal sections of 150-μm-thick brain slices were obtained using a semiautomatic cryostat microtome (Kedee KD-2950, Germany) at −20°C and mounted on gelatin-coated slides, developed with solutions of the same kit, dehydrated with a growing battery of alcohols (50–100%), and mounted using Entellan media (Millipore-Sigma, Germany). Images of pyramidal hippocampal neurons were acquired by a Leica Application Suite X (LASX, Leica Microsystems Inc., Buffalo Grove, IL, USA) under bright-field microscopy at 40× or 100× magnification using similar light conditions between experimental groups. Images were digitalized in 1,200 × 1,200 dpi resolution for morphometric analysis.



Morphometric Analysis

Well-impregnated CA1 pyramidal neurons which had their branching isolated from surrounding neurons and their soma located in the middle third of the tissue were used for analysis. Camera lucida drawings were performed using a 40× objective (Leica M80 attached to Leica DM500). Analysis of the camera lucida drawings were traced using the NeuronJ plugin and then quantified using Sholl analysis macro ImageJ (NIH, Bethesda, MD, USA). Dendritic branching was quantified as the number of intersections with concentric circles at increasing diameters (20-μm steps) placed around the cell body. Dendritic length and spine number were analyzed at 20 μm in Sholl analysis. All morphological analyses were performed blind to the experimental conditions.


Statistical Analysis

Data are shown as mean ± standard error of the mean (SEM). Statistical analysis was performed using GraphPad Prism (GraphPad Software Inc., San Diego, CA, USA). Normality distribution of raw data was probed by Shapiro–Wilk test. Unpaired, two-tailed Student’s T-tests or Mann–Whitney rank test for two sample comparison, ANOVA followed by Tukey’s or Bonferroni’s post hoc test, or Kruskal–Wallis followed by a Dunn’s correction for multiple comparisons were performed to determine significant differences.





RESULTS


Pannexin 1 Expression and Activity in Transgenic Mouse Hippocampal Tissue

Panx1 is expressed in several brain areas including neocortex, hippocampus, amygdala, substantia nigra, olfactory bulb, and cerebellum with an age-dependent pattern (Vogt et al., 2005; Ardiles et al., 2014), showing higher levels in embryonic and young tissue, but declining during adulthood (Vogt et al., 2005; Ardiles et al., 2014). To evaluate whether Panx1 expression and distribution were altered in Tg brains, we performed Western blots from whole hippocampal homogenates using tissue from 3- to 12-m.o. Wt and Tg mice (Figure 1A). First, we confirmed that Panx1 expression was reduced during aging in Wt animals. Similarly, Tg also showed an age-dependent reduction, but reaching a peak of expression at 6 m.o. and decreasing after that. However, the expression of Panx1 was greater in whole hippocampal lysates from Tg compared to Wt mice in all the age ranges (Figure 1A). Moreover, a tendency to greater levels of Panx1 was observed in hippocampal synaptosome-enriched fractions isolated from 6-m.o. Tg compared to the Wt brains (Supplementary Figure S1A). Interestingly, the increased Panx1 expression observed in Tg hippocampal tissue significantly correlated with the age-dependent rising levels of Aβ in Tg samples estimated by slot blot experiments using the 6E10 antibody (Figure 1B). Instead, an inverse and nonsignificant correlation between Panx1/Aβ expressions was found in Wt samples (Figure 1B). Similar results were obtained when the anti-oligomer A11 antibody was used to detect Aβ (Supplementary Figure S1B). Since Panx1 has been shown to be expressed not only in pyramidal neurons but also in interneurons and astrocytes (Vogt et al., 2005; Huang et al., 2007), we evaluated whether this increased Panx1expression was given in neuronal or glial cells. As shown in Figure 1C, Panx1 reactivity in hippocampal slices was observed in both NeuN-positive neurons and GFAP-positive astrocytes (Figure 1C). In fact, Panx1-positive astrocytes were significantly more in Tg slices compared to Wt animals (Supplementary Figure S1C). Interestingly, Panx1 exhibited a punctate staining pattern around amyloid plaques, in the pyramidal cell layer, neuropil, and reactive astrocytes (Supplementary Figure S1D), in agreement with previous observations that Panx1 is expressed in reactive astrocytes that are in direct contact with amyloid plaques in this AD model (Yi et al., 2016). These data strongly suggest that Panx1 is overexpressed in the hippocampal tissue of the Tg mice. In order to evaluate whether this augmented Panx1 expression associated with an enhanced Panx1 activity, we performed dye uptake experiments in hippocampal slices from Wt and Tg mice using EtBr in the presence of La+3 to block the uptake through connexin hemichannels (Orellana et al., 2011b). As shown in Figure 1D, we observed an increased EtBr fluorescence in hippocampal slices from Tg compared to Wt animals upon basal conditions, which was reduced in the presence of PBN, a Panx1 blocker (Silverman et al., 2008; Figure 1D). Similarly, when we stimulated hippocampal slices with NMDA and DHPG to induce NMDARs and mGluR5 overactivation, we observed a higher EtBr fluorescence in hippocampal slices from Tg compared to Wt tissue (Figure 1E). PBN significantly decreased EtBr fluorescence in both Wt and Tg slices, indicating that dye uptake was through Panx1 channels. Together, these data suggest that, in the AD context, NMDAR and mGluR5 activation induces an exacerbated Panx1 activity.
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FIGURE 1. IncreasedPannexin 1 (Panx1) expression and activity in the hippocampus ofAlzheimer’s disease (AD) transgenic (Tg) mice. (A)Representative blots of Panx1 expression levels in whole hippocampalhomogenates of wild-type (Wt, black) and Tg (red) mice at 3,6, 9, and 12 months old (m.o.; Top panel). Western blot analysis ofPanx1 levels normalized to glyceraldehyde 3-phosphatedehydrogenase (GAPDH) levels (bottom panel). Two-way ANOVA(F(3,48) = 106.3; p < 0.0001) for age;(F(1,48) = 771.4;p < 0.0001) for genotype. **p = 0.0053 for3 m.o.; ****p < 0.0001 for 6 m.o.;****p < 0.0001 for 9 m.o.; ***p = 0.0005 for12 m.o.; (N = 7 animals per group) vs. Wt. (B)Representative slot blot of Panx1 and total amyloid-β(Aβ) levels immunodetected by 6E10 antibody (6E10 levels) inhippocampal homogenates of Wt and Tg mice at 3, 6, 9, and 12 m.o.(Top panel). Slot blot analysis of Panx1 (left panel) and 6E10(middle panel) levels and correlation between Panx1 and 6E10 levelsat the different ages (right panel). Two-way ANOVA(F(3,48) = 11.96; p < 0.0001) for age;(F(1,48) = 652.4; p < 0.0001) for genotype. ****p < 0.0001; N = 7 animals per group) forPanx1 levels, followed by Bonferroni’s post hoc test(p < 0.005). Two-way ANOVA[(F(3,40) = 99.60; p < 0.0001) for age;(F(1,40) = 167.3, p < 0.0001) for genotype. **p = 0.0037; ***p = 0.0004; ****p < 0.0001; N = 6 animals per group] for levels 6E10, followed by Bonferroni’s post hoc test (p < 0.005). Two-way ANOVA (F(3,30) = 23.43; p < 0.0001) for age; (F(1,10) = 22.16; p = 0.0008). ***p = 0.0004; **p = 0.0013; *p = 0.0260; N = 6 animals per group) for 6E10 levels, followed by Bonferroni’s post hoc test (p < 0.005). Correlation (r2 = 0.9725; *p = 0.0138; for Tg; r2 = 0.8560; nsp = 0.0748; for Wt; C) Representative images showing the colocalization between Panx1 (green) and NeuN or glial fibrillary acidic protein (GFAP; red) immunoreactivity in the hippocampal CA1 area from 6 m.o. Wt and Tg mice. Scale bar = 50 μm. (D) Representative images of ethidium bromide (EtBr) uptake by pyramidal neurons from hippocampal CA1 area treated with 200 μM La3+ under resting conditions in the presence or absence of 100 μM of probenecid (PBN; left panel). EtBr uptake ratio normalized to Wt group (right panel). One-way ANOVA (F(3,33) = 47.29; p < 0.0001) for treatment; ***p < 0.0001 (N = 3 animals per group) vs. Wt or Tg, followed by Bonferroni’s post hoc test (p < 0.005). S pyr, stratum pyramidale; S Rad, stratum radiatum. (E) Representative images of EtBr uptake by pyramidal neurons from hippocampal CA1 area treated with 200 μM La3+ and stimulated with 50 μM N-methyl-D-aspartate (NMDA) or 100 μM (S)-3,5-dihydroxyphenylglycine (DHPG) in the presence or absence of 100 μM of PBN (left panel). EtBr uptake ratio normalized to Wt group in resting conditions (D; right panel). Wt (black line) and Tg (red line) values obtained in resting conditions are indicated. One-way ANOVA (F(11,153) = 68.82; p < 0.0001) **p = 0.087; (N = 3 animals per group) vs. WtNMDA; **p = 0.041, vs. WtDHPG ∧∧∧p < 0.0001, vs. WtNMDA or WtDHPG; ≢q≢q≢qp < 0.0001 (N = 3 animals per group) vs. TgNMDA or TgDHPG, followed by Bonferroni’s post hoc test (p < 0.005). Scale bar = 50 μm.





Pannexin 1 Blockade With Probenecid Does Not Affect Neurodegeneration-Related Events in Transgenic Mice

Along with amyloid plaques and neurofibrillary tangles, abnormal inflammation including reactive gliosis is one of the neuropathological hallmarks of AD (Selkoe, 2001). In fact, activated astrocytes and microglia surrounding amyloid plaques have been shown in AD brains (McGeer and McGeer, 2003). Accordingly, an increased GFAP staining has been previously reported in this AD model at 6 m.o. (Gomez-Arboledas et al., 2018). Considering that Panx1 channels have been involved in inflammatory conditions (Zhou K. Q. et al., 2019), playing a role in the inflammasome activation in astrocytes and neurons (Silverman et al., 2009), and since PBN appears to exert an anti-inflammatory effect by inhibiting Panx1 activity (Wei et al., 2015; Hainz et al., 2017; Zhang et al., 2019), we evaluated the effect of PBN on sAβos accumulation, amyloid plaques, and GFAP immunoreactivity in Wt and Tg brains (Figure 2). Hippocampal slices were treated during 2 h with 100 μM of PBN and then processed for the evaluation of neurodegeneration parameters. As shown in Figure 2A; sAβos levels, estimated by the A11 antibody, were elevated in whole hippocampal lysates from Tg compared to Wt mice (Figure 2A). Treatment with PBN did not have a significant effect on this Aβ accumulation (Figure 2A). Congo red-positive amyloid plaques were present in the hippocampus and adjacent cortex of Tg mice but were absent in Wt brains (Figure 2B). PBN treatment did not significantly affect the number of amyloid plaques (Figures 2B,C). As previously reported (Gomez-Arboledas et al., 2018), the GFAP-stained area was significantly increased in the hippocampus and adjacent cortex of Tg mice compared to Wt mice (Figures 2G,H and Supplementary Figure S2A), indicative of an augmented astrocytosis. However, treatment with PBN did not affect the percentage of reactive astrocytes (Figure 2H). Similarly, PBN had no effect on the reduced number of neurons in the CA1 pyramidal cell layer and adjacent cortex of Tg mice (Figures 2D,E), indicating that, at least during the 2 h of treatment, there was no impact on neuronal death.
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FIGURE 2. Pannexin 1 (Panx1) blockade does not affect neurodegeneration hallmarks in AD transgenic (Tg) mice. (A) Representative slot blot of soluble Aβ oligomers (sAβos) in hippocampal extracts immunodetected by A11 antibody (left panel). Relative levels of sAβos in 6-month-old (m.o.) wild-type (Wt) and Tg mice in the absence (Wt, black; Tg, red) or the presence of 100 μM probenecid (PBN; Wt+PBN, gray; Tg+PBN, blue; right panel). One-way ANOVA (F(3,11) = 6.640, p = 0.0146; N = 3) followed by Tukey’s post hoc test (p < 0.05). (B) Representative images of Kluver–Barrera- and Congo red-stained brain slices from 6 m.o. Tg mice in the absence (Tg, red) or the presence of 100 μM PBN (Tg+PBN, blue). Amyloid plaques are indicated by the arrows. Scale bar = 20 μm. (C) Number of amyloid plaques in dendritic layer (S rad.) of CA1 area of hippocampus (Hipp) and layer V (V) of the adjacent cortex (Cx). Unpaired, two-tailed t-test did not reveal significant differences (p = 0.6070 for number of plaques in Hipp, p = 0.9421 for number of plaques in Cx; N = 4 per group) vs. Tg. (D) Representative images of Nissl-stained brain slices from 6 m.o. Wt and Tg mice in the absence (Wt, black; Tg, red) or the presence of PBN (Wt+PBN, gray; Tg+PBN, blue). Pyknotic cells are indicated by the arrows. (E,F) Number of pyknotic and healthy neurons in pyramidal cell layer (S pyr.) of CA1 area of hippocampus (Hipp; E) and layer V (V) of the adjacent cortex (Cx; F). Two-way ANOVA (F(3,15) = 3.910, *p = 0.0302 for healthy cells in hippocampus; N = 3 per group) followed by Bonferroni’s post hoc test (p < 0.05) vs. Wt. (G) Representative images of GFAP immunofluorescence in brain slices from 6 m.o. Wt and Tg mice in the absence (Wt, black; Tg, red) or the presence of 100 μM PBN (Wt+PBN, gray; Tg+PBN, blue). (H) Astrocytic burden in dendritic layer (S rad.) of CA1 area of hippocampus (Hipp) and layer V (V) of the adjacent cortex (Cx). Scale bar: 200 μm. Two-way ANOVA (F(3,24) = 7.115, *p = 0.0014; N = 3 per group) followed by Bonferroni’s post hoc test (p < 0.05) vs. Wt. S pyr, stratum pyramidale; S rad, stratum radiatum.



Together, these data indicate that the acute blockade of Panx1 with PBN is not able to interfere with the toxic events associated with the neurodegenerative process in the AD context and suggest that Panx1 overactivation could have a more important role in earlier mechanisms.



Pannexin 1 Blockade With Probenecid Normalizes Hippocampal Synaptic Plasticity in Transgenic Mice

LTP and LTD of the excitatory synaptic strength, the more prominent forms of synaptic plasticity, have been proposed to be the molecular basis of learning and memory (Lynch, 2004; Collingridge et al., 2010; Takeuchi et al., 2014). One of the earliest processes induced by the Aβ signaling in AD is an enhanced glutamate transmission (Palop et al., 2007; Busche et al., 2012) that produces an imbalance in the excitatory synaptic plasticity, impairing LTP, favoring LTD, and leading to synaptic dysfunction (Kim et al., 2001; Walsh et al., 2002; Wang et al., 2002; Hsieh et al., 2006; Li et al., 2009). This latter has been suggested as an initial stage of the disease that correlates well with the early cognitive decline in AD (Forner et al., 2017). Therefore, we analyzed the impact of interfering with Panx1 overactivity on LTP/LTD in acute hippocampal slices of the Tg mice. To do that, we induced synaptic plasticity in hippocampal slices from 6 m.o. mice applying standard theta burst (TBS) and ppLFS protocols to induce LTP and LTD, respectively (Ardiles et al., 2014). Slices were incubated in the presence or absence of 100 μM PBN during 2 h before synaptic plasticity induction. As shown in Figure 3, Tg hippocampal slices exhibited impaired LTP and LTD as compared to Wt slices (Figures 3A,C). The treatment with PBN modified excitatory synaptic responses in Tg slices, reducing LTD and increasing LTP, reaching values comparable to those observed in Wt slices (Figures 3B,D). At intermediate frequencies of stimulation (5 and 10 Hz), PBN produced similar effects, demonstrating that the Panx1 blockade changes the threshold for synaptic modifications in the AD model (Figure 3E). These data support the hypothesis that Panx1 overactivation is involved in the synaptic dysfunction early induced by sAβos.
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FIGURE 3. Pannexin 1 (Panx1) blockade reverses synaptic plasticity defects in excitatory hippocampal synapses of AD transgenic (Tg) mice. (A) Long-term potentiation (LTP) induced by a theta burst stimulation (TBS) protocol in Schaffer Collateral–CA1 synapse. TBS protocol was delivered at the time indicated by the arrow. Representative traces of field excitatory postsynaptic potentials (fEPSPs) recorded 1 min before (1) and 60 min after (2) TBS. (B) Averaged LTP magnitude during the last 10 min of recording for wild-type (Wt) and Tg mice in the absence (Wt, black; Tg, red) or the presence of 100 μM probenecid (PBN; Wt+PBN, gray; Tg+PBN, blue). One-way ANOVA (F(3,39) = 143.6, ***p < 0.0001; N = 10–17 slices from three to five animals per group) followed by Tukey’s post hoc test (p < 0.05) vs. Wt. (C) Long-term depression (LTD) induced by a paired-pulse low-frequency stimulation (ppLFS) protocol in Schaffer Collateral–CA1 synapse. ppLFS protocol was delivered at the time indicated by the horizontal bar. Representative traces of fEPSPs recorded 1 min before (1) and 60 min after (2) ppLFS. (D) Averaged LTD magnitude during the last 10 min of recording for Wt and Tg mice in the absence (Wt, black; Tg, red) or the presence of 100 μM PBN (Wt+PBN, gray; Tg+PBN, blue). One-way ANOVA (F(3,39) = 232.1, ***p < 0.0001; N = 9–15 slices from three to four animals per group) followed by Tukey’s post hoc test (p < 0.05) vs. Wt. (E) LTP and LTD induced at intermediate frequencies of stimulation (5 and 10 Hz). Calibration: 1 mV, 10 ms. N = 8–12 slices from three to four animals per group.





Pannexin 1 Blockade With Probenecid Improves Dendritic Morphology and Spine Density in the Hippocampus of Transgenic Mice

Activity-dependent modifications in the efficacy of the excitatory synaptic transmission require not only functional changes associated with the trafficking and activity of glutamate receptors but also structural remodeling of the dendritic morphology supporting rearrangements in the synaptic connections (Harris et al., 2003; Gogolla et al., 2007; Cingolani and Goda, 2008). To investigate whether the effect of PBN in the excitatory hippocampal synaptic plasticity in the AD model relies on structural synaptic modifications, we performed Golgi–Cox staining and obtained camera lucida drawings of hippocampal neurons from 6 m.o. of Wt and Tg mice and evaluated dendritic arborization as well as spine density. As shown in Figure 4, Tg pyramidal neurons exhibited a reduction in the dendritic complexity and spine density of CA1 neurons (Figure 4). The total length and the number of branch points of basal and apical dendrites (Figures 4B–E), as well as the dendritic branching throughout the distance from soma (Figure 4F), the branch order (Figure 4G) and the spine density (Figures 4H,I) were significantly lower in Tg hippocampal neurons compared to Wt neurons. Remarkably, PBN antagonized all these effects, suggesting that Panx1 plays a critical role in the early structural synaptic defects observed in the hippocampal tissue of Tg brains. It is noteworthy that PBN also increased dendritic arborization and spine density in hippocampal neurons from Wt animals, further indicating that Panx1 blockade promotes structural changes in neuronal and synaptic morphology.
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FIGURE 4. Pannexin 1 (Panx1) blockade reverses the structural defects in dendritic arborization of hippocampal pyramidal neurons of AD transgenic (Tg) mice. (A) Representative draws of Golgi impregnated hippocampal neurons from wild-type (Wt) and Tg brains in the absence (Wt, black; Tg, red) or the presence of 100 μM probenecid (PBN; Wt+PBN, gray; Tg+PBN, blue). Scale bar 200 μm. S or, stratum oriens; S pyr, stratum pyramidale; S rad, stratum radiatum. (B,C) Quantitative analysis of the length and number of basal dendrites. One-way ANOVA [basal (F(3,240) = 169.5; p < 0.0001) for basal dendrites; (F(3,240) = 983.8; p < 0.0001) for basal length; N = 61 neurons from three animals per group] followed by Tukey’s post hoc test (p < 0.05). (D,E) Quantitative analysis of the length and number of apical dendrites. One-way ANOVA (F(3,240) = 203.8; p < 0.0001) for number of apical dendrites; ****p < 0.0001; ***p < 0.001; nonsignificant (n.s.); (F(3,240) = 208.5; p < 0.0001) for apical dendritic length; N = 61 neurons from three animals per group) followed by Tukey’s post hoc test (p < 0.05). (F) Number of the branch points as a function of the distance from soma. Two-way ANOVA (F(3,6,844) = 90.076, ***p < 0.0001; N = 60 dendrites from three to four animals per group) followed by Bonferroni’s post hoc test (p < 0.05). (G) Distribution of the dendritic arborization number per order. Two-way ANOVA (F(3,1,120) = 7.742, ***p < 0.0001; N = 61 dendrites from 3 to 4 animals per group) followed by Bonferroni’s post hoc test (p < 0.05). (H) Representative images of dendritic spines in Wt (black), Wt+PBN (gray), Tg (red), and Tg+PBN (blue) groups. Scale bar = 2 μm. (I) Quantitative analysis of the spine density. One-way ANOVA (F(3,236) = 355.6; p < 0.001 for basal dendrites; F(3,236) = 492.5; p < 0.0001 for apical dendrites; N = 60 dendrites from three animals per group) followed by Tukey’s post hoc test (p < 0.05); ****p < 0.0001; **p = 0.0012.





The Blockade of Pannexin 1 With Probenecid Reduces p38 Mitogen-Activated Protein Kinase Overactivation in Transgenic Hippocampal Tissue

A number of evidences demonstrate that the tau-kinase p38MAPK becomes overactive during normal aging as well as in age-related neurodegenerative diseases such as AD (Hensley et al., 1999). Particularly, p38α-MAPK appears to mediate early neuroinflammation, synaptic dysfunction, and spatial memory defects in AD models (Munoz et al., 2007). In fact, p38α-MAPK inhibition reduces the microglial production of pro-inflammatory cytokines, improving synaptic and cognitive functions in Aβ-treated mice (Munoz et al., 2007) and genetic AD models (Roy et al., 2015). In order to analyze whether the role of Panx1 in the synaptic dysfunction in Tg hippocampal tissue relies on the overactivation of p38MAPK, we measured the levels of p38MAPK phosphorylation (p-p38MAPK) in response to the PBN treatment. As shown in Figure 5A, p-p38MAPK was dramatically higher in Tg-total hippocampal lysates compared to the Wt condition. Treatment with PBN significantly reduced p38MAPK phosphorylation, reaching values indistinguishable to those observed in the Wt tissue (Figure 5A). These data strongly suggest that Panx1 activity is an upstream regulator of the p38MAPK signaling in AD. To evaluate whether p38MAPK also influences Panx1 activation, we treated Wt and Tg hippocampal slices with the p38MAPK inhibitor SB, a drug that reportedly reverses Aβ-induced synaptic impairments in mice (Saleshando and O’Connor, 2000; Guo et al., 2017), and measured Panx1-dependent EtBr uptake. As shown in Figure 5B, SB significantly reduced Panx1 activity in Tg slices, suggesting that p38MAPK also favors Panx1 activation in the AD context. These results suggest that a “positive loop” between Panx1 and p38MAPK exacerbates their activities, amplifying Aβ-induced neurotoxicity in AD (Figure 6).
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FIGURE 5. Pannexin 1 (Panx1) blockade reduces p38 mitogen-activated protein kinase (MAPK) activation in hippocampal slices of AD transgenic (Tg) mice. (A) Representative blots of p-p38MAPK and t-p38MAPK expression in whole hippocampal homogenates of wild-type (Wt) and Tg mice at 6 months old (m.o.) in the absence (Wt, black; Tg, red) or the presence of 100 μM probenecid (PBN; Wt+PBN, gray; Tg+PBN, blue; left panel). Western blot analysis of phosphorylated p38MAPK levels normalized to total p38MAPK levels (right panel). One-way ANOVA (F(3,20) = 15.95; p < 0.0001) N = 7 animals per group) followed by Bartlett’s post hoc test (p < 0.05). ***p = 0.0068; ****p < 0.0001. (B) Representative images of ethidium bromide (EtBr) uptake by pyramidal neurons from hippocampal CA1 area treated with 200 μM La3+ in the presence or absence of vehicle (veh), 50 μM SB203580 (SB), or 100 μM PBN (left panel). EtBr uptake ratio normalized to Wt group with vehicle (right panel). Two-way ANOVA (F(3,16) = 63.59; p < 0.0001) for treatment; (F(1,16) = 74.29, p < 0.0001) for genotype. ***p = 0.0002; ****p < 0.0001 (N = 3 animals per group) vs. WtVEH; ≢p = 0.0442; ≢≢≢p = 0.0002; ≢≢≢≢p < 0.0001 (N = 3 animals per group) vs. TgVEH, followed by Bonferroni’s post hoc test (p < 0.005).
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FIGURE 6. Proposed model for pannexin 1 (Panx1)’s role in AD synaptotoxicity. Amyloid β peptide (Aβ) is generated by the proteolytic cleavage of the amyloid precursor protein (APP). This processing is executed by the consecutive actions of β-secretase (not shown) and γ-secretase resulting in the release of a soluble β-cleaved APP fragment (sAPPβ) and the Aβ, respectively. Aβ can form soluble oligomeric aggregates (sAβos) that easily diffuse and bind to several postsynaptic partners including N-methyl-D-aspartate receptors (NMDARs) and type 1 metabotropic glutamate receptor 5 (mGluR5), enhancing glutamatergic transmission and promoting NMDAR/mGluR5-mediated activation of Panx1 channels. Panx1 overactivity favors signaling cascades that promote the activation (phosphorylation) of p38-MAPK (p38MAPK), a kinase involved in the early stages of the Aβ-induced synaptic dysfunction in AD. In turn, p38MAPK promotes Aβ production and accumulation, further increasing Panx1 overactivity and producing a “positive loop” that amplifies the Aβ-induced neurotoxicity. Congruently with this mechanism, the inhibition of Panx1 with probenecid (PBN) reverses p38MAPK activation and improves LTP/LTD and structural impairments in the AD model brain. Similarly, inhibition of p38MAPK with SB208035 (SB) or the inhibition of γ-secretase-with N-[N-(3,5-difluorophenacetyl-l-alanyl)]-S-phenylglycine t-butyl ester (DAPT) reduces Panx1 overactivity.






DISCUSSION

AD is a progressive age-related neurodegenerative condition manifested as a severe deterioration of cognitive functions (Selkoe, 2001). sAβos have been pointed as responsible for the synaptopathy that occurs early in the pathology, causing defects in neuronal morphology (Lacor et al., 2007; Price et al., 2014), alterations in receptor trafficking (Hsieh et al., 2006; Miñano-Molina et al., 2011; Baglietto-Vargas et al., 2018), and consequently impairing excitatory synaptic transmission and plasticity (Sheng et al., 2012). Here, we show that Panx1, a nonselective transmembrane channel that connects intracellular and extracellular spaces (MacVicar and Thompson, 2010), is implicated in the sAβos-induced early synaptic dysfunction observed in a mouse model of AD. In this regard, our data demonstrate that Panx1 is overexpressed in the hippocampal tissue of Tg compared to Wt mice (Figure 1), accumulating in neurons and reactive astrocytes in close proximity to the amyloid plaques (Figure 1C and Supplementary Figure S1), strongly suggesting its association with the Aβ-induced toxicity. Remarkably, the age-dependent overexpression of Panx1 significantly correlates with the Aβ levels in Tg hippocampal tissue (Figure 1B), supporting the idea that Aβ accumulation causes Panx1 overexpression in the AD context. Our results also show an exacerbated Panx1 activity in the hippocampal tissue of the Tg mice upon basal conditions (Figure 1D) and upon the induction of glutamate-transmission with NMDA and DHPG (Figure 1E), which is normalized by the treatment with PBN. Other authors have suggested previously the involvement of Panx1 in the Aβ-induced neurotoxic signaling in the AD neuropathology. Orellana et al. (2011b) reported that the exogenous application of the Aβ peptide in acute hippocampal slices produces neuronal death in a way dependent on glial hemichannel activity and neuronal Panx1 overactivation (Orellana et al., 2011a, b). How does Aβ signaling promote an aberrant function of Panx1 channels? As proposed by Orellana et al. (2011a), Aβ induces microglia activation and the release of factors that potentially promote connexin hemichannel and Panx1 channel opening in astrocytes, causing a nonregulated release of gliotransmitters such as ATP and glutamate, which in turn increases neuronal excitability, triggering neurotoxic cascades (Orellana et al., 2011a, b). Moreover, Panx1 overactivity has also been involved in the Aβ-triggered degranulation of mast cells (Harcha et al., 2015) and in the aberrant gliotransmission that promotes early inflammatory processes in AD mouse models (Yi et al., 2016, 2017), suggesting that neuro-inflammation could directly increase Panx1 expression and activation in the brains of Tg mice. In fact, although it has not been demonstrated in brains, pro-inflammatory stimuli such as interleukin (IL)-1β (Negoro et al., 2013) upregulate Panx1 expression, further supporting this idea. Besides neuro-inflammation, the Aβ peptide can directly impact glutamate receptors, enhancing excitatory synaptic transmission. Aβ signaling has been shown to affect synaptic plasticity by inhibiting LTP (Walsh et al., 2002; Wang et al., 2002) at the expense of enhancing NMDAR- (Kim et al., 2001; Hsieh et al., 2006; Li et al., 2009) and mGluR5-dependent LTD (Chen et al., 2013; Hu et al., 2014). Since Panx1 overactivation has been widely associated with aberrant glutamatergic transmission in several neuropathological conditions (Thompson et al., 2008; Lopatár et al., 2015; Dossi et al., 2018), it is feasible that Aβ upregulates Panx1 activity through a mechanism involving NMDAR and mGluR5 activation. In this regard, it has been demonstrated that Panx1 opening is triggered by the activation of NMDA and mGlu5 glutamate receptors, leading to epileptiform activity in hippocampal neurons (Thompson et al., 2008; Lopatár et al., 2015). More recently, it was shown that Panx1 activity directly contributes to the generation of seizures in human epileptic brain tissues (Dossi et al., 2018). Notably, in all these cases, the pharmacological blockade of Panx1 channels produces an anticonvulsant effect, suggesting that inhibiting Panx1 is an efficient strategy to ameliorate an exacerbated excitatory synaptic transmission. In this regard, the observations that the Panx1 blocker PBN (Silverman et al., 2008) is capable of reversing LTP and LTD impairments in Tg hippocampal slices (Figures 3A–D) support the idea that an exacerbated Panx1 activity could be an important player in the early synaptic dysfunction that affects AD brains. In fact, acute treatment with PBN does not have a significant impact on neurodegeneration parameters such as Aβ deposition, astrogliosis, or neuronal death (Figure 2), further suggesting that Panx1 overactivity becomes more relevant in the initial synaptotoxic mechanisms in AD.

In order to evaluate downstream effectors of the Panx1 overactivity, we estimated the activation of p38MAPK. This tau kinase is overexpressed and becomes overactive during normal aging, as well as in age-related neurodegenerative diseases such as AD (Hensley et al., 1999). Particularly, p38α-MAPK is overexpressed at early stages of AD neuropathology (Sun et al., 2003) and appears to mediate early cascades that lead to neuroinflammation, synaptic dysfunction, and spatial memory defects in AD models (Munoz et al., 2007). Consequently, its inhibition reduces microglial production of pro-inflammatory cytokines and improves synaptic and cognitive functions in Aβ-treated mice (Munoz et al., 2007) and in AD genetic models (Roy et al., 2015). In agreement with the fact that PBN improves LTP/LTD defects in Tg hippocampal slices (Figure 3), our results show that the acute inhibition of Panx1 with PBN significantly reduces p38MAPK activation (Figure 5A), suggesting that Panx1 overactivity contributes to the neurotoxic signaling that leads to p38MAPK activation in AD. In 2017, Colié et al. (2017) demonstrated that the specific neuronal ablation of p38MAPK improves synaptic plasticity and memory performances in an AD model. These authors showed that such effects rely on the reduction of Aβ accumulation (Colié et al., 2017). Interestingly, we do not observe a significant effect of PBN in the Aβ accumulation and deposition (Figures 2A–C), although it has a clear effect on p38MAPK activation (Figure 5A). Perhaps the impact of reducing p38MAPK activity on the Aβ aggregation requires a more long-lasting treatment such as the p38MAPK deletion reported by Colié et al. (2017). Nonetheless, its acute inhibition manages to improve LTP defects in Aβ-treated brain slices (Wang et al., 2004; Origlia et al., 2008; Rutigliano et al., 2018), supporting the idea that drugs that reduce p38MAPK activation, such as PBN (Figure 5A), could be efficient strategies to improve synaptic defects in the AD context. Interestingly, we also observe that the inhibition of p38MAPK with SB, a drug that reportedly reverses Aβ-induced synaptic impairments in mice (Saleshando and O’Connor, 2000; Guo et al., 2017), is capable to reduce Panx1 activity in Tg hippocampal slices (Figure 5B). Since p38MAPK signaling modulates inflammatory cytokine production (Corrêa and Eales, 2012; Colié et al., 2017) and Aβ accumulation (Colié et al., 2017), two factors that increase Panx1 activation and plasma membrane expression (Orellana et al., 2011b; Negoro et al., 2013), it is feasible that a “positive loop” between Panx1 and p38MAPK exacerbates their activities, amplifying Aβ-induced neurotoxicity in AD (Figure 6). Indeed, we observe that the treatment with the anti-Aβ drug DAPT, an inhibitor of the γ-secretase complex (Dovey et al., 2001), efficiently reduces Panx1 overactivation in Tg hippocampal slices (Supplementary Figure S2B), further supporting the idea that p38MAPK-mediated signaling influences Panx1 activity by promoting Aβ accumulation.

Finally, our results show that the inhibition of Panx1 with PBN not only improves synaptic plasticity (Figure 3) but also reverses defects in synaptic structure and dendritic arborization observed in Tg hippocampal tissue (Figure 4). These results are in agreement with our idea that targeting Panx1 overactivity is an efficient strategy to ameliorate early functional and structural synaptic defects in the AD context. Surprisingly, PBN is also able to increase dendritic arborization, bringing the number of branches and dendritic length in Tg hippocampal neurons at levels similar to those exhibited by Wt neurons (Figure 4). Although dramatic, a rapid effect of PBN in neurite and axonal extension has been already demonstrated by other authors (Horton et al., 2017). Since we hypothesize that Panx1 overactivation contributes to the Aβ-induced neurotoxic signaling by favoring p38MAPK activity, it is likely that this tau-kinase be involved in the effect of PBN on dendritic arborization. In fact, p38MAPK activation was recently associated with the mechanisms that induce retardation in the axonal and dendritic outgrowth in offspring mice following maternal neuronal injury (Zhou Y. et al., 2019), supporting the idea that p38MAPK overactivation in the AD context could affect neuronal morphology. As PBN efficiently reduces p38MAPK activation (current Figure 5A), it could impact dendritic arborization in Tg hippocampal neurons for the same reason.

Consistent with our observations in spine density, it was recently shown that Panx1 negatively regulates cortical dendritic spine development and network connectivity (Sanchez-Arias et al., 2019); however, the underlying mechanism has not yet been resolved. Which of the synaptic mechanisms governing the induction of synaptic plasticity could be impacted by an exacerbated Panx1 activity? One possibility is neuronal actin network. Actin is the most prominent cytoskeletal protein at synapses which is expressed in both axonal terminals and dendrites (Cingolani and Goda, 2008). It is highly enriched in dendritic spines where its organization and remodeling support structural modifications that accompany functional changes sustaining synaptic plasticity (Matus, 2000; Tada and Sheng, 2006; Gordon-Weeks and Fournier, 2014). Congruently, neuronal actin cytoskeleton dynamics are importantly perturbed in the AD context (Minamide et al., 2000; Bamburg and Bloom, 2009), producing structural defects that consequently lead to synaptic dysfunctions (Hsieh et al., 2006; Lacor et al., 2007; Shankar, 2007; Sheng et al., 2012). Moreover, it has been reported that Aβ induces aberrant actin polymerization, affecting actin dynamics through a mechanism involving p38MAPK activity (Song et al., 2002). Interestingly, Panx1 channels interact with actin filaments (Bhalla-Gehi et al., 2010) and actin-binding proteins (Wicki-Stordeur and Swayne, 2013; Boyce et al., 2014) and have been shown to participate in the modulation of actin-dependent changes in neuronal morphology (Wicki-Stordeur and Swayne, 2013; Sanchez-Arias et al., 2019). This latter, added to our observations that PBN reverses a deficient dendritic branching and spine density in the Tg hippocampal tissue (Figure 4), strongly suggests that synaptic defects in the AD context rely on Panx1-induced signaling producing actin-dependent structural defects. Further experiments are necessary to confirm this hypothesis.

According to our knowledge, this is the first time that Panx1 is described as a potential target in the early synaptotoxic signaling linked to AD. Furthermore, we provide additional support to the current use of PBN as an emerging tool in clinical and basic research (Colín-González and Santamaría, 2013). PBN is a drug widely used clinically to treat gout and hyperuricemia and also used as a coadjutant to prolong the actions of antibiotic agents (Robbins et al., 2012; Colín-González and Santamaría, 2013). However, it is necessary to note that PBN targets not only Panx1 channels but also other molecules highly expressed at the central nervous system (CNS). Among them, the organic anion transporter 1 (OAT1; Chiba et al., 2011) and the transient receptor potential vanilloid 2 (TRPV2; Bang et al., 2007). Therefore, side effects in brain tissue cannot be ruled out. Nonetheless, PBN has been reported to protect from the excitotoxicity induced by sAβos (Carrillo-Mora et al., 2010) and from the inflammatory conditions in CNS (Wei et al., 2015; Hainz et al., 2017; Zhang et al., 2019). Interestingly, PBN can cross the blood–brain barrier, acting directly on the CNS (Kartzinel et al., 1976; Cowdry et al., 1983) and have been shown to exert neuroprotective effects in several neuropathological contexts including cerebral ischemia–reperfusion (Wei et al., 2015), autoimmune encephalomyelitis (Hainz et al., 2016), sepsis-associated encephalopathy (Zhang et al., 2019), multiple sclerosis (Hainz et al., 2017), and epilepsy (Dossi et al., 2018). Moreover, recent studies reported that gout patients treated with different uricosurics including PBN, exhibit lower risk of developing nonvascular dementia (Hong et al., 2015) and AD (Lu et al., 2016). Although the direct effect of PBN on the cognitive status of AD patients has not yet been evaluated, the fact that in our conditions PBN has positive effects on the early synaptic defects observed in hippocampal tissue of Tg mice paves the way to evaluate in the future its impact on cognitive defects in the AD context.
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Microglia are resident immune cells in the central nervous system and play critical roles in brain immunity, development, and homeostasis. The pathology of Alzheimer’s disease (AD) triggers activation of microglia. Microglia express many AD risk genes, suggesting that their response to AD pathology can affect disease progression. Microglia have long been considered a homogenous cell population. The diversity of microglia has gained great interest in recent years due to the emergence of novel single-cell technologies, such as single-cell/nucleus RNA sequencing and single-cell mass cytometry by time-of-flight. This review summarizes the current knowledge about the diversity/heterogeneity of microglia and distinct microglia states in the brain of both AD mouse models and patients, as revealed by single-cell technologies. It also discusses the future developments for application of single-cell technologies and the integration of these technologies with functional studies to further dissect microglia biology in AD. Defining the functional correlates of distinct microglia states will shed new light on the pathological roles of microglia and might uncover new relevant therapeutic targets for AD.
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INTRODUCTION

Microglia, the predominant resident immune cells within the central nervous system (CNS), are capable of performing various functions in the brain under both homeostatic and disease conditions (Hansen et al., 2018; Tejera and Heneka, 2019; Bartels et al., 2020; Leng and Edison, 2021). Alzheimer’s disease (AD) is an age-related neurodegenerative disease with progressive memory decline and cognitive dysfunction, which is pathologically characterized by extracellular deposition of β-amyloid (Aβ) and intracellular neurofibrillary tangles (NFT) of hyperphosphorylated tau, accompanied by neuroinflammation, neuronal, and synapse loss (Long and Holtzman, 2019; van der Kant et al., 2020; Knopman et al., 2021). Microglia is a critical cellular player in neuroinflammation. Changes in microglial morphology and density as well as increased expression of microglia activation markers have been well documented in AD (Hansen et al., 2018; Prinz et al., 2019; Tejera and Heneka, 2019; Bartels et al., 2020; Streit et al., 2021). Activated or functionally changed microglia have been observed in pathologically relevant brain regions of both AD mouse models and patients (Hansen et al., 2018; Tejera and Heneka, 2019; Bartels et al., 2020; Streit et al., 2021). In addition, genetic evidence has directly linked microglial function to AD. Many of AD risk genes, such as triggering receptor expressed in myeloid cells 2 (TREM2), complement receptor 1 (CR1), cluster of differentiation 33 (CD33) and inositol polyphosphate-5-phosphatase (INPP5D), are preferentially expressed in microglia (Shi and Holtzman, 2018; Verheijen and Sleegers, 2018; Tejera and Heneka, 2019; Hashemiaghdam and Mroczek, 2020; Leng and Edison, 2021; Streit et al., 2021). Functional studies of these AD risk genes have been instrumental in establishing roles of microglia in AD pathogenesis and progression (Shi and Holtzman, 2018; Ulland and Colonna, 2018; Sierksma et al., 2020; Bhattacherjee et al., 2021; Chen and Colonna, 2021; Lee et al., 2021). However, it is still unclear whether microglial function in AD is beneficial but insufficient, or whether these cells function differently at early and late disease stages (Deczkowska et al., 2018; Hashemiaghdam and Mroczek, 2020; Lewcock et al., 2020; Chen and Colonna, 2021; Leng and Edison, 2021; Streit et al., 2021). Much remains to be learned about the phenotypes and functions of microglia, and the molecular changes underlying the responses of microglia in AD brain.

The characterization of microglial phenotypes under disease conditions has been a research focus for years. Numerous studies that characterized the features of microglia, such as their density and morphology, have indicated that microglia are heterogeneous and dynamic. Genome-wide transcriptional profiling of microglia with bulk RNA-sequencing (RNA-seq) has revealed temporal, brain regional and gender-dependent heterogeneity of these cells in neurodegenerative diseases (Hansen et al., 2018; Tejera and Heneka, 2019; Hashemiaghdam and Mroczek, 2020; Leng and Edison, 2021). However, the expression profiling of microglia in bulk cannot reflect the responses of individual cells or reveal microglia subclusters, highlighting that the heterogeneity of microglia needs to be investigated at single-cell resolution (Dorman and Molofsky, 2019; Gerrits et al., 2020; Hashemiaghdam and Mroczek, 2020; Chen and Colonna, 2021; Provenzano et al., 2021). Notably, traditional single-cell analyses of microglia, using techniques, such as cell flow cytometry, in situ hybridization, or immunohistochemistry, that are limited to sorting cell populations according to a small set of canonical cell-surface markers, might obscure the presence of additional microglia subtypes and overlook the dynamic diversity of these cells in the brain, greatly hindering the ability to build a comprehensive overview of microglia heterogeneity and complexity (Colonna and Brioschi, 2020; Masuda et al., 2020; Chen and Colonna, 2021; Provenzano et al., 2021; Young et al., 2021).

The advent of single-cell RNA-seq (scRNA-seq) has enabled the profiling of single cells with high-throughput datasets and the defining of microglia clusters based on their transcriptional signatures. In parallel, single-nucleus RNA-seq (snRNA-seq) has allowed transcriptomic analysis of single cells from postmortem human tissues (Keren-Shaul et al., 2017; Chew and Petretto, 2019; Hammond et al., 2019; Li et al., 2019; Gerrits et al., 2020; Masuda et al., 2020; Ndoja et al., 2020; Zhou et al., 2020; Chen and Colonna, 2021; Yang et al., 2021). Additionally, single-cell mass spectrometry [cytometry by time-of-flight (CyTOF)] currently allows the analysis of more than 50 different surface markers at single-cell level (Colonna and Brioschi, 2020; Masuda et al., 2020; Chen and Colonna, 2021; Provenzano et al., 2021). These new single-cell technologies have greatly enriched our knowledge of microglial responses in AD and other neurodegenerative diseases, leading to the identification of special microglia populations associated with neurodegeneration (Dorman and Molofsky, 2019; Olah et al., 2020; Chen and Colonna, 2021; Provenzano et al., 2021; Wang et al., 2021; Young et al., 2021).

This review will provide a description of recent studies that explore microglia heterogeneity using advanced single-cell technologies in the brain of both AD mouse models (Table 1) and patients (Table 2). These studies are helping to identify novel markers, pathways, and regulatory factors that are critical for the function of microglia and might eventually become therapeutic targets for AD.


TABLE 1. Single-cell analysis of microglia in Alzheimer’s disease mouse models.
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TABLE 2. Microglia phenotypes in patients with Alzheimer’s disease revealed by single-cell technologies.
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MICROGLIA IN ALZHEIMER’S DISEASE AT SINGLE-CELL RESOLUTION

Due to the high plasticity of microglia, their homogeneity at homeostasis can be readily disrupted under pathological conditions. Through rapid change in gene expression, microglia react in response to surrounding perturbations. It has been challenging to define the cellular heterogeneity of microglia in AD onset and progression (Hickman et al., 2018; Song and Colonna, 2018; Prinz et al., 2019; Bartels et al., 2020; Leng and Edison, 2021). The advancement of single-cell technologies has facilitated the study of microglia biology by uncovering heterogeneous cell states and their underlying molecular pathways within CNS. Microglia states can now be defined by the expression profiling of specific gene sets that are differentially expressed and used to describe cell subpopulations. Single-cell transcriptomic technologies enable unbiased characterization of microglia subtypes and states during transition from normal to disease and response to therapies (Gerrits et al., 2020; Masuda et al., 2020; Boche and Gordon, 2021; Chen and Colonna, 2021). The comprehensive genome-wide analysis by scRNA-seq and other single-cell technologies helps to systematically resolve microglia heterogeneity in AD. Single-cell analysis can also further identify signaling pathways, regulatory factors and potential markers related to microglia, thus providing more insights into microglial response in AD (Olah et al., 2020; Boche and Gordon, 2021; Chen and Colonna, 2021; Provenzano et al., 2021; Summarized in Tables 1, 2).


Deep Phenotyping of Microglia in Alzheimer’s Disease Mouse Models

A seminal transcriptomic study in AD mouse models has shown that the disease progression is paralleled in microglia by a gradual transition from a homeostatic state to a disease-associated state, thus shed new light onto the dynamic regulation of microglia in AD brain (Keren-Shaul et al., 2017; Table 1). Using massively parallel scRNA-seq (MARS-seq), Keren-Shaul et al. (2017) mapped the immune cells (CD45+) in mouse brains and identified microglia clusters with distinct gene expression profiles, that were referred to as neurodegenerative disease-associated microglia (DAM), in the cortical regions of 5XFAD (AD transgenic mouse model that expresses five human familial AD gene mutations) mouse brains where Aβ plaques are massively deposited. Compared to homeostatic microglia, DAM demonstrate a reduction in the expression of microglia homeostatic genes, such as P2ry12/P2ry13, Cx3cr1, Cst3, Cd33, Csf1r, and Tmem119, and upregulation of a vast array of genes, including multiple known AD risk genes (Apoe, Lpl, Trem2, Tyrobp, and Ctsd) (Keren-Shaul et al., 2017; Table 1 and Figure 1). Gene set enrichment analysis of DAM specific genes further revealed their involvement in lysosomal/phagocytic pathways, endocytosis, and regulation of the immune response. Immunohistochemical analysis showed the localization of these microglia subtypes next to Aβ plaques and DAM with intracellular phagocytic Aβ particles in both mouse and human brain slices (Keren-Shaul et al., 2017). These findings corroborate that DAM may directly affect disease progression. In addition, single-cell analysis confirmed the presence of DAM in the spinal cords of a mouse model of amyotrophic lateral sclerosis (ALS), suggesting that DAM represent a general response to neurodegenerative diseases (Keren-Shaul et al., 2017).


[image: image]

FIGURE 1. Gene expression features and biological function of disease-associated microglia (DAM). Mouse DAM were first identified in the brains of 5xFAD mouse model for Alzheimer’s disease (AD). Microglia switch from homeostatic to stage 1 DAM (Trem2-independent) and stage 2 DAM (Trem2-dependent) following signals associated with AD pathology, such as Aβ accumulation (Keren-Shaul et al., 2017). DAM are Alzheimer’s disease-associated phagocytic cells conserved in mice and human. In human AD brain, DAM shares gene expression features with mouse DAM (Grubman et al., 2019; Mathys et al., 2019; Zhou et al., 2020; Gerrits et al., 2021). This unique type of microglia has the potential to restrict neurodegeneration, thus may have implications for therapeutics of AD and other neurodegenerative diseases. Key genes involved in each condition are listed in the relative box. Red color indicates upregulation of the gene in the specific stage.


Furthermore, analysis of Trem2–/– × 5XFAD mice demonstrated that conversion of homeostatic microglia into DAM is a progressive change that occurs through two sequential but distinct stages, the TREM2 independent stage (DAM1) that involves activation of Tyrobp, Apoe, and B2m, and downregulation of microglia checkpoint genes (such as Cx3cr1 and P2ry12/P2ry13), followed by the TREM2 dependent stage (DAM2) involving upregulation of phagocytic and lipid metabolism genes (such as Cst7, Lpl, and CD9) (Keren-Shaul et al., 2017; Figure 1). This indicates the diverse microglia states during AD progression and the complex mechanisms underlying microglia diversity. It is possible that the function of those genes expressed by DAM is needed to mitigate the disease through phagocytosis.

A snRNA-seq analysis of nuclei pooled from the cortex and hippocampus has further demonstrated the presence of Aβ and TREM2 dependent DAM signature in 5XFAD mice (Zhou et al., 2020; Table 1). The dependency of DAM activation on TREM2 has also been confirmed by a recent scRNA-seq study as Trem2 deletion greatly attenuate the degree of DAM activation in the TauPS2APP AD mouse model with both Aβ and tau pathologies (Lee et al., 2021; Table 1). Similarly, an activated state of microglia with transcriptional features of DAM, termed neurodegenerative microglia (MGnD) which is driven by the TREM2-APOE pathway, has been identified in animal models of ALS and multiple sclerosis by bulk RNA-seq of microglia sorted from whole brain (Krasemann et al., 2017). DAM have been found in normal aging and many neurodegenerative disease models, further supporting that this phenotype is not specific for AD (Deczkowska et al., 2018; Brioschi et al., 2019). As DAM have the potential to restrict neurodegeneration by enhancing clearance of misfolded and aggregated proteins, it may have implications for treatment of AD and other neurodegenerative diseases.

Since regulation of mRNA and the encoded protein can differ dramatically and scRNA-seq may detect only abundant transcripts depending on the depth of analysis, microglia need to be characterized at proteomic level to have a better view of the immune landscape within the brain. Taking advantage of high-dimensional proteome analysis using single-cell mass and fluorescence cytometry (CyTOF), in parallel with genetic fate mapping system, Mrdjen et al. (2018) identified a specific subset of reactive microglia associated with aging and AD by extensive surface protein phenotyping (Table 1). Similar to DAM, this subset of microglia are located around Aβ plaques in APP/PS1 mice; the expression of homeostatic checkpoint markers (Cx3cr1, MerTK, and Siglec-H) are decreased, accompanied by a light increase of major histocompatibility complex (MHC) class-II (MHC-II) expression (Mrdjen et al., 2018). Notably, in addition to increased phagocytosis-associated markers CD11c and CD14, the activation markers (CD86 and CD44) and an inhibitory ligand named programmed death ligand 1 (PDL1) are upregulated in this microglia subset (Mrdjen et al., 2018; Table 1). The phenotypic changes within this specific subset of microglia display a switch from a homeostatic microglial program to a reactive signature with activated and phagocytic profile. Those surface protein markers provided by this study, can be targeted with commercially available antibodies, thus enabling cell isolation for further investigation into roles of microglia in AD.

Interestingly, DAM are not always identical across distinct disease conditions. The conversion from the homeostatic to the activated phenotype of microglia appears to be a continual process, with transition or intermediate populations or subtypes of DAM have been described. Rangaraju et al. (2018) applied weighted co-expression network analysis (WGCNA) to analyze microglial gene expression data (including scRNA-seq data) and revealed distinct molecular heterogeneity (pro-inflammatory and anti-inflammatory phenotypes) within DAM. Pro-inflammatory DAM emerge earlier in mouse models of AD and are characterized by pro-inflammatory genes (Tlr2, Ptgs2, Il12b, and Il1b), surface marker CD44, potassium channel Kv1.3 and regulators (NFkb, Stat1, and RelA), while anti-inflammatory DAM express phagocytic genes (Igf1, Apoe, and Myo1e) and surface marker CXCR4 with distinct regulators (LXRα/β, Atf1), and are prominent at later disease stages (Rangaraju et al., 2018). Notably, this study identified specific drug targets for immunomodulation as LXRα/β agonism and Kv1.3 blockade were found to promote anti-inflammatory DAM, inhibit pro-inflammatory DAM and enhance Aβ clearance in AD models (Rangaraju et al., 2018). Thus, understanding of heterogeneity within DAM could provide novel biological insights into microglia diversity and potentially facilitate discovery of immunomodulatory therapeutic targets and drugs for AD.

In addition to DAM, other different subsets of microglia phenotypes exist during AD progression. A scRNA-seq study of individual microglia cells from the hippocampus of CK-p25 mouse model of severe neurodegeneration with AD-like phenotypes during progression of neurodegeneration identified two distinct reactive microglia phenotypes that express type I interferon (IFN I) and IFN II response genes, respectively, while 202 of the 278 genes upregulated in DAM were also found upregulated in late response microglia (Mathys et al., 2017; Table 1). Additionally, the study discovered previously unknown heterogeneity of microglia in their response to neurodegeneration and disease stage specific microglia states, thus revealing the trajectory of cellular reprogramming of microglia in responding to neurodegeneration and the underlying transcriptional programs during AD progression (Mathys et al., 2017). Friedman et al. (2018) used co-regulated gene modules derived from network analysis of bulk transcriptomes of CNS myeloid cells of diverse mouse models (including tauopathy model datasets) to reanalyze microglial scRNA-seq data from AD mouse model. While confirming the presence of DAM in 5xFAD brains, they identified novel microglia subsets, which are distinct from DAM and express IFN-related or proliferation modules, and a module consisting of the immediate early genes Fos and Egr1 (Friedman et al., 2018). This indicates the value of integrating deep bulk transcriptomic findings with single-cell data to further dissect the cellular heterogeneity in microglia. The proliferating microglia were also identified in recent scRNA-seq studies that found a microglia population enriched for cells in growth (G)2/mitotic (M) phase with a proliferation module (Cycling-M cluster) featured by the expression of proliferation markers (Wang et al., 2020; Ellwanger et al., 2021). Further trajectory analysis to address the relationships among all microglia populations showed that homeostatic microglia differentiate through a continuum of progressively activated states, which ultimately branch into four separate trajectories: DAM, IFN-responsive (IFN-R), MHC (both MHC-II and MHC-I genes) expressing, and proliferating (cycling-M) microglia (Ellwanger et al., 2021; Table 1). It will be necessary to verify whether any of these trajectories convert into another at some point. The representation of all four terminal fates was reduced in TREM2R47H × 5xFAD mice, indicating a general requirement of TREM2 for microglia activation (Wang et al., 2020; Ellwanger et al., 2021).

It is still an open question whether there is brain region, disease stage or sex specific difference in the microglial responses to Aβ or Tau pathology, and what are the roles of AD risk genes expressed in microglia in those responses. By gene expression profiling of individual microglial cells isolated from cortex and hippocampus of App knockin (AppNL–G–F) mouse model over time, Sala Frigerio et al. (2019) identified two main activated microglia states, the activated response microglia (ARM) and IFN response microglia (IRM), that respond to Aβ accumulation and are also present during normal aging (Table 1). ARM are a heterogeneous cluster overexpressing MHC-II (H2-Ab1 and Cd74) and putative tissue repair genes (Dkk2, Gpnmb, and Spp1). They are highly enriched with AD risk genes (Apoe, Ctsb, Ctsd, Trem2, Tyrobp, and H2-Eb1) and develop faster in female mice. Similar activated states were also found in a second AD (APP/PS1) mouse model and in human brains. Apoe, the major genetic risk factor for AD, is required to regulate those ARM, but not the IRM (Sala Frigerio et al., 2019). The authors concluded that the ARM response is the converging point for aging, sex, and genetic AD risk factors (Sala Frigerio et al., 2019). In amyloid (APPswe/PS-1L166P) and tau (Thy-TAU22) transgenic mouse models, single microglia sequencing confirmed that Aβ, not Tau pathology induces marked transcriptional changes in microglia, including increased proportions of ARM with genetic signature enriched for AD risk genes (Sierksma et al., 2020; Table 1). Thus, it appears that microglia respond to amyloid with a consistent signature of gene expression changes, at least in AD mice. These studies demonstrate the plasticity of microglia in responding to different stressors and highlight the importance of defining disease and stage specific microglial responses, which is essential for designing therapeutics to target microglial behaviors in AD in a beneficial way.

It is largely unknown about the specific microglial responses during aging that results in gray and white matter degeneration in the brain. How and to what extent DAM are also generated during normal aging need to be further investigated. As aging-induced damage to the brain involves degeneration of myelinated nerve fibers, characterized by release of lipid-rich myelin debris, it is possible that microglial responses could differ between aged gray and white matter. In characterizing the microglial responses by scRNA-seq analysis of white and gray matter separately, Safaiyan et al. (2021) identified white matter-associated microglia (WAM) as a novel microglia state associated with white matter aging (Table 1). WAM share some of the DAM gene signature and are characterized by downregulation of homeostatic genes, such as purinergic receptor (P2ry12 and P2ry13) and checkpoint genes (Csfr1r, Cx3cr1, Hexb, and Tmem119) and by upregulation of DAM associated genes, such as lipid metabolism and phagosome related genes (ApoE, Cst7, Bm2, Lyz2, Cd63, and Clec7a), cathepsins (Ctsb, Ctss, and Ctsz), and MHC-II related genes (H2-D1 and H2-K1) (Safaiyan et al., 2021). WAM gene signature was also observed in re-analysis of existing datasets from previous scRNA-seq studies which analyzed microglia during normal brain aging without reporting WAM (Hammond et al., 2019; Sala Frigerio et al., 2019). WAM are TREM2 and aging dependent, and co-exist with DAM in AD mouse models. Similar to DAM, WAM are generated prematurely, depending on APOE in AD mouse models, while they form independent of APOE in aged brain. Functionally, WAM are engaged in clearing degenerated myelin (Safaiyan et al., 2021). As WAM may represent a protective response required to clear myelin debris that accumulate during aging and disease, enhancing formation of WAMs could have therapeutic value to help to combat the aging and AD. Future studies will need to confirm that that WAM also exist in humans.



Microglia Phenotypes in Alzheimer’s Disease Patients

Single-cell transcriptomic analysis of brain samples from AD patients indicated that all major brain cell types could be affected by AD pathology (Mathys et al., 2019; Zhou et al., 2020; Gerrits et al., 2021). As studies have shown concordance between single-cell and single-nucleus transcriptome profiles, snRNA-seq is becoming a tool for studying cellular transcriptional heterogeneity in brain tissues particularly for human brain, for which often only frozen material is available. Microglial signatures in human AD brain samples obtained through snRNA-seq show considerable heterogeneity and can differ from the DAM expression signature detected in AD mouse models (Mathys et al., 2019; Alsema et al., 2020; Boche and Gordon, 2021; Chen and Colonna, 2021; Gerrits et al., 2021; Figure 1). An initial snRNA-seq analysis of the brain tissues from three patients with Mendelian or sporadic AD showed that it is possible to identify different cell types from frozen brains of patients with different forms of AD and discovered five differentially expressed genes (EEF1A1, GLULL, KIAA1217, LDLRAD3, and SPP1) that are consistently associated with microglia in all three samples (Del-Aguila et al., 2019; Table 2). Of these genes, SPP1 (also referred as osteopontin) is one of the top DAM markers identified in AD mouse models and previously used as a marker for immunohistochemical staining of microglia in human brain (Keren-Shaul et al., 2017; Del-Aguila et al., 2019). As the results are encouraging, it is possible to better characterize the expression profile and trajectories of microglial cells in AD patients by increasing the number of samples to sequence enough microglial cells. Mathys et al. (2019) analyzed 80,660 single-nucleus transcriptomes from the prefrontal cortex of 48 individuals with AD and identified the AD pathology-associated Mic1 cell subpopulation in which the marker genes, including the MHC-II genes (CD74 and HLA-DRB1), significantly overlapped with those of mouse DAM (Table 2 and Figure 1). The presence of a subpopulation of microglia that highly express MHC-II proteins was further confirmed by immunohistochemistry in the brain of AD patients. Interestingly, this microglia subpopulation in humans express AD-associated genes that are not seen in the animal models, including the complement component C1QB and the pattern recognition receptor CD14. Many of Mic1 marker genes, such as APOE, are specific to AD pathology, but not identified in aged microglia (Mathys et al., 2019; Table 2). Thus, the Mic1 subpopulation appears to be AD specific and represents a distinct microglia state that shares features with, but differs from microglial cell states in mouse AD models (Mathys et al., 2019).

The discrepancies between mouse and human data were also observed in other studies. In surveying gene expression changes in human AD by snRNA-seq, Zhou et al. (2021) identified a microglia signature that is reminiscent of IRF8-driven reactive microglia in peripheral nerve injury (Table 2). In this microglia cluster, the homeostatic genes (TMEM119, P2RY12, and CX3CR1) are actually upregulated in AD, along with increased expression of the transcription factor IRF8. Other genes previously known to be upregulated in human AD, but not as part of the mouse DAM signature, including SORL1, A2M, and CHI3L1, are also highly upregulated. MHC-II related genes, TREM2, CD68, and APOE are among the few DAM gene homologs upregulated in human AD samples. Other DAM genes were not detected (CST7, GPNMB, and LPL) or found either unchanged (TYROBP) or even downregulated (SPP1) in human AD microglia in this study (Zhou et al., 2020; Table 2 and Figure 1). These data suggest that the signature of human microglia in AD is distinct from that of DAM in AD mouse models (Figure 1). Notably, the reactive phenotype of microglia was observed less evident in TREM2 mutant carriers than in non-carriers, demonstrating that TREM2 is required in both mouse and human AD, despite the species specific differences (Zhou et al., 2020).

Subsequent transcriptomic analyses of human AD also reported an incomplete DAM signature. Grubman et al. (2019) applied snRNA-seq to analyze entorhinal cortex samples of AD patients and found that AD microglia downregulate genes related to cell–cell adhesion (CD86 and CD83), lipid response (LPAR6), G-protein-coupled receptor pathways (GPR183 and LPAR6), and homeostatic genes, such as CX3CR1, P2RY12, and P2RY13, while the AD risk gene APOE is upregulated as has been previously described in AD mouse models (Table 2 and Figure 1). Several previously described microglia specific AD risk genes, including INPP5D, HLA-DRB5, PLCG2, HLA-DRB1, CSF3R, and MS4A6A, are highly specifically expressed in microglia. Additionally, two microglia specific AD risk genes not previously associated with microglia, RIN3 and TBXAS1, were detected in this study (Grubman et al., 2019; Table 2). The study supports further detailed functional investigation in a microglial model to better understand the contribution of these genes to AD. In single-nucleus transcriptomic analysis of the prefrontal cortical samples of AD patients, Lau et al. (2020) found that the AD samples exhibited a reduced proportion of microglia subpopulation that expresses genes which participate in synaptic pruning (C1QA, C1QB, and C1QC, which encode complement component 1q) or encode cytokine receptors (IL4R and IL1RAP) (Table 2). The results suggest that the loss of this typical microglia subpopulation might contribute to the imbalanced complement signaling and synaptic pruning in AD. Using an unbiased snRNA-seq approach and a novel bioinformatics pipeline to characterize postmortem human AD brains, Nguyen et al. (2020) identified four key microglia subpopulations: homeostatic, motile, amyloid responsive, and dystrophic microglia (Table 2). Among them, the homeostatic subpopulation demonstrates the upregulation of CX3CR1, while other homeostatic marker genes, such as TMEM119 and P2RY12, are not changed, likely due to the sparsity of data inherent to snRNA-seq. Potential marker genes were also identified for the other three microglia subpopulations, such as FGD4, FTL, and CD163 for motile, dystrophic, and amyloid responsive microglia, respectively (Nguyen et al., 2020; Table 2). Amyloid responsive microglia specifically express CD163, a transmembrane scavenger receptor that is part of the scavenger receptor cysteine-rich (SRCR) domain family and has a variety of immunoregulatory functions. Amyloid responsive microglia are conceptually similar to reactive mouse microglia populations (DAM, MGnD, or ARM) in their physical association with Aβ plaques, suggesting that amyloid responsive microglia may act as a defense against Aβ accumulation. While most genes do not overlap between mouse DAM and human amyloid responsive microglia, human amyloid responsive microglia and activated mouse microglia do share some similarities including the increased expression of APOE, accompanied by the decrease of TREM2 expression in amyloid responsive microglia. Notably, CD163 positive amyloid responsive microglia are depleted in patients with APOE and TREM2 mutant variants, supporting that these genetic risk factors may confer risk for AD by down-regulation of the amyloid responsive microglia response (Nguyen et al., 2020). These studies imply that while discrepancies exist, at least some of the shared DAM genes could reflect conserved patterns of microglial responses to AD pathology between human and mouse microglia signatures.

It is still largely unknown how Aβ and tau pathology could affect human microglia transcriptional profiles. A recent study performed snRNA-seq on 482,472 nuclei from non-demented control brains and AD brain regions containing only Aβ plaques or both Aβ plaques and tau pathology (Gerrits et al., 2021). While homeostatic microglia expressing P2RY12 and CX3CR1 were found, the study identified two distinct AD pathology-associated microglia populations. Of them, the phagocytic/activated AD1 microglia population express DAM genes, are localized to Aβ plaques, and their abundance are correlated with tissue Aβ load; the AD2 microglia express the gene for glutamate receptor GRID2, are more abundant in samples with tau pathology, and their presence are correlated with tissue phosphorylated tau load (Gerrits et al., 2021; Table 2 and Figure 1). Interestingly, CD163 is expressed and exclusively enriched in AD1 microglia. Of the 63 AD risk genes expressed in microglia, 15 are significantly enriched and highly expressed in AD1 microglia, and only six genes are moderately enriched in AD2 microglia (Gerrits et al., 2021). This finding is consistent with a recent mouse study that has shown that the genetic risk of AD is functionally associated with the microglia response to Aβ pathology, not to tau pathology (Sierksma et al., 2020), suggesting that Aβ pathology is upstream of tau pathology, and the immune response of AD1 microglia to Aβ pathology is involved in the onset and progression of AD. This detailed characterization of human AD pathology-associated microglia phenotypes provides new insights into the pathophysiological roles of microglia and potentially offers new microglia state specific therapeutic targets for AD.

The discrepancies between human microglial signatures and their mouse counterparts could be explained by the fact that human brain samples usually represent a terminal stage of AD with amyloid and tau pathology, as well as extensive neuronal loss, while mouse models might just recapitulate either earlier stages of the disease characterized by Aβ accumulation or frontotemporal dementia–like tauopathy without amyloidosis (Alsema et al., 2020; Masuda et al., 2020; Boche and Gordon, 2021; Chen and Colonna, 2021; Provenzano et al., 2021). There are many other biological reasons, such as the different brain regions from where the samples are taken, and the genetic background or ethnic origins of AD patients cohorts analyzed, that could contribute to variations in human AD profiles from different studies. Technically, almost all microglial profiles in human AD were determined by snRNA-seq, while mouse DAM were mainly identified by scRNA-seq. The number of microglia nuclei sequenced may be insufficient to identify a DAM cluster in humans. This may partially explain human–mouse discrepancies in the AD transcriptomic profiles. Additionally, the overall quality of human RNA samples could be poorer than mouse samples due to postmortem intervals preceding human sample collection and processing. Further improvement in tissue collection and processing would potentially reduce variations in human samples and human–mouse discrepancies (Alsema et al., 2020; Lewcock et al., 2020; Masuda et al., 2020; Boche and Gordon, 2021; Chen and Colonna, 2021; Gerrits et al., 2021; Provenzano et al., 2021). Notably, a comparison of nuclear (snRNA-seq) and total cellular transcriptomes (scRNA-seq) of human microglia in a study revealed that a small population of genes is depleted in nuclei, while most genes show similar relative abundances in cells and nuclei (Thrupp et al., 2020). This small population is enriched for genes known to be involved in microglial activation, such as APOE, CST3, FTL, SPP1, B2M, PLD3, and CD74, containing 18% of previously identified microglial disease-associated genes (Thrupp et al., 2020). The low sensitivity of snRNA-seq to detect activation genes is likely responsible for the difficulty in identifying a consistent activation signature in the human brain in snRNA-seq based studies.




CHALLENGES AND EMERGING APPROACHES FOR STUDYING MICROGLIA IN ALZHEIMER’S DISEASE

The discrepancies between human AD and mouse models demonstrated by sc/snRNA-seq studies of microglia states, highlights the need to study microglia biology in human cells. Multiple approaches have been developed to study human microglia at AD conditions and understand the impact of AD risk genes on the functions of microglia. One approach is the development of human in vitro disease models using microglia or brain organoid generated from human induced pluripotent stem cells (iPSCs) and embryonic stem cells (ESCs) in combination with molecular genetic techniques (such like CRISPR) to enable deletion, mutation, or overexpression of disease genes (Wang, 2018; Masuda et al., 2020; Chen and Colonna, 2021; Provenzano et al., 2021). AD like gene expression signatures have been observed in microglia derived from human ESCs harboring AD mutant SORL1 and TREM2 introduced by CRISPR-Cas9 editing (Liu et al., 2020). The regulatory function of TREM2 could be confirmed by comparing microglia differentiated from wild-type and isogenic TREM2 knockout human iPSCs, suggesting that these cells can be applied to study AD related disease settings (Reich et al., 2021). To overcome the challenge faced by in vitro cell culture systems to recapitulate key aspects of the complex CNS microenvironment, microglia derived from human iPSCs or ESCs have been transplanted into mouse brain (Hasselmann et al., 2019; McQuade et al., 2020; Fattorelli et al., 2021). While retaining a transcriptome profile distinct from that of endogenous mouse microglia, transplanted microglia can exhibit transcriptional responses to Aβ plaques that only partially overlap with that of mouse microglia, revealing human specific Aβ responsive genes (Hasselmann et al., 2019; Fattorelli et al., 2021). Moreover, single-cell sequencing of transplanted human microglia has revealed a loss of DAM responses in human TREM2 knockout microglia, highlighting TREM2 dependent DAM signatures (McQuade et al., 2020). These models will provide new opportunities to study human microglia diversity in AD mouse models and also present an opportunity to test specific therapeutic for AD at more humanized conditions.

While genetic studies have identified many AD risk gene variants that potentially affect microglia, understanding the regulatory relationship between transcription factors and their target genes is key to unveiling gene expression programs in microglia that regulate disease progression. The genome-wide analyses of chromatin accessible regions and histone modifications combined with single-cell analyses will help us to dissect genetic regulatory mechanisms underlying microglia diversity and understand how microglia is affected by AD risk variants (Gosselin et al., 2017; Colonna and Brioschi, 2020; Masuda et al., 2020; Young et al., 2021). The detailed information on gene regulation in human and mouse microglia might also help to explain at least some of the discrepancies between human AD and mouse models.

Finally, one limitation of scRNA-seq and snRNA-seq analyses is that they cannot define the precise location of microglia subsets and signatures within CNS niches and potential interactions with other cells, as spatial context is lost due to cell or nuclei isolation. Fortunately, recent development of spatial single-cell omics technologies has overcome this limitation and allowed the simultaneous collection of gene expression and spatial information (Masuda et al., 2020; Chen and Colonna, 2021; Provenzano et al., 2021). For instance, spatial transcriptomics has been applied to study AppNL–G–F mice, which confirmed the association between DAM and amyloid plaques (Chen et al., 2020). Strategies that combine multiplexed fluorescence in situ hybridization with sequencing have also been developed by imprinting RNAs with oligo-conjugated barcodes that are measured through sequential rounds of hybridization and super-resolution imaging (Eng et al., 2019; Kim et al., 2019; Su et al., 2020; Boche and Gordon, 2021; Provenzano et al., 2021). These technologies have made it possible to identify new cell clusters/populations while maintaining their spatial organization and information about subcellular mRNA localization patterns as well as intercellular connections. Their application to research in microglia biology will provide information on individual cells within the native microenvironment of surrounding cells and AD pathology (Chen and Colonna, 2021; Provenzano et al., 2021).



CONCLUSION

In general, the studies in mouse models have demonstrated fundamental and relatively consistent profiles of microglial activation in response to AD pathologies. In contrast, human microglia are more complex and heterogeneous (Hashemiaghdam and Mroczek, 2020; Masuda et al., 2020; Boche and Gordon, 2021; Chen and Colonna, 2021; Provenzano et al., 2021). With the existing knowledge of different microglia populations, it will be critical to further investigate the biological functions of these cell populations and determine whether they have a beneficial or detrimental impact on AD progression. The development of new technologies will facilitate the translation of single-cell profiling data into an improved functional understanding of microglia populations in the brain. Particularly, a combination of CRISPR/Cas9-based genome editing and single-cell profiling can provide a powerful tool for the high-throughput dissection of gene functions in different microglia subsets. In addition, determination of how each cell population respond to microglia targeting therapies will be able to more comprehensively assess their therapeutic efficacy.

Encouragingly, high-throughput single-cell analysis in neurodegenerative diseases have currently been extended far beyond microglial cells. A wealth of single-cell transcriptome datasets are now available for other glial cells, such as astrocytes and oligodendrocytes, as well as neurons (Jordao et al., 2019; Mathys et al., 2019; Habib et al., 2020; Zhou et al., 2020; Leng et al., 2021). With the advancement of spatial single-cell omics platforms, integration of microglia data with the analyses of other major brain cell types will help to come out a detailed picture of cellular responses to AD pathologies at relevant spatial contexts and potentially open new avenues for the development of therapeutics for AD.
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Synapse membrane length (nm) 20747 £ 1.74 21221 +3.40 ns.
Total number of myelinated axons (1.00 +0.10) x 108 (0.68 + 0.04) x 10° t=263,P <005
Density of myelinated axons (n/jum?) 047 +0.05 0.38+0.03 ns.

Data are expressed as mean + SEM. The total synapse numbers were calculated by multiplying synapse densities with the volume of the IL. cortex. *Each sample area
was 14.995 um?. n.s., Non-significant difference.
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Control 1

Number of analyzed sample areas* 493
Number of analyzed axon terminals 4,600
Density of all synapses (n/um?) 6.60

Total number of asymmetric synapses  1.22 x 10°
Density of asymmetric synapses (W/um?)  5.94

Total number of symmetric synapses 1.36 x 10°
Density of symmetric synapses (Vum?)  0.66
Terminal membrane length (nm) 4694 £7.2
Synapse membrane length (nm) 211.8£24
Total number of myelinated axons 0.70 x 108
Density of myelinated axons (n/um?) 0.34

Control 2

475

2,267

5.29

1.03 x 10°
4.89

0.84 x 10°
0.40

4704 £155
206.0 + 5.65
1.09 x 108
052

Control 3

487

2,632

5.99

1.19 x 109
5.56

0.93 x 108
0.43

500.5 + 15.8
204.1£52
1.19 x 108
0.54

Control 4

404
2,256

6.00

1.16 x 10°
5.47

112 x 108
053
51444159
207.7 £4.5
0.99 x 108
0.48

Stress 1

415

2312

6.16

1.05 x 10°
5.65

0.94 x 108
051

4502 +9.0
213734
0.82 x 108
047

Stress 2

450
2,397

5.90

1.06 x 10°
554

0.68 x 10°
0.36

4869 + 16.3
2034+50
0.69 x 108
0.35

Stress 3

402

1,867

5.19

0.92 x 10°
4.73

0.89 x 108
0.46

480.2 = 14.9
2199+ 6.0
0.64 x 108
0.32

Stress 4

405

2,321

6.37

0.92 x 10°
5.84

0.83 x 108
0.53
511.1+£14.0
211.9+45
0.59 x 108
0.36

Data are expressed as mean = SEM. The total synapse numbers were calculated by multiplying synapse densities with the volume of the IL cortex. *Each sample area

was 14.995 um?.
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Functional category

Cytoskeletal regulator

Adhesion molecule

Surface receptor

Signaling molecule

Synaptic protein

Syndromic disorder related gene

Gene

SYNGAPT

CDHs
NRXN
NLGN
GRIN2B

GRIK2/4

CDKL5
PTEN

SHANK3
DLGAP2
STXBP5

FMR1
MECP2

UBE3A

Representative references

Vazquez et al., 2004; Rumbaugh et al., 2006; Carlisle et al., 2008; Clement et al., 2012, 2013; Ozkan et al.,
2014

Bozdagi et al., 2000; Manabe et al., 2000; Togashi et al., 2002; Bozdagi et al., 2010; Mendez et al., 2010
Levinson et al., 2005; Etherton et al., 2009
Chih et al., 2005; Varoqueaux et al., 2006; Chubykin et al., 2007; Tabuchi et al., 2007

Brigman et al., 2010; Ohno et al., 2010; Wang et al., 2011a; Yang et al., 2012a; Ryan et al., 2013; Dupuis
etal., 2014
Contractor et al., 2001; Huettner, 2003; Youn and Randic, 2004; Lanore et al., 2012; Aller et al., 2015

Della Sala et al., 2016
Fraser et al., 2008; Luikart et al., 2011

Bangash et al., 2011; Pega et al., 2011; Wang et al., 2011b; Peixoto et al., 2016
Jiang-Xie et al., 2014
Barak et al.,, 2013; Ben-Simon et al.,, 2015

Segal et al., 2003; Koekkoek et al., 2005; Bureau et al., 2008; Auerbach and Bear, 2010

Coliins et al., 2004; Dani et al., 2005; Asaka et al., 2006; Moretti et al., 2006; Chao et al., 2007; Zhang

et al., 2008; Cohen et al., 2011; Li et al., 2011; Noutel et al., 2011; Blackman et al., 2012; Na et al., 2012;
Qiu et al., 2012; Zhong et al., 2012; Na et al., 2013; Della Sala and Pizzorusso, 2014; Deng et al., 2014; De
Filippis et al., 2015

Yashiro et al., 2009; Sato and Stryker, 2010; Smith et al., 2011; Hayrapetyan et al., 2014
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Functional category

Oytoskeletal regulator
Adhesion molecule

Surface receptor
Signaling molecule
Synaptic molecule
Syndromic molecule

De novo variants

CTTNBP2, ADNP, SYNGAP1

CDH10, CDH11, PCDH10, PCDH19, FAT1, CTNNA3, NRXN1-3,

NLGN1, NLGN2, NLGN3, CNTNAP2, CNTN4-6

GRIK4, NTRK3, GRIN2B
DYRK1A, CDKLS, PTEN
SHANK1-3, DLGAP2, STXBP5
FMR1, MECP2, UBE3A, TSC2

Familial variants

CTINBP2, ADNP, SYNGAP1

CDH2, CDH8, CDH9, CDH11, PCDH9, PCDH10, PCDH19,
FAT1, CTNNA3, NRXN1, NRXN2, NRXN3, NLGN1, NLGN3,
CNTNAP2, CNTN3, CNTN4, CNTN5-6

GRIK2, NTRK3, GRIN2B

DYRK1A, CDKL5, PTEN

SHANK1, SHANK2-3, DLGAP2, STXBP5, PRICKLE1, CYFIP1
FMR1, MECP2, UBE3A, TSC1,TSC2

This table shows whether autism-/ nsk variants found in these genes are de novo mutations or familial variants. Most genes have de novo and familial variants, however,
pattern label in bold if only one pattern is found).

some of genes show a
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Altered signaling pathway Autism-risk gene involved

mGluRs SHANKS3, FMR1, UBE3A, MECP2
PI3K/Akt/mTOR PTEN, MECP2, TSC1/2
IGF-1/GSK3p. PTEN, CDK5L, MECP2
Ract ELMO1, CDKS5L, SHANK3, FMR1

Available pharmacological agent

MGIURS antagonists (e.g., fenobam, mavoglurant, CTEP, MPEP)
mTOR inhibitor (e.g., rapamycin)

IGF-1, GSK3 inhibitor (e.g., SB216763)

N/A

Several pharmacological agents targeting these pathways are available and have successfully rescued the neuronal phenotype and function experimentally. References

can be found in the text.
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Adults Adolescents
Water Alcohol Water Alcohol

AcbSh
GIN2A 1000188 #170.48£29.1 1549356 141.3£251
PKCe 1000+£104  127.67+237 1185+186  809+62
pPKCe 1000 11.0 997147  862x118 67.4:94
CAMKI 100095 9724170 1157+144 1163+266
PCAMKI 1000+ 5.6 172£259 1057166 1289+159
AcbC
mGlut 100.0 + 16.4 853131  880+73  902+63
mG5S 100049 1082+£249 127.3£193 1070171
GIN2A  10007.3 1384245 1209+125 1187+249
PKCe 1000 £ 126 999£100 1163£120 107.0+164
PCAMKI  1000+188  #161.3+281 1009135 97.0+66

(A)In the AcbSh, there was a trend toward an alcohol-induced increase in GIIN2A
in adult bingers and a decrease in PKC in adolescent bingers. (B) In the AchC,
there was a trend toward an alcohol-induced increase in PCAMKIl in actut bingers.
The data represent mean  SEM of 1012 mice; #p < 0.10 vs. respective water

control.
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Sparse labeling approach Targeting  Speed  SpineSBR  Ease-of-use Artifacts and disadvantages

Lipophilic dye (Dil) . + + + Debris, uneven dye loading, clusters, no cell type specfficty
Transfection (actin-RFP) - = + + Increased spine head size, clusters

Mixed culture (YFP) - - - - Clusters, low flexibilty

Photoconversion (mEos-LifeAct) + - + - Repeated puises needed, risk of photodamage

SNAP (AF488-phalloidin) + + + = Pulsed laser needed

Commonly used spine labeling strategies are compared with SNAP in terms of targeting potential, labeling speed, spine SBR (average spine signal to local background
intensity ratio), applicability and risk for artifacts.
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Figure Description Condition Shapiro-Wilk DF Overall test Post hoc test
2D Cyototoxicity 2h p=07953 3 KW p =0.2084 NA
24h p=08160 KWp =0.3755 NA
4B DIvs SNAP p <0.0001 2 KW p < 0.0001 Dunn all pairs—7-14 DIV p < 0.0001;
14-21 DV p = 0.3657; 7-21 DV
p <0.0001
Dil p=02802 2 KW p =0.002 Dunn all pairs—7-14 DIV p = 0.0324;
1421 DV p = 0.6017; 7-21 DV
p=00024
4D DMOG SNAP p=00025 2 KW p =0.0088 Steel with control—10 uMp = 0.0153;
100 uM p = 0.0157
Dil p=0.0003 2 KW p =0.0043 Steel with control—10 uMp = 0.0194;
100 uM p = 0.0048
S1A Specificity P=02952 1 MW p = 0.009 NA
S1B Spine morphology p=0.4426 4 KW p < 0.0001 Dunn all pairs—mEosLA-DIl p
SNAP-Dil p = 1; SNAP-MEOSLA p
YFP-DIl
p=1: YFP-SNAP p = 1; YFP-mEosLA
p 0.6875; mEosLA-BacMam
P =00454;
SNAP-BacMam
p = 0.0074; Di-BacMam p = 00064;
YFP-BacMam p < 0.0001
s2B YFP spines p=03817 1 MW p = 0.7494 NA
s2¢ Functional integration 7DV p=00187 1 MW p =0.9223 NA
14DV p=0.1228 1 MW p = 05485 NA

For all quantitative data, the p-values of Shapiro-Wik tests for normallty are listed, as are the degrees of freedom (DF) and p-values of the overall tests (KW: Kruskal-Walls;
MW: Mann-Whitney), and the nature and p-values of the post hoc tests.
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mouse

GABRAT Gabral
GABRA2 Gabra2
GABRAG Gabra3
GABRAM Gabrad.

GABRAS Gabra5

GABRAG Gabrab
GABRBI Gabrat
GABRB2 Gabrb2

GABRB3 Gabrb3

GABRG2 Gabrg2

GABRGS Gabrg3.

GABRD Gabrd
GPHN Gonn

ARHGEF9 Athgefd

NRXNT Noat

at subunit of the GABA receptor
02 subunit of the GABA receplor
a3 subunit of the GABA receptor
ad subunit of the GABA receptor

5 subunit of the GABA receptor

96 subunit of the GABA receplor
B1 subunit of the GABA, receptor
B2 subunit of the GABA receptor

B3 subunit of the GABA rceptor

2 subunit of the GABA receplor

8 subunit of the GABA receptor

5 subunit of the GABA recoptor

Gephyrin

Enviched at synaptic sies on dendies and
soma, relatively rapid decay

Enviched al synaptic sites on AIS, and early in
development, reatively siow decay

Human populations

Epiepsy (Cossatte et al, 2002) Dravet
‘Syndrome (Canil et al, 2014)

Dravet Syndrome (Carvil ot

2014)

receptors the
dendrtes, high sensitiity to GABA

:synaptic local zation (tonic), diazepam
insensitive, high sensitity to GABA

piep: etal, 2017)

ASD (Ma et al., 2005; Sesaini et al, 2015)

. diazepam
insensitive, high sensitty to GABA

1., 2008) ASD
(Dup156) (Park and Bolton, 200
Kwasnicka-Crawlord et a.
etal. 2009)

Depienne

diazepam
insensitive, high sensitty to GABA
Histamine, benzodazepine, and anesthetic
sensitve

piep etal, 2011)

ASD (Colins et al, 2006)

Histarrine, nd anesthetic
sensitve

Most common subunit in synaplic receptors,
reatively large channel conductance

etal, 2014)
(ootal, 000

ASD (Dup15a) Park and Botton, 200
Kiwasnicka-Crawford et al., 2007; Depienne
etal, 2009) Angelman Syncrome (Tanaka et a
2012) Eplepsy (Tanaka et al., 2012)

Epilepsy (Baulac et al., 2001; Walace ot al.
2001) Dravet Syndrome (Huang et al., 2012)
ASD (Dup150) (Peric and Boiton, 200
Kwasnicka-Crawlord et al, 2007; Depienn
o, 2000 A Synome (o &1
2008)

diazepam
insensilive, high sensitity o GABA
Scaffokding protein of inhibitory synapses,
protein-cytoskeleton interaction

factor /colybistin

Neurexint

of o

Cell surface proteins involved in cell-cell
interactions, export of secretory granules and
modulation of signaling

Epieps al.,2012)

ASD (Chen et al, 2014} rare

Mouse models

Dravet Syndrome (Hawikins et al. 2016)

Epiepsy (Niturad et al. 2017)

Epiepsy (Vien et al 2015)

Angolman Syndrome (Tanaka ot al.
2012) Epilepsy (Tanaka et al, 2012;
Vien et al, 2015)

Epiepsy (acdonald ot al., 2012)

ASD (Chen et al.,
(Tiissen and Rees, 1993; Kalscheuer et al,
2009; Alber et al., 2017) Intellectual disabilty
(Kalscheuer et al., 2008; Long et al., 2015)
ASD (Pizzarel and Cherubini, 201 1; Chen
etal, 2014)

and Rees, 1993;
Harvey et al, 2004)

ASD (Pizzareli and Cherubini, 2011;
Grayton et al, 2018)
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Antibody (Concentration)

anti-a-Tubuin (1:10,000 WB)
anti-Ankyrin G (1:500 IMF; 1:1500 WB)
anti-Ankyrin R (1:200 IMF)

anti-BlV Spectrin (1:1000 IMF; 1:1000 WB)
anti-Caspr1 (1:500 IMF)

anti-Caspri (1:100 IMF)

anti-Ky 1.2 (1:200 IMF)

anti-Myelin Basic Protein (1:1500 W8)

anti-Nay channels pan (1:500 IMF; 1:1500 WB)
anti-Neurofascin-186 (1:500 IMF)

anti-Neurofascin pan; NFCT (1:500 IMF; 1:2,000 W)

IME Immunofiuorescence: WB, Western Blot.

Immunogen

full length a-Tubulin (tetrahymena)
‘amino acids TEDK-KKTH

full length AnkR (human)

amino acids ARRA-QESA
cytoplasmic domain (mouse)

amino acids QNHR-SRSE, cytoplasmic domain
amino acids QYLQ-LTDV, cytoplasmic domain
cytoplasmic domain (mouse)

amino acids FNQQ-AFDI of Nay 1.6

amino acids TVGT-VYSR, mucin domain

amino acids FIKR-YSLA, cytoplasmic domain

Manufacturer

DSHB # 12G10 (Mouse IgGy, monoclonal)
unpublished (Rabbit, polycional)

NeuroMab #75-380 (Mouse IgGas, monoclonal)
unpublished (Rabbit, polycional)

Bhat et al,, 2001 (Rebbit and Guinea Pig,
polyclonal)

NeuroMab #75-001 (Mouse IgG, monoclonal)
NeuroMab #75-008 (Mouse IgGas, monoclonal)
Abcam #2b40390 (Rabbit, polyclonal)
unpublished (Rabbit, polycional)

Thaxton et al., 2011 (Guinea Pig, polycional)
Pilli et al., 2009 (Rat and Guinea Pig, polycional
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Without D-AP5 P value (D-APS effect)

Epileptiform afterpotentials Present Absent Present Absent

AGSF, before mdBS 1(13%) 787%) 2(22%) 7 (78%) 1.000

ACSF, after mdBS 8(100%) 0(0%) 6(67%) 3(33%) 0.208
Control-CSF, before mdBS 4(5%) 74 (95%) 1(9%) 10 (91%) 0.491
Control-CSF, after mdBs 35 (45%) 43 (55%) 3(27%) 8(73%) 0341
NMDAR-CSF, before mdBS 12 (26%) 34 (74%) 0(0%) 25 (100%) 0.006*
NMDAR-CSF, after mdBs 23 (50%) 23 (50%) 3(12%) 22 (88%) 0.002

The data indicate the number of siices (and proportions) in bath solution without D-AP5 or with D-AP5 showing epileptiform afterpotentials (present) or not (absent) in
ACSF, control-CSF and NMDAR-CSF-treated animals. The P value for the D-AP5 effect was calculated using the Fisher’s exact test. Significant P values are indlicated by

asterisks.
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CSF

Disease NMDAR-ab titer Age Sex # of animals
ACSF na. na. na. na. 4
Control-CSF C1 Epilepsy, focal cortical dysplasia Negative 32 F 13
Control-CSF C2 Posttraumatic epllepsy Negative 74 M 4
Control-CSF C3 Epllepsy, amygdala tumor Negative 42 F 9
NMDAR-CSF N1 Epilepsy, anti-NMDAR encephaltis 1:32 20 M 8
NMDAR-CSF N2 Epilepsy, anti-NMDAR encephaltis 1:32 19 F 7
NMDAR-CSF N3 Epilepsy, anti-NMDAR encephaltis 1:512 2 F T
NMDAR-CSF N4 Epllepsy, anti-NMDAR encephaltis 1:32 25 F 4
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References Patients Method Brain region Microglia state/cluster (gene signature)

Del-Aguila et al., 2019 3 patients with Mendelian or snRNA-seq parietal lobes 5 differentially expressed genes (EEFTAT, GLULL, KIAA1217,

sporadic AD LDLRADS, and SPPT) associated with microglia

Mathys et al., 2019 48 AD patients sRNA-seq Prefrontal cortex Mic1 subpopulation (CD74, HLA-DRB1, C1QB, CD14 and APOE)

Grubman et al., 2019 6 AD patients sRNA-seq Entorhinal cortex Partial DAM signature (CD86, CD83, LPARSG, GPR183, LPARS,
GPR183, CX3CR1, P2RY12 and P2RY13; APOE, INPP5D,
HLA-DRB5, PLCG2, HLA-DRB1, CSF3R, MS4A6A, RIN3 and
TBXAST)

Zhou et al., 2020 11 AD patients with TREM2-CV  snRNA-seq Dorsolateral prefrontal IRF8-driven reactive microglia (IRF8, TMEM119, P2RY12, CX3CR1,

and 10 bearing TREM2-R62H cortex SORL1, A2M, CHI3L1, TREMZ2, CD68 and APOE; SPP1)

Lau et al., 2020 12 AD patients snRNA-seq  Prefrontal cortex Reduced microglia subpopulation that expresses genes which
participate in synaptic pruning (CTQA, CTQB and C1QC, encoding
complement component 1q) or encode cytokine receptors ((L4R
and IL1RAP)

Nguyen et al., 2020 15 AD patients snRNA-seq Dorsolateral prefrontal 4 microglia subpopulations: homeostatic, motile, amyloid

cortex responsive, and dystrophic microglia
Gerrits et al., 2021 10 AD donors with only Af snRNA-seq  Occipital or AD1 microglia population express DAM genes, and are enriched

pathology or both Ap and tau
pathology

occipitotemporal cortex

with AD risk genes and correlated with tissue Ap load; AD2
microglia express glutamate receptor GRIDZ2 and are correlated
with tau pathology

Biue, downrequiated signature genes; red, upregulated signature genes. AD, Alizheimer’s disease; DAM, disease-associated microglia; Ap, p-amyloid.
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References Mouse model Method Brain region Microglia state/cluster (gene signature)

Keren-Shaul et al., 2017  5xFAD scRNA-seq  Cortex and cerebellum DAM (Apoe; Axi, Csfl1, Clec7a, Cst7, Gpnmb, Igf1, ltgax, Spp1,
Trem2; Cx3crl, P2ry12, Tmem119)

Mathys et al., 2017 CK-p25 scRNA-seq  Hippocampus DAM like subset; reactive microglia subsets with IFN | and Il
response genes

Mrdjen et al., 2018 APP/PS1 CyTOF Whole brain DAM-like (CD11¢c, CD14, CD86, CD44, PDL1; Cx3cr1, MerTK
and Siglec-H)

Sala Frigerio et al., 2019 App/Vt—G—F scRNA-seq  Cortex and hippocampus ARM (H2-Ab1 and Cd74; Dkik2, Gpnmb and Spp1) and IRM

Sierksma et al., 2020 APPWe/pS-1L166F  gcRNA-seq  Hippocampus ARM enriched for AD risk genes

and Thy-TAU22

Zhou et al., 2020 5xFAD snRNA-seq  Cortex and hippocampus DAM (Cst7, Csf1, Apoe, Trem2, Lpl, Lilrb4a, H2-d1, Cd74 and
cathepsin genes; P2ry12, Selplg, Tmem119 and Cx3cr1)

Lee et al., 2021 TauPS2APP scRNA-seq  Hippocampus DAM (DAM1 and DAM2 clusters)

Ellwanger et al., 2021 S5xFAD scRNA-seq  Cortex DAM, IFN-R, MHC and cycling-M

Safaiyan et al., 2021 S5xFAD scRNA-seq  Frontal cortex, corpus callosum, WAM (parts of DAM gene signature)

optical tracts and medial lemniscus

Biue, downregulated signature genes; red, upregulated signature genes. DAM, disease-associated microglia; ARM, activated response microglia; IRM, interferon response
microgiia, WAM, white matter associated microglia; IFN-R, interferon responsive cluster; MHC, MHC expressing cluster; Cycling-M, (G)2/M phase enriched cluster
(proliferating microglia).
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e

Homeostasis Mouse brain Human brain

Cx3crl CX3CR!I
P2yyi2 P2RYI2
ITmemllO9 etc. TMEMI19etc.
Ap burden
(5xFAD) Alzheimer disease
Mouse DAM Human DAM
Downregulation of Up- or down-regulation
homeostatic genes of homeostatic genes
Stage 1 B2m Apoe Fthl
(Trem2-independent) Tyrobp Ly=2 Ctsb
Ctsd etc.
TMEMI19P2RY12 CX3CRITREM? APOE
Stage 2 Trem2 Ax1 Csfl SPP] HLA—DRBI] CSF3R MS4AGA RIN3
(Tremz-dependent) Clec7a Cst7 Lpl TBXASI IRFS CIQBCDI14 etc,
Igfl Itgax Sppl .
Partially overlap with mouse DAM
CdO etc.

Biology and therapeutic potential of DAM

DAM program might be a protective innate immune Pharmacological modulation/reprogramming of
response through phagocytosis (clearance of misfolded L.l DAM, such as blocking microglia-specific

and aggregated proteins), barrier formation and multiple checkpoints, might provide a therapeutic
processes related to TREM2 signaling or other pathways. approach to combat neurodegenerative disorders.






OPS/images/fncel-11-00165/crossmark.jpg
©

2

i

|





OPS/images/fnsyn-13-773590/cross.jpg
3,

i





OPS/images/fnmol-10-00061/fnmol-10-00061-t002.jpg
Hippocampus Brainstem

Hir1d - (%)
Htrec - L)
Hir5b - 1 (%)
Ddc 1 (%) £ (%)
Slc6a4 1 (%) -

Tph2 - )

Asterisks indicate significance (**p < 0.01; ***p < 0.001).
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Genotyping Mecp2~/¥ WT for GACCCCTTGGGACTGAAGTT NM_010788.3

rev CCACCCTCCAGTTTGGTTTA

Mecp2~/ KO for CCATGCGATAAGCTTGATGA
rev CCACCCTCCAGTTTGGTTTA

Cloning Hitr5b full length for ATGGAAGTTTCTAACCTCTC NM_010483.3

rev TTATCTCTGCTTAGTAAAGAG

Htrsb trunc for ATGATCGCGATCACCTGGG
rev TTATCTCTGCTTAGTAAAGAG

RT-gPCR Hirla for AACTATCTCATCGGCTCCTT NM_008308.4

rev GATTGCCCAGTACCTGTCTA

Htr1b for CTCCATCTCTATTTCGTTGC NM_010482.1
rev GTCTTGTTGGGTGTCTGTTT

Htr1d for CCATCCATCTTGCTCATTAT NM_008309.4
rev CACCTGGTTGAAAAAGAGAG

Hir1f for TTTCTACATCCCGCTTGTAT NM_008310.3
rev TCGGACAAGGATTTTTCTAA

Htr2a for TGTGATGCTTTTAACATTGC NM_172812.2
rev CCAACTTACTCCCATGCTAC

Htr2b for GAACATCCTTGTGATTCTGG NM_008311.2
rev AGGCAGTTGAAAAGAGAACA

Htrec for CTATTTTCAACTGCGTCCAT NM_008312.4
rev ATTCACGAACACTTTGCTTT

Htr3a for TGGTCCTAGACAGAATAGCC NM_013561.2
rev GGTCTTCTCCAAGTCCTGA

Htrd for CCTCACAGCAACTTCTCCTT NM_008313.4
rev TCCCCTGACTTCCTCAAATA

Hirsa for TGCTCTTTGTGTACTGGAAA NM_008314.2
rev ACGTATCCCCTTCTGTCTG

Hitr5b for GAGTCTGAGATGGTGTTCA NM_010483.3
rev AATATCCAAGCCACAGGAAT

Htré for CTGAGCATGTTCTTTGTCAC NM_021358.2
rev CATGAAGAGGGGATAGATGA

Htr7 for GTTAGTGTCACGGACCTCAT NM_008315.2
rev ATCATTTTGGCCATACATTT

Slc6ad for AAGCCAAGCTGATGATGTAA NM_010484.2
rev TCCTCACATATCCCAGTCAG

Ddc for GCAGTGCCTTTATCTGTCCT NM_001190448.1
rev GAATCCTGAGTCCTGGTGAC

Tph2 for CAGGGTCGAGTACACAGAAG NM_173391.3
rev CTTTCAGAAACATGGAGACG

Hprt for ATTAGCGATGATGAACCAGG NM_013566.2
rev GTCAGCAAAGAACTTATAGCCC

Gapadh for CAAGCTCATTTCCTGGTATGAC NM_008084.1
rev AGGCCCCTCCTGTTATTATG

Accession numbers are given for the murine gene used to generate the primers. If there were multiple transcript variants of a gene, our primers were designed to be
specific for the main transcript and did ot discriminate between transcriot variants.
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Concentration used

Antigen  Immunogen Source, Host species, Cat#, RRID Blocking solution
B-Actin Synthetic actin N-terminal aa.  Sigma-Aldrich, mouse monoclonal, 0.1 ng/ul. 3% non-fat milk-TBS 0.1% Tween-20
DDDIAALVIDNGSGK Cat# A5316, RRID:AB_476743
a-Tubuiin  Purffied chick brain tubulin ‘Sigma-Aldrich, mouse monoclonal, caté 0.1 ng/ul. 3% non-fat milk-TBS 0.1% Tween-21
T9026, RRID:AB_477593
GluA1 Synthetic peptide (aa 895-907 inrat  Synaptic Systems, mouse monoclonal, 1ng/ul. 1% BSAPBS 1X
GluA1) coupled to hemocyanin cat# 182 011, RRID:AB_2113443
GluA2 Recombinant protein of rat GluA2 (G~ Synaptic Systems, rabbit polyclonal, 05 ng/uL 3% non-fat mik-PBS 1X
terminus; aa 836-883) caté 182 103, RRID:AB_21113732
LAP-2a Rat LAP2 aa. 34-156 BD Biosciences, mouse monoclonal, 05 pg/uL 3% non-fat mik-TBS 0.1% Tween-20
Cat# 611000, RRID:AB_398313
NR1 Recombinant protein of NR1 (aa  Synaptic Systems, mouse monoclonal, 1ng/ul 3% non-fat mik-PBS 1X
660-811) cat# 114 011, RRID:AB_887750
NR2A 6 Hstagged fusion protein  Milipore, rabbit polyclonal, caté 07-632, 2ng/L 1% BSAPBS 1X
corresponding to aa 1265-1464 of  RRID:AB_310837
mouse NR2A
NR28 Synthetic peptide (aa 42-60 of rat  Synaptic Systems, rabbit polyclonal, 05 ng/ul 1% BSAPBS 1X
NR2B) coupled to hemocyanin caté 244 103, RRID:AB_10805405
PSD-95  Synthetic peptide of residues  Abcam, rabbit polycional, Cat# 05 pg/ul 0.5% BSA PBS
50150 of mouse PSD95  ab18258, RRID:AB_444362

conjugated to KLH
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Transcript Forward primer Reverse primer Amplicon size Accession N°
c-Fos 5-GTTTCAACGCGGACTACGAG-3' 5-GGCACTAGAGACGGACAGAT 3 161 bp NM_022197.2
Arc 5-GCATCTGTTGACCGAAGTGTCC-8' 5-GCACCCAAGACTGGTATTGCTG-8' 455 bp NM_019361.1
NR1 5-GATGTCTTCTAAGTATGCGGACGG-2' 5-TCACTCATTGTGGGCTTGACG-3 276 bp NM_001270610.1
NR2A 5-CCCTGCACCAATTCATGGTC-3 5-AGGTGGTTGTCATCTGGCTC-2' 220bp NM_012573.3
NR28 5-AACAGGTGCCTAGCCGATG-8' 5/-CAAAGAAGGCCCACACTGAC-8' 160 bp NM_012574.1
GluA1 5-GGAAGGAAGGGAGGAAGGAAAG-' 5/-GGAGAACTGGGAACAGAAACGG-S 383bp NM_031608.1
GluA2 5-CTACCGCAGAAGGAGTAGCC-2' 5-TTACTTCCCGAGTCCTTGGC-3' 289 pb NM_017261.2
Actin-p 5-TTGTCCCTGTATGCCTCTGGTC 8 5-ACCGCTCATTGCCGATAGTG-3/ 346 bp NM_031144.3
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Time to onset [s] PBS only 1442 +329(n=27)

10 mg/kg Trolox 127.8+35.3 (0= 28)

40 mg/kg Trolox 1515+ 45,8 (0 = 26) 1504+ 46.4 (1 =21)

Naive slices 1680.0+39.3 (0= 4) 1160£19.3(0=4)
Amplitude [mV] PES only —146+28 —157£85

10 mg/kg Trolox —147£839 —14.4+33

40 mg/kg Trolox —145%25 —141£40

naiive slices ~159+33 —184x27
Duration [s] PBS only 695+ 127 650+ 136

10 mg/kg Trolox 634+131 626 +10.3

40 mg/kg Trolox 706 +200 67.4% 111

Naive slices 744£97 63.1£35

The number of slices analyzed is reported. The group of naive slices represents control tissue isolated from otherwise untreated and non-handled mice.
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PBS-treated mice Naive mice

Parameter wT Mecp2’t wT Mecp®”
Hematocrit 43.7 £2.4% (n=20) 48.2 +3.5% (n = 19)"* 441£14% (n=7) 49.8:+£2.3% (n = 8
CA1 pyramidal neuron size 137 + 26 um? (1 = 60) 125 + 25 um? (0 = 90)°* 152 +29 um? (0 = 300) 137 + 26 um? (0 = 300/***
FAD/NADH ratio Mecp2-/¥ 10.9% higher than WT

(WT n =19; Mecp2~" n = 17
Rn123 response to uncoupling 90 = 26% (n=13) 70+ 11% (1= 13°
HSD onset (A1) 147 £ 165 (n=37) 106+ 185 (1= 32"
Normalized fEPSPs (150 pA) 338+ 153% (0 =52) 473 + 202% (n = 37)***
STP 238 + 62% (0 =12) 159 +38% (n = 11)*
P 179 £81% (0= 12) 143 £19% (1 = 1)

The listed absolute values of naive mice are reference data obtained in our earlier studies (Fischer et al., 2009; GroBer et al., 2012; Janc and Miiller, 2014). FAD/NADH
ratios in naive and PBS-treated mice were recorded with different optical components. Therefore, only relative data but no absolute values can be compared. Crosshatches
indicate genotypic differences among WT and Mecp2-~/» mice (*P < 0.05, **P < 0.01, ***P < 0.001).. Shaded cells identiy those parameters, differing among naive mice,
but not among PBS-treated WT and Mecp2-/» mice.
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wr PBS only 29 (100%) 0(0%) 29
10 mg/kg Trolox 24(92.3%) 2(7.7%) 26
40 mg/kg Trolox 35(97.2%) 1(28%) 36
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Spontaneous failures (%)
Spontaneous frequency (Hz)
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Resting potential (mV)
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AP half width (ms)
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—60.2+1.4
-56.0+£24

p-value

0.59
0.34
0.06
0.04
0.05
0.05
0.038
0.15
0.6

Data is from in vivo whole-cell recordings from WT (n = 8 cells from seven animals)
and Ube3a (n = 9 cells from seven animals). Statistical differences of the mean

were assessed by t-test.





OPS/images/fncel-11-00418/fncel-11-00418-t001.jpg
Parameters (juxtacellular)

Spontaneous failures (%)
Spontaneous frequency (Hz)
Prespike-6EPSP delay (ms)
©EPSP-eAP delay (ms)

©AP halfwidth (ms)

C57BL/6JWT

106+6.4
26+6
0.33£0.01
0.28 £0.02
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Ube3aF!13X

14+1.0

37x9
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p-value

0.026
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40+29

57£5
0.34 £0.02
0.27 £0.01
0.29 £ 0.01

p-value

0.01
0.82
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0.003
0.21

Data is from in vivo juxtacellular recordings. Ube3af""®* mice: n = 14 cells from four animals for C57BL/6J WT, and 15 cells from four animals for Ube3a. Ube3af*"
mice: 20 cells from five animals for 12952/Sv-C57BL/6J WT, and 21 cells from five animals for Ubea. A t-test was used for all the parameters, except for spontaneous
failures, for which Mann-Whitney U test was used.
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