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Editorial: Advanced signal
processing techniques in radiation
detection and imaging

Jian Dong1*, Zilong Liu2 and Yayun Cheng3

1School of Electronic Information, Central South University, Changsha, China, 2School of Computer
Science and Electronics Engineering, University of Essex, Colchester, United Kingdom, 3School of
Electronics and Information Engineering, Harbin Institute of Technology, Harbin, China
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Editorial on the Research Topic
Advanced signal processing techniques in radiation detection and imaging

With the continuous evolution of the electromagnetic environment, there is a growing
demand for efficient, high-precision, and high-resolution radiation detection and imaging
technologies in various fields. At the same time, system requirements for interference
suppression and accurate target detection in complex environments are also increasing.
Therefore, there is an urgent need to promote theoretical and technological innovations in
the fields of electromagnetism and signal processing to enhance the system’s ability to
acquire information. This Research Topic focuses on the detector imaging mechanism,
imaging data processing, and high-resolution reconstruction, with special emphasis on
radiation detection data processing and algorithm development, hardware and software
synergy and intelligent processing, accurate measurement of target and environment
characteristics, target classification and identification, and adaptability to complex
electromagnetic environments in wireless engineering systems.

In the field of antenna and signal processing technology, Direction and distribution
sensitivity of sup-DOF interference suppression for GNSS array antenna receiver by Sun et al.
focuses on the anti-jamming capability andmechanism of Global Navigation Satellite System
(GNSS) array antenna against distributed sup-DOF (Degree of Freedom) interference, and
analyses the characteristics of GNSS System array antenna against sup-Degree of Freedom
interference by formula derivation and simulation. Qiu et al. Artifact suppression using cross-
circular polarization for millimeter-wave imaging proposes a cross-polarization method to
suppress multipath artifacts. Performance analysis of SMI filter for antenna array receiver in
pulse interference environment by Wang et al. analyzes the performance of sample matrix
inversion (SMI) filter used by antenna array receivers in pulse interference environment.
Ultimate channel capacity analysis of the UCA-OAM system with a deficient-rank channel
matrix by Yu et al. investigates the channel capacity analysis of deficient-rank channel (DRC)
matrix in uniform circular array (UCA) communication systems. A novel SW-ESIW slot
antenna and its applications in millimeter-wave array design by Qiang et al. proposes a novel
slot antenna structure with high gain and compact size for millimeter-wave (mmW)
applications, which is the first attempt to apply slow-wave substrate-integrated
waveguide (SW-ESIW) to the field of antennas and their arrays.
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In the field of communication satellites and interference detection
technologies, A survey of GNSS interference monitoring technologies by
Qiao et al. summarizes the interference monitoring technologies and
their latest progress, and emphasises the breadth of integration of
interference monitoring technologies with other fields, which has led
to their rapid development. A novel method of interference source
direction-finding with an existing single antenna beam in
communication satellites by Ma et al. introduces a method for
detecting interference sources for communication satellites with an
existing single antenna beam and single radio frequency (RF) channel.

Regarding the research on GNSS and satellite links, Impact of
ambiguity resolution on phase center offsets and hardware delay
estimation for BDS-3 inter-satellite links by Li et al. presents for the
first time the impact of ambiguity resolution on phase center offsets
(PCOs) and hardware delay estimation of BDS-3 inter-satellite links.
Focusing on real-time precise orbit determination for GNSS
satellites, An improved approach for rapid filter convergence of
GNSS satellite real-time orbit determination by Zhou et al.
proposes a method to establish the stochastic model by analyzing
the differences between the predicted part of the ultra-rapid orbit
and the filter orbit after convergence.

Regarding electromagnetic interference filtering techniques,
Wideband electromagnetic interference filtering power divider with
a wide stopband using the genetic algorithm by Dai et al. proposes a
new design of an electromagnetic interference wideband filtering
power divider (FPD) with a wide stopband based on the genetic
algorithm (GA), which has the good performance of compact size,
sharp roll-off and in-band isolations.

For microwave radiation technology, A geostationary orbit
microwave multi-channel radiometer by Zhou et al. introduces a
geostationary orbit microwave multi-channel radiometer for fine
and quantitative applications of satellite observation data.

In the field of radar jamming signal processing, Adaptive
Optimization Technology of Segmented Reconstruction Signal
based on Genetic Algorithm for Enhancing Radar Jamming Effect
by Wang et al. focuses on the adaptive optimisation of jamming

waveforms for radar jamming technology to suppress multiple false
targets in the escort jamming scenarios.

In conclusion, this Research Topic focuses on the convergence of
applications in the fields of electromagnetism and signal processing,
presenting readers with the latest scientific achievements and
technological innovations. This research not only enriches and
provides the body of knowledge in related fields, but also provide
new directions and possibilities for future research and applications.
We look forward to more researchers actively engaging in these
fields and jointly promoting the advancement of technology and the
expansion of applications.
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Direction and distribution
sensitivity of sup-DOF interference
suppression for GNSS array
antenna receiver

Yifan Sun, Feiqiang Chen, Feixue Wang*, Wenxiang Liu, Baiyu Li and
Jie Song

College of Electronic Science, National University of Defense Technology, Changsha, China

Introduction: Distributed wideband jamming (interference) is commonly used in
navigation countermeasure. Due to the limited volume of GNSS (Global Navigation
Satellite System) array antenna receiver, the number of interferences usually exceeds
the number of array elements. At present, the anti-jamming capability and
mechanism of Global Navigation Satellite System array antenna against
distributed sup-DOF (Degree of Freedom) interference have not been fully studied.

Methods and innovation: To solve this problem, this paper analyzes the
characteristics of GNSS System array antenna against sup-Degree of Freedom
interference by formula derivation and simulation. Firstly, the definition of sup-
Degree of Freedom interference of Global Navigation Satellite System array antenna
is proposed from the perspective of spatial anti-jamming; Secondly, the directional
characteristics of Global Navigation Satellite System array antenna for sup-Degree of
Freedom interference suppression are analyzed.

Results: The results show that the performance of sup-Degree of Freedom
interference suppression is sensitive to the direction and distribution of
interference. On the one hand, the residual interference power varies from
interference direction and distribution, while the minimum value of which is zero
and the maximum value is the sum of interference power. On the other hand, the
suppression performance of UCA (Uniform Circular Array) and central Uniform
Circular Array is periodic along azimuth. If the number of elements on the
circumference is M (M ≥ 3), the period of the suppression performance is
4π/M/(3 + (−1)M+1).
Discussion: The conclusion of this paper show the upper and lower bounds of sup-
Degree of Freedom interference suppression performance and the variation rule in
azimuth, which can be used in the fields such as interference deployment, anti-
jamming performance evaluation and anti-jamming algorithm development.

KEYWORDS

anti-jamming, GNSS array antenna, array DOF, direction sensitivity, distribution sensitivity

1 Introduction

GNSS (Global Navigation Satellite System) provides convenient positioning, navigation and
timing services for its application terminals [1]. It has played an important role in
transportation, marine fishery, geological disaster monitoring and emergency rescue.
However, the GNSS signal power received on ground is weak [2], which is 30 dB lower
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than the thermal noise of the receiver [3]. The GNSS receiver is
vulnerable to unintentional or intentional interference (jamming)
under the complex electromagnetic environment, resulting in the
receiver performance degradation or failure [4].

Distributed interference is a commonly used interference style in
navigation countermeasure [5]. In this case, the number of
interferences usually exceeds the number of elements of GNSS
antenna array, which might make the receiver unavailable for
positioning [6]. On the one hand, it is difficult to completely
suppress interferences since the orthogonality between the spatial
filter coefficients and the interference steering vectors no longer exist
[7, 8]. On the other hand, most GNSS array antennas have only
4–7 elements [9, 10]. Due to limited space of navigation facilities, half
wavelength of L-band GNSS signal and low cost of interference
equipment, it is easier to increase the number of interferences than
the number of array elements [11, 12].

There is a lack of definition of sup-degree-of-freedom interference
in GNSS anti-jamming research. In array signal processing, it is
generally considered that the DOF (Degree of Freedom) of an
array with N elements is N-1. In the field such as sparse array [13],
virtual array [14], polarized array antenna [15] and synthetic aperture
[16], there is only the concept of “interference exceeds array DOF”
without clear definition; In the field of DOA (Direction of Arrival)
estimation, direction estimation ambiguity is defined and classified
[17, 18], which provides reference for the study of interference
direction against array DOF; Some researchers propose that
N-element GNSS antenna array receiver can at most suppress N-1
interference [19], but this statement is not accurate considering the
preconditions for the conclusion are not clearly explained, and the
signal types and parameters are not limited; At the same time, most
beamforming algorithms and DOA estimation algorithms focus on the
precondition that the number of interference is less than N [20, 21]. In
order to further study the anti-jamming characteristics of array
antenna while the number of interferences is equal or larger than
N, a clear and simple definition of sup-degree-of-freedom interference
is needed to specify the background. It would be better if the definition
focuses on the array anti-jamming module rather than considering the
positioning performance of GNSS receivers. Otherwise, parameters
related to signal and data processing should be further introduced
[22], such as receiver acquisition and tracking threshold and DOP
(Dilution of Precision) constrains, which makes the definition
complicated.

To solve the above problems, from the perspective of spatial anti-
jamming, this paper first analyzes the precondition that N-element
array can suppress at most N-1 interferences, and proposes the
definition of sup-DOF interference; Secondly, according to
theoretical analysis and simulation, the paper proposes that the
suppression performance of array antenna is sensitive to direction
and distribution of sup-DOF interference. The structure of the paper is
as follows: In the second section, the model of array signal reception
and anti-jamming is established; In the third section, the definition of
sup-DOF interference is proposed and is explained by numerical
calculation; In the fourth section, based on theoretical analysis and
numerical calculation, it is proposed that the suppression performance
has directional sensitivity, distribution sensitivity, as well as azimuthal
periodicity; In the fifth section, the conclusion in the fourth section is
verified by simulation; The structure block diagram of the article is
shown in Figure 1, in which the orange part is the innovation of this
article.

For the convenience of reading, the commonly used symbols in
this paper are shown in Table 1. In the text, symbols in italics
represent variables, and non-italics in bold represent vectors or
matrices.

2 Signal reception and anti-jamming
model of antenna array

Suppose that the navigation signal and interference signal are
received by an N-element array antenna. Denote navigation
signal, signal power and steering vector as s(t), ps, and as
respectively. Denote the interference, power and steering
vector as j(t), pj, and aj respectively. Denote the noise power
as pn, while t represents time. The steering vector is N ×
1 dimensional column vector. Let the number of navigation
signals and interference be I and K respectively, the received
signal of N-element array is

x t( ) � ∑I
i�1
psisi t( )asi +∑K

k�1
pjkjk t( )ajk +

��
pn

√
nN t( ) (1)

where i represents the ith navigation signal, k represents the kth
interference signal, and nN(t) represents the thermal noise of the
N-dimensional array. The steering vector is composed by the signal
phase difference between each array element and the reference
element. In order to simplify the analysis, the non-ideal factors
that cause the steering vector mismatch is ignord, and the
narrowband signal model is adopted. The steering vector has the
following form, where τ1, τ2,/τN−1 is the time delay between the
received signal of each array element and the reference element, and
fc is the carrier frequency.

a � 1 exp j2πfcτ1[ ] / exp j2πfcτN−1[ ][ ]T (2)
Denote the normalized spatial filter coefficient as �w.it is an

N × 1 dimensional column vector with the modulus of 1.

�w � w1 w2 / wN[ ]T (3)
�w‖ ‖ � 1 (4)

Then the output signal of spatial anti-jamming processing is

y t( ) � �wHx t( ) (5)
If interference signals are independent of each other, the covariance
matrix of interference signals is

Rjj � ∑K
k�1

pjkajka
H
jk

(6)

3Definition of sup-DOF interference and
numerical analysis

In array signal processing, it is generally considered that the DOF
of an N-element array is N-1. However, the statement that N-element
array can suppress at most N-1 interferences is not accurate. In this
section, from the perspective of spatial anti-jamming, the
preconditions for the above statement are analyzed, and the
definition of sup-DOF interference is proposed.
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3.1 Definition of sup-DOF interference

According to Eqs 1, 5, the residual interference signal is

yj t( ) � �wH ∑
k

jk t( )ajk (7)

There are two ways to interpret principle of spatial interference
suppression. One is to figure out �w satisfies �w≠ 0 and the following
equation set

�wHaj1j1 t( ) � 0
�wHaj2j2 t( ) � 0

..

.

�wHajKjK t( ) � 0

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (8)

The constrains make sure that the antenna gain of direction
described by ajk is 0, thus suppress the interference coming from
this direction. The other way is to solve �w that makes the residual
interference power zero:

pjres � E ∑K
k�1

�wHajkjk(t))·⎛⎝ ⎛⎝∑K
k�1

�wHajkjk t( ))*⎧⎨⎩ ⎫⎬⎭ � 0 (9)

where pjres is the residual interference power.
Denote the interference steering vector matrix as

Aj � aj1 aj2 / ajK[ ] (10)
According to Eq. 6, the covariance matrix of the interference signal

is non-negative. As a result, Eq. 8 is equivalent to the following form:

�wHAj � 0r (11)
where 0r is a row vector, Aj is an and matrix of dimension N×K.
Denote the rank of Aj as rank(Aj), the maximum value of rank(Aj) is
N. Analyze the solution set of Eq. 8. If rank(Aj) ≤N-1, �w satisfies Eq. 8
and �w≠ 0, thus the interferences can be completely suppressed. If
rank(Aj) =N, Eq. 8 is satisfied only if �w � 0, thus the navigation signal
cannot be retained while suppressing interference, and anti-
interference processing becomes invalid. It can be seen that for
mutually independent interferences, the anti-jamming ability of the
N-element array antenna depends not only on the number of
interferences, but also on the spatial correlation of the interference
signal steering vector. The precondition for the N-element array to
suppress at most N-1 interference is that the steering vectors of the
interference signal are linearly uncorrelated. The precondition for
N-element array to suppress more than N-1 interferences is that the
rank of the interference steering vector matrix is not greater than N-1.

Under the condition that the interferences are independent of each
other, the definition of array sup-DOF interference is proposed
according to spatial anti-jamming principle.

Definition 1: Assume interferences are independent of each other,
and their steering vectors can be represented by a finite number of
column vectors. When the number of interferences simultaneously

FIGURE 1
Article structure block diagram.

TABLE 1 Common symbols in this article.

Symbol Explanation

[·]H Hermitian transpose

[·]T transpose

[·]* conjugate

‖ · ‖ norm of vector

rank[·] rank of matrix

j imaginary unit
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received by the antenna array is greater than or equal to the number of
array elements N, and at least N steering vectors are linearly
uncorrelated, it is defined that the number of interferences surpass
the array degree of freedom.

This definition can be described as follows:

rank Aj( )<N interferences donot surpass the arraydegree offreedom
rank Aj( ) � N interferences surpass the arraydegree offreedom

{
(12)

The above definition is only applicable to the case where
interference signals are independent of each other. If the
interference signal has correlation, or the steering vector of the
signal cannot be represented by a limited number of column
vectors, the interference suppression principle can be analyzed
through the residual interference power of anti-jamming processing.

According to Eq. 7, the residual interference power is

pjres � E yj t( )y*
j t( ){ } (13)

The above equation can be written as

pjres � �wHRjj �w (14)

For GNSS array antenna receiver, the goal of anti-jamming
process is to make the residual interference power zero, while
retaining the navigation signal as much as possible. That is to say,
the solution �w satisfies �w≠ 0 while

pjres � �wHRjj �w � 0 (15)

According to Rayleigh entropy theorem, the value range of
interference residual power is

λ min ≤pjres ≤ λ max (16)
where λmin and λmax is the minimum and maximum eigenvalues of
Rjj. The equal signs are taken when �w equals to the corresponding
eigenvector. In this case, the residual interference power of the anti-
jamming process is optimized.

If the minimum eigenvalue of Rjj is zero, the residual power is 0,
and the interference signal is completely suppressed, whichmeans that
Rjj is not a full-rank matrix; If the minimum eigenvalue of Rjj is not
zero, the interference signal cannot be completely suppressed, at this
moment Rjj is a full-rank matrix.

Thus, the sup-DOF interference can be defined by the rank of the
interference covariance matrix:

Definition 2: Assume the number of interferences received by
the array antenna simultaneously is K (K ≥ 1). If the rank of the
covariance matrix of the received interference equals to the number
of antenna elements N, the interferences surpass the array degree of
freedom. The above interferences are collectively referred to as
array sup-degree of freedom interference, or sup-DOF interference
for short.

Denote the rank of the interference covariance matrix as
rank(Rjj). This definition can be described as

rank Rjj( )<N interferences donot surpass the arraydegree offreedom
rank Rjj( ) � N interferences surpass the arraydegree offreedom
{

(17)

According to Formula. 17, rank(Rjj) is only related to the second-
order statistical characteristics of the received array interference. The

scope of application of this definition has no limit on the signal
correlation and spatial correlation of the interference signals.

Based on the above analysis, the following conclusion can be
drawn:

Conclusion 1: If the number of interferences is greater than or
equal to the number of array elements (K ≥ N), the interference
may not surpass the array degree of freedom. The existence of a
specific direction allows the antenna array to completely suppress
K interferences.

The specific incident directions in conclusion 1 can be divided
into two categories. The first category is that the incident directions
of interference are different, while their steering vectors are equal
or conjugate; The second category is that the K steering vectors
corresponding to different incident angles are correlated with each
other and can be represented by N-1 vectors. Among them, it is
difficult to find the incident direction of the second category by
enumerating. Finding the incident direction of the second category
has become an open problem in the field of differential geometry,
which will not be further researched in this paper.

3.2 Numerical calculation and analysis

Taking the central UCA (Uniform Circular Array) of four
elements as an example, the typical interference incidence
direction is taken to further explain conclusion 1. The
coordinates of array element are given in Eq. 18. Assume that
the power of interferences in Figure 2 is 1, and the interference
signals are independent of each other. In Figure 2A, the incident
direction of interference 1 is [θj1,φj1

]. Interference 1 and
interference 2 are symmetrical about the xOy plane, interference
1 and interference 3 are opposite in the incident direction,
interference 1 and interference 4 have the same incident
elevation angle, and the azimuth difference is π. The incident
directions of interference 2, 3, and 4 are [−θj1,φj1

], [−θj1,−φj1
]

and [θj1,φj1
+ π] respectively.

In the Oxyz coordinate system, the array element coordinate
matrix is as follows. The first, second and third columns of the
matrix are respectively the x, y, and z coordinates of the array
element, and λc is the signal carrier wavelength.

Pele �

0 0 0
1
2
λc 0 0

−1
2
λc

�
3

√
2
λc 0

−1
2
λc −

�
3

√
2
λc 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

The interference steering vector is

ajk � exp j2πfc
Pelerjk
c

[ ] (19)

where c is the speed of light, rjk is the unit direction vector, andfc is the
carrier frequency.

rjk �
cos θjk cosφjk
cos θjk sinφjk

sin θjk

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (20)
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Simplify the steering vector expression, it can be written as

ajk � exp jπ cos θjk

0

cosφjk

sin φjk
− π

6
( )

−sin φjk
+ π

6
( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(21)

The steering vectors of interference 1–4 is

aj1 � aj2 �

1

exp jπ cos θj1 cosφj1
[ ]

exp jπ cos θj1 sin φj1
− π

6
( )[ ]

exp −jπ cos θj1 sin φj1
+ π

6
( )[ ]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

aj3 � aj4 �

1

exp −jπ cos θj1 cosφj1
[ ]

exp −jπ cos θj1 sin φj1
− π

6
( )[ ]

exp jπ cos θj1 sin φj1
+ π

6
( )[ ]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(22)

It can be seen that the steering vectors of interference 1 and
2 are conjugate with interference 3 and 4. According to Eq. 6, the
covariance matrix of each interference can be obtained as follows

Rj1 � Rj2 � Rj3 � Rj4 (23)

Denote the steering vector matrix and covariance matrix of the
above four interferences asAj 1 andRjj 1 respectively. Considering the
sup-DOF interference definition 1 and definition 2, it can be obtained
that

rank Aj 1( ) � 1 (24)
rank Rjj 1( ) � 1 (25)

Therefore, the above four interferences are equivalent to one
interference. Interference 1–4 belong to the incident direction of
first category interference mentioned at the end of Section 3.1.

Denote the incident directions of four interference in Figure 2B
are [θj1,φj1

], [θj5,φj5
], [θj6,φj6

] and [θj7,φj7
] respectively. The four

incident directions have the following relationship:
θj1 � θj5 � θj6 � θj7 (26)

φj1
� −φj7

, φj5
� −φj6

(27)

Denote the steering vector matrix and covariance matrix of the above
four interferences as Aj 2 and Rjj 2 respectively,

Aj 2 � aj1 aj5 aj6 aj7[ ] (28)
Rjj 2 � ∑

k�1,5,6,7
ajka

H
jk

(29)

It can be simplified that

Rjj 2 �
1 0 0 r14
0 1 0 r24
0 0 1 −1
0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (30)

Among which

r14 � ejπ cos θj1 3 cosφj5 +
�
3

√
sinφj5[ ] ×

−1 + ejπ cos θj1 3 cosφj1−3 cosφj5+
�
3

√
sinφj1−

�
3

√
sinφj5( )−e−2 �

3
√

jπ cos θj1 sin φj5 + ejπ cos θj1 3 cosφj1−3 cos φj5 −
�
3

√
sinφj1 −

�
3

√
sinφj5( )

e2jπ cosφj1 cos θj1 −e2jπ cosφj5 cos θj1
(31)

r24 �
e2jπ cos θj1 cosφj1 +cosφj5[ ] × e−2jπ cos θj1 sin φj1−π

6( )−e−2jπ cos θj1 sin φj5−π
6( ) + e2jπ cos θj1 sin φj1 +π

6( )−e2jπ cos θj1 sin φj5 +π
6( )[ ]

−e2jπ cosφj1 cos θj1 + e2jπ cosφj5 cos θj1

(32)

It can be seen that the rank of the covariance matrix is 3, and the
rank of the guidance vector matrix is 3.

rank Aj 2( ) � 3 (33)
rank Rjj 2( ) � 3 (34)

Interference 1, 5, 6, and interference 7 exist in the subspace of
dimension-3, so they are equivalent to three interferences. They
belong to the incident direction of the second category interference
mentioned at the end of Section 3.1.

FIGURE 2
The position of the central UCA with four elements in the Oxyz coordinate system. (A) Three-dimensional figure; (B) xOy Planar 2D figure.
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4 Direction and distribution sensitivity of
sup-DOF interference suppression

If the number of interferences is greater than or equal to the
number of array elements (K ≥ N), the spatial anti-jamming algorithm
may not completely suppress them. According to Eq. 16, the residual
interference power obtained by optimal spatial filter is the minimum
eigenvalue of the interference covariance matrix, so the minimum
eigenvalue of the interference signal covariance matrix can be used to
characterize the anti-jamming performance. Denote the minimum
eigenvalue as the optimal residual interference power, this section will
specifically analyze the interference suppression performance on the
condition of K ≥ N.

4.1 Influence of interference direction and
distribution of super-DOF interference on
residual interference power

According to the typical interference deployment scenarios in
navigation countermeasure, the sup-DOF interferences are usually
gathered in certain space angles while their exact locations are
uncertain [23]. To study the rules of anti-sup-DOF-jamming
performance, it is simpler to depict a cluster of jammers by their
DOA boundaries rather than concentrate on specific jammer
configurations. As a result, the interference deployment is
described in the following parameters. Suppose the interference
number is K, the incident angle in elevation is θj1, θj2,/θjK, the
azimuth angle is φj1

,φj2
,/φjk

, and the power is pj1 � pj2 � / � pjK.
In order to describe the positions of the K interferences, the central
incident direction of the interferences is defined as [θj0,φj0

], and the
interference distribution is simplified as [ΔΘj,Δϑj]. Their expressions
are as follows.

θj0 �
∑K
k�1

θjk

K

φj0
�

∑K
k�1

φjk

K

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(35)

ΔΘ � max θji − θjl| | i, l ∈ 1, K[ ], i ≠ j
∣∣∣∣{ }

Δϑ � max φji
− φjl

| | i, l ∈ 1, K[ ], i ≠ j
∣∣∣∣∣{ }⎧⎪⎨⎪⎩ (36)

See Figure 3 for the schematic diagram of the central incident
direction and distribution.

In order to simplify the analysis of the central incident direction
and distribution, the interference signals are assumed to be
independent and the intersection angle of adjacent interferences are
equal. A two-element antenna is taken as an example for analysis.

The positions of the two elements are shown in Figure 4. Its
coordinates are as follows, where λc is the signal carrier wavelength.

P2ele � x1 y1 z1
x2 y2 z2

[ ] �
0 0 0

0 0
1
2
λc

⎡⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎦ (37)

The steering vector of the kth interference is

ajk � exp jπ
0

sin θjk
[ ]{ } (38)

The characteristic polynomial of the interference covariance
matrix is a one-variable quadratic equation about the eigenvalue λ:

f λ( ) � λI − Rjj

∣∣∣∣ ∣∣∣∣ � λ2 − M11 +M22( ) · λ + Rjj

∣∣∣∣ ∣∣∣∣ (39)
Wherein, M11 and M22 are the algebraic cofactors of two diagonal
elements respectively, | · | representing the determinant of the
matrix.

Take two independent interferences as an example. Set the
interference power as pj1 and pj2 respectively. The interference
central direction and distribution are set as follows.

θj0 �
θj1 + θj2

2
(40)

ΔΘj � θj2 − θj1
**** **** (41)

FIGURE 3
Schematic diagram of central incident direction and interference
distribution.

FIGURE 4
Position of two-element array in Oxyz coordinate system.
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Combine Eq. 6 and Eq. 39, let f(λ) � 0, then the optimal residual
interference power is obtained:

pjres θj0 ,ΔΘj( ) � pj1 + pj2( )
−

��������������������������������������������������������
(pj1 + pj2)2 − 2pj1pj2(1 − cos (π sin (θj0 −

ΔΘj

2
) − π sin (θj0 +

ΔΘj

2
)√

(42)

The partial derivative of the above equation is obtained from θj0
and ΔΘj:

zpjres θj0 ,ΔΘj( )
zΔΘj

�
−pj1pj2π sin π sin θj0 −

ΔΘj

2
( ) − π sin θj0 +

ΔΘj

2
( )[ ] · cos θj0 −

ΔΘj

2
( ) + cos θj0 +

ΔΘj

2
( )[ ]

2

���������������������������������������������������������
pj1 + pj2 )2 − 2pj1pj2(1 − cos (π sin (θj0 −

ΔΘj

2
) − π sin (θj0 +

ΔΘj

2
)(√⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

zpjres θj0 ,ΔΘj( )
zθj0

�
pj1pj2π sin π sin θj0 −

ΔΘj

2
( ) − π sin θj0 +

ΔΘj

2
( )[ ] · cos θj0 −

ΔΘj

2
( ) − cos θj0 +

ΔΘj

2
( )[ ]���������������������������������������������������������

pj1 + pj2 )2 − 2pj1pj2(1 − cos (π sin (θj0 −
ΔΘj

2
) − π sin (θj0 +

ΔΘj

2
)(√

(43)

It can be seen from the observation that it is difficult to simplify
pjres(θj0,ΔΘj) to the multiplication of two one-variable functions.
The central incident direction is closely coupled with the interference
distribution.

If ΔΘj ≠ 0, let

zpjres θj0,ΔΘj( )
zθj0

� 0 (44)

The central interference incident direction that minimizes the
optimal residual interference power can be solved

θj0 �
π

2
+ πl, l � 0,± 1,± 2,/ (45)

Combine Eq. 45 with Eq. 42, it can be obtained that

pjres(θj0,ΔΘj) � 0 (46)

Extending to K interferences (K ≥ 2), the optimal residual
interference power is

pjres � ∑K
k�1

pjk

−
�����������������∑K

k�1
pjk

⎛⎝ ⎞⎠2

− 2 ∑
u�1,v�1

u≠v

K

√√
pjupjv 1 − cos π sin θju − π sin θjv( )( )

(47)
According to the above formula, if cos(π sin θju − π sin θjv) � 1, the

optimal residual interference power reaches the minimum value
pjres,min � 0; If cos(π sin θju − π sin θjv) � −1, the optimal residual
interference power reaches the maximum value pjres,max. The

maximum value pjres,max ≤ ∑K
k�1

pjk, and the condition for the equality

is K = 2 (see Appendix A for detailed proof). Therefore, if the total power
of interference is fixed, two interferences can achieve better jamming effect
than multiple interferences for two-elements array.

Interference cancellation ratio (ICR) is defined as the ratio of input
interference power to residual interference power:

ICR � ∑K
k�1pjk

pjres
(48)

Setting two typical interference configurations in Table 2, the
above analysis results are numerically illustrated.

Assume that the interference power is equal, and the intersection
angle of adjacent interferences are equal. The variation of optimal
residual interference power and ICR against the interference
distribution and central incident direction is shown in Figure 5.
Figures 5(A−D) show the numerical calculation results of
configuration ① and configuration ② respectively.

As shown in Figure 5A, for a two-element array, if the
interference number K = 2, the maximum optimal residual
interference power is 1 and the minimum value is 0. If the
incident direction of interference is symmetrical about ±90°, sin θjk �
sin(π − θjk) � sin θjk , thus two interferences are equivalent to one
interference. Note that in Figure 5B, ICR should be positive infinity
at extreme points, where ΔΘ � 0 and θj0 � ± 90+. It can be seen from
Figures 5C, D that when the interference number K ≥ 2, the
maximum value of optimal residual power is less than 1, which
shows that it is less effective than two interferences, the analysis at
Eq. 47 is verified. For the case of multi element array, if the
interference number K ≥ N and the total interference power is 1,
it can be either concluded that the maximum optimal residual
interference power is 1 (see Appendix B for detailed proof), and
the minimum is 0 (according to Section 3.2).

Conclusion 2: If the number of interferences is greater than or
equal to the number of array elements, the interference residual
power obtained by optimal spatial filter is closely related to the
central incident direction and the interference distribution. The
maximum value of the interference residual power is the sum of
the interference power, and the minimum value is 0. In particular,
when the element number N = 2, the maximum residual power
equals to the sum of interference power only if the number of
interference K = 2.

The above conclusion show that for the evaluation of sup-DOF
anti-jamming capability, the interference incidence direction will
cause huge differences in the evaluation results, and the anti-
interference capability needs to be evaluated separately for different
interference deployment scenarios; For the deployment of jammer, if
the number and power of several jammer are determined, the
interference efficiency can be improved by reasonably setting the
incident direction of interference.

4.2 Azimuth periodicity of interference
suppression performance

It can be seen from Section 4.1 that in order to study the rule of
sup-DOF interference suppression performance, it is necessary to

TABLE 2 Typical interference configuration.

config Number of interferences Total power of interference/W Interference distribution ΔΘj Central incident direction θj0

1 2 1 180° −90°–90°

2 3 1 180° −90°–90°
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test multiple groups of interference incidence directions, and the
workload of simulation calculation is huge. Eq. 45 shows that the
interference suppression performance of the linear array takes π as
the cycle. If the anti-jamming performance of the plane array also
has periodicity, it can reduce the repetitive calculation and
improve the simulation efficiency. In order to solve this
problem, this section analyzes the periodicity of the
interference suppression performance of the navigation receiver
array antenna, assuming that the interference signals are
independent of each other.

First, take the central UCA of four elements as an example. The
element positions are shown in the orange circle in Figure 6, and the
coordinates are shown in the Eq. 18.

Suppose the incident direction in elevation remains constant, if
the azimuth angle φjk

deviates 2π
3 + 2π

3 m (m � 0,± 1,± 2,/) from
the initial direction, then the deviated steering vector is

ajk
′ � exp −j π

λc
cos θk

0

−sin φjk
+ π

6
( )

cos φjk
( )

sin φjk
− π

6
( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(49)

ajk
′ equals to line exchange of ajk , which can be written as follows:

ajk
′ � Ts1 · ajk (50)

where Ts1 is the matrix representing row exchange.

Ts1 �
1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (51)

Ts1 is a unitary matrix, TH
s1 � T−1

s1 .
If all K interferences deviate 2π

3 + 2π
3 m (m � 0,± 1,± 2,/) relative

to the original incident direction, denote Rjj
′ as the deviated

interference covariance matrix. The relationship between Rjj
′ and

the original covariance matrix Rjj is as follows.

Rjj
′ � Ts1RjjT

−1
s1 (52)

Matrix Rjj
′ is similar to Rjj, so they have same (smallest) eigenvalues.

As a result, this deviation of incident direction in azimuth does not change
the optimal residual interference power and ICR.

In the same way, it can be proved that if the azimuth incidence
angle deviates π

3 + 2π
3 m (m � 0,± 1,± 2,/), the deviated steering

vector ajk
″ is equal to the line exchange of the conjugate of ajk .

ajk
″ � Ts2 · ajk* (53)

Ts2 �
1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (54)

Similarly, if all K interferences are deviated π
3 + 2π

3 m (m �
0,± 1,± 2,/) relative to the original incident direction, denote Rjj

″

FIGURE 5
The variation of residual interference power and ICR against the interference distribution and central incident direction (two-element array). (A)Optimal
residual interference power of config ①; (B) ICR of config ①; (C) Optimal residual interference power of config ②; (D) ICR of config ②.
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as the deviated interference covariance matrix. The relationship
between Rjj

″ and the original covariance matrix Rjj is as follows.

Rjj
″ � Ts2R

T
jjT

−1
s2 (55)

Matrix Rjj
″ is similar to RT

jj . What’s more, the transpose
transformation does not change the eigenvalues of the matrix, so
the minimum eigenvalue ofRjj

″ is the same as that ofRjj. This deviation
of incident direction in azimuth does not change the optimal residual
interference power or ICR.

To sum up, if the relative relationship between the interference
incident directions is certain, the residual interference power of four-
element central UCA is periodic in the azimuth direction. The period
is π

3.
Secondly, take the five-element central UCA as an example for

analysis. The array element position is shown in the golden circle in
Figure 6, where one element is located at the origin, and the other
four elements are uniformly distributed on the circumference with
half-wavelength radius. By the same derivation method, when the
incident direction of the interference is deviated π

2 + 2π
3 m (m �

0,± 1,± 2,/) from the original incident direction, the new
interference covariance matrix is similar to the original
covariance matrix, and the minimum eigenvalue is the same, so
the period of the interference residual power is π

2.
Take the interference number K = 10 as an example to illustrate

the numerical calculation of the above analysis results. See Figure 6

for array antenna geometry. Interference parameters are given in
Table 3.

The relative incident direction of the interference remains
constant, and the central incident direction of the azimuth is
changed. The changes of residual interference power and ICR
against central incident direction in azimuth are shown in
Figure 7. Wherein, Figures 7A, B show that the anti-jamming
performance period of four-element central UCA is π

3, while
Figures 7C, D show that the anti-jamming performance period
of five-element central UCA is π

2, which verifies the above
analysis.

In spite that the central UCA is taken as an example for
theoretical derivation and numerical calculation, it can be seen
from the derivation process that the azimuth period of the
suppression performance is only related to the number of
elements uniformly distributed on the circumference, and
whether or not to deploy elements at the center of the circle has
no effect on the period size. If the number of elements uniformly
distributed on the circumference is M (M ≥ 3), it can be further
generalized that the interference suppression performance period of
UCA or central UCA is.

π

M
M is odd( )

2π
M

M is even( )

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (56)

Correspondingly, the anti-jamming performance repeats for Np

cycles when the interference azimuth changes from 0 to 2 π towards
the central incident direction.

Np � 2M M is odd( )
M M is even( ){ (57)

The following conclusion can be further generalized:
Conclusion 3: Assume the interference signals are independent

of each other. For an UCA with half-wavelength radius
circumference, if the number of elements uniformly distributed
on the circumference is M (M ≥ 3), and the number of elements at
the center of the circle is 0 or 1, then the interference suppression
performance period in azimuth is 4π

M·(3+(−1)M+1). Correspondingly,
interference suppression performance repeats (3 + (−1)M+1)M/2
cycles when the central incident direction turns over the range of
2π in azimuth. If the number of elements at the center of the circle
is 1, the above conclusion is also applicable to M = 1,2, and the
array is degenerated into an ULA (Uniform Linear Array).

This conclusion can be applied to the evaluation of antenna
array anti-jamming performance. In the study of the relationship

FIGURE 6
Position of array element in Oxyz coordinate system.

TABLE 3 Jamming configuration.

config Number of interferences Total power of interference/W Number of array element

1 6 1 4

2 6 1 5

initial interference DOA (elevation/deg, azimuth/deg)

[−15, 0] [−2, 5] [−6, 30] [−10, 100] [70, 120]

[80, 130] [25, 140] [40, 150] [30, 160] [60, 180]
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between antenna array anti-jamming performance and azimuth
incidence angle, it can reduce the repetitive test or simulation
calculation, and improve the evaluation efficiency by
(3 + (−1)M+1)M/2 times.

5 Simulation results and analysis

This section verifies conclusion 2 and conclusion 3 through
simulation of signal flow.

5.1 Simulation verification of conclusion 2

5.1.1 Simulation scenario 1
Firstly, the theoretical analysis in Section 4.1 is verified by

simulation. The simulation parameters are shown in Table 4.
Wherein, 1268.52 MHz is the central frequency point of the Beidou
navigation system B3I signal. To facilitate comparison with the
numerical calculation in Section 4, the total interference power is
set as 1 W, and the intersection angles of adjacent interference incident
directions are equal.

The variation of anti-jamming performance against central
incident direction interference distribution is shown in Figure 8.
Four central incident directions are selected for display, and the
abscissas are the interference distribution in azimuth and elevation
respectively. The simulation verifies conclusion 2. At the same time, it
can be concluded from the figure that the anti-jamming performance
may be improved by changing the central incident direction and
interference distribution of the interference, but the change rule needs
to be further studied through statistical data.

5.1.2 Simulation scenario 2
Since the number of samples in the above simulation is limited, it

fails to verify the statement in conclusion 1 that the maximum of
optimal interference residual power is equal to the sum of input
interference power. This scenario takes a four-element ULA as an

FIGURE 7
Azimuth periodicity of interference suppression performance. (A) Optimal residual interference power of four-element central UCA; (B) ICR of four-
element central UCA; (C) Optimal residual interference power of five-element central UCA; (D) ICR of five-element central UCA.

TABLE 4 Settings of simulation parameter.

Parameter Value

light speed 3 × 108 m/s

carrier frequency 1268.52 MHz

array element spacing 1/2 wavelength

array geometry same as Figure 4

interference bandwidth 20 MHz

interference type wideband gaussian noise

total interference power 1 W
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example to illustrate the existence of interference incident directions
that accord with the statement.

Assume that the element spacing of the four-element ULA is half
wavelength, and the interference number is K. The rest of simulation
conditions are the same as those in Table 4. Let the power of interferences
be 1/K, and the interference distribution ΔΘj � π. The distributionmeets
Eq. 58 while the central incident direction θj0 � 0.

θjk � arcsin αjk( ) k � 1, 2,/, K (58)
where

αjk �
2k
K

− 1 k � 1, 2,/, K (59)

Keep the interference distribution unchanged, take the approximate
value K = 105 for simulation, and the relationship between the optimal
residual interference power and the interference central incident direction
is shown in Figure 9. It can be seen that the residual interference power
approaches 1 at θj0 � 0. It can be computed that the optimal residual
interference power equals to 1 at θj0 � 0 whileK → ∞. The statement in
conclusion 2 that the optimum of residual interference power equals to
the sum of input interference power is verified.

5.1.3 Simulation scenario 3
This scenario simulates and verifies the theoretical analysis in

Section 4.2. The initial incident direction parameters and simulation
parameters of interference are the same as Tables 3, 4. The simulation
results are shown in Figure 10. The horizontal axis in the figure
indicates that the azimuth of the interference has varied by 2π from the
initial central incident direction, and the vertical axis is the optimal
residual interference power of anti-interference processing. The array
used in the simulation is a central UCA. According to conclusion 3,
when the number of array elements is N = 2, 4, 6, 8, and the number of
elements uniformly distributed on the circumference is M = 1, 3, 5, 7,
the azimuth period of the interference suppression performance is π, π3,
π
5,

π
7, and the interference suppression performance repeats 2M cycles

when the central incident direction turns over the range of 2π; When

FIGURE 8
Anti-jamming performance against central incident direction and interference distribution. (A) ICR at central incident angle of [10°, 0°]; (B) ICR at central
incident angle [10°,30°]; (C) ICR at central incident angle [70°,0°]; (D) ICR at central incident angle [70°,30°]; (E) Optimal residual interference power at central
incident angle of [10°,0°]; (F)Optimal residual interference power at central incident angle [10°,30°]; (G)Optimal residual interference power at central incident
angle [70°,0°]; (H) Optimal residual interference power at central incident angle [70°,30°].

FIGURE 9
Relationship between the optimal residual interference power and
the interference central incident direction.
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the number of array elements is N = 3, 5, 7, 9, and the number of array
elements uniformly distributed on the circumference is M = 2, 4, 6, 8,
the azimuth period of the interference suppression performance is π, π2,
π
3,

π
4, and the interference suppression performance repeats M cycles

when the central incident direction turns over 2π in azimuth; The
simulation results in Figure 10 verify conclusion 3.

6 Conclusion

On the condition the number of interference is equal to or
greater than the number of array elements, in order to study the
anti-jamming capability and mechanism of GNSS array antenna,
the following two tasks are completed in this paper: First, the
definition of sup-DOF interference for GNSS array antenna is
proposed from the perspective of spatial anti-jamming;
Secondly, the directional characteristics of GNSS array antenna
for sup-DOF interference suppression are analyzed, while
numerical calculation and simulation verification are carried
out. The main achievements and conclusions are summarized as
follows.

(1) The definition of sup-DOF interference is proposed. Accordingly, if
the number of interferences is greater than or equal to the number of
array elements (K ≥ N), the interference may not surpass the array
degree of freedom. The existence of special directions allows the
antenna array to completely suppress K interferences.

(2) If the number of interferences is greater than or equal to the
number of array elements, the value of the interference residual
power obtained by optimal spatial filter is closely related to the
central incident direction and the interference distribution. The
maximum value of the interference residual power is the sum of
the interference power, and the minimum value is 0.

(3) Assume the interference signals are independent of each other. For an
UCA with half-wavelength radius circumference, if the number of
elements uniformly distributed on the circumference is M (M ≥ 3),
and the number of elements at the center of the circle is 0 or 1, then
the interference suppression performance is periodic. The

interference suppression performance repeats Np cycles when the
central incident direction turns over the range of 2π in azimuth.

Np � 2M M is odd( )
M M is even( ){ (60)

7 Discussion

The conclusion of this paper gives the upper and lower bounds
of the sup-DOF interference suppression capability for typical
GNSS antenna arrays, and derives the azimuthal periodic rule of
the sup-DOF interference suppression capability. The former item
has guiding significance for the jammer DOA deployment. The
latter one can be useful in interference suppression performance
evaluation, which improves the evaluation efficiency by
(3 + (−1)M+1)M/2 times. The conclusions are drawn basically on
narrowband array signal model, while it can be proved that they are
also tenable for wideband model. The future work includes
studying the relationship between interference suppression
capability and power, number, direction and distribution of
jammers, and to conclude detailed quantitative results.
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Appendix A

It proves that in Eq. 47, the equality of pjres,max ≤∑K
k�1

pjk is obtained
at K = 2. Eq. 47 is given below.

pjres � ∑K
k�1

pjk

−
���������������������������������������������∑K

k�1
pjk

⎛⎝ ⎞⎠2

− 2 ∑K
u�1,v�1

u≠v

pjupjv 1 − cos π sin θju − π sin θjv( )( )√√
Proof
If the total interference power is fixed, ∑K

k�1
pjk �pjtot is a fixed value.

To maximize the interference residual power, the root term of the

above equation needs to take the minimum value. This problem is

equivalent to the following optimization problem:

min
p1 ,p2

∑K
k�1

p2
jk
+ ∑K

u�1,v�1
u≠v

pjupjve
jπ sin θju−jπ sin θjv+

⎧⎪⎪⎨⎪⎪⎩ ∑K
u�1,v�1

u≠v

pjupjve
jπ sin θjv−jπ sin θju s.t. ∑K

k�1
pjk �pjtot (A1)

Denote

p �
pj1

pj2

..

.

pjk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A2)

H �
1 ejπ sin θj1−jπ sin θj2 / ejπ sin θj1−jπ sin θjv

ejπ sin θj2−jπ sin θj1 1 / ejπ sin θj2−jπ sin θjv
..
. ..

.
1 ..

.

ejπ sin θju−jπ sin θj1 ejπ sin θju−jπ sin θj2 / 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A3)

Let |θj1|< |θj2|< ...< |θjk|, then the above problem is a convex
optimization problem of quadratic form, namely

min
p

pHHp

s.t. pHb � pjtot

⎧⎨⎩ (A4)

among them b � [ 1 1 ]T.
It can be solved that when 0°< θj1 ,θj2, . . . , θjk < 90° or

−90°< θj1, θj2, . . . , θjk < 0°, the optimal value of interference power
deployment is

popt �

pjtot/2
0
..
.

0
pjtot/2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A5)

herein

∑K
k�1

p2
jk
+ ∑K

u�1,v�1
u≠v

pjupjve
jπ sin θju−jπ sin θjv + ∑K

u�1,v�1
u≠v

pjupjve
jπ sin θjv−jπ sin θju � 0

(A6)
It can be proved that when the range of θj1, θj2, . . . , θjk is

|θjk − θj1|≥ 90°, the optimal value of interference power
deployment has the following form

pju � pjv �
ptot

2
pjk|k ≠ u,v

� 0

⎧⎪⎨⎪⎩ (A7)

This is equivalent to that the maximum value of interference
residual power is obtained when the interference number K = 2.

Appendix B

It proves that in Section 4.1, if the number of array elementsN > 2,
The optimal residual interference power is the sum of input
interference power.

Proof
Denote CN as N-dimensional complex vector space. Assume the

total power of interference is 1, the steering vectors of K (K ≥ N)
interferences is aj1 aj2 / ajK respectively (not linearly correlated),
the power of which is pj1 pj2 / pjK , and the initial phase is
γj1 γj2 / γjK . The element space constructed by interferences is

Se � pj1 exp jγj1( )aj1 pj2 exp jγj2( )aj2 / pjK exp jγjK( )ajK{ } (B1)

Denote the complex number

βjk � pjk exp jγjk( ) k � 1, 2,/, K (B2)

Since K ≥ N and the steering vectors are not linearly correlated, there
are βjk (k � 1, 2,/, K) that confirms

Se � Span aj1 aj2 / ajN{ } � Span aj1 aj2 / ajK{ } (B3)
Considering

Span aj1 aj2 / ajK{ } � a
∣∣∣∣a � β1aj1 + β2aj2 +/ + βKajK{ } � CN

(B4)
It is evident that there is βjk (k � 1, 2,/, K) that confirms

Se � IN (B5)
where IN is the unit matrix. Herein, the minimum eigenvalue is 1, so
the maximum of optimal residual interference power is 1. In other
words, the optimal residual interference power is the sum of input
interference power.
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Performance analysis of SMI filter
for antenna array receiver in pulse
interference environment
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1College of Electronic Science, National University of Defense Technology, Changsha, China, 2College of
Electronic Engineering, National University of Defense Technology, Hefei, China

This paper analyzes the performance of sample matrix inversion (SMI) filter used by
antenna array receivers in pulse interference environment. Firstly, from the
perspective of comparison, it is proved that the theoretical optimal signal to
interference noise ratio (SINR) of SMI filter under pulse interference is the same
with that under continuous interferences. Then the convergence characteristics of
SMI filter under pulse interference are deduced, and the relationship between the
convergence speed and length of training samples and duty of interferences is given.
Finally, the results of signal simulation are consistent with those of numerical analysis,
which verifies the correctness of theoretical analysis. The results show that the
convergence speed of SMI filter decreases under pulse interference, and the SMI
filter needs more training samples to suppress the pulse interference effectively.

KEYWORDS

sample matrix inversion, pulse interference, convergence rate, antenna array, training
samples

1 Introduction

Due to its excellent anti-jamming ability, antenna array receivers are widely used in satellite
navigation, communication and other fields [1, 2]. It is clear that antenna array receivers have
perfect interference suppression performance under continuous and stationary interferences [3,
4]. But the interferences faced by antenna array receivers are diverse and constantly occurring,
and non-stationary and intermittent interferences are part of the threats [5–9]. Pulse
interference is one type of intentional interferences from jammers [6, 10, 11]. As the input
mutation caused by pulse interference destroys the steady state of the filter and even makes the
filter hardly converge to the steady state [12], the pulse interference has a great impact on the
anti-jamming processing based on recursive algorithm, such as recursive least-squares (RLS)
algorithm. The focus is to catch the interference samples [13, 14] when the sample matrix
inversion (SMI) algorithm was used for anti-jamming processing in antenna array receivers.
Even if the interference samples are caught, the convergence characteristics of the SMI filter in
the pulse interference environment need to be further analyzed. And analyzing the loss of
theoretical optimal SINR is also necessary when studying the impact of pulse interference on
SMI filter. The convergence characteristics of SMI filter in stationary environment were first
given by Reed [15]. It is proved that in order to make the expected loss of SINR less than 3 dB,
the length of training samples should be greater than 2D − 3, where D is the degree of freedom
(DOF) of the filter. The conlusion was widely verified [16]. Some literature have also proved that
the convergence speed of SMI filter based on eigenanalysis can be faster under stationary
environment [17–19]. In order to solve the problem of slow convergence speed of SMI and poor
anti-jamming performance with fewer samples, diagonal loading sample matrix inversion
(LSMI) filter was suggested to improve the convergence speed of the filter [20, 21]. The
convergence characteristics of LSMI have been analyzed and demonstrated in theory [22]. Tang
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[23] studied the convergence characteristics of LSMI filter in the
amplitude heterogeneous clutter environment, which assumes that the
amplitude of training signal is proportional to that of signal under test.
At present, there is no research report on the convergence
characteristics of SMI filter under pulse interferences.

The main contributions of this paper include: it is proved that the
theoretical optimal SINR of SMI filter under pulse interferences is
same with that under continuous interferences. The distribution
function of SINR loss of SMI filter under pulse interferences is
derived, and the expression of expected SINR loss with different
number of samples and the duty of interferences is given. The
numerical analysis and signal simulation with typical parameters
are given, and their results are consistent. The conclusion of this
paper shows that the performance of SMI filter may still deteriorate
even the length of training samples is greater than the pulse period
and 2D − 3.

2 Model of pulse interference and
antenna array receiver

2.1 Model of pulse interference

We assume that the pulse interference is extracted from a
wideband continuous signal with rectangular pulse. The time
domain waveform is described as

j t( ) � c t( )cos 2πf0t( )p t( ) � jc t( )p t( ) (1)
where c(t) is the baseband signal, f0 is the carrier frequency which is the
same with the interest signal, p(t) is a square wave with the
expression as

p t( ) � A, −τ
2
+ nTs ≤ t≤

τ

2
+ nTs n � 1, 2/

0, else.

⎧⎪⎨⎪⎩ (2)

where A represents the amplitude of the rectangular pulse, here we set
A as 1. τ is the pulse width, and Ts is the pulse period.

The spectrum of pulse interference is

J f( ) � ∑+∞
n�−∞

anJc f − nfs( ) (3)

where Jc(f) is the spectrum of the continuous signal jc(t),
an � τfssa(πnfsτ), where fs � 1

Ts
and sa(x) = sin(x)/x.

Since the low-pass filter exist before analog-to-digital conversion,
the bandwidth of the interference entering the space-time filter is
limited.

2.2 Model of antenna array receiver

Taking the array satellite navigation receiver as an example, in the
signal process flow, the antenna array receivers based on digital signal
processing add the array anti-jamming processing segment compared
with the single antenna receivers as shown in Figure 1. The signal
process of the satellite navigation antenna array receivers mainly
includes RF front-end, AD conversion, anti-jamming filter, channel
process and other segments. Pulse interferences will have a certain
impact on all the above segments. In the paper [11], the impact of
pulse interferences on the baseband processing was analyzed. This
paper mainly focuses on the impact of pulse interference on anti-
jamming processing.

The filter based on SMI use different optimization criteria to solve
the filter weight vector. For example, minimum variance distortionless
response (MVDR) filter solves the weight vector by minimizing the
output power and constraining the satellite signal gain to 1, and the
optimal weigth vector is

wopt �
R−1

y as
aHs R

−1
y as

(4)

where as is the steer vector of the interest signal, which is calculated
from the incident angle of the signal θ0 and the layout of the array. Ry

is the covariance matrix of noise and interference, which can not be
obtained accurately. Because the satellite signal power is much small
than noise power, it is assumed that the sampled signal is the noise and
interference signal, which means that

Ry^Rj + Rn � Rj + σ2I (5)
where σ2 is the noise power, Rj represents the covariance matrix of the
interference signal. Under the assumption that the input signals are
stationary, the covariance matrix of the samples is used to replace the
real covariance matrix in the processing.

FIGURE 1
Signal processing flow of antenna array receiver.

FIGURE 2
The curve of loss of SINR with different β.
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3 Performance analysis

3.1 Loss of theoretical optimal SINR

The performance is analyzed by taking the ratio of output SINR of
space-time filter under continuous interference and pulse interference
as the metric. Rc and Rp are the theoretical covariance matrices under
continuous interference and pulse interference respectively. When the
signal power is 1, after anti-jamming processing based on MVDR
method, the optimal SNR of filter output in two cases are SINRc

o �
aHs R

−1
c as and SINRp

o � aHs R
−1
p as respectively. Set vi as the eigenvector of

the covariance matrix and λi is the corresponding eigenvalue. Under
single interference, for the space-time filter with N elements and M
time-taps, the covariance matrix of interference has M larger
eigenvalues, and the other eigenvalues are equal to noise power σ2n.
And under the narrowband assumption, the space-time covariance
matrix of the interference can be expressed as [24].

Rj � Rθ ⊗ Rf � vθv
H
θ ⊗ Rf (6)

where vθ is the steer vector of interference. ⊗ denotes the Kronecker
product [25]. Rf is time domain covariance matrix of interference,
whose eigenvalues and corresponding eigenvectors are λi, vfi (i = 1,
/M). So the larger eigenvalues of Rj are λi (i = 1, /M) and the
corresponding eigenvectors are vi = vθ ⊗vfi. To simplify the analysis, we
assume that the time-domain covariance matrix of the interest signal
has only one non-zero eigenvalue and the corresponding eigenvector
is af, the space-time steer vector of the navigation signal is as = aθ ⊗af,
aθ is the spatial steer vector of the interest signal. Then the optimal
output SINR of the filter is

SINRo � aHs R
−1as � aHs ∑NM

i�1

viv
H
i

λi + σ2n
as

� aHs
1

σ2n
I −∑M

i�1

λiviv
H
i

λi + σ2n
⎡⎣ ⎤⎦as

� aHs as
σ2n

− 1

σ2n
∑M
i�1

λi
λi + σ2n

aHθ vθv
H
θ aθ ⊗ aHfvfiv

H
fiaf

≈
aHs as
σ2n

1 − 1

aHs as
∑M
i�1

aHθ vθv
H
θ aθ ⊗ aHfvfiv

H
fiaf⎛⎝ ⎞⎠

(7)

The above expression shows that the angle between steer vectors of
interest signal and interference affects the theoretical optimal SINR.
When the incident direction of interference and interest signal are not
in the same main lobe, the differences of frequency domain
characteristics of interference can be ignored. Therefore, under
pulse interference and continuous interference, the ratio of
theoretical optimal output SINR of the SMI filter is close to 1, and
the loss of theoretical optimal SINR caused by pulse interference
is 0 dB.

3.2 Convergence rate of SMI filter under pulse
interference

With the analysis of last section, it is obvious that if the covariance
matrix of the interference is accurately estimated, performances of
SMI filter under pulse interference and continuous interference are the
same. Next, the convergence characteristics of SMI filter under pulse
interference are derived. Assuming that one or more pulse cycles are in

training samples, and total interest signal power of the SMI filter
output is

Ps � 1
Kts

∑K
k�1

vHs R̂
−1
ptls tl + kts( )( ) vHs R̂

−1
ptls tl + kts( )( )H

(8)

where, K is the length of the training samples, ts is the sampling
interval, vs = as is the steer vector of the interest signal, and R̂ptl signal
covariance matrix used in the lth data cell, which is generally
calculated from the samples of the (l − 1)th data cell and tl
represents the starting time of the lth data cell. The interference
and noise signal output power of the SMI filter is

Pi+n � ∑Kβ
k�1

vHs R̂
−1
ptlj tl + kts( )( ) vHs R̂

−1
ptlj tl + kts( )( )H

+∑K
k�1

vHs R̂
−1
ptln tl + kts( )( ) vHs R̂

−1
ptln tl + kts( )( )H

(9)

Assuming that the pulse duty is β, the average output SINR of all
the L data cells is

SINRa � E Ps( )
E Pi+n( )

� E
∑L
l�1
∑K
K�1

vHs R̂
−1
ptls tl + kts( )( ) vHs R̂

−1
ptls tl + kts( )( )H

∑L
l�1

∑βK
K�1

vHs R̂
−1
ptlj tl + kts( )( ) vHs R̂

−1
ptlj tl + kts( )( )H

+∑K
K�1

vHs R̂
−1
ptln tl + kts( )( ) vHs R̂

−1
ptln tl + kts( )( )H

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
^E

vHs R̂
−1
p( )Rs vHs R̂

−1
p( )H

vHs R̂
−1
p( ) βRc + σ2

nI( ) vHs R̂
−1
p( )H

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(10)

The covariance matrix in a sampling period is approximate as

R̂p ≈ βR̂c + σ2I � β R̂c + σ2

β
I( ) (11)

where R̂c is the covariance matrix of interference estimated from βK
pulse samples. Without affecting the conclusion, we take the noise
power as the signal power unit, set σ2 as 1, and set ε � 1

β, record that
R̂ � R̂c + εI, R2 = Rc + I, R1 = Rp ^βRc + I, Then the loss of SINR
caused by the error of estimated covariance is

ρ � SINRa

SINRp
o

� vHs R̂
−1
vs

∣∣∣∣∣ ∣∣∣∣∣2
vHs R̂

−1( )R1 vHs R̂
−1( )H

vHs R
−1
1 vs( ) (12)

Next, the theoretical distribution of ρ under different training
samples number and pulse interference parameters is analyzed. Let
yk � R−1/2

2 jk, R̂2 � 1
εR

−1/2
2 R̂R−1/2

2 , then

R̂2 � 1
K

∑βK
i�1

yiy
H
i + R−1

2 (13)

and Eq. 12 can be written as

ρ �
vHs R

−1
2

2 R̂
−1
2 R

−1
2

2 vs
∣∣∣∣∣∣ ∣∣∣∣∣∣2

vHs R
−1
2

2 R̂
−1
2 R

−1
2

2 R1R
−1
2

2 R̂
−1
2 R

−1
2

2 vsvHs R
−1
1 vs

(14)

Decomposing R1 and R2 into
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R1 � Uc βΣc + Irc( )UH
c + UnU

H
n (15)

R2 � Uc Σc + Irc( )UH
c + UnU

H
n (16)

Assuming that the pulse interference power is much greater than
the noise power and β is not too small, which means that βΣc ≫ Irc.
Then we have the following approximate expression

R
−1
2

2 R−1
1 R

−1
2

2 ≈ βUcU
H
c + UnU

H
n ,

R
−1
2

2 ≈ UnU
H
n ,R

−1
2 ≈ UnU

H
n

(17)

Let C � (1
K∑Kβ

i�1
yiy

H
i + UnUH

n )−1, then

ρ � vHs UnUH
n CUnUH

n vs
∣∣∣∣ ∣∣∣∣2

vHs UnUH
n C βUcUH

c + UnUH
n( )CUnUH

n vsv
H
s R

−1
1 vs

(18)

According to the derivation of Ref. [23], the distribution of ρ is as
follows

fρ ρ( ) � εrcρKβ−rc 1 − ρ( )rc−1
B rc, Kβ − rc + 1( ) ε + 1 − ε( )ρ[ ]Kβ+1 I ρ≥ 0( ) (19)

where B(rc, Kβ − rc + 1) � ((rc − 1)!(Kβ − rc)!)/((Kβ)!) is Beta
function, and I () is the indicator function, i.e.,

I x≥ 0( ) � 1, x≥ 0
0, x< 0

{
When Kβ ≥ rc, the expression of average SINR loss is

E ρ[ ] ≈ ε Kβ − rc( )
εKβ − ε − 1( )rc

× 1 + Kβrc

εKβ − ε − 1( )rc( )2 Kβ − rc − 1( )[ ]
� K − εrc
K − ε − 1( )rc 1 + Krc

K − ε − 1( )rc( )2 K − εrc − ε( )[ ]
(20)

FIGURE 3
Block diagram of array signals simulation in pulse interference environment.

FIGURE 4
Average SINR loss of Monte Carlo simulations (K = 360).

FIGURE 5
SINR loss of one-time simulation (K = 360).
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In the above derivation, the first assumption, i.e., βΣc ≫ Irc, is also
a necessary condition for the effectiveness of pulse interference. If
βΣc → Irc, which means the average power of interference is less than
that of the noise, the effective jamming cannot be achieved. Then the
approximation that Rp ≈ βRc + I is completely valid in spatial anti-
jamming processing. In space-time anti-jamming processing, if the
baseband of interference is wideband, according to 3) and Wiener-
Khinchin theorem, it can be inferred that the approximation is also
valid.

The above derivation shows that, the convergence rate is
consistent with that of LSMI filter under the amplitude
heterogeneous clutter environment when taking the length of
interference samples as the reference variable. Combined with the
implementation process of the SMI filter, the conclusion can be
explained as follow. If the sampling length is long enough, the
estimation of the covariance matrix of the noise signal can be
approximately accurate. At this time, it can be considered that the

unit matrix with amplitude σ2n is loaded on the estimated interference
covariance matrix, which is same as the LSMI. From the perspective of
power, the average power of the pulse interference is proportional to
the power of interference samples, which reflects the amplitude
heterogeneous of interference power.

4 Numerical analysis and simulation

In the numerical simulation, we set the DOF of the filter as D = 36,
and set training samples lengthK = 10D = 360 andK = 5D = 180 as two
cases. Figure 2 shows the change of the expected value of SINR loss
with β(Kβ ≥ rc) when the DOF rc of the interference subspace are
18 and 27 respectively. The results show that even if K is greater than
2D, it causes a large loss of SINR. Only a larger value of K can reduce
the loss of SINR.

Taking the 4-elements central circular array satellite navigation
receiver as the simulation object, SMI space-time filtering is used
[26]. The diagram of the simulation is shown in Figure 3. The
number of time-taps is 9, so the DOF of the filter is 36. The
interference signal is a limited bandwidth random noise, and its
bandwidth is 20 MHz. Two and three interferences are set
respectively, so the DOF of the interference subspace are
18 and 27. The SNR is −28 dB, the INR is 92 dB, the
navigation signal is BPSK modulation and the spread spectrum
code rate is 10.23 MHz. The central frequency of all signals is
1,268.42 MHz. The sampling rate is set as fc = 40.96MHz, so
sampling interval tc � 1

fc
.

In the first case, we set the training samples length of SMI filter as
360 and 40,960 respectively, and take the output SINR with
40,960 training samples as the reference optimal SINR. For all the
SMI filter tested, the training data cell is followed by the test cell. The
output SINR of every test has been averaged over 5 m. After 20 times
Monte Carlo simulations, the average SINR loss under pulse
interferences with pulse period equal to 360tc and pulse duty
changing from 1

360 to 1 is obtained, as shown in Figure 4. And
Figure 5 shows the loss of SINR of one time simulation.

According to Figure 4 and Figure 5, it can be seen that the curve
trend of one-time simulation results is basically consistent with that of
Monte Carlo simulation results, and the trend of SINR loss curve
obtained by simulation is consistent with that of theoretical curve
(Kβ ≥ rc). When Kβ < rc the loss of SINR is large. For another case, we
set the length of training samples to 720 and pulse interference period
to 360tc. Figure 6 shows the loss of SINR under different duty cycles
under this case. It shows that under the same conditions, the length of
training samples increases and the loss of SINR decreases.

Figure 7 shows the whole signals power output by the filter when
the pulse period of two interferences is 360tc and the pulse duty is 1

18

and training samples length is 360. It can be seen that although the
interferences power is reduced, but it is still higher than the noise
power.

5 Conclusion

This paper studies the performance of SMI filter under pulse
interference. It is proved that the output SINR of SMI filter under
impulse interference is consistent with that under continuous
interference when the covariance matrix of interference signal is

FIGURE 6
SINR loss of one-time simulation (K = 720).

FIGURE 7
Output power of the SMI filter.
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accurately estimated. At the same time, the convergence rate of SMI
filter under impulse interference is studied, and the expression of
convergence rate is given. Finally, the above conclusions are verified by
signal simulation. The conclusion shows that SMI filter needs longer
training sample length under pulse interference, which provides a useful
guideline for SMI filter design in pulse interference environment in satellite
navigation, communication and other fields.
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A survey of GNSS interference
monitoring technologies

Jia Qiao1, Zukun Lu1*, Baojun Lin2, Jie Song1, Zhibin Xiao1,
Zhi Wang3 and Baiyu Li1,4*
1College of Electronic Science and Technology, National University of Defense Technology, Changsha,
China, 2Innovation Academy for Microsatellites of Chinese Academy of Sciences, Shanghai, China,
3Transcom (Shanghai) Technology Co., Ltd., Shanghai, China, 4Scientific Research Department, National
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With the increasing economic and strategic significance of the global navigation
satellite systems (GNSS), interference events also occur frequently. Interference
monitoring technologies aim to monitor the interference that may affect the
regular operation of the GNSS. Interference monitoring technologies can be
divided into three parts: interference detection and recognition, interference
source direction finding, and interference source location and tracking.
Interference detection aims to determine whether interference exists. This
paper introduces the classification of interference and the corresponding
detection methods. The purpose of interference recognition is to recognize
and classify interference. It is often combined with pattern recognition and
machine learning algorithms. Interference source direction finding aims to
estimate the direction of the interference signal. There are three kinds of
methods: amplitude, phase, and spatial spectrum estimation. Interference
source location aims to estimate the position of the interference signal. It is
usually based on the received signal strength (RSS), time difference of arrival
(TDOA), frequency difference of arrival (FDOA), angle of arrival (AOA) or direction
of arrival (DOA). Interference source tracking aims to track moving interference
sources, and it is generally based on Kalman filter theory. This paper summarizes
the interference monitoring technologies and their latest progress. Finally,
prospects for interference monitoring technologies are offered.

KEYWORDS

global navigation satellite system, blanket jamming, spoofing jamming, interference
detection, interference recognition, interference source direction finding, interference
source location, interference source tracking

1 Introduction

1.1 Global navigation satellite system

The principle of a global navigation satellite system is that satellites are launched into space
to form a constellation around the surface of the Earth. The relative distance between satellites
and receivers can be calculated by measuring the time delay between the transmission from
multiple satellites and the reception at the receivers on the ground. Then, the three-
dimensional coordinates of receivers can be solved [1]. In October 1957, the Soviet Union
launched the first artificial satellite into space. In 1958, the United States Navy decided to
research and develop the Navy Navigation Satellite System (NNSS) based on the Doppler
frequency shift and launched the first satellite of the system in April 1960. The system was
called Transit because all six satellites orbited about the poles of the Earth. The NNSS was the
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first successfully operating satellite navigation system in the world [2].
In 1973, the U.S. Department of Defense proposed a plan to develop a
new generation of satellite navigation systems, which led to what is
now known as the Global Positioning System (GPS). The system
launched its first experimental satellite in February 1978 and entered
complete operation in 1995 [3]. Subsequently, to eliminate
dependence, some countries and organizations have established
their own satellite navigation systems. Currently, the Global
Navigation Satellite System (GNSS) is roughly divided into four
systems, including GPS in the U.S., the Galileo Navigation Satellite
System (Galileo) in the European Union [4], the Global Navigation
Satellite System (GLONASS) in Russia [5] and the Beidou Navigation
Satellite System (BDS) in China [6]. In addition, India and Japan have
established their own regional navigation systems, the Indian Regional
Navigational Satellite System (IRNSS) in India [7] and the Quasi-
Zenith Satellite System (QZSS) in Japan [8]. Since their birth and
development, navigation systems have played an essential role in both
military and civil fields. In the military field, they provide precise
guidance information for weapons. In the civil field, they provide
positioning and navigation services for aircraft, fishing boats and
vehicles and are widely used for the location information of mobile
devices. Therefore, the strategic significance is remarkable, and the
economic benefits cannot be underestimated.

1.2 Occurrences of interference

A satellite navigation system is vulnerable to radio frequency
interference because the signal transmitted from the satellite to the
ground is feeble. Because of the weak signal strength, the sensitivity of
a navigation receiver is important, and interference with the satellite
navigation receiver is the main interference mode at present. In addition,
the broadcasting frequency band and data format of satellite navigation
signals are relatively fixed, so it is easy to receive intentional or unintended
interference of similar signals, such as multipath interference or spoofing
interference that mimics real signals [9].

When a satellite navigation receiver is interfered with, its
performance will degrade, and the navigation and positioning
function will fail. Many incidents of interference and deception
against satellite navigation have occurred. In December 2011, Iran
managed to take control of a U.S. RQ-170 Sentry drone and land it
unharmed inside Iran by making it believe it was at a base in
Afghanistan. The incident has been described as a successful
example of spoofing GPS navigation systems. In June 2012, Todd
Humphreys, an assistant professor at the University of Texas at Austin,
and his students successfully captured a drone, demonstrating that
spoofing against GPS systems could happen again [10]. In 2016, the
United States conducted a large-scale GPS interference experiment.
The tests were centered in Nevada’s 1.1-million-acre China Lake
installation, but it affected ten different states and regions of GPS
systems, including Oregon, Idaho, California, Nevada, Utah, Arizona,
New Mexico, Colorado, Wyoming, and Sonora (Mexico) [11].

1.3 Interference monitoring system

GNSS interference monitoring technologies are developed based
on radio monitoring. Aviation authorities first raised the need for

radio monitoring. The Federal Aviation Administration (FAA)
established a civil aviation radio interference monitoring
detection system (IMDS) covering the mainland United States.
This system consists of dozens of fixed stations, movable stations,
mobile stations, airborne interference monitoring systems, and a
monitoring center data communication network. It monitors radio
interference signals for civil aviation airports in the United States
[12]. With the wide application of radio technology in
communication, radar, and navigation, the electromagnetic
environment has become increasingly complex. To address the
influence of the worsening electromagnetic environment on radio
systems, radio interference monitoring systems have developed
rapidly, and extensive research has been done in the field of
radio interference detection, direction finding, positioning, and so
on. On the basis of radio interference monitoring, some
achievements have also been made in the research of interference
monitoring systems in the field of satellite navigation.

The research on these interference monitoring systems can be
divided into three categories: spaceborne, airborne, and ground
platforms. The ultimate purpose of these interference monitoring
systems is to locate an interference source [13].

Ground platform monitoring equipment, such as fixed ground
monitoring stations and handheld or vehicle-mounted portable
monitoring equipment, can monitor the interference signals
around it. A joint network with multiple stations can realize the
accurate positioning of interference sources and electromagnetic
signal monitoring for the whole satellite navigation system working
environment. The interference monitoring equipment is greatly
affected by the ground environment. Sometimes, handheld or
vehicle-mounted portable monitoring devices cannot be close to
interference sources for monitoring because of the impact of the
ground environment. In 2020, Li H. et al. designed a ground
interference monitoring platform composed of ground
monitoring stations and monitoring vehicles. The system can
effectively measure the direction of the interference signal and
locate the interference source [14].

Airborne platform monitoring equipment, which is monitoring
equipment carried on planes, can sometimes be carried on
unmanned aerial vehicles (UAVs). Planes or UAVs can take the
edge off the terrain effects. Airborne satellite monitoring equipment
can approach an interference source more effectively for monitoring
to a certain extent. Another advantage of UAV monitoring
equipment is that after locating an interference source using a
localization algorithm, it can directly approach the interference
source, and an image of the interference source can be
transmitted back by the camera. Wu G. researched interference
source localization based on UAVs [15]. Then, he considered a case
where multiple UAVs cooperate in locating interference sources
[16]. Sun X. designed and implemented UAV-based direction
finding and positioning of interference sources, whose direction
finding accuracy can reach 3° [17].

Spaceborne platform monitoring equipment generally refers to
electronic reconnaissance satellites. Monitoring equipment based on
ground or airborne platforms covers a limited area, while
spaceborne platform monitoring equipment can monitor
interference over a wide range. Among them, the principle of
triple-satellite positioning systems is mostly a single method
based on the time difference of arrival (TDOA) or frequency
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difference of arrival (FDOA). The TDOA method is a relatively
mature positioning technology among many positioning methods
and generally has better positioning accuracy and performance than
the FDOA [18]. The principle of dual-satellite positioning systems is
mainly based on the joint positioning technology of the TDOA and
FDOA. This technology combines the TDOA with the FDOA to
reduce the number of positioning satellites needed. Compared with a
triple-satellite positioning system, a dual-satellite positioning mode
reduces the number of satellites, simplifies the system complexity
and reduces the launch cost. The advantage of this method is that it
can effectively save orbit resources. However, this method uses the
FDOA, which requires high Doppler frequency shift measurement
accuracy. For a satellite with a slight Doppler frequency shift, it will
cause a significant positioning error [19].

The principle of a single satellite positioning system is to reduce
the number of satellites by combining an ellipsoidal model of the
Earth’s surface. In this way, only one measurement information is
needed to locate an interference source. A common method is based
on the angle of arrival (AOA) of the interference signal. Although
this positioning method has no requirement for Doppler shift, its
disadvantage is that it also needs high measurement accuracy, which
brings difficulties to single-satellite positioning [20]. Generally, an
interference monitoring system based on a spaceborne platform has
a broader monitoring range, and the more satellites used, the better
the monitoring system performs.

Many interference monitoring systems have been produced and
applied based on these principles. LOCOGPSI, which began in 1997,
is a development project directed by the Congress of the
United States. LOCO GPSI is based on a short baseline
interferometer to find the direction of the interference source and
can determine the location of the interference source. The Space and
Naval Warfare Systems Center (SSC) subsequently developed the
LOCO GPSI Mini Lite, a miniaturized interference monitoring
system. The LOCO GPSI interference monitoring system was
first created on an airborne platform. Its technology can be
adapted to ground platform equipment, such as vehicle-mounted
or handheld equipment [21]. Interference monitoring systems based
on a spaceborne platform include the SatID interference positioning
system in Britain and the TLS Model 2000 interference positioning
system in the U.S., both of which can achieve a positioning accuracy
of 10–20 km. The first satellite-based commercial system that sought
to provide comprehensive and near-real-time monitoring on a
global scale was a constellation of small satellites called Hawkeye
360. The plan was for a group of three satellites to eventually lead to
a worldwide radio monitoring system. On 3 Dec 2018, the first three
satellites were launched. The initial plan was to launch 18 satellites,
gradually increasing to 30. Although the three satellites were in a
group, a TDOA/FDOA joint positioning method is used. As long as
two of the three satellites are within the visual range, the interference
source can be located [22].

1.4 Organization of this paper

Because a satellite navigation system is of great strategic and
economic significance, easily interfered with, and the damage caused
by the interference is great, interference monitoring technology in a

satellite navigation system is crucial. Interference monitoring
technologies can be divided into the following parts:

Interference detection, which aims to determine whether there is
interference in a specific area;

Interference recognition, based on the time or frequency
characteristics of interference, to identify the type of interference;

Interference source direction finding, to estimate the incoming
direction of the interference signal;

Interference source location, to estimate the location of an
interference source;

Interference source tracking, to estimate the speed and
acceleration of an interference source, track it, and predict its
trajectory.

Interference monitoring technologies aim to comprehensively
perceive and continuously monitor interference in a particular area.
Although there is no direct interference processing at the receiver,
interference monitoring technologies actually provide considerable
prior information for interference suppression. For example, if the
direction of an interference source is known, the signal received by
an array antenna can be processed using spatial filtering [23].
Interference monitoring technologies improve the pertinence of
interference suppression algorithms, which can suppress
interference more effectively and retain more useful signals [24].
In addition, knowing the location of an interference source can
enable a receiver to avoid the interference source to ensure stable
receiver operation.

This review is structured as follows. In Section 2, Section 3, and
Section 4, interference monitoring technologies are introduced in
the order of interference detection and recognition, interference
source direction finding, interference source location and tracking.
In Section 2, interference detection technology is the main
technology, and interference recognition is introduced briefly. In
Section 3, interference source direction finding technology is
introduced completely. In Section 4, interference source location
technology is introduced, and interference tracking is briefly
introduced. In Section 5, the challenges faced by interference
monitoring technologies are summarized and possible
development directions for interference monitoring technologies
in the future are proposed.

2 Interference detection and
recognition

The purpose of interference detection is to determine whether n
interference signal exists. Interference detection is the first step of
interference monitoring. The first step in any anti-interference or
interference monitoring technology is to determine whether an
interference signal exists. If there is interference in an area, the
operational performance of satellite navigation receivers, such as
their sensitivity and positioning accuracy, will be affected. When
interference is detected in an area, it is often necessary to take further
interference suppression measures. However, interference
suppression measures such as frequency domain filtering tend to
have an effect on both the interference and the signal [25]. To avoid
the misjudgment of interference when there is no interference and
carry out interference suppression measures, the misjudgment
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situation is usually limited to a small probability. This is where
detection theory is applied.

The main purpose of interference recognition is to identify the
characteristics of interference so that a more effective and targeted
interference suppression algorithm can be adopted. The general
process of interference detection and recognition is shown in
Figure 1, which is mainly divided into interference detection,
interference characteristic analysis, and interference recognition.

In fact, in the process of interference detection, faced with
different types of interference, the detection effect is also vastly
different. Therefore, different interference detection algorithms are
often designed in the face of different interferences. Therefore, the
division of interference detection and recognition technologies is not
obvious. Interference detection has been widely considered and has
relatively complete theory and research. Interference recognition has
been developed in recent years and is briefly introduced at the end of
this section.

2.1 Classification of interference

Due to the functionality of satellite navigation systems, different
from other radio systems, it is necessary to consider intentional
interference. The types of navigation signal interference mainly
include blanket interference and spoofing interference [26].
Compound interference, a combination of blanket interference
and spoofing interference, is also common. Generally, in the
GNSS domain, jamming refers to intentional suppression
interference, and spoofing refers to intentional deception
interference. Blanket interference can be interpreted as radio
frequency interference (RFI). Its purpose is to suppress the
navigation signal from the time domain or frequency domain
using a high-power interference signal to prevent a navigation
receiver from working normally [27]. The RFI usually referred to
may be unintentional interference in the electromagnetic
environment. Spoofing refers to the use of signals similar to
navigation signals as interference signals to affect satellite
navigation receivers, thereby causing the navigation system to
deviate from the correct positioning and navigation and provide
incorrect navigation information. Since satellite navigation systems
are also used for timing services, there is also deception in the timing
services [28]. On the other hand, a multipath interference signal in a
satellite navigation system is very similar to a real signal, but
multipath interference is the unintended interference caused by
different signal paths [29]. Spoofing interference is usually
intentional.

Blanket interference is simple in principle, easy to implement,
low in cost, and obvious in effect. Most existing interference is
blanket interference. Generally, the higher the power of the
interference signal is, the better the interference effects.

Blanket interference can be distinguished into two types in terms
of the frequency domain: narrowband interference and broadband
interference. Narrowband interference, whose frequency is
concentrated in a small bandwidth, has strong pertinence. Partial
band interference or targeting interference also expresses a similar
meaning [30]. The most common narrowband interference is
Gaussian narrowband interference, which is generated by passing
white Gaussian noise through a filter. Another common
narrowband interference is tone interference, that is, an
interference signal only at a single frequency point, single-tone
interference or an interference signal at several frequency points,
and multitone interference [31]. For wideband interference, the
bandwidth of the interference signal is wide. Blocking interference
has a similar meaning [32]. The most common wideband
interference is Gaussian wideband interference, which has a wide
bandwidth. Another common broadband interference is frequency
modulation interference (also known as sweeping interference) [33].
The frequency of the interference signal varies over a wide range,
and is typically linear frequency modulation interference (LFM)
[34]. Chirp interference means the same thing. In terms of
generation mode, random binary codes can be modulated to the
interference frequency band in BPSK mode to form narrowband
BPSK interference or wideband BPSK interference. They are also
called spread spectrum interference or matched spectrum
interference [35]. The frequency spectra of common blanket
interference types are shown in Figure 2.

In terms of the time domain, blanket interference can be divided
into pulse interference and continuous wave interference (CWI).
Pulse interference refers to the interference that focuses the
interference energy on a certain period of time in a pulse cycle to
transmit [36]. The opposite of pulse interference is continuous wave
interference, which has a longer duration [37]. Because of the cost,
pulse interference with a short duration is usually high-power
broadband interference, while continuous wave interference is
mostly narrowband interference. However, this is not absolute.
For better interference effects, broadband interference can also be
used in the form of continuous wave interference. The classification
of blanket interference is shown in Figure 3.

A spoofing interference signal is similar to a real signal in
form, and its purpose is not only to make a target receiver lose its
original working performance but also to make it operate in a
specified way [38]. In the field of satellite navigation, spoofing

FIGURE 1
The interference detection and recognition process.
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interference can make the target positioning be offset or be
unable to complete the positioning and can make the target
positioning to its specified position, which makes the harm of
spoofing interference significant.

Spoofing interference in the field of satellite navigation can be
generally divided into two categories, namely, generative spoofing
interference and repeater spoofing interference. Generative spoofing
interference equipment is mainly composed of a signal analog

FIGURE 2
The frequency spectra of common blanket interference types: (A) Gaussian narrowband interference; (B) multitone interference; (C) Gaussian
broadband interference (D) BPSK broadband interference.

FIGURE 3
Classification of blanket interference (RFI).
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source, power amplifiers, and transmit antennas. Since the civil
signal structure, signal characteristics, pseudocode characteristics
and navigation message structure of existing navigation systems are
all public, generative spoofing is easy to generate by imitating a real
signal [39]. After receiving a real navigation signal, repeater spoofing
will delay and amplify the power of the signal. Although the specific
structure of the real navigation signal is not known, it can still have a
certain impact on the positioning result [40]. Repeater spoofing is
more commonly used in the military field. The military pseudocode
of a navigation system is secret, so generating generative spoofing is
almost impossible. Based on these two basic spoofing interference
generation methods, spoofing interference continues to develop new
methods, such as complex spoofing interference generated
according to the estimated information after receiving the real
signal or spoofing interference forwarded by using multiple
antennas. Spoofing is sometimes divided into simple spoofing
and complex spoofing according to their different functions.

2.2 Detection theory

One of the theoretical bases of interference detection technology
is detection theory, which is used to determine whether a signal
exists, that is, whether there is a signal or only noise in the case of
noise [41]. Let s[n] denote a signal and w[n] denote noise; then, we
can express it as the following two hypotheses:

H0: x n[ ] � w n[ ] n � 0, 1, ..., N − 1
H1: x n[ ] � s n[ ] + w n[ ] n � 0, 1, ..., N − 1

(1)

In mathematics, ifH0 is true and we thinkH1 is true, it is called a
type I error. If H1 is true and we think H0 is true, it is called a type II
error. In detection theory, the first type of error can be regarded as a
misjudgment that there is a signal when there is no signal. Therefore,
this event can also be called a false alarm (FA), and the probability of the
occurrence of a false alarm is called the false alarm probability, which is
usually denoted by PFA. IfH1 is true, and we thinkH1 is true, we can
consider that we have successfully detected a signal. This event is called
detection, and the probability of successful detection is called the
detection probability, which is usually denoted by PD. In statistics,
the detection probability is also called the power of the test.

For each value of x, the ratio of the probability of H1 to the
probability of H0 is called the likelihood ratio L(x), where
x � [x[0] x[1] / x[N − 1] ]. If we consider that the likelihood
ratio is greater than a certain threshold, that is, the ratio of the probability
of H1 to the probability of H0 is greater than a certain threshold γ,

L x( ) � p x;H1( )
p x;H0( )> γ (2)

You can say that event H1 happened. This test is called the
likelihood ratio test (LRT). If p(x;H1); p(x;H1) are known and the
false alarm probability PFA � α is set, the threshold γ can be
obtained using the Neyman-Pearson theorem (NP theorem),

pFA � ∫
x: L x( )> γ{ }p x;H0( )dx � α (3)

The false alarm probability is usually a very small value, also
known as the significance level or detection scale in statistics, which
indicates that the NP theorem seeks the decision with the maximum

detection probability when limiting the false alarm probability to a
small value. It aims to protect hypothesis H0 and not accept
hypothesis H1 easily. In some practical applications, once a
signal is detected, it is necessary to make a response, which
requires paying a certain price. If the false alarm probability is
too large, it will cause unacceptable losses. If no signal is detected, no
action is needed. If the cost caused by not detecting the signal is
large, the NP theorem is not necessarily applicable, and some
adjustment is needed.

For example, in the case of deterministic signals, if signal s[n] is
known and noise w[n] is white Gaussian noise with variance σ2, the
specific probability density function can be substituted into Eq. 2
and simplified to obtain:

T x( ) � ∑N−1

n�0
x n[ ]s n[ ]> γ′ (4)

The right side of the inequality is denoted by a new threshold γ′.
The left side of the inequality T(x) is called the test statistic, which is
actually the cross-correlation between the known signal and the
actual observed value. This is the NP detector, which consists of a
test statistic T(x) and a threshold γ′. The threshold is also obtained
by the NP theorem. The NP detector at this time is also called the
matched detector.

If the signal is a random signal, assume that it is a Gaussian
random process with variance σ2s ; then,

T x( ) � ∑N−1

n�0
x2 n[ ]> γ″ (5)

Here, the test statistic T(x) is the energy of the observed data,
and the NP detector at this time is also called the energy detector. A
matched filter and energy detector are basic and common detection
methods.

2.3 Detection of blanket interference

In a satellite navigation system, a common signal model is

x i( ) � s i( ) + j i( ) + n i( ) (6)
This means satellite navigation signal, jamming and noise. The

noise is not always white Gaussian noise, so it is directly denoted as
n(i). From energy detection, blanket interference detection
technology mainly includes energy detection in the time domain
and the frequency domain. Energy detection in the frequency
domain is based on the fast Fourier transform (FFT). A time-
frequency plane detection method based on a short-time Fourier
transform (STFT) is also developing rapidly.

There have been some developments in blanket interference
detection based on energy detection. The same detector has different
detection performances for different interference types. Some
detectors have good detection effects for specific interference.
Based on energy detection, some algorithms improve the
detection performance of some particular disturbances. Nunes F.
D. et al. proposed blind interference detection based on fourth-order
cumulants, which is more suitable for FM interference. Compared
with the kurtosis algorithm, although the computational amount is

Frontiers in Physics frontiersin.org06

Qiao et al. 10.3389/fphy.2023.1133316

31

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1133316


increased, it achieves better performance [42]. Huo S. et al. improved
the consecutive mean excision (CME) algorithm and proposed a
block-flowmethod based on the backward CME (BCME) algorithm.
This method can reduce the amount of storage and computation
under the condition that the performance of monitoring pulse
interference is similar [43].

Another rapidly developing direction is interference detection
algorithms based on time-frequency analysis technology. Sun K.
et al. proposed a new reassigned spectrogram method for
interference detection for GNSS receivers. It has good detection
performance for LFM interference [44]. They also provide another
class of interference detection algorithms, aiming to transform the
time scale using a wavelet transform, which can be used to detect
weak RF signals. A new STFT method based on time-frequency
domain analysis proposed by Wang P. improves the performance of
narrowband and broadband detection in a signal with a low dry-to-
noise ratio [45]. Lv Q. et al. also provided a time-frequency domain-
based detection method using a goodness-of-fit (GoF) test [46].
Compared with the Hough transform of the Wigner-Ville
distribution, the reassigned smoothed pseudo Wigner-Ville
distribution (RSPWVD) has better performance in reducing
cross-term interference and requires less computation [47].

Other interference detection algorithms are also feasible. Motella
B. et al. applied detection theory to the field of satellite navigation
and used a goodness-of-fit method to detect interference in satellite
navigation systems [48]. Wu Q. proposed an interference detection
algorithm for GNSS receivers based on adaptive subspace tracking
technology and receiver autonomous integrity monitoring (RAIM)
[49]. Zhai S. proposed an interference detection algorithm based on
fuzzy logic fusion. In particular, for the problem of reduced
detection performance caused by noise fluctuations in a complex
electromagnetic environment, the proposed algorithm introduces
the idea of fuzzy logic [50]. Silva F. B. et al. proposed a new
precorrelation interference detection technology based on non-
negative matrix factorization (NMF). The proposed technology
uses NMF to extract the time and frequency properties of a
received signal from its spectrogram. The estimated spectral
shape is then compared with the time slices of the spectrogram
using a similarity function to detect the presence of RFI [51].

2.4 Detection of spoofing interference

Spoofing interference detection technology is quite complex,
and the classification methods are different. This paper simply
divides spoofing interference detection technology into signal
categories and other categories.

Methods in signal categories are mainly related to the
characteristics of the signal itself. The power of spoofing
interference is usually larger than the real signal power, so it
can be detected using the signal strength. The common
detection method is absolute power monitoring [52]. A
method comparing the power of the L1 channel and
L2 channel is called relative power detection. It is also
effective in detecting the carrier-to-noise ratio (CNR) of the
signal [53]. Among these methods, a special method is auto gain
control (AGC) detection. AGC detection is located at the RF
front end of a receiver before the correlation operation. The

principle is that the AGC at the RF front end of the receiver will
produce large fluctuations when spoofing interference exists
[54]. Because spoofing interference is forwarded, the arrival
angle of the signal is different from that of the real signal.
Therefore, spoofing interference can also be detected from the
arrival angle of the signal [55]. Magiera J. combined array signal
processing to detect spoofing interference according to the
difference between the arrival angle of the spoofing signal
and that of the real signal and used beamforming for
spoofing interference mitigation [56]. The repeater spoofing
interference has a delay, so it can also be detected by the arrival
time [57]. Carrier Doppler can also be used for spoofing
interference detection. This method compares the Doppler
shift change of the real signal with the Doppler shift change
calculated from the reported position [58]. Signal quality
monitoring (SQM) is a very common detection method that
mainly uses the output of the correlator. When there is spoofing
interference, the related summit will be distorted [59]. Wang W.
et al. proposed a detection method based on the S-curve bias
(SCB) [60]. This algorithm works well and is expected to be
combined with other algorithms. Multi-peak detection can also
be classified into this category [61]. There are also methods such
as residual signal detection and carrier phase detection, but
their principles are mostly the same.

Different from the methods in signal categories, methods in
other categories detect spoofing signals from aspects such as data
layer and positioning results. At the data layer, navigation
messages can be encrypted, which is useful for detecting
spoofing interference. Lewis S. W. et al. presented a GNSS
interferometric reflectometry (GNSS-IR) signature-based
method [62]. Humphreys T. E. demonstrated that navigation
message authentication (NMA) is effective for anti-spoofing
[63]. Receiver autonomous integrity monitoring (RAIM)
methods can detect repeater spoofing interference. For
repeater spoofing, the repeater spoofing signal increases the
satellite delay, so the calculated pseudorange value will
mutate after the receiver receives the repeater spoofing signal,
causing the consistency of the calculated pseudorange value of
each satellite to worsen. Han S. et al. combined particle filtering
and the RAIM algorithm, which can effectively deal with the
spoofing interference of multiple satellites [64]. By comparing
the positioning results of the satellite navigation system with the
positioning results based on other methods, we can judge
whether the satellite navigation system receives spoofing
interference. Khanafseh S. et al. used the results of an inertial
navigation system (INS) combined with RAIM to detect
spoofing signals [65]. Jeong S. et al. proposed a method to
detect spoofing interference, which uses the GNSS
augmentation system as the correction data [66]. Spoofing
interference detection can be combined with machine
learning. Shafiee E. al. extracted the early-late phase, delta,
and signal level as the three main features from the
correlation output of the tracking loop. Using these features,
spoofing detection can be performed by exploiting conventional
machine learning algorithms such as K-nearest neighbor (KNN)
and naive Bayesian classifiers [67]. Li J. et al. proposed a GNSS
anti-spoofing method based on the idea of confrontation
evolution of a general adverse network (GAN) [68].
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2.5 Interference recognition

The recognition of spoofing interference can be regarded as
distinguishing the real signal and spoofing interference in the
received signal, and then the effective part of the received signal
can be used to continue the localization instead of using the spoofing
interference signal for the subsequent localization solution. To a
certain extent, the detection of spoofing interference basically
completes the suppression of spoofing interference. The research
in this direction mainly involves the suppression of spoofing
interference, so we will not introduce it. The recognition of
blanket interference is similar to the detection of blanket
interference. The characteristics of the interference signal can be
extracted from the time domain, the frequency domain and the
time-frequency domain. By analyzing the characteristics of the
blanket interference, the types of blanket interference can be
identified effectively, and the corresponding filters can be
designed to suppress the blanket interference.

Most interference recognition is based on pattern recognition
[69] and machine learning [70] theory, although there are other
ways. In the field of radar, the application of machine learning
algorithms is more common. In the field of GNSS, research on
interference recognition is limited. Kang C. et al. proposed a time-
domain identification method based on an adaptive cascading IIR
notch filter to identify single-tone, multitone, swept continuous
wave interference (CWI) and band-limited white Gaussian noise
(BLWN) [71]. Ferre R. M. proposed applying machine learning
approaches to sort the interference signal into five classes [72]. Chen
X. et al. proposed a deep convolutional neural network (DNN)
named FPS-DNN on the basis of a convolutional neural network
(CNN) for fingerprint recognition. This method can classify the
interference types very well [73].

2.6 Brief summary

Interference detection technology is divided into blanket
interference detection technology and spoofing interference
detection technology. The development of blanket interference
detection technology is relatively perfect. Blanket interference
detection starts from energy detection and accumulates the sum
in different transform domains, such as the time domain, frequency
domain, time-frequency domain, and wavelet domain, to detect
interference signals. According to the characteristics of interference
signals, different detection algorithms have different effects. With
the complexity and change of the interference signal, the targeted
algorithm can often achieve better results. The detection technology
of spoofing is quite complex, and the classification methods are
different. In this paper, spoofing detection technology is simply
divided into a signal class and other classes. Spoofing interference
detection from the signal level involves signal processing technology,
and the signal power and signal correlation peak are monitored.
From the information level, we can verify whether the obtained
information is wrong. We can use inertial navigation, data
encryption and other methods to verify the positioning results
and navigation messages. These two aspects involve different
technologies, but both can play a role in spoofing detection, and
their development is relatively independent.

Interference recognition technology classifies interference
signals by extracting their features. The classification methods
rely on pattern recognition techniques that emerged in the 1960s
and 1970s, including support vector machines, clustering, principal
component analysis and so on. In the 1980s, machine learning
became an independent subject field and developed rapidly, and
various machine learning techniques appeared. With the rise of
machine learning, its functionality is almost perfect to replace the
pattern recognition methods of the past. Interference recognition
technology has developed rapidly on this basis.

3 Interference source direction finding

Interference source direction finding technology, or interference
source orientation technology, determines the direction of the
coming interference signal. The interference signal and the real
signal arrive in different directions, so the interference source
direction finding method can be used to detect whether the
interference signal exists. The interference source direction
finding method can also be used to calculate the interference
source location based on the angle information. Some
interference direction finding technology is not stated separately
but as a part of interference detection or localization. However, with
the development of spatial spectrum estimation, the extensive use of
array antennas [74], spatial filtering [75], adaptive beamforming and
anti-interference [76], it is enough to be a separate category of
technology worth discussing.

To measure the direction of signal arrival, there are usually three
main methods: amplitude direction finding, phase direction finding,
and spatial spectrum estimation direction finding. Interference
source direction finding technology can also be divided into
scalar direction finding and vector direction finding. The
amplitude method and phase method are traditional scalar
direction methods, while the spatial spectrum estimation method
is a vector direction method. This section focuses on the basic
principles of spatial spectrum estimation methods and the latest
advances in their technology but also briefly mentions the related
research on amplitude direction finding and phase direction finding.

3.1 Amplitude direction finding

Among amplitude direction finding methods, the most common
method is the comparative amplitude direction finding method. By
comparing the amplitude of the signals received by antennas at
different positions, the angle information of the signals can be
calculated. Typical direction finding systems include four-antenna
array Adcock direction finding [77] and Watson-Watt direction
finding [78]. An Adcock direction finding system is based on a four-
antenna array [79], which calculates the direction of the signal based
on the amplitude of the signal received by the north‒south and
west‒east antennas [80]. A dual-channel Watson-Watt direction
finding system requires two receiving channels with exactly the same
amplitude and phase responses [81]. There are also single-channel
Watson-Watt direction finding systems.

There are also some traditional amplitude methods, such as the
maximum signal amplitude method, which uses a strong directional
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antenna to directly take the direction of the maximum signal
amplitude as the direction of the incoming wave. Alternatively,
the minimum signal method uses a figure-8 antenna to receive the
signal, with the zero point of the antenna pattern being the direction
of the incoming wave [82]. These methods are simple, but the
direction finding error is large.

3.2 Phase direction finding

Phase direction finding methods are mainly based on
interferometers. One is a phase interferometer. It estimates the
angle information of the incoming wave through the phase
difference between the signals received by the antennas at
different positions [83]. A phase interferometer can realize the
direction finding of a single pulse, so it is also called phase single
pulse direction finding. The other type of interferometer, a
correlative interferometer, estimates the direction of the signal by
comparing the measured phase difference distribution with the one
that has been stored beforehand. The direction corresponding to the
maximum of the correlation coefficient is the direction of the signal
[84]. The direction finding accuracy of interferometers often
depends on the baseline, and multibaseline interferometers are
mainly used in practical applications.

In addition, there are some other phase direction finding
methods, such as Doppler direction finding based on the Doppler
characteristics of the signal [85]. A Wullenweber direction finding
system, which is one of the older methods, uses a circular array of
antennas [86]. A system that uses the array antenna and the time
difference of arrival to find the direction is also a phase direction
finding method in essence.

3.3 Spatial spectrum estimation direction
finding

Spatial spectral estimation direction finding has superresolution
capability, also known as superresolution direction finding.
Compared with traditional methods, a spatial spectrum
estimation direction finding method is more accurate and widely
used and has been developed rapidly in recent years. Spatial
spectrum estimation direction finding is developed on the basis

of array signal processing and spectrum estimation. It uses array
antennas to receive signals, estimate the spatial spectrum of signals,
and estimate the direction information of signals. Similar to the
frequency spectrum, the spatial spectrum only takes the direction in
space as the abscissa, reflecting the direction information of the
signal. The diagram of an array antenna is shown in Figure 4.

Among spatial spectrum estimation methods, the most typical
algorithm is multiple signal classification (MUSIC) [87]. MUSIC
estimates the power spectrum of a signal by decomposing it into a
signal subspace and a noise subspace. In array signal processing,
MUSIC is used to estimate the spatial spectrum of a signal.

The observed data are regarded as the sum of the signal and
noise,

x t( ) � s t( ) + w t( ) (7)
The wave surface of a signal needs to travel d cos θmore distance

to reach array element 1 than to reach array element 2, so the time to
receive the signal at array element 1 will be later than that at array
element 2. This time interval is

τ0 � d cos θ
c

� d cos θ
λf

(8)

where c represents the speed of light, λ represents the wavelength of
the signal, and f represents the frequency of the signal. For the
exponential signal, this delay can be expressed as the difference in
phase, i.e.,

s t − τ0( ) � s t( )e−jωτ0 � s t( )e−jωd cos θ
λf � s t( )e−j2πλ d cos θ (9)

Assuming that the number of array elements is N and xi(t) is
used to represent the observed signal of the i th array element, the
received signal of the array can be expressed as:

x1 t( )
x2 t( )
..
.

xN t( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �
1

e−j
2π
λ d cos θ

..

.

e−j
2π
λ N−1( )d cos θ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦s t( ) +

w1 t( )
w2 t( )
..
.

wN t( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

For multiple signal sources, assume that the number of signal
sources is D, let si(t) denote the signal transmitted by the i th signal
source, and let θi denote the incident angle of the signal. In this case,
Equation 10 is extended as follows:

FIGURE 4
Diagram of an array antenna.
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x1 t( )
x2 t( )
..
.

xN t( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �
1 1 / 1

e−j
2π
λ d cos θ1 e−j

2π
λ d cos θ2 / e−j

2π
λ d cos θD

..

. ..
.

1 ..
.

e−j
2π
λ N−1( )d cos θ1 e−j

2π
λ N−1( )d cos θ2 / e−j

2π
λ N−1( )d cos θD

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×
s1 t( )
s2 t( )
..
.

sD t( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
w1 t( )
w2 t( )
..
.

wN t( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11)

Define the vector x � [x1(t) x2(t) / xN(t) ]T, which
represents a data vector of observations and is a vector of N × 1
dimension;

vector S � [ s1(t) s2(t) / sD(t) ]T represents the signal
source vector, which is a vector of D × 1 dimension;

vector w � [w1(t) w2(t) / wN(t) ]T represents the noise
vector, which is a vector of N × 1 dimension;

vector a(θi) � [ 1 e−j2πλ d cos θi / e−j2πλ (N−1)d cos θi ]T, called the
steering vector, is a vector of N × 1 dimension;

matrix A � [ a(θ1) a(θ2) / a(θD) ] represents the direction
matrix, which is a matrix of N × D dimensions;

s denotes the signal vector received by the array antenna,
s � A · S. Therefore, Eq. 11 can be expressed as

x � s + w � A · S + w (12)
Since noise and signal are not correlated, the autocorrelation Rx

of the observed data can be expressed as the sum of the
autocorrelation of the signal received by the array antenna and
the noise autocorrelation

Rx � Rs + Rw � AS( ) AS( )H + σ2wI � ARSA
H + σ2

wI (13)
After eigenvalue decomposition,

Rx � Rs + Rw � ∑N
i�1
λsese

H
s +∑N

i�1
λwewe

H
w � UsΣsU

H
s + UwΣwU

H
w (14)

RS � SSH � diag[P1 P2 / PD ] is a diagonal array, and the
diagonal element Pi is actually the signal power of the signal source.
At this time, the autocorrelation Rs of the signal just conforms to the
definition of eigenvalue decomposition, which indicates that among
theN eigenvalues of the autocorrelation Rs of the signal, only D are
non-zero values, which are the signal power of the signal source.

Rs � ARSA
H � ∑D

i�1
Pia θi( )aH θi( ) (15)

Thus, the eigenvalues and eigenvectors of the autocorrelation
matrix Rx of the observed data are calculated. For D signal sources,

λ1 ≥ λ2 ≥/≥ λD ≥ λD+1 � /λM � σ2w (16)
The eigenvectors corresponding to the firstD eigenvalues, called

principal eigenvectors, constitute the signal subspace. The
eigenvectors corresponding to the last N −D eigenvalues
constitute the noise subspace. Assuming that the signal-to-noise
ratio (SNR) of the received signal is very high and contains almost no
noise, we can approximate σ2w � 0. Because eigenvectors with

different eigenvalues are orthogonal to each other, the signal
subspace is orthogonal to the noise subspace.

aH θ( )UN � 0 (17)
The MUSIC spectrum is defined as

PMUSIC � 1
aH θ( )UNUH

Na θ( ) (18)

If the signal does not contain noise, the denominator is zero, and
the MUSIC spectrum is meaningless, so the MUSIC spectrum is also
called the MUSIC pseudospectrum. However, in fact, noise is always
there, and it is just approximately zero. By taking the inverse, we can
obtain the peak, which is the estimate of the angle of the signal.

The number of interference sources is set as 3, and the arrival
directions of the interference signals are −30+, 0+, and 60+. Select the
linear array element, the number of array elements is 8, and the
number of fast beats is 500. The MUSIC spatial spectrum estimation
is carried out in the cases of SNRs of 10 and 1. As seen from the
simulation results, when the SNR is high, the MUSIC algorithm can
simultaneously identify the interference signals in three directions
and provide relatively accurate direction information, as shown in
Figure 5A.When the SNR decreases, the performance of the MUSIC
algorithm is affected when the simulation is carried out under the
same three interference sources, as shown in Figure 5B.

In 1969, Capon proposed the minimum variance spectrum
estimation method (MVM), and to some extent, spatial spectrum
estimation was developed on this basis [88].

In 1979, Schmidt R. proposed the MUSIC algorithm, whose basic
idea is to divide the received signal into an orthogonal signal subspace
and a noise subspace. The performance of the method is close to that of
the maximum likelihood method, but the computational amount is
enormous. This is a landmark achievement of spatial spectrum
estimation theory. In 1986, Roy R. et al. proposed the ESPRIT
algorithm, the core of which is to rely on the rotational invariance
of the signal subspace and use the least square method to obtain the
angle of arrival. The search process of the spectral peak in the MUSIC
algorithm is avoided, and the calculation amount is effectively reduced.
This method not only has good resolution but also obtains high real-
time performance [89].

In the late 1980s, angle estimation algorithms for subspace
fitting emerged. This kind of method obtains the desired
objective function by deducing and constructing a fitting relation,
so the fitting model determines the accuracy of the algorithm.
Typical algorithms include the maximum likelihood (ML)
algorithm [90], the weighted subspace fitting (WSF) algorithm
[91], and the multidimensional MUSIC (MD-MUSIC) algorithm
[92]. The performance of this kind of algorithm is better, and the
requirement of SNR is reduced to some extent, but the
computational amount is large.

In 1995, Marcos S. et al. proposed the propagator method (PM)
algorithm, which avoided the covariance matrix decomposition of
the received signals of the array. Although compared with the
MUSIC algorithm, the performance of partial resolution was lost,
the computational amount was greatly reduced [93].

The development in recent years mainly has the following
aspects. First, it is no longer satisfied with the use of second-order
statistics (SOS) but with the use of high-order cumulants [94].
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Common algorithms are usually based on fourth-order
cumulants (FOCs) [95]. The second is compressed sensing
(CS) [96], which breaks through the bandwidth limitation of
traditional sampling theory and uses far less measured data than
Nyquist sampling data, making superresolution signal processing
possible. The theory of compressed sensing can greatly reduce the
number of antenna elements and sampled data to reduce the
amount of signal processing data. Therefore, the application of
CS in direction estimation is increasingly widespread [97]. Deep
learning is a development of machine learning. It has also been
introduced into the research of direction finding technology.
Deep neural networks have stronger representation and learning
ability, so they can obtain better direction finding performance
than traditional neural networks [98].

3.4 Brief summary

The principle of amplitude methods is simple and easy to
implement, but the precision is not good. Since the interference to
the satellite signals is often attached to the carrier frequency, the
wavelength of the interference signals is short, and the phase
information is obvious. Therefore, phase methods, such as
interferometer direction finding, have higher measurement accuracy
than the previous amplitudemethod. Based on the theory of array signal
processing and spatial spectrum estimation, the direction finding of
multiple interference sources can be realized simultaneously. This
makes the array antennas and spatial spectrum estimation more
widely used in practice. Spatial spectrum estimation methods have
high measurement accuracy, breaking the Rayleigh limit, and have the
ability of super resolution direction finding. However, the algorithm has
a high SNR requirement and a large amount of calculation, so it is
difficult to carry out real-time processing. Compared with the
amplitude method, the phase method improves the sensitivity, but
the number of interference sources that can be measured is limited. The
spatial spectrum method further improves the sensitivity based on the
phase method. It can measure multiple interference sources at the same
time, but the number of interference sources cannot be more than the
number of array elements.

4 Interference source location and
tracking

Interference source location is the ultimate goal of interference
monitoring. Once the location of the interference source is determined,
appropriate algorithms can be used to suppress the noise. The user can
also choose to stay away from the interference source or destroy it. The
location of the interference source can be said to be the most important
part of interference monitoring. The algorithms of interference source
location are mainly based on four kinds of algorithms and their joint
algorithms. They are received signal strength (RSS), time difference of
arrival (TDOA), frequency difference of arrival (FDOA), angle of arrival
(AOA) or direction of arrival (DOA) [99]. These algorithms set up a set
of equations through the signal strength information, time information,
frequency information and angle information of the interference signal
and then solved the three-dimensional coordinates of the interference
source. These algorithms are widely used in passive location, sound
source location, cooperative location and indoor location [100]. The
classification of interference source location is alsomature and generally
uses the classification method described in this paper.

4.1 Received signal strength (RSS)

From the received signal strength, a path loss model can be used
to infer the distance between the monitoring point and the
interference source [101]. Then, a system of equations can be
established to find the location of the interference source through
the observation data of multiple nodes.

RSSi � P0 − 10nlog10
di

d0
( ) + σ i (19)

where P0 is the received power from the transmitter to the reference
distance d0 and P0 and d0 are known. n and σ i require actual
measurements of the environment to be roughly determined. Small
errors in RSS measurements can lead to large position errors. Even
simple ground reflections can seriously affect accuracy. Even if the
path model is optimized, its positioning accuracy is poor. One
improvement of the RSS is the difference in the RSS (DRSS).

FIGURE 5
Simulation results of the MUSIC algorithm. (A) The result of direction finding when the SNR is 10. (B) The result of direction finding when the SNR is 1.
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DRSSi−j � RSSi − RSSj (20)

Thompson, R. J. R. et al. used an RSS method to locate RF
interference sources in the GPS L1 band and considered the effect
of ground refraction [102]. Wang, P. et al. proposed a simple and
computationally efficient GNSS RFI localization technique based on
DRSS measurements from crowdsourced devices. In this method, the
weighted centroid of receiver position estimation is used as the RFI
position estimation, which reduces the computational amount [103].

4.2 Time difference of arrival (TDOA)

The TDOA evolved from the time of arrival (TOA). The principle
of the TOA algorithm is similar to that of the GNSS. Bymeasuring the
arrival time of the signal transmission process from the unknown
position point to the known position point, the distance from the
unknown point to the known point is calculated. Then, enumerate the
equation to solve the coordinates of the unknown point.

Let ti denote the observed time at the i th known point and t
denote the observed time at the unknown point. τ is used to
represent the time error caused by a series of processes such as
modulation and demodulation. Sometimes, this term can also be
expressed as white Gaussian noise. Then, the distance from the
unknown point to the i known point is

di � c ti − t( ) + cτ (21)
Let (xi, yi, zi) denote the coordinates of the known point and

(x, y, z) denote the coordinates of the unknown point; then, the
distance from the unknown point to the known point can also be
expressed as

di � c ti − t( ) + cτ �
��������������������������
xi − x( )2 + yi − y( )2 + zi − z( )2

√
(22)

The observation data of multiple nodes are used to establish the
equation, and then the unknown position of the three-dimensional
coordinates can be solved. It is worth noting that the TOA method
used for interference source location is not applicable. The TOA
algorithm requires highly accurate clock synchronization between
the point to be measured and the known point. In the process of
monitoring interference, whether intentional or unintentional
interference, it is naturally impossible to expect the interference
signal to cooperate, and there is no synchronization on the clock.
The TOA algorithm is introduced as a passive positioning algorithm,
which is generally used in indoor positioning [104].

Select a primary node (x0, y0, z0). Its distance from the
unknown point is d0. Then, the distance difference Δdi between
different nodes and the unknown point can be expressed as

Δdi � d0 − di � c ti − t0( ) + cτ (23)
This is how the TDOA algorithm works. The TDOA algorithm

calculates the distance difference between the unknown point and
the known position point by measuring the difference between the
arrival time of the signal transmitted by the unknown point and
multiple known points. The TDOA algorithm still requires highly
accurate clock synchronization between known measurement
points, but unlike the TOA algorithm, the TDOA algorithm no
longer requires the time information of unknown measurement

points. This enables the TDOA algorithm to be used to locate
interference sources. Common solutions of the TDOA algorithm
are as follows: the Chan algorithm [105], Taylor series method [106],
and weighted least squares method [107].

A common TDOA modification is the asynchronous time
difference of arrival (A-TDOA). Díez-González J. et al. optimized
the A-TDOA algorithm to allow higher refresh rates of localization
signals and provide higher accuracy in the A-TDOA architecture
[108]. Another improved method is the sparse time difference of
arrival (S-TDOA). Uysal C. used sparse sensor data to estimate the
TDOA, which reduced the computational amount. This method is
more suitable for low SNR signals [109]. The particle swarm
optimization (POS) algorithm is widely used to solve non-linear
optimization problems, so it is often used to solve the TDOA
equation [110].

4.3 Frequency difference of arrival (FDOA)

The FDOA makes use of the Doppler effect. When a moving
wave source approaches the receiver, the wave will be compressed,
and the wavelength will become shorter, resulting in a higher
frequency. Conversely, when the source moves away from the
receiver, the wave is stretched, and its wavelength increases,
causing the frequency to decrease. The motion between the wave
source and the receiver refers to the relative motion, with the
direction of its velocity pointing toward each other.

It is assumed that the wave source and the receiver are
moving toward each other on the same horizontal line. Let f0

denote the initial signal frequency emitted by the wave source
and f′ denote the signal frequency observed by the receiver. The
moving speed of the wave is v, the moving speed of the wave
source is vS and the moving speed of the receiver is vR. According
to the Doppler effect,

f′ � v + vR
v − vs

f0 (24)

Let (vxi, vyi, vzi) denote the velocity of the known position, and
(vx, vy, vz) denote the velocity of the unknown position.

The unit direction vector can be expressed as

e � 1��������������������������
xi − x( )2 + yi − y( )2 + zi − z( )2

√ xi − x, yi − y, zi − z( ) (25)

then

vSi � vx, vy, vz( ) · e∣∣∣∣∣ ∣∣∣∣∣ (26)
vRi � − vxi, vyi, vzi( ) · e∣∣∣∣∣ ∣∣∣∣∣ (27)

Then, the signal frequency received by the i th known position
point can be expressed as

fi � c + vRi

c − vsi
f0 (28)

The velocity information of the unknown point can be solved by
establishing the equation based on the observation data of multiple
nodes. It is not enough to estimate only the velocity information of
the interference source. The FDOA algorithm is often used together
with the TDOA algorithm in interference source location.
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Wang D. et al. proposed the use of a UAVwith a known position
to cooperate with the TDOA and FDOA algorithms for localization,
which can achieve good results when locating multiple targets [111].
Li G. et al. proposed a virtualization approach consisting of the
establishment of a virtual reference station and virtual frequency
conversion to correct systematic errors in the system to address the
problem of low positioning accuracy in low-orbit dual-satellite
systems [112]. The FDOA curves and surfaces are very
complicated in the near field, but in the far field, we showed that
they simplify dramatically to easily understood curves and surfaces.
Pine K. C. et al. analyzed the far-field situation and paid more
attention to the study of the FDOA [113].

4.4 Angle of arrival (AOA)

The AOA algorithm enumerates the equations by estimating the
arrival direction of the signal and then determines the coordinates of
unknown points. Using interference direction finding technology,
the angle information of an interference source can be obtained. For
a target with some known information, such as an interference
source on the ground, only one angle of information is needed to
solve the location of the interference source. This is because the
surface of the Earth can be used to create equations. For the general
case, as shown in Figure 6, the observed data of at least two nodes are
needed to establish the equation.

Let θi denote the horizontal angle at which the i th known
position point receives the signal to be monitored, and φi denote the
pitch angle at which the i th known position point receives the signal
to be monitored. Therefore,

Δx � di cosφi sin θi
Δy � di cosφi cos θi
Δz � di sinφi

⎧⎪⎨⎪⎩ (29)

By solving the system of equations, the three-dimensional
coordinates can be obtained. This is called the AOA method.
The common way to solve the problem is to use geometric
relations. The distance between two known position points is

calculated and the sine law is used to determine di and the
three-dimensional coordinates.

The accuracy of the TDOA is proportional to the bandwidth of
the received signal, and the accuracy of the AOA is not affected by it.
In the case of a large signal bandwidth, TDOA measurements
usually have higher acquisition accuracy than AOA
measurements. Compared with the TDOA, the AOA localization
performance is generally poor, so it is often combined with other
algorithms. Sun Y. et al. proposed a new method called the
constrained eigenspace (CES) to obtain AOA positioning
solutions in modified polar representation (MPR) [114]. Yin
J. et al. combined the AOA method and TDOA method and
proposed a simple closed-form solution method, which only
needed to use two observation stations [115]. Costa M. S. et al.
combined the AOA method and RSS method and used the second-
order cone programming (SOCP) relaxation technique to transform
the non-convex estimator into a convex estimator. It has good
performance and reduces computation [116]. Zuo P. et al.
performed similar work based on the AOA method and RSS
method [117].

4.5 Interference source tracking

From theory to simulation, interference source location
technology often focuses on static interference sources. The
purpose of interference source tracking is to track the
interference source in motion. Based on the theory of
interference source location, a Kalman filter algorithm is often
involved. Biswas S. K. et al. combined the AOA and TDOA
algorithms to compare the performance of various Kalman
filtering algorithms for interference source tracking [118]. Biswas
S. K. also proposed an interference source tracking algorithm based
on the particle filter and compared it with the Kalman filter [119].
Qin N. et al. proposed a two-iteration interval extension method to
determine the motion source using TDOA and FDOA information
from multiple receivers [120]. Although interference tracking
technology is only an extension of interference location
technology, it still has room for development [121].

4.6 Brief summary

The use of measurements from multiple nodes for positioning
dates back to the 1990s, partly because of satellite navigation
technology. Among RSS methods, i.e., the TDOA method, FDOA
method and AOA method, the TDOA method has the most mature
technology, and the time information required by the TDOA
method is also the easiest to obtain. In the field of satellite
navigation, high-precision time alignment can be obtained
through satellite signals, which provides support for positioning
by the TDOA method. On the other hand, compared with the
TDOA, the measurement accuracy of the FDOA has a greater
impact on the positioning accuracy. This means that to ensure
the accuracy of positioning, the measurement requirements for
frequency measurement are more stringent than those for time
measurement.

FIGURE 6
Diagram of the AOA method.
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Interference tracking technology depends on Kalman filtering
technology. The Kalman filter was developed in the 1960s. Using a
Kalman filter, the estimation of the object motion trajectory is more
accurate, and it is widely used in tracking moving objects. Compared
with the classical algorithm of the 1940s, the Wiener filter and
Kalman filter have been extended and achieved better performance,
but the amount of computation is increased.

5 Prospect for interference monitoring
technologies

5.1 Prospects for interference detection and
recognition

Interference detection technology is divided into blanket
interference detection technology and spoofing interference
detection technology. The development of blanket interference
detection technology is relatively complete. On the one hand, in
many fields, such as communication and radar, there is similar
RF interference, and the field of research is relatively rich.
However, blanket interference forms are relatively simple, and
the interference signal can be detected by energy detection in the
time or frequency domain, which is easy to realize. The research
on spoofing interference is different. Because of the
characteristics of satellite navigation systems and their signals,
spoofing interference in satellite navigation systems is specific.
Some traditional methods have poor performance in detecting
spoofing interference in the navigation field. In detection
technology, there are several development directions. The first
is the detection of weaker signals. Although the interference
signals are often strong when subjected to human interference,
to monitor the changes in the electromagnetic environment and
achieve the function of early warning, it is necessary to have a
certain monitoring ability for weak interference signals. The
second is the interference of multiple interference sources,
which is also common in actual scenarios. Therefore, the
monitoring system must be able to detect multiple
interference sources. Third, the monitoring system is faced
with time-varying interference, which requires low
computational complexity, fast computing speed, real-time
performance and adaptive ability of interference detection and
recognition equipment. Fourth, blanket interference and
spoofing interference can exist at the same time, which
requires the equipment to have the ability to recognize
compound interference. It is common for both blanket
interference and spoofing interference to exist in a real
environment, while current theoretical research and
simulation generally only consider one of them.

Interference recognition technology is mainly blind
recognition. The frequency, amplitude and phase of the
interference signal are not known before the received signal is
processed. Therefore, feature parameters with a high separation
degree should be extracted before interference signal
identification. In the field of satellite navigation, there is little
research on interference recognition technology. In the past,
interference recognition technology was rarely analyzed alone.
When an interference signal is detected, the relevant

characteristics of the interference signal can be roughly
obtained. With the increasing complexity of the
electromagnetic environment and the increase in artificial
interference means, it becomes important to distinguish the
types of interference. With the development of machine
learning, pattern recognition, deep learning and other
computer fields, interference recognition technology has also
been developed to a certain extent.

5.2 Prospects for interference source
direction finding

The principle of amplitude methods is simple and easy to
implement, but the precision is not good. Since the interference
signals to the satellite signals are often attached to the carrier
frequency, the wavelength of the interference signals is short, and
the phase information is obvious. Therefore, phase methods, such
as interferometer direction finding, have higher measurement
accuracy than the previous amplitude method. Based on the
theory of array signal processing and spatial spectrum
estimation, the direction finding of multiple interference
sources can be realized simultaneously. This makes the array
antennas and spatial spectrum estimation more widely used in
practice. Spatial spectrum estimation methods have high
measurement accuracy, breaking the Rayleigh limit, and have
the ability of super resolution direction finding. However, the
algorithm has a high SNR requirement and a large amount of
calculation, so it is difficult to carry out real-time processing. The
main development of direction finding technology is the spatial
spectrum estimation algorithm. First, spatial spectrum
estimation algorithms usually require a large amount of
computation, so GPU and other technologies can be used to
improve the computational speed of spatial spectrum estimation
algorithms. The second is compressed sensing, which can greatly
reduce the number of antenna elements and sampled data. The
third is to combine with cutting-edge fields such as machine
learning.

5.3 Prospects for interference source
location and tracking

The first development direction of interference source location
technology is the joint algorithm, which can improve the accuracy
of positioning and reduce the difficulty and cost of measurement,
such as TDOA and FDOA common joint algorithms. Other forms
of joint algorithms are generally feasible, such as the TDOA and
AOA. The second is higher real-time performance. The
interference source location algorithm also pursues higher
computation speed. The third is the location of multiple
interference sources. It is very common to face multiple
interference sources in practice, and it is difficult to determine
their locations.

Interference tracking technology is one of the possible
development directions in the future. It is worth trying to
improve the real-time performance of the interference location
algorithm or improve the performance of a Kalman filter.
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6 Conclusion

Interference monitoring technology is a part of the field of anti-
interference. Different from interference suppression technology,
which aims to weaken or eliminate the influence of interference
signals, interference monitoring technology aims to monitor the
electromagnetic environment, detect and identify interference
signals, provide information for interference suppression, and
make it possible to adopt more targeted algorithms. More
importantly, interference monitoring technology can obtain the
location and other information of the interference source before
it sends out the interference to keep away from or destroy the
interference source.

In the past, interference monitoring technology in the field of
satellite navigation was always limited to detection and positioning.
In fact, interference monitoring technology is a big concept; in
practical applications, detection, recognition, direction finding,
positioning, and tracking technology cross each other. With
advances in fields such as machine learning, monitoring
technology is getting smarter. With the development of GPUs
and other technologies, the computing speed is increasing, and
algorithms are more real-time. Interference monitoring technology
is also more widely integrated with other fields, which makes it
develop rapidly.
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Artifact suppression using
cross-circular polarization for
millimeter-wave imaging
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1School of Electronics and Information Engineering, Harbin Institute of Technology, Harbin, China,
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Millimeter-wave imaging is widely applied to radar detection, personnel security
inspection, environmental perception, and so on. Multipath artifact is a common
phenomenon in active millimeter-wave (AMMW) imaging and is difficult to be
removed. The suppressionmethods in image reconstruction and post-processing
stage are usually complex or time-consuming. This report proposes a cross-
polarization method to suppress multipath artifacts between equivalent two-
cylinder structures before image reconstruction. The physical mechanisms of
co-polarization and cross-polarization imaging are revealed. The suppression
effectiveness is demonstrated by conducting W-band AMMW imaging simulation
and measurement experiments of a typical multipath scenario at the central
frequency of 100 GHz (97 ~103 GHz). The proposed method can directly
reconstruct the image with artifact suppression and reduce the pressure of
post-processing.

KEYWORDS

millimeter-wave imaging, polarization, artifact suppression, image reconstruction,
security inspection

1 Introduction

Personnel security inspection is an important means to maintain the safety of people and
society in public places. X-ray imaging is widely used to luggage security inspection, but it is
improper to use to human body security screening due to privacy and security issues. At
present, the most common screening system is the metal detector based on electromagnetic
interactions Paulter [1], which usually has a high false alarm rate and cannot detect non-
metallic hidden objects. Due to the penetration capability of many non-metallic materials,
millimeter-wave sensing is widely applied to radar detection, personnel security inspection,
environmental perception Bjarnason et al. [2]; Hang et al. [3]; Salmon [4]; Cheng et al. [5].
Active millimeter-wave (AMMW) imaging has become the most promising method for
personnel security screening because it has no ionizing radiation compared to X-ray
imaging. In recent years, many AMMW imaging systems have been developed and even
commercially applied to airports, railway stations, large event venues, and other public places
Wang et al. [6]; Gao et al. [7]; Liu et al. [8].

Image reconstruction is a key task for AMMW imaging. Conventional imaging algorithms
regard the target as a mass of independent scattering points and so assume that the millimeter-
wave scattered back received by the receiver is only scattered once by targets. This approximation
can lead to simpler and faster image reconstruction. However, it cannot consider the multiple
scatterings around arms and legs. Multipath artifacts from high-order scattering occur in
reconstructed images Yuan et al. [9]; Meng et al. [10], which has a negative impact on the
detection of hidden objects in practical security inspection applications. Performing specific
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postures such as spreading legs and raising hands are useful to reduce
multipath artifacts. But these postures will increase the passing time of
each person, and lead to great inconveniences at checkpoints with large
traffic volumes. In addition, it is difficult to eliminate artifacts directly
through image post-processing algorithms. To suppress multipath
artifacts, some previous works have been conducted in the image
reconstruction stage. Bi-static/multi-static imaging can effectively
suppress high-order artifacts of concave objects Liang et al. [11];
Gonzalez-Valdes et al. [12]. For mono-static configurations, the
concept of shooting and bouncing rays method is used to build a
more accurate analytical forward model, which contributes to
producing accurate images without strong high-order scattering
Liang et al. [13]. The stationary phase method and circularly
polarized measurements are used to correct the image deformation
of edges for dihedral structures Si et al. [14]. The above processing
methods are effective. Meanwhile, they are usually complex and time-
consuming or require high hardware costs.

For practical security inspection scenarios, multipath artifacts
mainly occur in the areas around the legs and arms. The equivalent
structure is not a dihedral structure but two spaced cylinders or
elliptical cylinders. Previous works about artifact suppression
focused on AMMW imaging below Ka-band (26.5 ~40 GHz)
Sheen et al. [15]; Si et al. [14]. Few studies have been reported
onW-band (75 ~110 GHz) Existing systems usually have a co-linear
polarization transceiver. Using multiple polarization imaging can
obtain more information of observation scenes Guo et al. [16];
Cheng et al. [17]; Zhu et al. [18].

In this report, a cross-polarization method to suppress
multipath artifacts between two spaced cylinders for W-band
AMMW imaging is proposed. The generation mechanism of
multipath artifacts is explained by analyzing polarized millimeter-
wave reflections between two spaced cylinders. The physical
mechanisms of co-polarized and cross-polarized imaging are
revealed. Simulation and measurement imaging experiments at
the central frequency of 100 GHz (97 ~103 GHz) have been
conducted to verify the proposed method. The rest of this article
is organized as follows. The principle of the Principle of the cross-
polarization method are described in Section 2. In Section 3, the
experimental results are discussed. Finally, the discussion is drawn
in Section 4.

2 Method

Holographic imaging is the main mode of AMMW imaging
Sheen et al. [19]; Qiao et al. [20]; Gao et al. [21]; Wu et al. [22].
Firstly, receiving the millimeter-wave signals scattered on the
objects; Then, measuring phase information through heterodyne
mixing; Finally, inverting the scene image based on the intensity and
phase information. The transmitting and receiving antenna (TX and
RX) positions of the millimeter-wave direct holographic imaging
system are adjacent. The spherical wave exp (−ikr)/r (where r is the
distance) emitted by the transmitting antenna is transmitted to the
human body, and then scattered back to the receiving antenna. Each
point on the surface of the human body scatters the millimeter-wave
signal, and the receiving antenna receives the superpositions of the
scattered signals at various positions on the object surfaces. Under
the assumption of Born primary scattering approximation with

isotropic scattering, the backscattered millimeter-wave received
by the receiving antenna can be expressed as

s x0, y0,ω( ) � ∫∫∫f x, y, z( ) · exp −j2kr( )
r2

dxdydz (1)

where s (x0, y0, ω) is the sampled data at point (x0, y0) with an
angular frequency ω, f (x, y, z) represents the complex reflection
coefficient of the observation object at the position (x, y), r �
[(x − x0)2 + (y − y0)2 + z2)]1/2 represents the distance between
the antennas and a certain point ((x, y)) of the human body, and
k is the wavenumber. By scanning the entire aperture, a hologram of
the surface information of the human body can be obtained, and
then the corresponding image reconstruction algorithm can be used
to invert the image of f (x, y, z).

As shown in Figure 1B, the areas around legs and arms in Figure 1A
can be equivalent to two cylinders or elliptical cylinders with certain
spacing. The millimeter-wave energy returned after secondary
scattering produces equivalent artifacts between the two cylinders. In
the expression of Eq. 1, the distance between the transceiver antenna
and the object is determined by the optical path of the millimeter-wave
reflection. For the primary scattering approximation, the millimeter-
wave reflection after secondary scattering will be considered to be
scattered once with the same optical path Sheen et al. [19]; Cheney [23].
In other words, the artifact is on a circle with the center of the
transceiver antenna phase and the radius of a half optical path. In
the image reconstructed by conventional algorithms, a virtual object
(i.e., highlighted areas that is similar to real objects) will appear at the
equivalent location of the multipath artifact.

Circular polarization waves have rotational orthogonality.
Specifically speaking, if an antenna only has a left-hand circular
polarization (LHCP), the right-hand circular polarization (RHCP)
waves cannot be received by the antenna, and vice versa. As shown
in Figure 2A, when an LHCP wave is reflected by a symmetrical object
(plane or spherical surface), the polarization state of the reflected wave
rotates in the orthogonal direction relative to the incident wave. That is,
the reflected wave becomes an RHCP wave. As shown in Figure 2B, for
the artifact area of two spaced objects, the circular polarization wave
reaching the receiving antenna will have the same polarization direction
as the incident wave after being scattered even times. Therefore, if the
circular polarization directions of the transmitting and receiving
antennas are orthogonal, the equivalent artifacts resulting from
even-order scatterings are automatically filtered. In other words, the
receiving antenna only receives the reflected waves resulting from odd-
order scatterings. In practice, for two spaced cylinder structures, the
energy of backscattered waves resulting from more than second-order
scattering is very small. The main contribution of the multipath artifact
is the secondary (second-order) scattering. If we use a cross-circular
polarization transceiver, multipath artifacts will be effectively
suppressed and so the image quality will be improved.

3 Results and discussion

3.1 Simulation experiments

To preliminarily verify the application of cross-circular
polarization imaging, we have conducted simulation experiments
based on Altair FEKO calculation. As shown in Figure 3A, two
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spaced aluminum cylinders were used to simulate the body, arms,
and legs that produce multipath artifacts during security inspection.
The radius of each cylinder is 0.05 m, the height is 0.04 m, and the
center distance between the two cylinders is 0.12 m. The calculation
frequency is set to 100 GHz. We have conducted two simulations to
comparatively demonstrate the presented cross-polarization
imaging method. One is cross-circular polarization imaging, the
other one is traditional co-linear polarization imaging. The
simulated antenna array is in the form of a 100 × 100 square
matrix array. The side length of the antenna array is 0.5 m and the
imaging distance is 1 m. The antenna array is placed along two
directions (two cases) to observe for comparison. (1) The
observation direction is along the y-axis, and the antenna array
plane is parallel to the xoz-plane. (2) The observation direction is
along the z-axis, and the antenna array plane is perpendicular to the
z-axis. This case is consistent with the scenario of practical personnel
security screening.

Figures 3B–E shows simulated imaging results of two spaced
aluminum cylinders. Co-linear polarization imaging (conventional
imaging) results are shown in Figures 3B, D. Cross-circular
polarization imaging results are shown in Figures 3C, E. Because
there is nearly no multiple scattering in the first case, nearly no
multipath artifact appears in both Figures 3B, C. Co-linear and
cross-circular polarization systems have similar reconstructed
images. Note that, this case is only used to illustrate the artifact-
free phenomenon of the plane object. As shown in Figures 3D, E,
because the receiving antenna mainly receives the backscattered
waves, two cylinder objects form two bright bands in the AMMW
image. The other surfaces of the two cylinders scatter the waves in
other directions. Note that there are obvious multipath artifacts
between two cylinders in Figure 3D, which is the result of
conventional co-liner polarization imaging. By using a cross-
circular polarization transceiver, most multipath artifacts are
effectively suppressed in Figure 3E. Except for the single and

FIGURE 1
(A) Schematic of millimeter-wave direct holographic imaging for human body imaging. (B) Schematic diagram of multipath artifacts. Since the
transmitting and receiving antennas are approximately at the same position in actual operation, they are represented by a transceiver antenna.

FIGURE 2
Schematic diagram of the reflection of a circularly polarized wave. The polarization of the reflected wave changes to the orthogonal direction
relative to the incident wave. (A) Single scattering on the object. (B) Multiple scatterings between two spaced objects.
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second scattering, much of the energy emitted by the transmitter
penetrates through the space between two cylinders. In other words,
the energies of backscattered waves resulting from more than
second-order scattering are indeed very small due to the
cylindrical structure and the certain spacing.

3.2 Measurement experiments

To further verify the effectiveness of the cross-circular
polarization method, measurement experiments of two spaced
aluminum cylinders have been conducted. As shown in

FIGURE 3
Simulated imaging results of two spaced aluminum cylinders. (A) 3D mesh structure diagram of two spaced aluminum cylinders for imaging
simulation. (B)Co-linear polarization imaging (Conventional imaging) in the direction along y-axis. (C)Cross-circular polarization imaging in the direction
along y-axis. (D) Co-linear polarization imaging (Conventional imaging) in the direction along z-axis. (E) Cross-circular polarization imaging in the
direction along z-axis.

FIGURE 4
Measured imaging results of two spaced aluminum cylinders along the observation direction. (A) Measurement experiment setup of co-polarized
and cross-polarized imaging for two spaced aluminum cylinders at the working frequency of 97 ~103 GHz. (B) Co-linear polarization imaging
(Conventional imaging). (C) Cross-circular polarization imaging. (D) Co-circular polarization imaging. (E) Normalized pixel values of the yellow dashed
line in (B), (C), and (D).
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Figure 4A, the experimental setup is mainly composed of a vector
network analyzer (VNA) up to 67 GHz, millimeter-wave frequency
multiplier (FM), 97–103 GHz circularly polarized antenna, and
mechanical scanning platform. VNA is used for millimeter-wave
generation and data acquisition. FM modules play the role of signal
amplification and frequency conversion. The circularly polarized
antenna consists of a circular horn, a circularly polarized waveguide,
an ortho-mode transducer (OMT), a matched load, and a
rectangular waveguide that connects with the radiometer Cheng
et al. [24]. Due to the technological limitation of OMT, our circularly
polarized antenna has a bandwidth of 6 GHz (97 ~103 GHz). The
antennas of co-linear polarization imaging are two standard square
horns. To facilitate scanning imaging, two spaced aluminum
cylinders are put on the scanning platform to form the relative
motion with the transceiver. The plane scanning of the platform can
be equivalent to that of the transceiver in Figure 1A.

Figures 4B–E shows measured imaging results of two spaced
aluminum cylinders. There are many clutter waves resulting from
the mechanical scanning platform, which includes the scan column
and the support table. As shown in Figure 4B, there are obvious
multipath artifacts between two spaced cylinders. Two cylinder
objects form two bright bands in the AMMW image. On the
contrary, multipath artifacts are obviously suppressed by
orthogonal circular polarization filtering in Figure 4C. To verify
the energy distribution of the artifact suppression, a co-circular
polarization imaging has been carried out and the image is shown in
Figure 4D. The bright band in the middle of the image denotes
equivalent artifacts resulting from even-order scatterings. In order to
compare the effect of artifact suppression more intuitively, the pixels
along the yellow dashed lines in Figures 4B–D have been extracted
and depicted in Figure 4E. The average of a certain width of data
along the yellow dotted line is calculated to reduce the misjudgment
from the randomness of a single line. Each data have been
normalized. From Figure 4E, the artifact peak between two
spaced cylinders is clearly suppressed by cross-circular
polarization filtering.

3.3 Discussion

In both simulated and measured experiments, the objects we
used were pure aluminum cylinders with smooth surfaces. Radar
imaging relies on backscattered echo signals. For the side of the
cylinder, only a small area of the surface can reflect a strong echo
signal. The backscatter of other facets is extremely weak and close to
the background echo energy (almost invisible compared to the
strong reflection region). Therefore, in both simulation and
measured experiments, only strong reflection features like long
strips can be obtained when imaging the side of the cylinder. For
the variation of the platform profile in Figures 4B, C, this is caused
by the co-polarization and cross-polarization differences. The
vertical bar of the platform is a complex groove shape, and the
rotating lead screw is installed inside. The scattering phenomenon of
millimeter-wave in it is very complex, and this complex process is
closely related to polarization. Due to the complexity of the
structure, the image characteristics will be different for co-
polarized and cross-polarized imaging.

In our experiments, we installed transmitting and receiving
antennas separately. So, there are some distances between them.
When the transceiver antenna has a certain spacing, it will affect the
position and relative intensity of the equivalent artifact and the
cylinder bright strip. Transceiver antennas that are not at the same
location still satisfy the physical laws of co-polarized and cross-
polarized imaging in Figure 2. Therefore, whether the transmitting
and receiving antennas are at the same location does not
significantly affect the effectiveness of the proposed method.

To quantitatively evaluate the effect of artifact suppression, we
calculated the degree of reduction in the brightness of the artifact
region by counting the data from multiple simulated and measured
experiments. For the multiple simulation data in Figure 3, the
brightness is reduced by about 6.7 dB after artifact suppression
compared to the brightness before suppression. For the measured
imaging data in Figure 4, the brightness is reduced by about 6.1 dB
after artifact suppression compared to the brightness before
suppression. It can be seen that the proposed method can reduce
the artifact brightness by at least 6 dB. This makes the brightness of
artifacts close to that of the background, thus reducing the impact of
artifacts on image quality.

4 Conclusion

In summary, we report a cross-polarization method to
suppress multipath artifacts for human body 97 ~103 GHz
AMMW imaging. Multipath artifacts around legs and arms
have a negative impact on the image quality and the accuracy
of object detection. Two cylinders or elliptical cylinders with
certain spacing are equivalent to the areas around the legs and
arms. The cylindrical structure and the certain spacing lead to the
energies of backscattered waves resulting from more than
second-order scattering being very small. So the cross-circular
polarization transceiver can effectively suppress these artifacts
due to its rotational orthogonality. Imaging experimental results
demonstrate the presented method, which can suppress artifacts
before image reconstruction and reduce the artifact brightness by
at least 6 dB. In the near future, a miniaturized fast AMMW
imaging system with cross-polarization transceivers will be
developed and is expected to be commercially available in
surveillance scenarios.
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Impact of ambiguity resolution on
phase center offsets and hardware
delay estimation for BDS-3
inter-satellite links

Zongnan Li1, Wei Xiao1, Lei Fan2, Zukun Lu1 and Feixue Wang1*
1College of Electronic Science, National University of Defense Technology, Changsha, China, 2Scholol of
Electronic Information Engineering, Beihang University, Beijing, China

The Chinese BeiDou navigation satellite system (BDS) has already completed its
three phases and developed into a global navigation satellite system for open
positioning, navigation, and timing services. The BDS-3 satellites feature the inter-
satellite link (ISL). The ISL observation-related error model and ambiguity
resolution for L-band observation are the crucial factors in precise data
processing. In this study, we present for the first time the impact of ambiguity
resolution on phase center offsets (PCOs) and hardware delay estimation of BDS-3
inter-satellite links. Two weeks’ L-band observations from 99 globally distributed
ground stations and Ka-band ISL observations are collected for experimental
validation and analysis. First, network solutions with and without ISL observations
are conducted to investigate the role of ISL observation in ambiguity resolution.
Afterward, ISL observation-related errors, mainly PCOs and hardware delays, are
estimated by processing L-band with ISL observations with and without ambiguity
resolution to analyze the impact of ambiguity resolution on these two factors.
Finally, orbit accuracy in the network solution is assessed to further validate the
effectiveness of the estimated PCOs and hardware delays in our experiment. The
result indicates that introducing the ISL can slightly improve the fixing rate
compared to only L-band observations from 83.7% to 84.3%. Furthermore,
ambiguity resolution has a positive influence on the stability of estimated PCOs
and hardware delays in turn, although the root mean square (RMS) values basically
remain unchanged. The standard deviation (STD) of the x-offset is reduced from
0.021 m to 0.012 m, a significant improvement of about 43%, and
0.022 m–0.016 m, with an improvement of about 27%, for the y-offset. There
is a slight improvement of about 8% for z-offset. Similarly, around 10%
improvement in the STD for hardware delays can be achieved while the RMS
values almost stay the same except for C40. Orbit determination from network
solutions shows high accuracy compared to the public products for the satellite
with good geometry configuration, which further validates our estimates for ISL
PCOs and hardware delays.
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BDS-3, ambiguity resolution, PCO calibration, hardware delay, inter-satellite links,
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1 Introduction

The Chinese BeiDou navigation satellite system (BDS) has
already completed its three phases and developed into a global
navigation satellite system for open positioning, navigation, and
timing services. The third phase, i.e., BDS-3, constellation consists of
three geostationary Earth orbit (GEO) satellites, three inclined
geosynchronous Earth orbit (IGSO) satellites, and 24 medium
Earth orbit (MEO) satellites. The 24 BDS-3 MEO satellites are of
the Walker 24/3/1 configuration with an altitude of 21528 km and
an orbital inclination of 55°, placed in three orbital planes named A,
B, and C with eight MEO satellites in each plane.

The BDS-3 satellites feature the inter-satellite link. It is a wireless
link for communication and ranges between satellites or any other
spacecraft. According to Wang et al. [1], the Ka-band-phased array
antenna can scan the large space range of up to 70° with the antenna
element and enable dynamic links between satellites. The ISL
measurement is described by a dual one-way ranging model that
follows a time division multiple access (TDMA) scheme. One
satellite is linked with a different satellite according to a pre-
designed timeslot scheduling; thus, the ISLs in the entire satellite
network are set up. The timeslot scheduling defines how one satellite
connects with the other satellite of the constellation through a
polling mechanism. After transforming the dual one-way
observations to the same epoch, clock-free and geometry-free
observables can be obtained by the addition and subtraction of
dual one-way observations, which is of great significance for a
modern global navigation satellite system.

Until now, many studies on ISLs have been carried out, from the
validation of the experimental satellite to those in-orbit operations.
All the existing research can be divided into three categories, namely,
observation quality analysis, autonomous navigation [2, 3], and the
contribution to orbit determination and clock estimation through
the joint use of L-band observations. As aspects of ISL observation
quality, Tang et al. [4] and Zhou et al. [5] analyzed the characteristics
of ISL measurement in detail using the geometry-free observables,
whose noise is confirmed to be less than 10 cm. Xie and Wang [6–8]
showed the visibility between the ISL and antennas of some BDS-3
satellites according to the dynamic satellite network topology. Many
researchers have studied the autonomous navigation only with ISL
observations, which is one of the original intentions of the ISLs.
Initial results of centralized autonomous orbit determination of the
new-generation BDS satellites with ISL measurements were shown
in the study by Tang et al. [4]. Afterward, Guo et al. [9] proposed an
on-board extended Kalman filter (EKF) method and conducted the
orbit determination for BDS-3 satellites with a distributed mode.
Ren et al. [10] compared the ISL orbit determination by batch
processing and the EKF, and the orbit precision in the radial
component for batch processing and the EKF is about 0.1 m and
0.3 m, respectively. In addition, the additional ISL ranging
measurements can also improve the accuracy of orbit
determination compared with only using the observations from
ground stations, especially for GNSS whose ground stations are
limited in regions such as the BDS.Wang et al. [8] and Ren et al. [10]
presented model refinement and comparisons for the contribution
of inter-satellite links to BDS-3 orbit determination. It showed that
about a 40% improvement can be achieved for regional cases and
20% for global cases, after ISL data were used for precise orbit

determination. Yang et al. [11, 12] and Xie et al. [6] analyzed the
orbit and clock of BDS-3 using inter-satellite link observations,
which showed its superiority to that of the L-band. Pan et al. [13]
preliminarily evaluated the performance of ISL time
synchronization by the relative clock offsets between two visible
satellites computed by the BDS-3 ISLs.

Thanks to the detailed validation and analysis performed by
these scholars, ISL data are currently used in daily data processing of
the BDS-3 operational control system. Stable and reliable high-
precision satellite orbit products are the prerequisites for the
positioning services with high performances [14–16]. It should be
noted that similar to L-band pseudo-range and carrier phase
observations, the ISLs are also affected by the phase center offsets
of the Ka-band-phased array antenna and hardware delay. As the a
priori values of PCOs are gross estimates, it is necessary to calibrate
them when the ISLs are combined with the L-band data. Meanwhile,
in L-band satellite–ground precise orbit determination, the
hardware biases are often absorbed in the estimated clock offsets,
while for precise orbit determination, including the ISL clock-free
observables, the hardware delay must be precisely calibrated. In
precise data processing, strategies for dealing with these possible
factors or errors caused by complex external observation
environments will fall into two categories. One is the steady
signal processing method on the front end [17–19], and the
other is optimized observation processing strategies on the back
end. Furthermore, ambiguity resolution for L-band observation
[20–24] is the crucial factor in precise data processing, and
various ambiguity resolution methods have been developed.
However, current studies only involve PCOs or hardware delays
for part of the satellites, and there is no exploration of the impact of
ambiguity resolution on the estimation of two aspects for BDS-3
ISLs in network solutions using Ka-band and L-band observations.
Thus, we present the calibration of PCOs and hardware delays for
ISLs simultaneously and analyze the influence of ambiguity
resolution on these two calibration values.

This paper is organized as follows: In Section 2, the basic models
and methods are introduced. Section 3 describes the collected data
and processing strategies. In Section 4, experiments are conducted.
The performance of estimates of PCOs and hardware delays of ISL
observations are analyzed, and the influence of ambiguity resolution
on the estimates is discussed. Finally, the conclusions and discussion
are provided.

2 Models and methods

This section describes the basic models and methods involved in
our study. Starting from the original observations’ equation of
L-band and Ka-band ISL observables, along with the presented
ambiguity resolution method used in our study, we derive the
mathematical model for estimating ISL’s PCOs and hardware
delays simultaneously.

2.1 Basic observation equation

The L-band, i.e., pseudo-range and carrier phase
observations, and Ka-band ISL observations follow different
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structures. Herein, we express the L-band and Ka-band
observation equations, respectively. Usually, to remove or
weaken the influence of ionosphere delay, ionospheric-free
combinations of the dual-frequency undifferenced code and
carrier phase observations are used in precise orbit
determination and positioning. The ionosphere-free (IF)
combinations can be derived from the raw observations as

Ls
r,IF � ρsr + c δ~tr − δ~t

s( ) + Ts
r + λgIF bgr,IF − bs,IF( ) + λgIFN

s
r,IF + εL,IF

Ps
r,IF � ρsr + c δ~tr − δ~t

s( ) + Ts
r + c dg

r,IF − ds
,IF( ) + εP,IF

⎧⎨⎩ ,

(1)
where r, s, and f are the indices of the receiver, satellite, and
frequency, respectively; Lsr,f and Ps

r,f are the phase and code
observations with a unit of meter; ρsr is the geometrical distance
from the receiver to the satellite; δ~tr and δ~t

s represent the receiver
and satellite clock errors; c is the speed of light in vacuum; Ts

r is the
troposphere delay, which can be corrected by a mathematical model
to zenith troposphere delay (ZTD) of the receiver r; and Isr,f denotes
the ionospheric delay of the signal from the satellite to the receiver.
λgf andN

s
r,f are the frequency-dependent wavelength and ambiguity

of the phase observation, respectively. bgr,f and bsf denote the
hardware delay of phase observations from the receiver and
satellite, respectively. Similarly, dgr,f and dsf denote the ones of
code observation. εL,f and εP,f are the measurement noise of
phase and code observations.

It can be noticed that the hardware delay of code for the
receiver and satellite is linearly dependent on the clock
parameters, and the same is true for the hardware delay of
phase with ambiguity parameters. Hence, in L-band-based
observations, the hardware delay of code and phase for the
receiver and satellite can be absorbed into the corresponding
clock and ambiguity parameters.

The ISL ranging data are dual one-way range measurements
following a time division multiple access structure. The forward and
backward observations are at times whose difference is shorter than
3 s. Hence, it is necessary to transform the dual one-way
measurements at the different times to a common epoch �t; that is,

PAB �t( ) � PAB t1( ) + ΔPAB � ρAB �t,�t( ) + c · dtB �t( ) − dtA �t( )[ ] + c δrecB + δsendA( ) + ε1
PBA �t( ) � PBA t2( ) + ΔPBA � ρAB �t,�t( ) + c · dtA �t( ) − dtB �t( )[ ] + c δrecA + δsendB( ) + ε2

⎧⎨⎩ ,

(2)

where PAB(t1) and PBA(t2) are the forward and backward ISL
observations at the receiver time. PAB(�t) and PBA(�t) denote the
transformed observations at �t. ΔPAB and ΔPBA represent the
correction differences of the satellite distance and clock biases
between the observed epoch and the target epoch �t. ρAB(�t,�t) is
the instantaneous distance between two satellites. c is the velocity of
the light in vacuum. dtA(�t) and dtB(�t) are clock biases of satellite A
and satellite B,respectively, at the same time �t. Analogously, δrecB ,
δsendA , δrecA , and δsendB are the hardware delays. ε1 and ε2 represent the
corresponding measurement delays.

The sum of PAB(�t) and PBA(�t) forms a clock-free observation
and is used for the orbit determination, while the subtraction of
PAB(�t) and PBA(�t) forms a geometry-free observables and is
usually used for the satellite clock bias estimation. Without
derivation, we directly present the common observation
equation of ISL as follows:

PAB �t( ) + PBA �t( )
2

� �RB �t( ) − �RA �t( )∣∣∣∣ ∣∣∣∣ + c · �XA
delay + �XB

delay( ) + ΔρABcor + ΔρBAcor
2

PAB �t( ) − PBA �t( )
2

� c · dtB �t( ) − dtA �t( )[ ] + c · ��XA
delay − c · ��XB

delay +
ΔρABcor − ΔρBAcor

2

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ ,

(3)

where �XA
delay and �XB

delay indicate the satellite-specific hardware
delays; ΔρABcor and ΔρBAcor represent the geometry-related
corrections such as priori PCOs, yaw attitude, relativistic
effects, and noise. �RB and �RA are the vectors of two satellites.
What needs to be emphasized is that here, PCOs are calibrated
after corrections; thus, �RB and �RA contain the satellite positions
and PCOs.

2.2 Virtual observation equation from
ambiguity resolution

Carrier phase observation is widely applied in precise orbit
determination and positioning thanks to the high precision of
measurement at the level of centimeter to millimeter, provided
that cycle slips and ambiguity are well dealt with. As is known,
the ambiguity parameters are easy to lose their integer characteristic
and are, thus, estimated as float because of the linear dependence on
some other parameters, such as hardware delay and initial phase bias
[20–24]. Recovering their integer characteristic can effectively
improve the accuracy of parameter solutions, and many
ambiguity resolution methods and methods have been developed
[25–30]. In our study, the double-differenced ambiguity resolution
methods described by Ge et al. [21] are adopted. It can be
expressed as

Δ∇NIF � f1 · f2

f2
1 − f2

2

Δ∇NWL + f1

f1 + f1
Δ∇ �NNL, P � 108

Δ∇NIF � Ns
r1,IF −Ns

r2,IF −N
sref
r1,IF +N

sref
r2,IF

⎧⎪⎪⎪⎨⎪⎪⎪⎩ , (4)

where Δ∇NWL and Δ∇ �NNL are recovered integer wide-lane and
narrow-lane ambiguities, respectively; Ns

r1,IF, N
s
r2,IF, N

sref
r1,IF, and

N
sref
r2,IF denote the four-involved undifferenced float ambiguity

solutions for receivers r1 and r2 and satellite s and sref. P is the
weight of the virtual observation equation. If the wide-lane and
narrow-lane ambiguities of double-differenced ambiguity are fixed
to integer ones in sequence, then the fixed ambiguity of ionosphere-
free combinations can be derived. It will be regarded as virtual
observation equations processed together with the observation
equations with a strong constraint. In this way, ambiguity
resolution is achieved in network solutions using L-band and Ka-
band data to estimate the PCOs and hardware delays of ISL
observations.

2.3 Mathematical model for estimation

The previous equations, the basic observation equation for
L-band and Ka-band measurements, and the virtual observation
equation from ambiguity resolution are processed together in our
study to calibrate the ISL’s PCOs and hardware delays
simultaneously in network solutions. To be consistent with the
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orbit dynamics, we express the linearized observation equations in
the earth-centered inertial (ECI) frame. By combining the code
phase with ISL observation equations, we can get the mathematical
model for the network solution; that is,

Lsta � G x0s , xr, xerp, x0, t( ) + εsta
Lisl−s � R x0s , x0, xpco, xbias, t( ) + εisl−s

⎧⎨⎩ , (5)

where Lsta and Lisl−s are observations of the stations and inter-
satellite links, respectively. G and R describe the functional model

between the corresponding observations and estimated parameters.
The estimated parameter x0s � (r0s , _r0s , ps) denotes the orbit-related
status parameters, where r0s and _r0s are the initial position vector and
velocity of the BDS satellite, respectively. ps expresses the dynamic-
related parameters. xr is the vector of the site coordinate. xerp
represents the vector of Earth rotation parameters. x0 denotes the
other observation-related parameter, such as the clock of satellites
and receivers, tropospheric delay, and ambiguity of phase. Usually,
PCOs of the L-band have public products, and the bias of L-band
observation can be absorbed into the clock of the satellite and

FIGURE 1
Distribution of 99 stations selected for calibration of PCOs and hardware delays for ISLs.

TABLE 1 Processing strategies, models, and estimated parameters.

Item Contents

Observation Data length 14 days from DOY 289 to DOY 302, 2020

Observables Undifferenced ionosphere-free code and phase combination

ISLs

Cut-off elevation 7°

Processing arc 24 h

Processing interval 30 s

Weighting Elevation-dependent, 1 for E> 30°, otherwise 2 sin (E)

Processing models PCO and PCV of the receiver Igs_14.atx

Tropospheric delay Sasstamoinen model, mapping function GMF [31]

DCB P1-C1.DCB products published by CODE [32]

Dynamic models N-body gravity Sun, Moon and planets, physical attributes, and ephemeris: JPL DE405

Geopotential EGM 2008 model (12 × 12)

Tidal forces Solid tide, ocean tide, pole tide

IERS Conversion 2010 [33]

Solar radiation pressure Priori Box-wing and 7-parameters ECOM-2 [34, 35]

Earth-albedo radiation pressure Model by Rodriguez-Solano et al [36]

Relativistic effects IERS Conversion 2010 [33]
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receiver. However, the ISL’s PCOs and bias should be considered.
Within the estimation, they are taken as constants, xpco for the phase
center offsets and xbias for hardware delay; t expresses the current
epoch; εsta and εisl−s are the observation noise for observations of
stations and inter-satellite links, respectively. After linearization, we
can get the error equation as

vr

visl−s
⎡⎣ ⎤⎦ �

zG

zx0s

zG
zxr

zG
zxerp

zG
zx0

0 0

zR

zx0s
0 0

zR
zx0

zR
zxpco

zR
zxbias

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ·

δx0s

δxr

δxerp

δx0

δxpco

δxbias

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− lsta

lisl−s
⎡⎣ ⎤⎦,

(6)
where vr, visl−s and lr, lisl−s are residual and observation minus
calculation for L-band and ISL observation, respectively; zG

zx ,
zR
zx

represent the linearization coefficients; e.g., zG
zx0s

is the coefficient
between Lsta and the estimated parameter x0s .
δx0s , δxr, δxerp, δx0, δxpco, δxbias, and the estimated variations for
estimated parameters are compared to the initial value in
linearization. Solving the previous equations using the least-squares
method in the batch processing mode, we can get the initial estimates.
Then, ambiguity resolutions start to fix the estimated float ambiguity to
the integer ones and form virtual observations. Finally, virtual
observation equations are added to the previous equations, and the
same process is dealt with again. In this way, the estimated ISL’s PCOs
and hardware delays can be obtained through ambiguity resolution.

3 Data collection and strategy

The BDS-3 satellites have been put into operation for more
than 2 years. As equipment continues to upgrade, more and
more receivers provided by the International GNSS Service
(IGS) can support BDS-3 observations. To validate the
proposed algorithm and get stable results for all BDS-3
satellites, we collect ISL data from all BDS-3 satellites and
select L-band data from 99 globally distributed stations. The
detailed descriptions of BDS-3 ISL can be referred to in existing
articles; here, we will not go into detail. All selected stations have
the capacity to track the B1I and B3I signals of BDS-3 satellites
for network solutions. The distribution of these stations is
shown in Figure 1.

Specifically, 2 week data from DOY 289 to DOY 302, 2020, are
used to generate the network solutions, including orbit-related
parameters, the coordinate of receivers, the clock of satellite and
receiver, zenith tropospheric delays, and ambiguities. Furthermore,
the PCOs and hardware delays of Ka-band ISL observations are
estimated. Table 1 summarizes the detailed models and estimated
parameters.

All parameters are estimated using the batch processing method.
Cycle slips are detected, and gross errors are removed before parameter
estimation. The orbit-related status parameters, receiver coordinates,
and ambiguities are estimated as constant parameters, while the clocks
of the receivers and satellites and the zenith tropospheric wet delay are
estimated as random parameters. Ambiguities estimated as float and
integer ones are done, respectively.

4 Experiments and analysis

We first investigate the effectiveness of ambiguity resolution in
network solutions with and without ISLs in terms of fixing rates.
Then, the performance of estimated ISL’s PCOs and hardware delays
and the impact of ambiguity resolution on them are analyzed in
detail. Finally, the orbit accuracy of satellites produced in the
network solution is evaluated.

FIGURE 2
Daily fixing rate of ambiguity resolution with ISL observation (blue line) and without ISL observations (red line) during DOY 289-302, 2020.

TABLE 2 Statistical fixing rate with and without ISL observations.

Without ISL (%) With ISL (%)

Max 85.00 85.40

Min 81.60 82.60

Average 83.76 84.30
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4.1 Fixing rate

As is known, ambiguity resolution can improve the accuracy of
orbit determination and positioning for L-band observations.
Furthermore, in this section, the contribution of introducing ISL
observations processed together with L-band observations to
ambiguity resolution is explored for the first time.

Two experimental schemes are designed, namely, L-band
ambiguity resolution and L-band + Ka-band ambiguity
resolution. Fixing rate is chosen as the indicator, which is the
proportion of fixed double-differenced ambiguity to all double-
differenced ambiguity. The statistical results are shown in
Figure 2; Table.2.

We can see that, under the condition of a cautious empirical
threshold for wide-lane deviation, narrow-lane deviation, and
ratio as 0.25 cm, 0.2 cm, and 3, the statistical daily fixing rate
keeps stable among different days at the level of about 83.5%.

What is more notable is that there is a slight improvement in the
fixing rate when ISL observations are introduced. The fixing rate
increases up to about 84.5%. That is, ISL observations perform a
positive influence on the ambiguity resolution for L-band
observation in the network solutions. It can make
contributions to the fixing rate with a proportion of about 1%.
This may be due to the accuracy improvement of estimated
parameters thanks to the stronger geometry characteristic.
Therefore, this, in turn, inspires us to further investigate the
impact of ambiguity resolution on the estimation of ISL-related
errors, such as PCOs and hardware delays.

4.2 ISL PCOs

Usually, the GNSS orbit is computed with respect to the mass
center of the satellite. However, the observation refers to the

FIGURE 3
Daily estimated ISL PCOs in the x-component, y-component, and z-component with and without ambiguity resolution, respectively, for C46 and
C19 during 14 days.
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antenna’s phase center. The offset between these two centers must be
known. In fact, the offset is difficult to measure since the phase
center is not a mechanical point but an electronic one. So, the
calibration before injection will strictly not be an exact value, and
calibration after in-orbit is necessary.

In our study, the ISL PCOs are regarded as constant over a 24 h
arc. Through processing L-band and ISL observations together in
network solutions, we obtain ISL PCOs for all BDS-3 satellites.
Taking C46 as an example, the daily estimated values in the
x-component, y-component, and z-component are presented in
Figure 3 as follows.

As can be seen from the abovementioned figure, there
is very good consistency in each component between

different days. Considering the stability of daily estimates,
we calculate the RMS and STD values of all results over
14 days for each satellite. The details are shown in Figures
4, 5, respectively.

As shown in Figure 4, the RMS of estimated ISL PCOs presents a
slight difference in all three components between results with and
without ambiguity resolution for almost satellites. The z-offsets
show the best consistency for all satellites; x-offsets are the
second, while a slight difference can be found in the y-offsets for
some satellites. In addition, it is obvious that ISL PCOs of some
satellites almost stay at the same level. By collecting the information
on satellite and inter-satellite link payload manufacturers, shown in
Table 3, we find the correlation. ISL PCOs of the satellites from the

FIGURE 4
Statistical RMS values of PCOs in the x-component (upper panel), y-component (middle panel), and z-component (bottom panel) with ambiguity
resolution (the red line) and without ambiguity resolution (the blue line), respectively, for all BDS-3 satellites during 14 days.
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FIGURE 5
Statistical STD values of calibrated PCOs in the x-component (the upper panel), y-component (the middle panel), and z-component (the bottom
panel) for all BDS-3 satellites without ambiguity resolution (the blue bars) and with ambiguity resolution (the red bars) during 14 days.

TABLE 3 Information about the manufacturer of satellite and inter-satellite link payload.

Satellite Inter-satellite link payload PRN

CAST CASC1 C19–C22, C24, C33, C37–C42, C46–C61

CASC2 C23, C32, C36, C45

SCEM SCEM1 C27, C29, C39, C34, C35, C43, C44

SCEM2 C25, C26

SCEM3 C28
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same manufacturer perform similar characteristics, except for the
three IGSO satellites, i.e., C38–C40.

Then, we calculate the standard deviation for all satellites using
daily estimations. The results are as follows in Figure 5.

From Figure 5, we can see that the STD of the estimated ISL
PCOs with ambiguity resolution decreases obviously overall
compared to the ones without ambiguity resolution. In other
words, the stability of estimated ISL PCOs improves. To be more
specific, different satellites show various improvements, and
different components perform differently. Despite the ambiguity
resolution, the z-offset stays almost the same for most satellites. Only
a slight improvement can be found for C19, C24, C25, C29, C34,
C35, and C39. Moreover, it is noteworthy that the STD of PCOs in
z-offset estimation keeps around 0.02 m for almost all satellites
except for three satellites in the IGSO, i.e., C38, C39, and C40, whose
STD values reach up to around 0.08 m. For the x-offset and y-offset,
obvious improvements can be seen for most satellites. We discover
that the largest improvement occurs on C19, C20, C21, C22, and
C33. After ambiguity resolution, the STD of PCOs estimation is
about 0.012 m and 0.016 m for the x-offset and y-offset, respectively.
The statistical average value and maximum and minimum STD
values are shown in Table 4.

Based on the previous results, we can draw a preliminary
conclusion that ambiguity resolution plays a positive role in the
stability of the ISL PCO estimation. There is an obvious
improvement for STD values by 43%, 27%, and 8% for the
x-offset, y-offset and z-offset, respectively.

4.3 ISL hardware delay

Hardware delays always exist in navigation measurements. The
most recognized hardware delay is the L-band pseudo-range bias
associated with both the GNSS satellite and receiver. This hardware
delay is often determined as the differential code bias (DCB), which is
the differential hardware delay between two or more frequencies [30].
The DCB parameters are typically incorporated into the definition of
the clock for the dual- or triple-frequency L-band code measurement.
ISLmeasurement also suffers from the hardware delay. However, unlike
the DCBs of the pseudo-range measurement, which are estimated in a
relative sense, the ISL hardware delay is the absolute delay between the
ISL measurement and the geometric distance.

We estimate the ISL hardware delay together with the previous
ISL PCOs in the network solution. All strategies are the same as the
ISL PCO calibration. Like the evaluation of PCOs, the RMS and STD
of the estimated hardware delay with and without ambiguity
resolution are also counted and analyzed. Figure 6 shows the

absolute value of the hardware delay and its time series for C19,
C37, and C46. It can be seen that the estimated hardware delays are
stable for 2 weeks, and ambiguity resolution plays a positive role in
the stability.

Considering the various ISL hardware delay magnitudes of
different satellites, the difference in the RMS between the results
with and without ambiguity resolution is shown. The details are
presented in Figure 7.

In Figure 7, the blue and red bars denote the STD of the
estimated ISL hardware delay with and without ambiguity
resolution, respectively. The green line is the differenced RMS
value between the estimated hardware delay with and without
ambiguity resolution. We can see that the STD decreases for all
satellites except for C38, C40, and C43. The stability of the estimated
hardware delay improves by about 10% after ambiguity resolution.
In addition to the three IGSO satellites, the STD of the estimated ISL
hardware delay is better than 0.05 ns after ambiguity resolution. The
RMS of the estimated hardware delay with and without ambiguity
resolution performs well in terms of consistency, except for C40,
whose difference can reach up to about 0.1 ns. The cause of its
formation needs further research.

4.4 Orbit validation

In this section, we assess the quality of orbit determined
together with the ISL PCOs and hardware delay estimation
from the network solutions. Only satellites in the medium Earth
orbit (MEO) for BDS-3 are validated. Considering the public orbit
products from IGS are results with ambiguity resolution, we
compare our orbit products with ambiguity resolution to the
current final orbit products from Wuhan University. The daily
difference between two orbit products is counted, and RMS values
are obtained. Then, the final RMS values for eachMEO satellite can
be obtained by averaging the daily RMS values over 14 days of our
experiment. The RMS results in along-track, cross-track, radial,
and 3D are shown in Figure 8.

We can see that the satellites from C19 to C37 have better
accuracy than the satellites from C41 to C46. The RMS values of the
former group are about 5.5 cm, 4.0 cm, 3.5 cm, and 8.0 cm in along,
cross, radial, and 3D components, respectively. This indicates that
accurate orbits are obtained. Obviously there is an increase in the
RMS values of satellites from C41 to C46. It almost reaches up to
16.0 cm, 10 cm, 7 cm, and 21 cm in along, cross, radial, and 3D
components, respectively. This means that the orbit accuracy of this
group of satellites decreases. The detailed statistical RMS values can
be seen in Table. 5.

TABLE 4 Statistical STD values for the estimated ISL’s PCOs.

Indictor x-offset (m) y-offset (m) z-offset (m)

Float Fix Float Fix Float Fix

Average 0.021 0.012 0.022 0.016 0.035 0.032

Max 0.036 (C33) 0.029 (C38) 0.043 (C39) 0.038 (C39) 0.113 (C39) 0.101 (C39)

Min 0.010 (C46) 0.006 (C35) 0.009 (C35) 0.005 (C30) 0.016 (C26) 0.013 (C44)

Frontiers in Physics frontiersin.org09

Li et al. 10.3389/fphy.2023.1154159

57

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1154159


We conjecture that the different performance of orbit accuracy
results from two factors. One is that the product of WHU has not
used the ISL observation, but this may not be the major factor
because the satellites C19–C37 show good consistency. Another is

the number of tracking stations for each satellite. To better
understand this phenomenon, the number of stations with
tracking ability for every satellite is counted and presented in
Figure 9.

FIGURE 6
Estimated hardware delay in time series during 2 weeks for satellites C19, C37, and C46 as examples.
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FIGURE 7
Statistical RMS (the upper panel) and STD values (the bottom panel) of ISL hardware delay without ambiguity resolution for all BDS-3 satellites. In (A),
the green curve denotes the RMS without ambiguity resolution minus the one with ambiguity resolution; in (B), the blue bars represent the STD without
ambiguity while red bars for the one with ambiguity resolution.

FIGURE 8
Average RMS of each BDS-3 MEO satellite orbit in along-track (the black bars), cross-track (the red bars), radial (the blue bars), and 3D (the green
bars) compared to the wum products.
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According to the previously shown Figure and statistical results,
there is an obvious difference in the visible station numbers between
the C19–C37 and C41–C46. The average number of the former
group is about 25, while it is around 6 for the latter group. In
experience, the more the tracking stations and periods are, the better
geometrical configuration can be obtained, which contributes to the
accuracy of orbit determination. Thus, it is understandable that
there is different orbit accuracy for these two groups of satellites.
Overall, orbit products produced with the ISL PCOs and hardware
delay estimation from network solutions shows good consistency
compared with the public final orbit product for the satellites with
good configuration. It further validates the effectiveness of the
estimated ISL PCOs and hardware delays with ambiguity resolution.

5 Conclusion and discussion

A rapid and successful buildup of the BDS-3 constellation and
the realization of ISL technology provide an opportunity for the
analysis of orbit and clock, geodesy parameters, and so on. PCOs
and hardware delays are two essential factors when using ISL
observations. In addition, ambiguity resolution is an essential
method for precise data processing. The interrelation of
ambiguity resolution and estimation of ISL-related errors has not
been explored so far. This contribution focuses on the impact of
ambiguity resolution on PCOs and hardware delay estimation of
BDS-3 inter-satellite links for the first time.

Also, two weeks of L-band observations from 99 globally
distributed ground stations and ISL observations are collected for
experimental validation and analysis. First, the effect of introducing
ISL observations on ambiguity resolution is investigated. Then, the
ISL PCOs and hardware delays estimated using the proposed
algorithm with and without ambiguity resolution are obtained
and analyzed, respectively. Finally, the estimated orbits in
network solutions are assessed to validate the ISL’s PCOs and
hardware delay estimation. Based on the experimental results, the
following conclusions can be summarized:

Introducing ISL observations plays a positive role in ambiguity
resolution. The ambiguity fixing rate increases from about 83.5% to
84.5% after introducing ISL observations into L-band observations.
Analysis of estimated daily ISL PCOs and hardware delay values
shows that there is good consistency for 14 days. Furthermore, the
stability of the estimated values improves overall after ambiguity
resolution. There is an obvious improvement with proportions of
43%, 27%, and 8% for x-offset, y-offset, and z-offset, respectively. To
be specific, different satellites and different components show
various improvements. For PCOs, the x-offset and y-offset
benefit more from the ambiguity resolution compared to the
z-offset for most of the satellites. The average standard deviations
of PCO values with ambiguity resolution are 0.012 m, 0.016 m, and
0.032 cm for x-offset, y-offset, and z-offset, respectively. For
hardware delays, compared to the ones without ambiguity
resolution, STD decreases for all satellites except for C38, C40,
and C43. The stability of the estimated hardware delay improves by

TABLE 5 Statistical RMS values of the BDS-3 MEO satellite orbit.

Along (cm) Cross (cm) Radial (cm) 3D (cm)

RMS average for C19-C37 5.50 4.38 3.70 8.16

RMS average for C41-C46 16.1 9.6 6.7 20.6

RMS average for all MEOs 8.14 5.69 4.46 11.28

FIGURE 9
Number of average visible stations for every satellite.
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about 10% after ambiguity resolution. In addition to the three IGSO
satellites, the STD of the estimated ISL hardware delay is better than
0.05 ns The RMS with and without ambiguity resolution performs
well in terms of consistency, except for C40. Once the ISL PCOs and
hardware delays are well-calibrated with ambiguity resolution, the
orbit accuracy is assessed compared to the WUM final products to
further validate the estimated ISL PCOs and hardware delays. The
daily stability helps ensure stable and accurate orbit products.

The ISL provides a promising way for GNSS orbit determination
and clock estimation.The ambiguity resolutionwhenprocessingL-band
and ISL observations in network solutions can have a positive influence
on each other. The mechanism needs further investigation.
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Wideband electromagnetic
interference filtering power
divider with a wide stopband using
the genetic algorithm
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This paper proposes a new design of an electromagnetic interference wideband
filtering power divider (FPD) with a wide stopband based on the genetic algorithm
(GA). A set of data structures is constructed by describing the corresponding
connection method between the basic units and their electrical parameters in the
three-port design. Then, the GA is used to find the appropriate design topology
and electrical parameters, including isolation resistances, to meet FPD
specifications by optimizing the data structures. For validation, one prototype
is implemented. The results indicate that the newwideband FPD exhibits compact
size, sharp roll-off, and good in-band isolations.

KEYWORDS

filtering power divider (FPD), wideband, genetic algorithm (GA), wide stopband, isolation
network

1 Introduction

In recent years, with the rapid development of RF systems, there is an increasing demand for
compact and high-performance RF equipment. The design of a highly integratedmultifunctional
microwave circuit can meet these needs well. Among them, a filtering power divider (FPD) with
high performance, especially high isolation, becomes a research hotspot. For wideband (WB)
application in wireless communication systems,WB-FPDs are desired and have been explored in
[1–9]. Awideband FPD is introduced in [1], which sacrifices passband insertion loss. Awideband
FPDwith a wide stopband implemented by using open-stub loaded coupled lines [2, 3] presents a
novel microstrip dual-mode FPD with a wide upper stopband. In [4–9], several FPDs are
introduced, showing good performance in both the passband and stopband. However, the design
of FPDs with merits of good insertion loss and high isolation still remains a great challenge.

On the other hand, in order to improve the design efficiency and performance of
microwave circuits, multiple intelligent algorithms have been applied to the design [10–13].
[10] presented a computer-aided design procedure of the simulated annealing algorithm to
optimize dual-wideband microstrip line filters. [11] proposed a novel method to model the
microwave circuit by combining traditional full-wave electromagnetic simulation with the
annealing algorithm for the first time. In [10], a compact dual-band bandpass filter was
designed using the genetic algorithm (GA). Nevertheless, up to now, there are few algorithms
used to design FPDs, not to mention wideband FPDs.

In this paper, a high-performance wideband FPD is designed using the GA. Taking
advantage of the capability of avoiding the local optimal situation from the adaptive GA,
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suitable circuit topology, including the isolation network and
corresponding electrical parameters, is determined to achieve the
desired performance. To verify this design concept, a wideband FPD
working at 1.3 GHz with a fractional bandwidth of 69.2% and out-
of-band suppression greater than 4.5 times the center frequency is
simulated, fabricated, and tested.

2 Design of the out-of-phase
wideband FPD

Since a three-port FPD can be considered a symmetrical
structure, the even- and odd-mode analysis method can be

applied. The equivalent odd- and even-mode circuits of the FPD
can be obtained by setting the symmetrical plane open- and short-
circuited ends, and the theoretical three-port scattering parameters
can be easily obtained as follows:

S11 f( ) � Se11 f( ) S21 f( ) � S31 f( ) � Se12 f( )�
2

√ ,

S23 f( ) � Se22 f( ) − So22 f( )( )
2

S22 f( ) � S33 f( ) � Se22 f( ) + So22 f( )( )
2

,

(1)
where S11

e and S11
o denote reflection coefficients of the even- and

odd-mode equivalent circuit models, respectively, while Se
21

FIGURE 1
Representation scheme in the proposed algorithm. (A) Typical microstrip circuit working at 3.5 GHz. (B)Decomposition of the circuit in (A) into basic
circuit elements. (C) Chromosome of the circuit in (A), a set of structures.

TABLE 1 Electrical parameters of the basic elements.

Type Name Network topology Electrical parameters

0 TL Z01 and θ01

1 Short Z01 and θ01

2 SIR_Short Z01, Z02, θ01, and θ02

3 SIR_Open Z01, Z02, θ01, and θ02

4 CL_Short-ended Zoe, Zoo, and θ01
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represents the transmission coefficients of the even-mode equivalent
circuit model.

Traditionally, as shown in Figure 1A, any two-port microstrip
circuit can be divided into basic circuit elements, as shown in
Figure 1B. The circuit can be seen as a data structure, as shown in
Figure 1C, composed of three sections. The first section is coded
in integer which is determined by the topology of a basic element.
The second section is coded in integer, which indicates the
method of connection to the former elements. The third
section coded in floating number and represents the
corresponding electrical parameters. The details of the basic
circuit elements are shown in Table 1. During the GA, a
structure is chosen as a gene and a set of structures is set as a
chromosome [14–16]. Therefore, it is obvious that the two-port
even-mode equivalent circuit model of a microstrip FPD can be
indicated by a chromosome.

In this work, a wideband FPD is designed to improve the
operation wideband performance and design efficiency by
adopting the adaptive GA [17]. Different from the traditional
GA, the adaptive GA changes the crossover and mutation
probability with the fitness value automatically, which greatly
increases the convergence accuracy and accelerates the

convergence process of the GA. The optimization process is as
follows: first, in the adaptive GA, the convergence time is
influenced by the initial population significantly. Therefore,
the corresponding electric length and characteristic impedance
of each chromosome is randomly initialized between π/6–5π/
6 and 20–150 Ω for practical implementation. Next, in order to
effectively appraise the frequency response of chromosome [8],
the transmission-line models are utilized to calculate the
scattering parameter (S21e). Finally, the ABCD matrix chain of
the chromosome is converted into a scattering matrix. The
conversion process is shown in the following formula.

S11e � AZ02 + B − CZ01
*Z02 −DZ01

*

AZ02 + B + CZ01Z02 +DZ01
,

S21e � 2
����
R1R2

√
AZ02 + B + CZ01Z02 +DZ01

,

(2)

where Z01 and Z02 are the source and load impedances of the system,
respectively, and R01 and R02 are the real parts of Z01 and Z02,
respectively.

Then, the fitness value is designed as follows:

F � ∑N
i

wi · fi, (3)

where N represents the number of sampling points, wi is the
weighting value at the ith sampling parameter, and fi is the
square deviation between the calculated scattering parameter
(S21e) and the desired value at the ith sampling point.

Based on the ideal frequency response, the optimal solution is
obtained by optimizing the topological structure and the
corresponding electrical parameters. Here, in order to validate
the proposed algorithm, a wideband FPD is designed and
implemented. The specifications of the FPD are as follows:

Return losses within 0.5–2.0 GHz >20 dB.
Rejections within 2.0–6.0 GHz >20 dB.
Figure 2 shows the desired scattering parameters of the wideband

FPD. The whole flowchart of the even-mode circuit optimization
procedure for the desired power division filtering response is defined
in the left part of Figure 4. In this design, the optimal chromosome after
45 generations is composed of four transmission lines, two short-ended
stubs, and two coupled lines, which is used for the dual-port even-mode

FIGURE 2
Desired function of the genetic algorithm.

TABLE 2 Electrical and physical parameters of the initial FPD.

No Type Characteristic impedance and electrical length at f0 = 3.5 GHz

Z01 Z02 θ01 θ02

1 0 77 — 110.4 —

2 4 108.4 63.8 69.6 —

3 1 66.5 — 34.4 —

4 0 110.2 — 81.7 —

5 4 52.1 35.9 84.8 —

6 0 45.9 — 50.9 —

7 1 34.5 — 105.7 —

8 0 34.7 — 92.9 —
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equivalent circuit model of the desired FPD. The final electrical
parameters are shown in Table 2.

The next step is to obtain the isolation network
configuration with high isolation performance. First, the
positions of the isolation resistors need to be determined. In
our design, when a short-ended stub or short-ended coupled
line is introduced in each branch, a resistor will be placed
between the connection points. Additionally, to simplify the
configuration, a resistor is necessary when the next unit is a
transmission line (TL) unit only. Therefore, three resistors are
introduced, as shown in Figure 3C. On the other hand, to make
the resistors achieve the satisfactory isolation performance, the
resistances need to be set properly. These resistors are utilized in

the GA as extended unknown design parameters of the genes,
together with the known electrical parameters from the
aforementioned determined even-mode equivalent circuit.
The initial values of these resistors are set between 100 and
1,000 Ω. S23 is made to approach 0 to find the optimal
resistances. More specifically, based on Eq. 1, it can be
concluded that once the even-mode equivalent circuit is
obtained, S23 is only affected by the odd-mode equivalent
circuit. As a result, to obtain S23, the following equation
should be optimized to approach 0:

−20log10 S22o| | � RLS22o , (4)
where RLS22

o
is the return loss of S. The right part of Figure 4

shows the whole process of the optimization procedure to achieve
optimal isolation. After applying the optimization process, the
optimal values of the resistors are successfully found as follows:
R1 = 98Ω, R2 = 591 Ω, and R3 = 105 Ω.

3 Transmission zero analysis

Based on the aforementioned design process, the final
circuit structure is determined, as shown in Figure 3A.
Figure 5 shows the theoretical filtering performance of the
proposed WB-FPD circuit. It can be found that the design
exhibits wideband and good spurious suppression, which
meets the requirement well.

In order to illustrate its high filtering performance better, the
transmission zeros (TZs) will further be analyzed. Figure 3B shows
the even-mode equivalent circuit, which can be utilized to obtain the
filtering function. Herein, Zine is the input impedance, and it can be
derived as follows:

FIGURE 3
(A) Equivalent circuit of the proposed WB-FPD, (B) even mode, and (C) odd mode.

FIGURE 4
Flowchart of the proposed algorithm.
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Zine � Z4
ZEe + jZ4 tan θ4
Z4 + jZEe tan θ4

[ ], (5)

where

ZEe � ZDe · Zd

ZDe + Zd
, (5a)

ZDe � Z3
ZCe + jZ3 tan θ3
Z3 + jZCe tan θ3

[ ], (5b)

Zc � j Z9 − Z10( )2 − Z9 + Z10( )2 cos θ27
Z9 + Z10( ) sin 2θ7 , (5c)

ZBe � Z2
ZAe + jZ2 tan θ2
Z2 + jZAe tan θ2

[ ], (5d)

Za � j Z6 − Z7( )2 − Z6 + Z7( )2 cos θ25
Z6 + Z7( ) sin 2θ5 , (5e)

Zae � Z1
2Z0 + jZ1 tan θ1
Z1 + j2Z0 tan θ1

[ ]. (5f )

Therefore, the reflection coefficient at output port 2 (or port 3)
can be derived as follows:

Γeven � Zine − Z0

Zine + Z0
. (6)

Next, S21 can be determined as follows:

S21| | � S31| | �
���������
1 − S11| |( )2

2

√
�

�����������
1 − Γeven| |( )2

2
.

√
(7)

By setting |S21| = 0, six TZs are deduced as (9), which are
generated by the short-ended stub and couple lines.

FIGURE 5
Theoretical filtering performance of the WB-FPD circuit.

TABLE 3 Comparisons with other previous works.

Reference f0 (GHz) Insertion 3-dB FBWs(%) Stopband In-band isolation (dB) Area (λg2)

Loss (dB) Rejection

[1] 0.9 1.7 2.4 >20 dB up to 20 GHz >23 0.02

[2] 2.3 1.2 17.7 >28 dB up to 20 GHz >17 0.38

[3] 1.4 1.3 13.3 >22 dB up to 7.4 GHz >22 NA

[4] 1.3 0.97 15 >30 dB up to 8.5 GHz >16 0.02

[5] 1.2 1.4 3.5 NA >30 0.03

This work 1.3 1.3 69.2 >20 dB up to 6 GHz >23/24 0.07

FIGURE 6
Measured and simulated results of the WB-FPD. (A) Magnitudes of S11, S21, and S31. (B) Magnitudes of S23, S22, and S33.
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θTZ1 � π

θ8
f0 θTZ6 � π

θ6
f0,

θTZ2 � arccos
Z4 − Z5

Z4 + Z5
θTZ4 � π + θTZ2,

θTZ3 � arccos
Z9 − Z10

Z9 + Z10
θTZ5 � π + θTZ3.

(8)

4 Implementation and results

According to the aforementioned analysis, a WB-FPD
prototype with f0 = 1.3 GHz is designed and manufactured.
The proposed circuit is designed on a Rogers RO4003C
substrate with a relative dielectric constant of 3.55, a loss
tangent of 0.0027, and a thickness of h = 0.508 mm The
corresponding parameters shown in Figure 3A are determined
as follows (units: mm): L1 = 17.7, L2 = 12.53, L3 = 7.17, L4 = 12.79,
L5 = 10.64, L6 = 35.07, L7 = 12.54, L8 = 15.72, W1 = 0.52, W2 =
0.21,W3 = 1.29,W4 = 2.18,W5 = 0.38,W6 = 0.68,W7 = 1.34,W8 =
0.76, S1 = 0.23, S2 = 0.11, and R1 = 100 Ω, R2 = 600 Ω, and R3 =
100 Ω. A photograph of the fabricated WB-FPD is shown in the
inset of Figure 6A. The S-parameters are performed using the
Agilent 5244 A network analyzer. As shown in Figures 6A,B, the
measured center frequency is 1.3 GHz, and the corresponding 3-
dB fractional bandwidth is 69.2%. The insertion loss in the
passbands is 1.3 dB, while the return losses of the input and
output are better than 20.3 and 22.4 dB, respectively. Six TZs can
be found as expected, which help achieve good out-of-band
suppression. In addition, the measured isolation is 19.8 dB
within passbands.

Table 3 shows a detailed comparison between the proposed
design and other reported works. It can be concluded that this
design can not only achieve wider working bandwidths and
sharper frequency selectivity but also higher in-band isolation.
It is also worth mentioning that it realizes a wideband FPD with a
wide stopband design using the optimization algorithm for the
first time.

5 Conclusion

In this paper, a new design of a wideband FPDwith a wide stopband
based on the GA is proposed. The analysis and design procedure have
been illustrated. A prototype WB-FPD has demonstrated the design
concept. With decent performance and high design efficiency, the
proposal is attractive for wireless communication systems.
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A geostationary orbit microwave
multi-channel radiometer

Weilai Zhou, Rongchuan Lv*, Hao Li, Yinan Li, Haofeng Dou,
Zheng He, Shangyu Shen, Wenyu Gao, He Ren, Long Zhang and
Liang Jin

China Academy of Space Technology, Xi’an, China

The geostationary orbit microwave multi-channel radiometer has the advantages
of high real-time performance and large coverage, which plays an important role
in typhoon, strong precipitation detection, and medium-to-short-term
meteorological/oceanic forecasting. However, due to the difficulty in
engineering development of the payload, its application on-orbit has not yet
been achieved at present. To satisfy the requirements of fine and quantitative
application of satellite observation data, a geostationary orbit microwave multi-
channel radiometer with a 10-m-caliber is developed, in which the spatial
resolution at horizontal polarization is better than 24 km at 54 GHz. In
geostationary orbit microwave multi-channel radiometer, a quasi-optical feed
network covering nearly 28 frequency octave bands and ranging from 23.8 to
664 GHz is proposed to solve the technical problem of multi-frequency sharing in
the system. Meanwhile, a high-precision reflector preparationmethod and a high-
precision unfolding scheme are proposed, which are considered as a solution for
the large-diameter reflector with a high maintaining surface accuracy. A high-
precision antenna prototype with 0.54-m is developed, and the tests are
performed to verify the key technologies, such as the preparation of high-
precision grating reflectors at the micron level, high surface accuracy
detection, and sub-millimeter wave antenna electrical performance testing.
The results indicate that measured main beam efficiency of the 664 GHz
antenna is better than 95.5%. In addition, the system sensitivity is greater than
1.5 K, and the calibration accuracy is better than 1.8 K, according to the results of
an analysis of the multi-channel radiometer’s essential parameters and calibration
errors.
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1 Introduction

Objects with temperatures higher than absolute zero (0K) emit non-coherent
electromagnetic radiation, which is also known as thermal radiation [1, 2]. Microwave
radiometers are mainly used to measure the thermal radiation of objects [3]. They do not
emit signals themselves, nor do they rely on signals from other sources, and they have the
characteristics of all-weather, all-time operation. They can provide information that cannot
be obtained by infrared, visible light, or other means, and have a wide range of applications in
fields such as atmospheric and oceanic remote sensing, disaster monitoring, and deep space
exploration [4]. Currently, all microwave radiometers in orbit are limited to being mounted
on low Earth orbit satellites that operate in a Sun-synchronous orbit. The repetition period of
observations of the same area on Earth is long, and the temporal resolution of observations is
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far from sufficient for rapid and real-time monitoring. In contrast,
the observation time and frequency of a geostationary microwave
radiometer are entirely determined by the satellite platform and the
observation instrument itself. It can greatly improve the temporal
resolution of observations of the same area, observe the dynamic
processes of the entire meteorological and oceanic environment
changes, and continuously observe specific areas, meteorological
and oceanic conditions, and natural disasters in real-time according
to application needs. It has significant advantages in real-time high-
resolution reconnaissance and monitoring, medium-to-short-term
meteorological/oceanic forecasting and monitoring, and monitoring
of major natural disasters.

The technology of microwave multi-channel radiometer in
geostationary orbit is one of the most cutting-edge, urgent, and
challenging projects in the field of Earth observation internationally,
and the United States, Europe, and China are all committed to
developing this technology. The aperture schemes are represented
by the Geostationary Microwave Observatory (GEM) in the
United States and the Geostationary Observatory for Microwave
Atmospheric Sounding (GOMAS) [5–7] in Europe. GEM uses a 2-m
Cassegrain antenna with a surface accuracy better than 10 μm and a
two-stage scanning system. GEM measures temperature and
humidity distribution from the Earth’s surface to the stratosphere
using 19 submillimeter-wave and 25 mm-wave narrowband
frequencies at the oxygen absorption peaks of 50–57 GHz, 118,
and 424 GHz and the water vapor absorption peaks of 183, 340, and
380 GHz [8, 9]. GOMAS uses millimeter-wave and submillimeter-
wave for atmospheric detection, returning an atmospheric image
every 15 min. Its payload design uses a 3-m aperture Cassegrain
antenna and chooses 54, 118, 183, 380, and 425 GHz as pre-selected
frequencies for geostationary microwave detection [10]. Another
technology system is the interferometric synthetic aperture
technique [11–15], represented by the Geostationary Synthetic
Thinned Aperture Radiometer (Geo-STAR) in the United States
[16, 17] and the Geostationary Atmospheric Sounder (GAS) [18, 19]
in Europe. Geo-STAR is designed to detect two frequency bands,
50–56 GHz and 183 GHz, each requiring more than 300 antenna
units. In the 50–56 GHz band, it can achieve a spatial resolution
better than 50 km and a vertical resolution of 2–4 km in a 30-min
scanning cycle for atmospheric temperature profile detection. The
GAS project is sponsored by the European Space Agency and
completed the development of the ground prototype at the end
of 2007. To reduce the number of antenna array units and receivers,
the GAS project uses a spinning Y-shaped antenna array for imaging
at frequencies of 54–380 GHz, requiring about 100 antenna units for
each detection frequency band. The system’s horizontal spatial
resolution can reach 30 km.

Since the “Eleventh Five-Year Plan” period, China has been
working on the development of the next-generation geostationary
meteorological satellite, “Fengyun-4,” and plans to achieve
microwave payload application [20]. In 2009, the National Space
Science Center of the Chinese Academy of Sciences conducted
relevant research on the Earth synchronous orbit millimeter-wave
interferometric atmospheric detection instrument, proposing the
concept of GIMS (Geostationary Interferometric Microwave
Sounder) [21, 22]. The working system of the comprehensive
aperture annular antenna array self-selection and key area
imaging was first realized internationally, and a ground prototype

with a working frequency band of 50–56 GHz was developed,
achieving a horizontal resolution of 50 km@54 GHz. With the
continuous development of weather and climatology, satellite
data has entered the stage of refined quantitative application. The
requirements for the spatial and temporal resolution, atmospheric
vertical structure resolution, and measurement accuracy of satellite
detection products in numerical forecasting are constantly
increasing. The horizontal resolution of the geostationary orbit
microwave radiometer is required to reach 25 km@54 GHz.

According to application requirements, a system scheme of the
geostationary orbit microwave multi-channel radiometer is
proposed, and key technologies such as multi-frequency sharing
large aperture deployable antennas are studied. Several key
technologies are validated through the preparation and testing of
small aperture high-precision antennas. Finally, the key
specifications and calibration errors of the radiometer system are
analyzed.

2 Geostationary orbit microwavemulti-
channel radiometer system design

2.1 Detection frequency bands and
subdivision channel selection

Atmospheric temperature is mainly detected by measuring the
microwave radiation of oxygen absorption lines in the atmosphere,
while atmospheric humidity is mainly detected by measuring the
microwave radiation of water vapor absorption lines in the
atmosphere. Figure 1 shows atmospheric absorption lines of
different frequency.

The Earth’s atmospheric radiation spectrum has the following
characteristic frequencies: 50–60, 118, and 425 GHz. These
frequencies are the oxygen absorption bands, which can be used to
detect atmospheric temperature profiles. Frequencies such as 23.8, 183,
and 380 GHz are the water vapor absorption centers, which can be used
to detect water vapor profiles, snowfall, etc. Frequencies such as 31.4, 89,
166, and 340 GHz are the window or quasi-window frequency bands.
Frequencies such as 243, 325, 448, 664, and 874 GHz are the atmospheric
high-altitude ice cloud detection windows, which can be used to detect
ice crystal particles and ice water path parameters of ice clouds [23]. The
specific working frequency band selection of the geostationary multi-
channel microwave radiometer can be found in Table 1.

With the development of microwave technology and the
improvement of component, especially the speed of digital signal
processing chips, high-frequency spectral resolution technology in the
millimeter wave band (fine spectral segment or multi-channel) has
become possible. Traditional microwave radiometers generally have
only a few to a dozen channels, and they gradually fail to meet the
increasing demand for high atmospheric detection accuracy. However,
microwave multi-channel detection payloads use frequency spectrum
subdivision technology to divide the observation frequency more finely,
expanding the number of channels to hundreds of finely subdivided
detection channels. This increases the distribution density of the weight
function in the vertical height, in order to obtain more precise
narrowband and continuous atmospheric radiation information.

FromFigure 1, it can be seen that there are strong oxygen absorption
lines in the frequency band between 50 and 70 GHz in the atmosphere.
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This absorption line is symmetrically centered around 60 GHz, and by
using the oxygen absorption spectra in the 50–70 GHz band together,
the detection accuracy of the temperature profile of each layer of the
atmosphere can be improved. It is challenging to use the 60–70 GHz
frequency spectrum since it is not protected and is prone to interference.
Therefore, the frequency band for temperature detection is selected as
50–60 GHz, and it is subdivided by frequency spectrum. The spectral
resolution within the bandwidth corresponds to the absorption spectra
in Figure 1, with more subdivided channels in areas where the spectral
lines change rapidly, and fewer channels where the spectral lines change
less rapidly. The designed number of channels is greater than 500.
Frequency spectrum subdivision detection can approximate the
continuous sampling of the radiation signal in the microwave
spectral range, thus obtaining nearly continuous radiation
information, improving the detection accuracy of the atmospheric
temperature profile, improving the vertical resolution of atmospheric
parameter detection, and solving the problem of low detection accuracy
of optical devices in high water vapor content and cloudy liquid water
conditions, thereby improving the accuracy of short-term and medium-
term weather forecasts.

2.2 Radiometer system design

Frequency spectrum division detection is required in the
50–60 GHz band, with more than 500 sub-channels. If a
synthetic aperture system is used, the number of filtering and

correlation processing operations for each frequency band can
reach tens of thousands, resulting in high power consumption of
the system processor, high resource utilization, and poor
performance improvement. In addition, the large number of all-
element detection receivers and high uniformity requirements make
it difficult to extend to multiple frequency bands, and the system
calibration is rather difficult. Therefore, the real aperture technology
system is adopted, which requires fewer detection receivers for full-
band detection and is easier to extend to multiple frequency bands.
The frequency spectrum division project has strong feasibility, and
the system occupies fewer resources, which can further improve the
detection accuracy and vertical resolution. Therefore, the multi-
channel radiometer based on frequency spectrum division has
chosen the real aperture technology system.

In order to achieve a horizontal resolution of 25 km at 54 GHz,
the antenna aperture needs to be 10 m, and a quasi-optical feeding
network [24] is used to achieve nearly 28 frequency octave bands of
23.8–664 GHz. The radiometer system consists of an antenna and
scanning subsystem, multi-channel receiver subsystem, calibration
subsystem, data acquisition and distribution subsystem, and
comprehensive processing subsystem.

The radiometer completes the observation of the scene target,
the thermal calibration source, and the cold sky during the rotation
and scanning process of the plane mirror, achieving scan imaging
and on-orbit two-point calibration. The scene radiation brightness
temperature signal first enters the antenna subsystem, and the quasi-
optical feed network system separates the signal into frequency

FIGURE 1
Microwave atmospheric absorption spectrum diagram.

TABLE 1 Primary design index of frequency.

f/GHz Polarization Simplified Utilisation

50–60,118,425 H Temperature vapour profile

23.8,183,380 H Water vapour profile and snowfall cirrus clouds

31.4,89 V Detection window area, surface radiation correction

243,664 H + V Cirrus clouds, cloud ice water path
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bands and polarizations through components such as frequency-
selective surfaces [25–27]and polarization grids, and feeds them into
each frequency band receiver through reflection and focusing. The
receiver obtains the video signal of each detection channel through
low noise amplification, mixer, power splitting components, filter,
detector, integrator, and low-frequency amplification, and the signal
is then sent it to the data acquisition and comprehensive processing
subsystem. The calibration subsystem includes a thermal radiation
calibration source, a cold sky reflector, and a calibration source
controller. The calibration source controller sends the collected
stable high and low microwave radiation brightness temperature
signals to the data acquisition and distribution device through the
internal serial bus. The data acquisition and distribution device
supplies power to the system, and the output signals of the detection
channels are differentially received, subjected to analog-to-digital
conversion, gain compensation control, and then sent to the
comprehensive processor through an asynchronous serial port.
The comprehensive processor exchanges remote sensing and
telemetry information with the data acquisition and distribution
device. The device obtains the multi-channel scene brightness
temperature by two-point calibration of the remote sensing data,
and then obtains the atmospheric microphysical parameters of the
observed area through data preprocessing and inversion.

2.3 Scanning and calibration scheme

The design of the scanning scheme for the microwave multi-
channel detection payload in geostationary orbit is closely related to
the observation modes of the payload, which mainly include
observations of national territory regions, observations of regions
with catastrophic weather events, and observations of the entire disk
partition. This requires the payload to have the function of two-
dimensional scanning in orbit, especially for observation modes of
regions with catastrophic weather events, which require high
temporal resolution. The diameter of the antenna after
deployment in orbit reaches 10 m. If traditional radiometer
scanning is used, it will produce a large interference torque that
far exceeds the compensation range of the satellite platform.
Considering the compensation ability of the satellite platform
and the on-orbit two-point calibration of the radiometer system,
the system adopts a scanning scheme that combines the slow two-
dimensional scanning of the satellite platform and the rapid rotation
of the radiometer scanning mirror. In each sub-scanning process,
the forward viewing angle region is used for imaging and the
backward viewing angle region is used for calibration. The
satellite platform moves slowly back and forth in the north-south
direction and steps in the east-west direction, while the radiometer
scanning mirror rotates rapidly. The scanning mirror has a small
mass and the interference torque of the payload system on the
satellite platform is small, which meets the control requirements of
the satellite platform and also has the ability of rapid maneuver. The
schematic diagram of radiometer beam scanning and calibration are
shown in Figure 2.

The stationary orbit microwave multi-channel radiometer is a
full-power radiometer. The quantitative measurement requires the
system to use periodic calibration to eliminate errors caused by long-
term drift. Due to the antenna aperture reaching 10 m, it is

impossible to perform full aperture calibration of the antenna, so
a two-point calibration method at the feed source aperture is used.
During the 360-degree rotation of the scanning mirror, the system
observes the cold sky of the cosmic microwave background radiation
(about 2.7K) twice and the hot calibration source (about 330K) once.
When the beam is irradiated on the hot calibration source, the
receiver obtains a high-temperature calibration signal. When the
beam is irradiated in the cold sky, the cosmic background radiation
enters the quasi-optical feed network and the receiver obtains a low-
temperature calibration signal. Designing two symmetrical positions
for cold space observation can reduce the influence of changes in the
position of the Sun and the satellite on low-temperature calibration
and improve calibration accuracy. When the beam is irradiated on
the antenna, the microwave radiation signals from the Earth and the
atmosphere surface are fed into the quasi-optical feed network, and
the observed scene brightness temperature information is obtained
through high and low temperature calibration. The scanning
calibration device and the hot calibration source are shown in
Figure 3.

The hot-load calibration source body adopts a periodically
serrated array structure coated with absorbing materials. By
optimizing the structural shape of the radiation cone and the
thickness of the absorbing materials, multiple reflections and
absorptions of electromagnetic waves between the cones are
achieved, thus achieving high radiation efficiency. The emissivity
of the hot-load calibration source body is greater than 0.999 in the
range of 50–700 GHz.

2.4 Multi-channel reception scheme

The geostationary orbit microwave multi-channel radiometer
requires the use of high-sensitivity receivers to achieve high
detection sensitivity. Based on the engineering development
experience and technological maturity of different frequency
band receivers, different receiving methods are selected: for the
non-divided low-frequency channels of 23.8, 31.4, and 89 GHz,
direct detection is used; for the three frequency bands of 50–60,
118, and 183 GHz, low noise amplification technology is mature,
and low-noise amplification followed by superheterodyne reception
is used; for submillimeter wave receivers above 243 GHz, there is a
lack of low noise amplifiers in the corresponding frequency bands,
and the double-sideband direct mixing reception method is used in
the receiving channels. The channel subdivision is all conducted in
the intermediate frequency.

Proposal for a 50–60 GHz super multi-channel IF receiver and
sub-millimeter wave receiver.

1. 50–60 GHz ultra multi-channel intermediate frequency receiver

The ultra-multi-channel intermediate frequency (IF) receiver
determines the number of channels, channel bandwidth, spectrum
scanning time, and directly affects key specifications such as the
temperature sensitivity and spectral resolution of the system, as well
as the accuracy of subsequent atmospheric parameter inversion and
vertical resolution. Due to a large number of receiving channels, IF
sampling and digital detection technology are planned to be used, in
order to obtain the required channel parameter combination
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through digital signal processing. This technology also makes it
possible to flexibly adjust the channel parameters so that it could
meet the optimal detection requirements under different weather
conditions.

The ultra-multi-channel IF receiver samples the IF signal of the
front-end millimeter-wave receiver through a high-speed ADC, and
then sends the sampled data into an FPGA through a high-speed
digital interface. In the FPGA, the sampled data is subjected to real-
time frequency spectrum transformation using FFT technology, and
the transformed spectrum data is integrated according to the specific
requirements of the radiometer. The integrated data is connected to
the host computer through an RS-485 or other type of data interface.

2. Submillimeter-wave receiver

The submillimeter-wave receiver consists of a mixer, a local
oscillator source, a low-noise intermediate frequency amplifier, an
intermediate frequency filter, and a detector, among which the low-

noise mixer and the highly stable local oscillator source determine the
key performance of the entire channel. In order to reduce the difficulty of
developing the submillimeter-wave low-noise receiving channel, the
mixer adopts a second harmonic mixer circuit structure, and the
local oscillator frequency FLO of the mixer is half of the detection
frequency FRF, greatly reducing the difficulty of implementing the
submillimeter-wave local oscillator source. The local oscillator driving
of the submillimeter-wavemixer is realized in the form of RF signal step-
by-step multiplication, ensuring that the local oscillator power is large
enough and high-order harmonic signals are easy to suppress. Both the
mixer and the frequency multiplier chain use single-chip integrated
technology based on GaAs Schottky barrier diodes. First, the Schottky
barrier diodes are accurately modeled, and then the core circuit is
simulated and analyzed using the field-circuit coupling method. The
development of the mixer and frequency multiplier chain is completed
through precision assembly technology, and the entire machine
integration is accomplished through RF chain multi-chip packaging
technology.

FIGURE 2
Schematic diagram of beam scanning and calibration.

FIGURE 3
Schematic diagram of scanning calibration device and hot-load calibration source.
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3 Large aperture deployable antenna
technology

The biggest technical challenge in applying traditional sun-
synchronous (low) orbit microwave radiometers to geostationary
orbit is the development of large deployable antenna technology
[28], which mainly includes the design of multi-frequency shared
reflector antennas, the design and fabrication of high-precision
reflector structures, high-precision deployable technology for
large aperture antennas, maintaining high surface accuracy of the
reflector under complex external thermal conditions, and testing the
electrical performance of submillimeter wave antennas.

3.1 Reflector antenna design

The most important index for the reflector antenna of a
radiometer is the antenna main beam efficiency, which evaluates
the concentration of received energy in the main lobe of the antenna
and affects the calibration accuracy of the radiometer system. To
ensure high antenna main beam efficiency, a biased Cassegrain
reflector antenna is adopted, which minimizes the influence of the
sub-reflector and support structure. A quasi-optical feed network is
used to achieve multi-frequency sharing of the reflector antenna.
Compared to traditional feed array technology, this approach results
in high antenna main beam efficiency, and the phase centers of all
feed sources are located in the same position for each frequency
band, which facilitates co-observation of the system. The structure
and layout of the antenna are shown in Figure 4.

The working frequency range of the radiometer system covers nearly
28 octave bands from 23.8 to 664 GHz. If all frequency bands are fully
illuminated, the highest frequency band of 664 GHzwill have a resolution
of 2 km, resulting in scan gaps during system operation. For
meteorological observations, only certain regions of the high-
frequency portion of the radiometer need to be illuminated.
Therefore, the antenna aperture is divided into separate regions for
different frequency bands. The 23.8–54 GHz band is illuminated within a

10-m region (D4), with a surface precision requirement better than
0.15 mm (RMS); the 89–183 GHz band is illuminated within a 5-m
region (D3), with a surface precision requirement better than 0.08 mm
(RMS); the 243–325 GHz band is illuminatedwithin a 2.5-m region (D2),
with a surface precision requirement better than 0.04 mm (RMS); and the
380–664 GHz band is illuminated within a 1.5-m region (D1), with a
surface precision requirement better than 0.01 mm (RMS). The required
surface precision for each region is shown in Figure 5. This method of
dividing the antenna aperture into separate regions can reduce the overall
surface precision requirement of the reflector. A surface precision better
than 0.01 mm (RMS) is only required in the central 1.5-m region, thereby
improving the engineering feasibility of the reflector.

The performance of the feed network operating in the
23.8–664 GHz frequency range has a significant impact on the
temperature measurement sensitivity of the radiometer system.
Therefore, a compact and reasonable layout is crucial. To address
the problem of multi-band reuse, a full-metal layered layout and a
quasi-optical frequency separation method have been proposed.
This method separates the signals of different frequency bands
and has dual-polarization extension capabilities. The quasi-optical
feed network block diagram is shown in Figure 5.

First, the received signals from the antenna are polarized and
separated using a polarization grid. The V-polarized wave is then
separated into 23.8, 31.4, 89, 243, and 664 GHz using the frequency
selective surfacesFSS-1 to FSS-3, while the H-polarized wave is
separated into 54, 118, 183, 243, 380, 425, and 664 GHz using
FSS-4 to FSS-9.

The electromagnetic characteristics of each frequency band of
the antenna are simulated and calculated using the GRASP software
dedicated to the design of satellite reflector antennas. The simulation
results of typical frequency bands are shown in Figure 6.

The simulation results of the antenna’s beamwidth, horizontal
resolution on the ground, and main beam efficiency are presented in
Table 2.

According to the results of the simulation analysis of the reflector
antenna’s electrical performance, the radiometer system’s horizontal
resolution is 24 km at 54 GHz and 13 km at 664 GHz.

FIGURE 4
Diagram of antenna structure and layout.
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3.2 Antenna structure design

A 10-m-diameter high-precision reflector needs to reach a
surface accuracy of micrometer-level, which poses a serious
challenge to the antenna’s structural design, deployment method,
manufacturing, and on-orbit surface accuracy maintenance.
Comprehensive measures need to be taken from materials,
dynamics, control, and structural aspects to achieve a surface
accuracy of 0.01 mm (RMS) in the middle 1.5 m area and an
overall surface accuracy of better than 0.15 mm (RMS) for the
10-m area.

1. Structural design of high-precision reflector

The temperature variation range in a geostationary orbit can
reach −150–120°C. The surface accuracy of the main reflector of the
antenna is as high as 0.01 mm (RMS), but the processing accuracy of
traditional aluminum honeycomb composite materials can only
reach 0.1 mm (RMS), which is one order of magnitude lower
than the surface accuracy requirement. In addition, controlling
the thermal deformation of the reflector in the complex external
thermal environment of a geostationary orbit is also a challenge. To
improve the surface accuracy of the reflector and reduce the thermal
stress during the forming process, the reflector mold is made of
nearly zero-expansion Invar steel, and the high-precision Invar steel
mold is compensated for surface shape multiple times during the
reflector fabrication process. A precise and feasible mold

FIGURE 5
Schematic diagram of antenna irradiation at different frequency bands. (A) Surface accuracy requirements. (B) Block diagram of a quasi-optical feed
network.

FIGURE 6
Simulation results of antenna electrical performance at different frequency bands. (A) 23.8GHz (B) 54GHz (C) 183GHz (D) 664GHz.
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compensation method is established to improve the surface accuracy
of the reflector. The main reflector material is made of carbon fiber
composite material, and the honeycomb layer is made of carbon
fiber lattice structure. The reflector is composed of a front reflector
surface, a honeycomb layer, and a back panel. The honeycomb layer
uses a triangular carbon fiber lattice structure to solve the thermal
deformation problem of traditional aluminum honeycomb
structure. The front reflector surface is made by laying and
splicing multiple sub-blocks to achieve quasi-isotropic and quasi-
zero residual stress of the overall reflector surface, effectively
ensuring the on-orbit surface accuracy of the formed reflector.

2. High-precision reflector deployment method

Considering the constraints of the rocket fairing envelope, a
high-precision deployable structure scheme is required for a 10-
m reflector. The partition is designed using a combination of
truss deployment and flexible deployment methods. The top
region of the reflector is connected by a flexible composite
material transition region. When folding, the flexible region
undergoes elastic deformation and is fixed by mechanical
constraints. When deployed, it relies on its own structural
rebound to expand, without the need for an expansion drive
system. The support structure at the bottom of the reflector is
supported by a truss, which is connected by hinges. Based on
geometric symmetry, the main reflector is divided into A, B, a,
and b regions, where A and a areas form the A-a reflector sub-
block, and B and b areas form the B-b reflector sub-block. Both
A-a and B-b reflector sub-blocks are fabricated using high-
precision carbon fiber composite grid reflector technology and
are supported at the bottom by lightweight, high-stiffness, and
high-thermal-stability carbon fiber composite material trusses.
The support trusses between the A-a and B-b reflector sub-blocks
are connected by thermal sensitive intelligent material hinges
with high rebound precision, high structural rigidity, zero
clearance, and low deployment impact, to achieve the folding
and expansion of the reflector sub-blocks. Within each reflector
sub-block, the A and a areas and the B and b areas are connected
by continuous flexible transition regions of composite material,

which balance the high-precision folding and expansion
functions while satisfying the requirements of continuous
structure and electrical performance. The deployed accuracy of
the 10-m diameter high-precision reflector is better than
0.01 mm. Deployable diagram of high-precision reflector
structure is shown in Figure 7.

3.3 Antenna thermal deformation analysis

To verify the in-orbit surface accuracy retention capability of a
high-precision large aperture reflector under complex external heat
flow conditions in geostationary orbit, simulation analysis was
conducted on the in-orbit thermal deformation of the reflector
using professional software.

The TMG solver built into FEMAP was used to calculate the in-
orbit temperature field of the reflector. The orbit type used was a
geostationary orbit, with the calculation period starting from the
vernal equinox and lasting 24 h. The calculation started at noon on
the dot. The reflector’s orbit attitude was such that the reflector
always pointed toward the center of the Earth, with the Z-axis always
pointing toward the center of the Earth. The results of the reflector’s
temperature field calculations were output every 10 minutes, and the
reflector’s in-orbit attitude chart and temperature change curve for
one cycle are shown in Figure 8.

Using the calculated temperature field results, the thermal
deformation values of a 10-m diameter reflector under complex
external heat flux conditions in a stationary orbit were computed
and are shown in Figure 9.

Based on the thermal deformation analysis of the reflector, the
thermal deformation value of the new high-precision reflector in the
central 1.5-m area (D1) is better than 0.005 mm (RMS), the thermal
deformation value in the 2.5-m area (D2) is better than 0.008 mm
(RMS), the thermal deformation value in the 5-m area (D3) is better
than 0.018 mm (RMS), and the thermal deformation value in the
entire 10-m area (D4) is better than 0.05 mm (RMS). This can
ensure the high-performance and stable operation of the 10-m
antenna in orbit and verify the rationality of the structural design
of the new high-precision reflector.

TABLE 2 Antenna electrical performance simulation results.

f/GHz Polarization 3 dB beamwidth (°) Horizontal resolution (km) Main beam efficiency (%)

23.8 V 0.084 56 97.23

31.4 V 0.064 43 97.51

54 H 0.036 24 97.49

89 V 0.046 31 97.25

118 H 0.035 23 97.04

183 H 0.023 15 96.92

243 V + H 0.034 22.7 96.88

380 H 0.035 23 95.75

425 H 0.032 21 95.78

664 V + H 0.02 13 95.56
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3.4 Development and testing of antenna
prototypes

With the development of a 0.54-m offset Cassegrain reflector
antenna, major advancements in high-precision antenna
preparation, testing, and performance testing were made. This
antenna also quantitatively validated the multi-frequency shared
high-main lobe efficiency reflector technology.

1. Development of antenna prototype

The antenna prototype mainly includes quasi-optical feeding
network in the 183–664 GHz frequency band, a 0.54-m high-
precision grating reflector and sub-reflector, and a support
structure, etc.

The quasi-optical feeding network mainly includes components
such as frequency selection surface, polarization grating, corrugated
horn, ellipsoidal mirror, and flat mirror. After high-precision
position calibration, the quasi-optical components are integrated
on the same installation base. The frequency selection surface is
assembled into a full-metal resonant periodic structure, which
achieves low-loss separation of signals of different frequency
bands under large incident angle illumination. The measured
standing wave ratio of the 183–664 GHz quasi-optical feeding
network is less than 1.4, and the insertion loss of the polarization
grid is better than 0.2 dB, while the insertion loss of the 664 GHz
frequency selection surface is better than 1.5 dB.

In the development of the high-precision grating reflector, the
method of surface compensation for low thermal expansion Invar
steel mold was explored. The surface accuracy of the 0.54-m Invar

FIGURE 7
Deployable diagram of high-precision reflector structure.

FIGURE 8
Calculation results of reflector’s in-orbit attitude and temperature field.
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steel mold is better than 0.005 mm (RMS). The spray-coating of a
metallic silver layer on themold surface is the most important step in
the metallization of the reflector surface. The high-precision
reflector uses a sub-block splicing and layering scheme instead of
the traditional whole-layering scheme. The new layering design is
based on the principle of discrete splicing. On the one hand, it can
improve the accuracy of the layering angle; on the other hand, it can
effectively balance the residual thermal stress inside the reflector to
ensure the overall uniformity and shape accuracy of the reflector
surface. The reflector surface is divided into several sub-blocks
according to a specific design, and each sub-block is layered with
quasi-isotropic layers. In order to ensure the accuracy of the
layering, the surface of each sub-block needs to be unfolded and
the planar shape is used as the basis for pre-impregnated material
cutting. The high-precision reflector was tested for shape accuracy
using a laser tracker, and the measured shape accuracy value of the
0.54-m reflector was found to be less than 0.01 mm (RMS) after
optimal fitting.

Through the preparation of a 0.54-m high-precision grating
reflector, multiple key technologies related to the material selection
of high-precision structures, precision control of molds, and
preparation processes have been validated, which lays the
technical foundation for the development of a 10-m high-
precision antenna. An integrated antenna prototype will be
developed by assembling a quasi-optical feeding network in the
frequency range of 183–664 GHz, a 0.54-m high-precision grating
reflector and sub-reflector, and support structures. Each component
of the prototype will need to undergo precise position calibration to
ensure that the antenna’s electrical performance meets the
application requirements of the radiometer system.

2. Antenna electrical performance test

The China Academy of Space Technology (Xi’an) has
successfully conducted antenna radiation performance testing
for multiple frequency bands ranging from 183 GHz to 664 GHz
for the first time in the terahertz compensated compact test field

at the institute. The status of antenna electrical performance
testing is shown in Figure 10. The test results for the antenna far-
field radiation patterns at 183 and 664 GHz are shown in Figures
11, 12.

The measured values of the main lobe efficiency for the antenna
at 183 GHz and 664 GHz are better than 96.5% and 95.5%,
respectively, which verifies the rationality of the design of the
high main lobe efficiency multi-frequency shared reflector
antenna scheme. This also confirms the key technologies for
testing the electrical performance of millimeter-wave and sub-
millimeter-wave antennas.

4 Performance analysis of microwave
multi-channel radiometer system in
geostationary orbit

Based on the simulation analysis and test results of the large
deployable antenna on geostationary orbit and the multi-frequency
receiving channel, the main performance parameters of the
radiometer system are simulated and calculated. At the same
time, the calibration error of the radiometer system is analyzed.

4.1 Performance analysis of radiometer
system

The main performance parameters of the geostationary orbit
microwave multi-channel radiometer system include working
frequency, bandwidth, temperature measurement sensitivity,
calibration accuracy, antenna main lobe efficiency, and spatial
resolution. The main lobe efficiency and spatial resolution of the
antenna are calculated based on antenna electrical performance
simulation analysis, and the main lobe efficiency index is
quantitatively validated through a 0.54-m antenna prototype. The
following section focuses on the analysis results of temperature
measurement sensitivity and calibration accuracy.

FIGURE 9
Thermal deformation distribution of reflector.
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Temperature measurement sensitivity is an important
technical indicator of the geostationary orbit microwave
multi-channel detection payload system, and it is defined as
the minimum detectable temperature variation of the input
antenna by the radiometer receiver. The temperature
measurement sensitivity of a microwave radiometer mainly
depends on the noise figure of the high-frequency receiver, the
gain stability of the receiving channel, the loss of the quasi-optical
feed network, the antenna radiation efficiency, the receiver
bandwidth, and the integration time.

The temperature measurement sensitivity (NeΔT) of a full-
power multi-channel microwave radiometer can be calculated by
the following equation:

NeΔT � Tsys���
Bτ

√( )2

+ Tsys
ΔG
G

( )( )2

+ ADΔT( )2[ ] 1
2

(1)

Tsys is the system noise temperature,
Tsys � 290 + 290(L − 1) + TREC , L is the loss of other components
before the receiver (including antenna receiving efficiency, quasi−optical
feed network loss, insertion loss of the connection waveguide, etc.),TREC

is the noise temperature of the receiver; B is the bandwidth (3 dB); τ is
the integration time, which is determined according to the system
requirements and scanning cycle; Tsys · (ΔGG ) represents the effect of
gain fluctuations in the receiving channel;

ADΔT represents the effect ofA/D transformation, which can be
ignored in 14-bit conversion.

The noise figure of the receiver includes the noise figures of the
front-end and back-end. As there is no low-noise amplifier above
243 GHz, the noise temperature of the receiver is relatively high.
Based on the measured noise temperature of the receiver prototype
in the previous stage, the noise temperature of the entire receiver is
estimated. The transmission loss of the quasi-optical feed network is

FIGURE 10
Status of antenna electrical performance testing.

FIGURE 11
Antenna far-field radiation pattern (f = 183 GHz).
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estimated based on the test results of the quasi-optical feed network
prototype, and the radiation efficiency of the antenna is higher than 95%.
The calculation of the system noise temperature includes the noise
temperature of the receiver and the transmission loss of the quasi-optical
feed network. The intermediate frequency bandwidth is set according to
the application requirements, and the integration time τ at each
observation point is 16 ms. The A/D conversion is 16bit, and the
short-term gain instability of the channel is ΔG/G � 5 × 10−6.

The system calibration accuracy includes errors from antenna
side lobes and calibration, as shown in the following equation:

ΔT �
���������
ΔT2

1 + ΔT2
2

√
(2)

In the equation, ΔT1 represents the error caused by antenna side
lobes, and ΔT2 represents the error caused by calibration.

The antenna side lobe error can be calculated by the uncertainty
of the antenna’s main beam efficiency and the effective apparent
temperature of the antenna side lobe. Specifically, if the main beam
efficiency of the antenna is ηM , and the uncertainty of the effective
apparent temperature of the antenna side lobe is TSL, then the
temperature measurement error caused by the side lobe, ΔT1, is
approximately equal to TSL(1 − ηM).

If a simple estimate is to be made, the system’s calibration error
mainly comes from the following two aspects:

1) The uncertainty of the calibration source; 2) Calibration
errors caused by receiver characteristics: system nonlinearity,
system random noise, system gain fluctuations, changes in
frequency response function, and matching between the feeder
system and the source.

If only the main influencing factors are considered, they can be
represented simply by the following Eq. 3:

ΔTcal � xΔTw[ ]2 + 1−x( )ΔTc[ ]2 + 4 x−x2( )ΔTNL[ ]2 + ΔTsys[ ]2{ }1/2

(3)
In the equation, x � (Ts − Tc)/(Tw − Tc)

ΔTw represents the uncertainty of the high-temperature
calibration source; ΔTc represents the uncertainty of the low-
temperature calibration source; ΔTNL represents the non-linear
error of the system calibration equation; ΔTsys represents the
random error of the system, which is the temperature
measurement sensitivity of the system.

Tw is 290K, Tc is 80K, and the temperature range of Ts is
110–290 K, corresponding to a change range of x from 0.14 to 1.
ΔTw and ΔTc are both 0.5 K.

The temperature measurement sensitivity of the channel is taken
from the design result, the non-linear error is considered to be of the
same order of magnitude as the temperature measurement
sensitivity, and the main beam efficiency of the antenna is taken
to be 95%. By using Eqs 2, 3, the system calibration accuracy is
calculated.

The main performance specifications of the geostationary orbit
microwave multi-channel radiometer are shown in Table 3, which
includes the analysis results of the main performance parameters
such as noise temperature, temperature measurement sensitivity,
calibration accuracy, and so on.

4.2 Calibration error analysis of radiometer
system

The temperature measurement accuracy of the geostationary
orbit microwave multi-channel radiometer during in-orbit
operation is mainly affected by three factors: errors caused by the
antenna, errors introduced by the characteristics of the receiving
channels, and measurement errors of the radiometer system.

1. The error caused by the antenna

Antenna-induced errors are mainly caused by side lobes and
reflection losses of the antenna. The antenna temperature TA is
composed of three parts: the energy received through the antenna’s
main beam, mainly contributed by the antenna’s main lobe; the

FIGURE 12
Antenna far-field radiation pattern (f = 664 GHz).
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energy received from directions outside the antenna’s main beam,
mainly contributed by the antenna’s side lobes; and the thermal
radiation energy emitted by the antenna structure itself.

TA � ηaηMTML + ηa 1 − ηM( )TSL + 1 − ηa( )Ta0 (4)

Where ηa represents the radiation efficiency of the antenna, ηM
represents the main beam efficiency of the antenna, TML represents
the brightness temperature of the main lobe of the antenna, TSL

represents the brightness temperature contribution of the antenna
sidelobes, and Ta0 represents the physical temperature of the
antenna.

It is necessary to accurately measure the radiation pattern, main
beam efficiency, and radiation efficiency of the 10-m diameter
antenna. The error caused by the antenna can be reduced by
accurately evaluating the radiation temperature received by the
antenna sidelobes through the measurement of the sidelobe levels
in the antenna pattern.

2. The influence of receiving channel characteristics on temperature
measurement accuracy

The errors introduced by the receiving channels mainly include
three aspects: nonlinearity of the system, system noise, and system
gain variation. 1) The calibration equation is based on the linear
relationship between the output voltage of the radiometer and the
antenna’s apparent temperature. Therefore, the radiometer must be
linear within the measurement range. The nonlinearity of device
performance leads to certain nonlinear characteristics in the
relationship between the output voltage of each detection channel
of the radiometer and the antenna’s apparent temperature, which
will bring errors to the measurement and affect the temperature
measurement accuracy. The T-V curves measured by different
detection channels of the radiometer in a vacuum environment
are used to modify and improve the basic calibration equation and
reduce temperature measurement errors. 2) The system noise
temperature of the receiving channel causes random fluctuations
in the output voltage of each detection channel of the radiometer,

resulting in measurement uncertainty. 3) The system gain variation
introduces an offset to the output voltage of each channel of the
radiometer, and long-period changes can be eliminated through
calibration, while short-term changes will cause measurement
uncertainty. The measurement uncertainty introduced by the
short-term changes in system noise and system gain can be
expressed by the temperature measurement sensitivity. In the
development process of the receiving channel, it is necessary to
reduce the system noise temperature and control the changes in
system gain as much as possible to improve the temperature
measurement sensitivity and calibration accuracy.

3. Uncertainty analysis of system calibration

When a radiometer operates in orbit, the main sources of
calibration measurement errors in the system are: 1)
uncertainties in the observation of the thermal calibration source.
The thermal calibration source observation errors are mainly caused
by radiation efficiency, measurement accuracy of physical
temperature, and matching between the receiving antenna and
the reverse radiation. The radiation efficiency of the thermal
calibration source is the main factor affecting the radiation
brightness temperature accuracy of the thermal radiation
calibration source. When the radiation efficiency is not 1, it not
only causes calculation errors in radiation temperature, but also
introduces reverse radiation. When the radiation efficiency is close
to 1, the effects of the latter two items are relatively small and
relatively stable, and the impact can be minimized through ground
calibration tests. Therefore, it is necessary to perform accurate
testing of the radiation efficiency of the thermal radiation source.
The measurement accuracy of physical temperature is affected by
the temperature stability, uniformity, and gradient distribution of
the radiation surface. By improving the temperature measurement
accuracy and using multi-point temperature measurement, the
impact of this item can be reduced by obtaining the distribution
of radiation over the surface. 2) Uncertainties in cold sky
observation. The temperature measurement errors in cold sky
calibration are mainly caused by the influence of antenna

TABLE 3 Performance analysis results of microwave multichannel radiometer system in geostationary orbit.

f/GHz Bandwidth (MHz) System noise temperature (K) Sensitivity (K) Calibration accuracy (K)

23.8 270 371 0.179 0.380

31.4 180 406 0.239 0.412

54 330 565 0.246 0.416

89 3000 2247 0.324 0.467

118 2000 2475 0.437 0.704

183 2000 3626 0.641 0.867

243 6000 4593 0.469 0.821

380 4000 7518 0.94 1.293

425 2000 8648 1.35 1.399

664 10000 18188 1.438 1.779

The sensitivity of the geostationary orbit microwave multi-channel radiometer system is better than 1.5 K, and the system calibration accuracy is better than 1.8 K.
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sidelobes, which have a greater impact on the additional radiation
from the satellite body, the Earth, and the cosmic background. The
radiation from cosmic cold sky varies with different cold sky
scenarios and celestial bodies. The value of this additional
radiation received by the sidelobes during cold sky calibration
can be estimated in advance based on the antenna pattern, but
this estimate can only be rough and difficult to know precisely,
which can lead to errors due to its uncertainty. Three approaches are
used to more accurately evaluate the radiation temperature received
by the antenna sidelobes: accurately understanding the radiation
situation of the antenna sidelobe scenario to reduce errors,
improving the main beam efficiency to reduce sidelobe errors,
and accurately measuring the antenna pattern to correct the
received radiation temperature of the antenna sidelobe and
reduce the uncertainty of error terms.

Similarly, two factors cause measurement uncertainties: one is
the fluctuations caused by changes in the orbit of the system, and the
other is the radiation fluctuations caused by the aging of payload
equipment and satellite bodies. By analyzing and calculating the
errors generated by the antenna, errors introduced by the receiving
channel characteristics, and measurement errors of system
calibration, the calibration accuracy of the radiometer can be
improved through guidance of system temperature control and
non-linear correction.

5 Conclusion

Based on the demand for all-weather, seamless
meteorological forecasting services and timely and accurate
monitoring and warning of meteorological disasters, a
proposal is made for the first time for a microwave multi-
channel radiometer scheme in geostationary orbit with high
spatial and temporal resolution, and full-atmosphere element
detection capabilities. The radiometer’s operating frequency
band and channel selection are provided, and the key
technologies of the radiometer are studied, including the
design of multi-frequency receiving channels, two-dimensional
scanning and calibration schemes. Finally, the main technical
specifications of the radiometer system are analyzed.

A high-precision deployable antenna with a 10-m diameter is
proposed for the first time, and the system’s spatial resolution is
better than 24 km @ 54 GHz. A high-precision reflector preparation
method and high-precision deployment scheme are proposed. Through
thermal deformation analysis, the high-precision reflector’s ability to
maintain its shape accuracy in orbit is verified. Through the development
and testing of a 0.54-m diameter antenna prototype, key technologies
such as the preparation of micrometer-level high-precision grating
reflectors, high-precision surface accuracy testing, sub-millimeter wave
antenna electrical performance testing, and quasi-optical feeding network
multi-frequency sharing are validated, and the measured main beam

efficiency of the antenna is better than 95.5%. Based on the simulation
analysis of the antenna and receiving channel and the results of the actual
measurement, the sensitivity analysis result of the radiometer system is
better than 1.5 K. The calibration error of the entire system is analyzed,
and the system’s calibration accuracy is improved by guiding the system’s
temperature control and nonlinear correction.

The geostationary orbit microwave multi-channel radiometer
system is complex, and further in-depth research is needed on
key technologies such as high-precision deployable antennas
with a 10-m diameter, high-precision preparation of large-
diameter reflectors, integration and testing, and high-precision
calibration testing of the radiometer system. In addition, further
research will be conducted on technologies such as high-
precision microwave radiation transmission and detection
inversion in geostationary orbit, laying a solid technical
foundation for the satellite application of geostationary orbit
microwave multi-channel radiometers.
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An improved approach for rapid
filter convergence of GNSS
satellite real-time orbit
determination

Liqin Zhou1,2, Lei Fan1,3*, Zongnan Li4, Xinqi Fang1,2 and
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China, 3Research Institute of Frontier Science, Beihang University, Beijing, China, 4College of Electronic
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Introduction: The real-time precise satellite orbit of Global Navigation Satellite System
(GNSS) usually takes a long time to converge to a stable state using the filter method.
Theultra-rapidorbit products arehelpful to improveconvergence speedby introducing
them as external constraints. Reasonably determination of stochastic model of the
constraint equation from the ultra-rapid products is the key for a better performance of
convergence whereas it has not been well solved.

Methods:Wepropose to establish the stochasticmodel of theorbit constraint equation
by analyzing the differences between the predicted part of the ultra-rapid orbit and the
filter orbit after convergence. To improve the orbit accuracy during the convergence,
the constant stochastic model of the constraint equation is first determined for each
system by averaging the root mean square (RMS) time-series of the differences
between predicted orbit from the ultra-rapid products and the SRIF orbit after
convergence in different time ranges. Besides, a time-dependent stochastic model
of the constraint equation is then determined by analyzing the variation of the RMS
time-series. To validate the proposed method, a month of multi-constellation data
collected from 80 globally distributed stations is processed using the Square Root
Information Filter (SRIF) algorithm.

Results: Orbit results without introducing external orbit constraints show that the
convergence time in the radial direction is 13.75, 15.25 and 17.75 h for GPS, Galileo and
BDS-3 satellite, respectively. For the scheme of constant stochastic model using the
average RMS over 6 h, results show that there is no significant convergence
phenomenon for each system in all directions. The one-dimensional (1D) RMS
during the constraint period is improved by 86.5%, 84.8%, 96.8% for GPS, Galileo
and BDS-3 satellites when compared to the results without introducing external orbit
constraints. As for the scheme of time-dependent stochastic model, results show that
thequadratic function is suitable formodeling theRMS time-series for each system, and
the accuracy of results during the constraint period has a further improvement of 1.3%,
3.7% in 1D direction for GPS, BDS-3 satellites when compared to the constant
stochastic model using the average RMS over 6 h. In addition, the orbit accuracy
with external orbit constraint is slightly better than those without external orbit
constraint after the constraint period.

Discussion: The above results show that when introducing the ultra-rapid product
as the external constraint, there is basically no convergence phenomenon for
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GNSS satellite, while the orbit accuracy for time-dependent stochastic model has
further improvement than constant stochastic model. These results indicate that
the proposed method can significantly improve the convergence performance
without damaging the orbit accuracy after convergence, and time-dependent
stochastic model is better than constant stochastic model.

KEYWORDS

BeiDou navigation system, global navigation satellite system, square root information
filter, real-time precise orbit determination, ultra-rapid product, stochastic model

1 Introduction

Since the announcement of global BeiDou navigation system
(BDS-3) operation by the Chinese government in July 2020, there
have been 137 global navigation satellite system (GNSS) satellites in
operation, including GPS, Galileo, GLONASS, and BDS, until
December 2022 (https://igs.org/mgex/constellations/). Numerous
GNSS satellites provide plenty of observations for a better
performance of positioning, navigation, and timing service. The
GNSS satellite precise orbit is the basic requirement for high-
accuracy applications such as precise point positioning (PPP) and
precise time transfer [20, 28].

The batch processing method is generally used to calculate
precise orbit products. It uses observations from globally
distributed stations and calculates the state parameters together
with the dynamic parameters through least square estimation. Using
the batch processing method, the one-dimensional (1D) orbit
accuracy of GPS satellites from the International GNSS Service
(IGS) final product is better than 2.5 cm [27]. For multi-GNSS
satellites, a consistency between different IGS Multi-GNSS
Experiment (MGEX) analysis centers in three-dimensional (3D)
is 6–17 cm for GLONASS, 14–29 cm for Galileo, and 12–26 cm,
32–51 cm, and 5 m for BDS medium Earth orbit (MEO), inclined
geosynchronous orbit (IGSO), and geostationary orbit (GEO)
satellite, respectively [16]. The predicted orbit is usually
broadcast to users as the real-time orbit. At present, the ultra-
rapid orbit product provided by IGS is broadcast via Internet every
6 h, including 24-h measured orbit and 24-h predicted orbit. The 3D
root mean square (RMS) of the predicted GPS orbit is less than 5 cm
[24]. For multi-GNSS satellites, a previous study showed that the
accuracy of GPS, Galileo, and BDS-2 satellites of ultra-rapid
products from the International GNSS Monitoring and
Assessment System (iGMAS) is 5.7 cm, 14.2 cm, and 18.0 cm
with respect to the IGS final product (Xu et al. 2020),
respectively. Although the batch processing method can provide
the real-time orbit at the centimeter level, this approach is not the
most suitable for real-time applications. On one hand, the orbit
accuracy will be greatly decreased after a long time of integration if
the initial state of satellites or the force model is not accurate enough.
This is especially noticeable for BDS-2 satellites in the orbit-normal
mode [4]. On the other hand, the batch processing method cannot
handle the satellite in maneuver in real time [3]. In addition, batch
processing algorithm needs to store a huge amount of observation
data for calculation, resulting in a low computational efficiency [25].

In order to overcome the problems mentioned previously, an
alternative method is to use the filter method to provide stable and
precise real-time orbit to users. It updates the orbit state in real time,

and parameters of the solar radiation pressure (SRP) model can be
processed more flexibly and better adjusted to the influence on orbit
brought by the change in SRP. Using the filter method, the Jet
Propulsion Laboratory (JPL) has developed the Global Differential
GPS to provide real-time products of GPS and GLONASS since
2000 [18]. RTG/RTGX software from JPL uses square root
information filter (SRIF) to determine the real-time orbit and
achieves a 3D accuracy of 6.4 cm for GPS. The Trimble
Company developed a CenterPoint RTX Service System with
centimeter-level accuracy using the Kalman filter [9]. Comparing
with the IGS final product, the 3D accuracy for GPS and GLONASS
satellites is 2.7 cm and 5.3 cm [9], respectively. In addition, Auto-
BAHN software developed by the European Space Agency (ESA)
uses the extended-Kalman filter to determine the real-time orbit of
GPS, and the mean 3D-RMS is approximately 13.6 cm [26].
However, the defect of the filter method is that the orbit will
undergo a convergence process costing more than 10 h in the
initial stage, which brings a bad experience to real-time users.

Some studies have made contributions to reduce the
convergence time of the filter method. By estimating the orbit
with ambiguity resolution, the convergence time for GPS
satellites can be reduced to 2.75 h, 3.25 h, and 4.5 h in the along-
track, cross-track, and radial directions [13], respectively. However,
the convergence time is still relatively long. By using the ultra-rapid
product as the initial orbit and setting a proper a priori standard
deviation (STD) of the initial states, the convergence time for BDS
satellites can reach the accuracy of decimeter-level in a few minutes
[19]. In general, the a priori STD is determined empirically, which
lacks universality for different situations. In addition, only the a
priori STD of BDS satellites is discussed while GPS and Galileo
satellites are not included. [5] proposed a method of using the ultra-
rapid product as the external constraint to improve the orbit
convergence performance of BDS-2 satellites. By setting the
constraint variation of position parameters and velocity
parameters at 0.5 m and 0.5 mm/s, there is no convergence
phenomenon for BDS-2 IGSO and MEO satellites. However, the
stochastic model of the constraint equation is still determined
empirically, which lacks theoretical foundation.

In this study, we propose an improved approach for rapid filter
convergence of GNSS satellite real-time orbit determination to solve
the aforementioned problems. In this approach, the ultra-rapid orbit
products are introduced as external constraints where the stochastic
model of the constraint equation is established by analyzing
differences between the predicted part of the ultra-rapid orbit
and the SRIF orbit after convergence. The constraint equation is
then added to the observation equation at every epoch during the
constraint period to strengthen the structure of the information
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matrix. This paper is organized as follows: in Section 2, the details of
the proposed method are first described. Then, the experiment of
real-time orbit determination without external constraints is carried
out for GPS, Galileo, and BDS-3 satellites. Afterward, the differences
between the ultra-rapid product and the SRIF orbit after
convergence are analyzed to establish the stochastic model of the
constraint equation. The constant stochastic and time-dependent
stochastic models of the constraint equation are proposed and
determined. Finally, the experiments of real-time orbit
determination with external constraints from different schemes of
constraint models are implemented to analyze the convergence
performance. In Section 3, we analyze the results of our
proposed method. Lastly, we discuss the results in Section 4 and
show that our proposed method can effectively reduce the
convergence time without damaging the orbit accuracy after
convergence.

2 Materials and methods

In this section, we first introduce the function model of real-time
orbit determination with external constraints. Then, a time-
dependent stochastic model of the constraint equation is derived.
Afterward, the implementation of the proposed method is described
in a flowchart. Finally, the data collection and processing strategy are
introduced.

2.1 Real-time precise orbit determination
without external constraints

After solving the motion equation, the state equation for orbit
determination can be expressed as follows:

xs
ti
� Φs ti, ti−1( )*xs

ti−1 , (1)
xs
ti
� Xs

ti
− ~X

s

ti
, (2)

where s is the satellite pseudo-random noise (PRN) code; ti−1 and ti
are the previous epoch time and the current epoch time, respectively;
Xs

ti
represents the orbit state which is a vector that includes satellite

position, satellite velocity, and SRP model parameters; ~X
s
ti
denotes

the reference orbit state derived from numerical orbital integration;
xs
ti
is the correction relative to the reference orbit parameters at the

epoch time ti; and Φs(ti, ti−1) represents the orbit state transition
matrix from the previous epoch time ti−1 to current epoch time ti.

Using the observation from continuous arcs of BDS/GNSS
satellites, the real-time orbit state parameters of satellites can be
determined. Through combining the original phase observation and
the pseudo-range observation to eliminate the first order of
ionosphere delay, the observation equations at the current epoch
time ti are obtained after linearization at the reference orbit ~X

s
ti
as

follows:

VPs
ti ,r,if

� −lsti ,rxti,r + lsti ,rx
s
ti
+ c tti,r − tsti( ) +Ms

ti,r
Tti,r, (3)

VLs
ti ,r,if

� −lsti ,rxti,r + lsti ,rx
s
ti
+ c tti,r − tsti( ) +Ns

ti,r
+Ms

ti,r
Tti,r, (4)

where r is the station ID;VPs
ti ,r,if

is the observation minus calculation
(OMC) of the pseudo-range using the ionosphere-free (IF)
combination; VLs

ti ,r,if
is the phase OMC using the IF combination;

lsti ,r is the unit direction vector from the receiver to satellite; xti,r is the
correction of the station coordinate relative to its initial value; and
tti ,r and tsti denote the receiver clock bias and satellite clock bias,
respectively. Note that the hardware delays in pseudo-range
observation are included in receiver and satellite clock biases.
Thus, they are not shown in the equation. c denotes the speed of
light;Ms

ti,r
is the tropospheric projection function; Tti,r is the zenith

tropospheric delay (ZTD); and Ns
ti,r,if

is the phase ambiguity that
includes phase hardware delays.

All parameters in Eqs 3, 4 can be estimated at every processing
epoch through filter techniques. For real-time orbit determination,
there are several filter models which are usually adopted, such as the
extended-Kalman filter and adaptive robust filter. We use SRIF to
estimate the orbit state parameters at every processing epoch. This is
because the SRIF adopts the square root matrix, and the element
length is only half of the element length of the Kalman filter. Thus,
the SRIF is more stable than the Kalman filter in numerical
value [25].

Due to the restriction of factors such as a priori accuracy and
geometry structure, the SRIF orbit parameter usually needs a long
convergence time to reach high accuracy. Considering that the orbit
parameter is constrained by the dynamic model with a strong
regularity, the orbit parameter from the ultra-rapid orbit
products can be introduced as the external constraint [5]. In this
way, the solution to the equation is enhanced. The constraint
equation can be expressed as

FIGURE 1
Flowchart of the proposed method for rapid filter convergence
of GNSS satellite real-time POD.
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Vs
x,ti

� xs
ti
− �xs

ti
, (5)

�xs
ti
� �X

s
ti
− ~X

s

ti
, (6)

where �Xs
ti
represent the orbit state parameter of the ultra-rapid orbit

at the current epoch time ti; �xsti is the difference between the ultra-
rapid orbit and the reference orbit; and Vs

x,ti
is the OMC of the

constraint equation where the corresponding STD is σVx.
The radial, transverse, and normal (RTN) coordinate system is

usually used tomeasure the difference between the ultra-rapid orbit and
the filter orbit. The proposed constraint equation is hence implemented
in the radial, transverse, and normal (RTN) coordinate system.
However, the Earth-centered inertial (ECI) coordinate system is
generally adopted in precise orbit determination (POD) for a better
realization of orbit integration. Therefore, we need to transform the
constraint equation from the RTN coordinate system to the ECI
coordinate system. Assume that the parameter vector is expressed as
Vx,RTN in the RTN coordinate system, while the corresponding vector
in the ECI coordinate system is expressed as Vx,ECI. The current
position and velocity vectors in the ECI coordinate system are
expressed as r and _r, respectively. Thus, the rotation matrix from
the RTN coordinate system to the ECI coordinate system is

g1 � r

r| |,

g3 � −r × _r/ r × _r| |,
g2 � g1 × g3,

G � g1, g2, g3( )T.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(7)

Consequently, the constraint equation in the ECI coordinate
system is shown in Eq. 8. For brevity, the epoch time ti is omitted in
the equation.

Vs
x,ECI � G · Vs

x,RTN. (8)

2.2 The stochastic model of the constraint
equation

From Eq. 5, we can see that the SRIF orbit parameter can be
estimated closely to the parameter of the a priori orbit by constructing
the constraint equation. The proximity depends on the STD σVx, and
the convergence performance is expected to be improved after the
SRIF starts. There is no doubt that the precise determination of σVx is
key to improving the convergence performance. Substituting Eqs 2, 6
into Eq. 5, the constraint equation can be rewritten as follows:

Vs
x,ti

� Xs
ti
− �X

s
ti
. (9)

Eq. 9 indicates that the OMC of the virtual equation is actually the
difference between the orbit state and the ultra-rapid orbit products.
By averaging the root mean square (RMS) of the differences for all
satellites, the STD σVx can be approximately determined and is equal
to a constant value for all satellites. Therefore, the constant stochastic
model of the constraint equation can be established as follows:

FIGURE 2
Global distribution of 80 selected IGS MGEX stations.

TABLE 1 Data processing strategies for real-time POD.

Item Description

Observation Ionosphere-free combination of code and phase
observations on frequency pairs of GPS L1/L2, Galileo
E1/E5a, and BDS-3 B1I/B3I

Sampling rate 300 s

Cutoff elevation 7°

Estimation method SRIF

Geopotential EGM2008 model (12 × 12)

M-body gravity Sun, Moon, and other planets

Tide forces and
relativistic effects

IERS Conventions 2010 [15]

Earth radiation pressure Models from [22] are adopted

SRP model ECOM2 model with nine parameters [1]; parameters
are estimated as random walk

Tropospheric delay Initial value is corrected by the Saastamoinen model;
wet ZTD is estimated as random walk with
VMF1 mapping function [2]

Relativity effect Corrected via IERS Conventions 2010

Satellite antenna PCO
and PCV

Corrected via igs14.atx [21]

Receiver antenna PCO
and PCV

Corrected via igs14.atx, where corrections of BDS-3 are
replaced by the GPS values

Station coordinates Estimated as constant which are tightly constrained to
the IGS weekly solution

Satellite clock Estimated as random walk

Receiver clock Estimated as random walk

Satellite orbit position
and velocity

Estimated as random walk

Ambiguity Estimated as float constant for each continuous arc
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Vs
x,RMS �

����������∑nt
i�1 Vs

x,ti
( )2
nt

,

√√
(10)

σVx �
∑ns

s�1 Vs
x,RMS( )

ns
, (11)

where nt is the number of epochs to be averaged and ns is the number
of satellites for each system.

Note that the accuracy of the ultra-rapid orbit products would be
decreased over time, while it is not rigorous to take σVx as a constant
value during the convergence period. Therefore, a time-dependent
stochastic model related to time t is further proposed to simulate the
time-varying value of σVx, as shown in Eqs 12, 13. The function
expression of Eq. 13 should be determined after analysis of the
differences between the SRIF orbit state and the ultra-rapid orbit
products for all satellites.

Vx,ti �
∑ns

s�1 Vs
x,ti

( )
ns

, (12)
σVx � f t, Vx,ti( ). (13)

Same as the OMC value of the constraint equation, the model of
Eqs 11, 13 is usually determined in the RTN coordinate system. It
should be transformed to the ECI coordinate system. According to
the variance–covariance propagation law, the STD of the OMC of
the constraint equation in the ECI coordinate system is expressed as
follows:

σVx,ECI �
�������������
G · σ2Vx,RTN · GT.

√
(14)

2.3 Implementation of the proposedmethod

The proposed method is implemented in five steps. First, the
ultra-rapid orbit product is used to obtain the initial orbit state
of BDS/GNSS satellites, and the time length of constraint period
is chosen. Second, the orbit state parameters are integrated to
the current time according to Eq. 1. Meanwhile, all the
observation data from globally distributed ground stations
are collected to form the observation equations based on Eqs
3, 4. Then, the constraint equation is constructed and
introduced to the POD process using Eq. 5. Afterward, the
SRIF is used to estimate orbit state parameter correction and
update orbit parameter at every processing epoch. Finally, the
orbit parameters are estimated without constraints after the
constraint period. The flowchart of the aforementioned steps is
shown in Figure 1.

In addition, if the predicted part of the ultra-rapid orbit is
not of good quality (e.g., satellite maneuver), we have proposed
a quality control strategy based on the statistics of the post-fit
residual. The variance of unit weight of post-fit residual is first
calculated in every epoch. If the result is larger than a threshold
(e.g., 5.0), we calculate the residuals of ground stations toward
every satellite. Then, if the percentage of ground stations with a
large residual is more than a threshold (e.g., 70%), the weight of
this satellite should be lowered to avoid bad values.

2.4 Data collection and processing
strategies

A total number of 80 globally distributed Multi-GNSS
Experiment (MGEX) stations are selected in our experiment. All
these stations are able to track GPS, Galileo, and BDS-3 satellites
from DOY (day of the year) 275 to DOY 302 in 2020. The global
distribution of these stations is shown in Figure 2. Data processing
strategies for real-time POD used in the experiments are shown in
Table 1. Note that all available GPS and Galileo satellites are used for
POD, while only MEO satellites of BDS-3 are included.

In order to make a comparison, we design three schemes to
evaluate the convergence performance of each system, i.e., GPS,
Galileo, and BDS-3. The first scheme is to estimate the orbit without
external constraints. We consider the convergence performance as
the reference to evaluate the enhancement of the proposed method.
The second scheme is to estimate the orbit by introducing
constraints to the constant stochastic model. In this scheme, we
conduct the experiment with external constraints from the ultra-
rapid orbit products, where the STD of the OMC of the constraint
equation is chosen as a constant value by averaging the RMS of the
differences between the predicted part of the ultra-rapid orbit and
the SRIF orbit in different time ranges (see Eq. 11). The third scheme
is to estimate the orbit by introducing constraints to a time-
dependent stochastic model. In contrast to the second scheme,
we use Eq. 13 to determine the time-dependent values of the
STD of the OMC of the constraint equation. For each scheme,
the convergence time and the orbit accuracy during and after the
convergence would be evaluated and compared.

3 Results

In this section, we first implement real-time POD without
external constraints to analyze the convergence time and orbit
accuracy after convergence. Then, we determine the expression of
both the constant stochastic model and the time-dependent
stochastic model of the constraint equation by analyzing the
differences between the SRIF orbit after convergence and the
predicted part of the ultra-rapid orbit. Finally, we conduct the
real-time POD with external constraint equations from the
constant stochastic model and the time-dependent stochastic
model to evaluate the convergence time and orbit accuracy.

3.1 Real-time POD without external
constraints

The convergence time and the corresponding accuracy after
convergence are evaluated for the real-time POD without external
constraints. Precise orbit products released by Wuhan University
(WUM) are taken as the reference for this evaluation. The time
series of the RMS in the along-track, cross-track, and radial
directions for all satellites of each GPS, Galileo, and BDS-3
constellation are shown in Figure 3. The convergence criteria for
each system is that the RMSs of the along-track, cross-track, and
radial directions are below 0.25 m, 0.15 m, and 0.15 m, respectively,
which is shown by the dotted curve in the figure .
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Figure 3 shows that all GPS, Galileo, and BDS-3 satellites take a
long time to converge to a stable state. By comparing between
different systems, GPS satellite has the shortest convergence time,
while BDS-3 satellite has the longest convergence time. The reason
may be that there are more ground observation stations that can
track GPS and Galileo satellites, leading to a better geometric
configuration. On the contrary, the distribution of ground
observation stations for different BDS satellites is less uniformly
distributed than that of GPS and Galileo satellites. In addition, the
SRP model is more precise for GPS and Galileo satellites. This has
been proved by the fact that the orbit accuracy of GPS and Galileo
satellites is better than that of BDS satellites using the batch
processing method [11]. Therefore, the SRIF orbit accuracy of
BDS satellites is relatively poorer, and it needs longer
convergence time. In addition, it can be found that the time
series of the RMS will confront a discontinuity at 24 h and 48 h.
Among three satellite systems, the discontinuity of Galileo satellite is
the smallest while that of BDS-3 satellite is the largest. This is
becauseWUMprovides orbit products of one-day solution using the
batch processing method, which leads to discontinuity at the
boundary of each day. On the contrary, the SRIF method
provides continuous orbit over three consecutive days, which can
avoid such discontinuity and shows its superiority.

In order to evaluate and analyze the convergence time
quantitatively, the corresponding average convergence time is
shown in Table 2. For GPS satellites, the convergence time in the
along-track, cross-track, and radial directions are 5.00 h, 10.25 h,
and 13.75 h, while that for Galileo satellites are 6.25 h, 12.00 h, and
15.25 h, respectively. The convergence time of Galileo satellite is
approximately 1.5 h longer than that of GPS satellites. For BDS-3
satellites, the convergence time in the along-track, cross-track, and
radial directions is 12.00 h, 15.50 h, and 17.75 h, respectively, which

is significantly longer than that of GPS and Galileo satellites. Note
that the RMS exceeding 0.25 m at approximately 16 h in the along-
track direction of BDS-3 is regarded as the abnormal value after
convergence. In addition, the convergence time in each direction is
similar for all satellites, where the along-track direction has the
shortest convergence time while the radial direction has the longest
convergence time.

As shown in Figure 3, the SRIF orbit is rather stable after 48 h.
Thus, the RMS of orbit difference after 48 h with respect to the
WUM products can be taken as the final precision of the SRIF
orbit. The orbit difference RMSs for each satellite after 48 h are
shown in Figure 4. The average RMS for each system in different
directions is also shown in the legend of the figure. It can be seen
that the RMSs of most satellites in each direction are less than
0.1 m. The RMSs of GPS satellites are the best, while those of
Galileo satellites are slightly larger. The RMSs of BDS-3 satellites
are the largest among the three systems. To be specific, the
average RMSs in the along-track, cross-track, and radial
directions are 0.081 m, 0.046 m, and 0.029 m for GPS satellite,
0.079 m, 0.049 m, and 0.031 m for Galileo satellite, and 0.109 m,
0.066 m, and 0.054 m for BDS-3 satellite, respectively.

FIGURE 3
RMS time series of orbit differences for all satellites of each GNSS constellation with respect to the WUM products.

TABLE 2 Average convergence time in each direction for different satellite
systems (unit: hour).

GPS Galileo BDS-3

Along 5.00 6.25 12.00

Cross 10.25 12.00 15.50

Radial 13.75 15.25 17.75
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3.2 Determination of the stochasticmodel of
the constraint equation

Using Eq. 9, as discussed in Section 2, we compare the 24-h
predicted part of ultra-rapid products released by WUM and the

SRIF orbit after 48 h (stable SRIF orbit) with the WUM final orbit.
The time series of RMS of the 24-h predicted orbit (blue dotted
curve), the SRIF orbit (green dotted curve), and the difference
between the 24-h predicted orbit and the stable SRIF orbit (red
solid curve) for all satellites of each system are shown in Figure 5.
Since the accuracy of SRIF orbit after 48 h basically remains stable,
the statistical value shown in Figure 4 is adopted, and thus the green
dotted curve is parallel to the horizontal axis.

As for the 24-h predicted orbit, the average RMS generally increases
for GPS and Galileo satellites in the along-track and cross-track
directions, as well as BDS-3 satellites in the cross-track direction.
Due to the increase in the predicted time, the orbit error
accumulates after orbit integration. Therefore, the predicted orbit
tends to be less accurate along with the predicted time. Different
from the along-track and cross-track directions, the variation trend
of the average RMS of all systems in the radial direction generally
remains flat for most time. In addition, the accuracy in the along-track
direction of BDS-3 satellite increases in the first 6 h and then generally
decreases. This is due to relatively larger discontinuity between the final
products of two consecutive days than that of GPS andGalileo satellites.

From the red solid curve in Figure 5, we can find that the RMS of
the orbit differences first decreases and then gradually increases for
all satellites in the along-track direction, as well as GPS and Galileo
satellites in the cross-track direction. This is because the accuracy of
24-h predicted part of the ultra-rapid orbit is better than that of the
stable SRIF orbit in the beginning and then it is worse than that of
the stable SRIF orbit as time goes on. It takes approximately 6–12 h
to reach the bottom of the curve. In the cross-track direction for
BDS-3 satellites, the accuracy of predicted orbit decreases with the
increase in time and is always worse than that of the stable SRIF
orbit. Therefore, the RMS of orbit differences keeps continuously
increasing. In the radial direction of Galileo satellites, the RMS of

FIGURE 4
RMS of orbit differences with respect to the WUM products for each satellite after 48 h. The mean RMS for all satellites in each direction is shown.

FIGURE 5
Time series of average RMS of the 24-h predicted orbit, the SRIF
orbit after 48 h, and the difference between them for all satellites of
each constellation.
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orbit difference will first slightly decrease and then generally
increase. On the contrary, there is no significant regularity of the
RMS of orbit differences for GPS and BDS-3 satellites in the radial
direction and it remains very stable.

The average values of the RMS of orbit difference between the
predicted orbit and stable SRIF orbit from different predicted time
length is shown in Table 3. It shows that the RMS of the difference
over 6 h in the along-track, cross-track, and radial directions are
0.026/0.016/0.007 m for GPS satellite, 0.021/0.013/0.021 m for
Galileo satellite, and 0.041/0.020/0.015 m for BDS-3 satellites,
respectively. Generally speaking, the RMS of the difference over
12 h has the lowest value, while that over 24 h has the largest value in
the along-track and cross-track directions. For the radial direction,
the RMS of the orbit difference between different time ranges is
generally the same except for Galileo and BDS-3 over 24 h. The
values in the table are taken as a basis for the determination of the
constant stochastic model of the constraint equation in our
subsequent experiment.

If only the constant stochastic model is adopted, the value of the
constraint may not adjust to the change in difference between the
predicted orbit and the stable SRIF orbit over time. In order to build
the time-dependent stochastic model of the constraint equation, the
linear function, quadratic function, and cubic function related to the
time t is selected to fit the along-track, cross-track, and radial
directions according to the time series pattern shown in Figure 5.
The goodness of fit (R2) of three different functions is listed in
Table 4.

From Table 4, we can find that the quadratic function greatly
improves the fit performance of the linear function in all directions

for GPS, Galileo, and BDS-3 satellites. For GPS and BDS-3 satellites,
R2 of the quadratic function in the along-track and cross-track
directions exceeds 0.9. However, R2 of the quadratic function in the
radial direction is much lower, which are 0.152 and 0.653,
respectively. This is because the RMS of the difference in radial
direction of GPS is at the millimeter level, which is too small to be
recognized as a clear regular trend of time-varying changes. For
Galileo satellite, R2 of all directions exceeds 0.9. This indicates that
the quadratic function can fit the Galileo satellite well in all
directions. Compared to the quadratic function, the cubic
function mainly improves the radial direction for GPS satellite
while the improvement in other directions for all navigation
systems is limited. Although R2 in the radial direction for GPS
satellite is improved using the cubic function, there is no need to
adopt the cubic function to model all satellites because the RMS of
the difference changing over time in the radial direction for GPS is
rather small. Therefore, the quadratic function is more suitable to
build the time-dependent stochastic model of the constraint
equation for GPS, Galileo, and BDS-3 satellites. The expression
of the quadratic function is shown in Eq. 15, and the corresponding
coefficient estimates are shown in Table 5.

σVx,RTN � a · t2 + b · t + c. (15)
The time series of fit residuals for each system in each direction

are shown in Figure 6. It can be seen that the majority of residuals is
in a range of −1 cm–1 cm, with an average value close to zero. The
absolute values of residuals in the along-track direction are relatively
larger than those in the cross-track and radial directions. The
average RMSs of residuals in the along-track, cross-track, and
radial directions are 5.8/0.6/1.1 mm for GPS satellite, 3.3/1.1/
0.8 mm for Galileo satellite, and 7.5/1.4/1.4 mm for BDS-3
satellite, respectively. This indicates that the quadratic function
can precisely fit the difference between ultra-rapid product and
stable SRIF orbit.

3.3 Real-time POD with external constraints
from different schemes

The performance of real-time POD with external constraints is
analyzed in this section. POD results with the constant stochastic
model and the time-dependent stochastic model of the constraint
equation are compared to those without external constraints.
According to the average convergence time of each system (see
Table 2), the constraint period in our experiment is chosen as 14 h,
16 h, and 18 h for GPS, Galileo, and BDS-3 satellites, respectively.
Figure 5 shows that the accuracy of ultra-rapid products is better

TABLE 3 Average RMS of the difference between the predicted orbit from ultra-
rapid products and the stable SRIF orbit for all satellites (unit: cm).

Time length GPS Galileo BDS-3

Along 6 h 2.6 2.1 4.1

12 h 2.2 2.0 3.8

24 h 4.1 4.6 7.5

Cross 6 h 1.6 1.3 2.0

12 h 1.4 1.5 2.2

24 h 1.4 2.2 2.8

Radial 6 h 0.7 2.1 1.5

12 h 0.7 2.1 1.5

24 h 0.6 2.3 1.7

TABLE 4 Goodness of fit (R2) of linear function, quadratic function, and cubic function to fit the RMS of the differences between the 24-h predicted ultra-rapid
product and the stable SRIF.

GPS Galileo BDS-3

Along Cross Radial Along Cross Radial Along Cross Radial

Linear 0.630 0.028 0.071 0.780 0.956 0.673 0.785 0.924 0.626

Quadratic 0.920 0.988 0.152 0.982 0.984 0.944 0.952 0.959 0.653

Cubic 0.964 0.988 0.579 0.991 0.985 0.949 0.996 0.961 0.661
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than that of the stable SRIF orbit in the first 6–12 h. Therefore, the
ultra-rapid product is not suitable for the baseline of the constraint
equation after 6–12 h if the constraint orbit is not updated timely.
Considering that the ultra-rapid product is updated every 6 h, we
choose to update the constraint orbit every 6 h during the constraint
period in our scheme. Therefore, for the scheme with the time-
dependent stochastic model, the argument of time t in the quadratic
function (see Eq. 15) will repeat every 6 h to determine the time-
variant STD of the OMC of the constraint equation. For the scheme
with the constant stochastic model, the RMS over 6 h and 24 h (see
Table 3) is used as the constant STD of the OMC of the constraint
equation, respectively. The time series of the RMS of orbit
differences from different schemes with respect to the WUM

orbit products are shown in Figure 7. The corresponding average
RMS is shown in Figure 8, where the results during the constraint
period is shown in the left panels and those after the constraint
period is shown in the right panels. Note that the scope of the vertical
axis in Figure 8 is limited to 0.5 m to clarify the results of the
proposed method although some of the orange bars in the left panel
exceed this scope.

Figure 7 shows that the convergence time of the schemes with
external constraints in all directions is significantly reduced when
compared with that of the schemes without external constraints. In
the scheme with the constant stochastic model (24 h), there is no
significant convergence phenomenon for GPS and Galileo satellites
under the convergence criteria of 0.25 m, 0.15 m, and 0.15 m in the
along-track, cross-track, and radial directions, respectively. However,
there still exists a convergence phenomenon of less than 1 hour for
BDS-3 in all directions. In the scheme with the constant stochastic
model (6 h), no significant convergence phenomenon is observed for all
systems in all directions. In the scheme with the time-dependent
stochastic model, the RMS for GPS, Galileo, and BDS-3 satellites in
all directions has a further improvement during the constraint period
when compared to the schemewith the constant stochastic model (6 h).
This indicates that different stochasticmodels of the constraint equation
have a significant effect on the performance of convergence. In addition,
the time-dependent stochastic model achieves more improvement in
the cross-track and radial directions than the along-track direction for
all systems when compared to the constant stochastic model.

The left panel of Figure 8 shows that the average RMSs in the
along-track, cross-track, and radial directions are 0.092/0.072/
0.086 m for GPS satellites, 0.099/0.068/0.099 m for Galileo
satellites, and 0.164/0.087/0.106 m for BDS-3 satellites in the
scheme with the time-dependent stochastic model, respectively.

FIGURE 6
Fit residuals of the difference between 24-h predicted part of the ultra-rapid orbit and the stable SRIF orbit for all satellites of each constellation.

TABLE 5 Coefficient estimates of the quadratic function of the difference
between the ultra-rapid product and stable SRIF orbit for each constellation.

Coefficient Along Cross Radial

GPS a 2.5 × 10−4 5.0 × 10−5 1.0 × 10−5

b −3.7 × 10−3 −1.1 × 10−3 −2.3 × 10−4

c 3.2 × 10−2 1.8 × 10−2 7.2 × 10−3

Galileo a 2.5 × 10−4 2.8 × 10−5 4.2 × 10−5

b −2.9 × 10−3 4.0 × 10−4 −6.0 × 10−4

c 2.6 × 10−2 1.1 × 10−2 2.2 × 10−2

BDS-3 a 3.3 × 10−4 2.9 × 10−5 1.0 × 10−5

b −3.4 × 10−3 2.0 × 10−4 5.0 × 10−5

c 4.5 × 10−2 1.9 × 10−2 1.4 × 10−2
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These values are almost at the same level as those after the
constraint period shown in the right panel of the figure.
Nevertheless, the RMSs in all directions for GPS, Galileo, and
BDS-3 satellites all exceed 0.3 m in the scheme without external
constraints. Compared to the average RMSs of the scheme
without external constraints, the scheme with the constant
stochastic model (6 h) during the constraint period shows an
improvement of 86.5%, 84.8%, and 96.8% in the 1D direction for
GPS, Galileo, and BDS-3 satellites. Compared with the scheme
with the constant stochastic model (24 h), the scheme with the
constant stochastic model (6 h) shows an improvement of 5.0%,
10.0%, and 4.8% in the 1D direction for GPS, Galileo, and BDS-3
satellites. Furthermore, the scheme with the time-dependent
stochastic model performs better than the scheme with the
constant stochastic model (6 h) with an improvement of 1.3%
and 3.7% in 1D direction for GPS and BDS-3 satellites. For
Galileo satellite, the average RMSs of the schemes with the time-
dependent stochastic model and the constant stochastic model
(6 h) are comparable. It demonstrates that the time-dependent
stochastic model achieves a better performance than the constant
stochastic model. After the constraint period, the right panel of
the figure shows that the three schemes with external constraints
basically perform with a comparable accuracy, which is slightly
better than the scheme without external constraints. Therefore,
our proposed constraint method can significantly improve the
orbit accuracy in the convergence period without damaging the
orbit accuracy after convergence.

Due to the limited manuscript space, the effectiveness and
difference of the model results derived from different ACs and
different satellite systems need further verification in the future
research.

4 Discussion

The ultra-rapid orbit product is reliable external information to
shorten the convergence time of the filter orbit because it can
provide the predicted GNSS satellite orbit at the centimeter level.
However, the problem of appropriately determining the stochastic
model of the constraint equation derived from the ultra-rapid orbit
has not been solved yet. In view of this, we propose an improved
approach where the stochastic model is developed by analyzing the
differences between the predicted part of the ultra-rapid orbit and
the filter orbit after convergence. The constraint equation is added to
the observation equation at every processing epoch to obtain an
improved performance of the real-time orbit after the filter starts.

To validate the proposed method, 1-month data collected from
80 globally distributed IGSMGEX stations are processed using the SRIF
method. The performance of the scheme without external constraints is
first evaluated. Under the convergence criteria of 0.25 m, 0.15 m, and
0.15 m in the along-track, cross-track, and radial directions, the results
show that the convergence time in the along-track, cross-track, and
radial directions is 5.00/10.25/13.75 h for GPS satellite, 6.25/12.00/
15.25 h for Galileo satellite, and 12.00/15.50/17.75 h for BDS-3
satellite, respectively. The average orbit accuracy after 48 h in the
along-track, cross-track, and radial directions is 0.081/0.046/0.029 m
for GPS satellite, 0.079/0.049/0.031 m for Galileo satellite, and 0.109/
0.066/0.054 m for BDS-3 satellite. Afterward, we analyze the time series
of the orbit differences between 24-h predicted part of the ultra-rapid
orbit product and the stable SRIF orbit. The constant stochasticmodel is
then determined by averaging the RMS of the orbit differences in
different time ranges. Considering that the predicted orbit of the ultra-
rapid products varies over time, a time-dependent stochastic model is
also developed. The goodness of fit (R2) of linear function, quadratic
function, and cubic function is compared to determine the STD of the
OMC of the constraint equation. Results show that the quadratic

FIGURE 8
Average RMS of the orbit differences for different systems from
three schemes.

FIGURE 7
Time series of the RMS of differences between the SRIF orbit
results and the WUM orbit products for different schemes.
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function is suitable to fit the difference between 24-h predicted part of
the ultra-rapid orbit product and the stable SRIF orbit in all directions.

The experiments of different schemes with external constraints of
the constant stochastic model and the time-dependent stochastic model
are carried out. In the scheme with the constant stochastic model using
average RMS values over 24 h, the results show that there is no
convergence phenomenon in all directions for GPS and Galileo
satellites under the same convergence criteria of the results without
external constraints. However, there still exists a convergence
phenomenon of less than an hour in all directions for BDS-3
satellites. In the scheme with the constant stochastic model using
average RMS values over 6 h, no significant convergence
phenomenon exists for all systems in all directions. When compared
to the results without introducing external orbit constraints, the 1D
RMS value during the constraint period is improved by 86.5%, 84.8%,
and 96.8% for GPS, Galileo, and BDS-3 satellites. In the schemewith the
time-dependent stochastic model, the accuracy during the constraint
period shows a further improvement of 1.3% and 3.7% in the 1D
direction for GPS and BDS-3 satellites when compared to that with the
constant stochastic model using RMS values over 6 h, while the average
RMSs of the two schemes are generally the same for Galileo satellite.
After the constraint period, results with both the constant stochastic
model and time-dependentmodel are at the same level, which is slightly
better than those without external constraints. The aforementioned
results indicate that our proposed method of using the ultra-rapid
product as external constraints can significantly improve the
convergence performance without damaging the orbit accuracy after
convergence, and the constraint with the time-dependent stochastic
model can further improve the convergence performance when
compared to the constraint with the constant stochastic model.
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A novel method of interference
source direction-finding with an
existing single antenna beam in
communication satellites
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Yan Ma1, Yi Ding1, Xiaojiao Yang1, Tong Jiang1 and Xumin Yu2
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China

Interference has recently become a critical factor in communication satellite
performance, and the interference source location is one of the most important
factors in resolving this issue. The article proposes an innovative method of
interference source direction-finding suitable for communication satellites with
an existing single antenna beam and single radio frequency (RF) channel, which
utilizes the symmetry of the antenna pattern to search for interference sources.
Compared to traditional position methods with time-frequency-synchronized
multi-satellites or a directing antenna array in a single satellite, the method does
not require any particular direction-finding payload in communication satellites
and shares existing antennas and RF channels with communication systems in
satellites. The ability to find the direction of the interference source is a software-
defined function in the communication processor. The proposed method
provides a novel way to solve the problems of interference source direction-
finding with the least engineering complexity, and it has excellent coexistence
with other existing systems in communication satellites. The computer simulation
and out-field experiment results in this article show that the method has excellent
performance with high direction-finding resolution within extensive coverage,
offering significant value and bright prospects for resolving the growing
interference issues in communication satellites.

KEYWORDS

communication satellite, interference source direction-finding, single beam, cross-
searching, equal field searching

1 Introduction

Communication satellites are crucial to space and terrestrial integrated systems since
they provide ubiquitous connectivity in all-terrain, all-weather, and full-scenes [1, 2].
Compared to terrestrial wireless communication networks, satellite-based
communications are more susceptible to intentional or unintentional jamming, and
interference trouble has become an essential factor in reducing the performance of
communication satellites [3]. In the global effort to address the issues of interference in
military and commercial satellites, interference source direction-finding [4–10] is one of the
most crucial components that can help subsequent interference suppression in the spatial
domain.
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Currently [11, 12], traditional systems use dual-satellite positioning
structures to find the direction of satellite jamming locations with good
performance. The satID of Kratos in the United States, which is one of
the most famous dual-satellite positioning structures, has a maximum
positioning resolution of 5 km. The dual-satellite structure is a research
hotspot in the interference source-directing domain [13–16]. However,
the system structure of dual-satellite interference source-directing is
complicated, and the engineering scale is enormous. Another way to
find the direction of satellite jamming positioning is based on a single
satellite, and the methods include multiple signal classification
(MUSIC), estimation of signal parameters via rotational invariance
techniques (ESPRIT), amplitude comparison, and interferometry
[17–20]. Among them, the amplitude-comparison direction-finding
method has a straightforward implementation but a limited resolution.
However, it is still a challenging problem to address the unique
application requirements of interference source direction-finding in
communication satellites with the least engineering complexity, since
they still require an antenna array and multiple RF channels.

This article focuses on the interference problems in
communication satellites and proposes a novel method of
jamming positioning with existing antennas and RF receivers.
The technique utilizes the symmetry of the antenna beam, which
can be applied on many occasions when a phased array antenna or
mechanical scanning antenna exists.

The contributions of the method are as follows:
A: The method utilizes the symmetry of the antenna pattern,

rather than the antenna gain, to find the direction of the interference
source, resulting in a high direction-finding resolution of less
than 0.1°.

B: A particular structure is adopted in the process, and it has an
instantaneous extensive area with high direction-finding resolution.

C: Without utilizing any particular direction-finding payload,
the ability of the interference source direction-finding is a function,
that is, software defined in communication processors, and it has
good coexistence with other systems in communication satellites.

2 Interference source direction-finding
methods

The method has two stages of directing interference sources:
cross-searching direction-finding (CSD) and equal field searching
direction-finding (EFSD). The result of the CSD method would be
adopted as the initial position of the interference source for the
EFSD method to minimize the searching range.

2.1 CSD method

The antenna beam scans the interference source in both
horizontal and vertical directions to create a received power
sequence. Then, the interference source position (ISP) is searched
for via the symmetry of the antenna gain sequence, which is
modulated by the ISP in the antenna scanning process.

To explain the principle of the CSD method more clearly, this
article defines the horizontal direction and vertical direction as the X
direction and Y direction, respectively. The principles of the CSD
method in the X direction and Y direction are similar. To simplify

the explanation, the article focuses on the CSD principle in the X
direction, which is depicted in Figure 1.

Assume that the interference source is located at 0.52° in the X
direction and 0.3° in the Y direction. In the scanning process of the X
direction, the angle between the interference source and
communication satellite varies from 0.6° to 0.3° and 0.5°. As a
result, the gain route of the communication antenna corresponds
to the ISP, as shown in Figure 2.

Since the ISP is not cooperative, the corresponding position
of the antenna gain has significant uncertainty in that it may be
located in the local maximum or minimum sidelobe of the
antenna pattern. However, another significant feature is that
the corresponding position of the antenna gain has excellent
symmetry in the round-trip, which can be utilized to search the
ISP ingeniously.

The corresponding gain curve is obtained by scanning the ISP in
the X direction, which has three cases according to the different ISP
locations. Case 1: the ISP is located in the middle of the scanning
route, as shown in Figure 3A. Case 2: the ISP is located at the
beginning of the scanning route, as shown in Figure 3B. Case 3: the
ISP is located at the end of the scanning route, as shown in
Figure 3C.

FIGURE 1
Geometric diagram of the back-and-forth route.

FIGURE 2
Diagram of the round-trip in the antenna pattern.
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When the ISP is located in the middle of the scanning route,
the symmetric center of the scanning curve is in the direction of
the ISP, as shown in Figure 3A. When the interference source is
located at the beginning or end of the scanning route, the gain
scanning curve does not satisfy the symmetry, as shown in
Figures 3B, C, and the angle corresponding to the maximum
point is the estimation of the ISP in the X direction. It can be
observed that the direction-finding accuracy is higher when the
interference source is located in the middle of the scanning route
than when the interference source is located at the beginning or
end of the scanning route.

Similarly, the ISP in the Y direction can also be found. Finally,
the two-dimensional directions of the target can be obtained by
scanning the ISP in both X and Y directions. Furthermore, multiple
iterations of scanning can increase the direction resolution.

The CSD method is summarized in the following six steps:
Step 1: By scanning the inference position in the horizontal direction,

the antenna would receive the power sequence corresponding
to the ISP. Meanwhile, the antenna scanning angles should be
recorded and saved synchronously.

Step 2: In pursuit of higher resolution, a cubic spline
interpolation is introduced to refine the step in the
power sequence; then, the smoothing technique is
utilized to filter the sequence to further enhance the
continuity and stability.

Step 3: The automatic threshold, which is adapted to noise, can be
brought in with the maximum value of the power sequence.
Then, the rising and falling scanning angles in the power
sequence should be calculated and recorded simultaneously
based on the threshold.

FIGURE 3
Corresponding gain curve obtained by scanning different ISP locations. (A) case 1: the middle of the scanning route. (B) case 2: the beginning of the
scanning route. (C) case 3: the end of the scanning route.
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Step 4: The ISP in the horizontal direction can be estimated by
the angle, which is the median value of the rising and falling
scanning angle.

Step 5: The ISP in the Y direction can be calculated by repeating
steps 1–4.

Step 6: The horizontal and vertical positions of the interference
source estimated in steps 4 and 5 are the ISP of the CSD
method.

2.2 EFSD method

The antenna beam is utilized to conically scan the point Tini

outputted by using the CSD method explained in Section 2.1. On

this basis, the EFSD method can significantly increase the resolution
of the ISP, as shown in Figure 4.

When the ISP does not stand in the center of the circle, the
envelope of the received power by antenna scanning would be nearly
modulated by the sinusoid model in Figure 5. It can be concluded
that the amplitude and phase of the power scanning curve are
modulated by the ISP, and this trick can be utilized to design the
EFSD method.

As shown in Figures 4, 6, the antenna beam scans the point Tini

and draws a cone around the point Tini with a certain angular
velocity ωs. Then, the power sequence of the received signal can be
obtained. The geometric relationship between the ISP and antenna
beam is shown in Figure 6.

The initial ISP point Tini includes the point TiniX in the X
direction and the point TiniY in the Y direction. Because the

FIGURE 4
Diagram of the EFSD method.

FIGURE 5
Sinusoidal modulation amplitude series that the antenna
receives.

FIGURE 6
Geometric diagram of the ISP and antenna beam axis.
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resolution of direction-finding by cross-searching is limited, the
position may inevitably have certain errors. Assuming that the
actual ISP is at point T, the point Tini deviates from the antenna
scanning axis by θs. The method scans around the point Tini with
a fixed angular velocity ωs and draws a cone with a radius of θs.
The scanning trajectory is a dashed circle where point A stands
as shown in Figure 6. The angle between the points Tini and T is
θT, and the angle between points T and A is θ. Finally, the
parameter ϕ is the deflection angle between the point T and the
X-axis.

Assuming that the antenna scanning angle is ωst, the geometric
angle relationship can be expressed as follows:

θ2 � θ2T + θ2s − 2θTθs cos φ − wst( ). (1)
The distribution of antenna gain is circular symmetry, and the

antenna pattern can be approximated by the Gaussian function as
follows:

F θ( ) � exp −aθ2( ). (2)
Assume that the amplitude of the interference signal received by

the antenna is U and the deviation angle between the interference
source and antenna axis is θ. The amplitude of the received power
can be expressed as follows:

ur t( ) � U × exp −aθ2( ). (3)
Then, we obtain

ur t( ) � U exp −a θ2T + θ2s( )[ ] × V, (4)

where V � exp[2aθTθs cos(wst − φ)].
In Eq. 4, the first-factor exp (.) does not contain scanning

modulation, and the second-factor exp (.) in V includes
scanning modulation of the interference source. Then, Eq. 4
is updated as

ut t( ) � U exp −a θ2T + θ2s( )[ ]. (5)

Here, the parameter θT is the deviation angle between the
estimated interference position Tini and the actual interference
position T. The second-factor exp (.) can be expanded by Taylor
series expansion, and then the first two terms can be expressed as

exp 2aθTθs cos wst − ϕ( )[ ] � 1 + 2aθTθs cos wst − ϕ( ). (6)
As a result, Eq. 5 can be expressed as

ur t( ) � ur 1 + 2aθTθs cos wst − φ( )[ ]. (7)
The amplitude of the received power is modulated by the rotary

scanning of the beam. The modulation amplitude is 2aθTθs, and it is
proportional to the angle θT, implying that the interference source
deviates from the scanning axis. The modulation phase is ϕ, which is
the deviation of the interference source angle.

According to the amplitude and phase of the received power
sequence, this method can adjust the scanning axis of the detection
antenna to approximate the ISP. The closer the ISP approaches the
antenna rotation axis, the smaller the amplitude of sinusoidal
modulation can be received. Due to the antenna scanning axis
being aligned with the direction-finding of the interference
source, the equation θT = 0 is possible in that case. The signal’s

amplitude that the antenna receives appears as a series of fixed
pulses, and the direction of the antenna scanning axis is the ISP at
this moment. It can be observed that when the amplitude of the
received power sequence is larger, it has lower sensitivity to noise.
Therefore, to estimate the deviation angle of the interference source
more precisely, the parameter θTθs should be set at a larger value, as
shown in Figure 7.

The orthogonal signals cos (wst) and sin (wst) are constructed by
the antenna’s scanning rate ws; then, the angular correction from the
interference source signal can be expressed as follows:

uX � ur t( ) cos wst( ) � ur 1 + 2aθTθs cos wst − φ( )[ ] × cos wst( )
� urA cos,

(8)
where A cos � cos(wst) + aθTθs cos(2wst − φ) + aθTθs cos(φ).

Similarly,

uY � ur t( ) sin wst( ) � ur 1 + 2aθTθs cos wst − φ( )[ ] × sin wst( )
� urA sin, (9)

where A sin � sin(wst) + aθTθs sin(2wst − φ) + aθTθs sin(φ).
In the X and Y directions, the outputs of Eqs 8, 9 are

proportional to the deviation angle between the estimated
interference position Tini and the actual interference position T.
We obtain the correction components of the antenna direction axis
in two orthogonal directions, as follows:

ΔX � − ∑ uX( )/k, (10)
ΔY � − ∑ uY( )/k. (11)

The parameter k in Eqs 10, 11 is the direction-finding
correction coefficient, and the actual point T can be
approximated by Eqs 12, 13:

Tini X update � Tini X + ΔX, (12)
Tini Y update � Tini Y + ΔY. (13)

FIGURE 7
Trajectory of equal field searching.
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Several iterations are carried out until ΔX and ΔY are less than
the required direction-finding resolution; then, the place where
the point On (Tini Xn, Tini Yn) stands is the ISP, as shown in
Figure 8.

The process of the EFSDmethod is summarized in the following
four steps:
Step 1: The energy sequence ur (t) is obtained by conical scanning of

the point Tini with a radius θs.
Step 2: The orthogonal signals cos (wst) and sin (wst) are

constructed to obtain the horizontal offset uX and the
vertical offset uY.

Step 3: The horizontal correction ΔX and the vertical correction ΔY
can be obtained by the adjustment factor k.

Step 4: When the sum of the horizontal correction ΔX and the
vertical correction ΔY is less than the preset precision, the
point Tini would nearly coincide with the actual point T.
Otherwise, the position of the point Tini should be updated
again by repeating steps 1–3.

3 Experiment results

First, in this section, computer simulation experiments are
implemented to evaluate the performance of the CSD and EFSD
methods. Furthermore, out-field experiments are carried out to
verify the effectiveness of the proposed methods.

3.1 CSD method experiments

Due to the performance and distribution of direction-finding
in the X and Y directions being similar, to facilitate the analysis of
performance, this article focuses on analyzing the resolution of
direction-finding in the X direction. Taking the geostationary
orbit (GEO) communication satellite as an example, the

maximum scanning angle corresponding to the whole Earth
is ±8.6°. The antenna has a narrow beam with a width of 0.4°.
The aptitude measurement errors, which are set at 3 dB, are
distributed using the Gaussian model. The axis pointing errors
are set at 0.2°.

Within the area of the red dotted line, the resolution of the
CSD method is less than 0.1°, as shown in Figure 9. Due to the
uniform compensation of error distribution in the cross-
searching process, the accuracy in the experiments is excellent,
and it is unaffected by the antenna axis pointing errors and

FIGURE 8
Diagram of the iterative approximation.

FIGURE 9
Results of the CSD method.

FIGURE 10
Cross-searching to cover the Earth.
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antenna beam width. The distribution of this method has the
following characteristics:

A: The precision of the direction distribution results in
the experiments agrees with the principal analysis of the
CSD method in Section 2.1. Because the scanning gain
curve does not satisfy the symmetry, as shown in
Figures 3B, C, the direction accuracy is poor at the scanning
boundary.

B: Because the antenna sidelobe gain beyond the main lobe
(0.4°) is volatile, direction precision has excellent performance
within the middle of the region, which is less than ±2° in the Y
direction, and poor performance in the rest of the searching
region.

To improve the performance within the global coverage
(±8.6°), this article divides the global region into four bands,
as shown in Figure 10, and the width of each band is ±2°. The
CSD method would be limited to work in this region. After
applying the horizontal direction-finding process in the Y
direction, the vertical direction-finding process by using the
CSD method starts, and the interference source location Tini

can be obtained within nearly five iterations, as shown in
Figure 10.

3.2 EFSD method experiments

Taking the location Tini as the center, the antenna beam scans
point Tini with a radius of 0.5° and obtains 256 points of the
received power sequence in a circle. The precision variables ΔX and
ΔY are set at 0.01°. The aptitude measurement errors, which are set
at 3 dB, are distributed using the Gaussian model. The axis
pointing errors are set at 0.2°. The results of the EFSD method
are shown in Figure 11.

Figure 11 shows that the center of the equal field searching
trajectory is the ISP after multiple iterations of equal field searching.

The direction error distribution of the EFSDmethod is shown in
Figure 12. In the area of the red dotted circle with a radius of
approximately 2.5°, the direction precision, which is less than 0.01°,
is distributed evenly.

The effectiveness of the proposed methods has been verified by
the aforementioned experiments, and comparative experiments
with the most classical methods in engineering are conducted to

FIGURE 11
Trajectory of equal field searching.

FIGURE 12
Distribution of direction errors.
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prove the superiority of the method proposed in this article. The
direction-finding method proposed here is based on the power
comparing principle, and the comparing techniques should be on
the same theme. As a result, the methods, including the mono-
pulse amplitude-comparison method [21], the direction-detecting
algorithm from synthesis difference beam [22], and the three-
beam-direction method [23], have been selected to conduct
comparative experiments. The conditions of these experiments
are that the antenna beam width is 0.4° and the direction coverage
is ±8°. The direction error distributions of the three methods are
shown in Figure 13.

It can be observed that the performance of the three-beam-
direction method can achieve 0.04°, which is the best direction
precision among these three methods. However, it is still weaker
than the performance of 0.01°, calculated through the proposed
method. The novel approach in this article utilizes more power

trajectory points to search the symmetry center of the antenna beam,
and it makes a very positive contribution to increase direction
precision.

3.3 Out-field experiments

Out-field experiments are also carried out to verify the
proposed method’s effectiveness. There are two interference
sources employed in these experiments, whose frequency can
be set at 8.7 GHz (no. 1) and 8.72 GHz (no. 2). The diameter of
the direction-finding antenna reflector is D = 1.2 m, and the
antenna beam width is θ = 2°.

The requirement of the far-field condition is given as follows:

R � 2D2/λ, (14)

FIGURE 13
Direction error distributions of the most classical methods in engineering. (A)mono-pulse amplitude-comparison method. (B) synthesis difference
beam method. (C) three-beams-direction method.
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where R is the minimum distance required for the far-field condition
and λ is the wavelength of the RF signal. Specifically, the distance R is
constrained to be greater than 83.52 m, based on the mathematical
analysis. The radial distance between the direction-finding antenna
and interference sources is surveyed to be more than 100 m, which
meets the requirement of the far-field condition. The scene of out-
field experiments is shown in Figure 14.

The horizontal angle of the interference source no. 1 relative
to the direction-finding antenna is 12.727° and the vertical angle
is 58.358°. Meanwhile, the horizontal angle of the interference
source no. 2 close to the direction-finding antenna is 13.582° and
the vertical angle is 58.361°. The initial condition of the
direction-finding antenna is set with a horizontal angle of
51.287° and a vertical angle of 19.798°, which is away from
no. 1 by approximately 10°. When the CSD experiments are
completed, the direction of the antenna is aimed at the position
of no. 1. In the next step, the EFSD method is adopted to increase
the direction precision higher. Similar experiments are carried
out with the interference source no. 2 and the results are shown
in Table 1:

The out-field experiments show that the CSDmethod can search
an extensive area, and it is up to ±10° away from the actual
interference position. The EFSD method scans around the
estimated position outputted by the CSD method with a radius
of 1.5° and has an excellent direction-finding accuracy of up to
0.02°–0.04°. The results of the experiments validate that the CSD
method has the advantage of direction-finding in a more extensive

area, and the EFSD method has the advantage of more accurate
direction-finding results.

3.4 Conclusion

It can be observed from the results of computer simulation and
out-field experiments that the CSD method in the first step has an
advantage of an extensive search region of up to ±10° in out-field
experiments; however, the direction-finding accuracy is limited. The
CSD method can be applied to scenarios requiring extensive search
regions and lower direction precision. As for the EFSD method in
the second step, the accuracy is excellent, up to 0.04° within a small
direction region of ±2.5° in out-field experiments. The two methods
would be organically integrated to propose a newmethod, and it can
achieve the advantage of high precision in an extensive search
region. One point to be mentioned is that a larger value of the
parameter step can be set to meet the requirements of a more
extensive area on some occasions.

4 Discussion

This article proposes a novel interference source direction-
finding method with the least engineering complexity.
Independent of antenna gain, the method utilizes the symmetry
of the antenna pattern to search for the ISP, and it has higher
direction accuracy. Without any particular direction-finding
payload, the method shares the antenna and RF channel with the
existing communication systems and is suitable for most
communication satellites. By adding a function of direction
software, the method brings a new capability to solve interference
problems and provides an innovative way to design communication
satellites without any interference troubles. The computer
simulation and out-field experiment results show that the
method has excellent direction-finding performance in the
extensive region. Meanwhile, the method shows significant value
in engineering practice to mitigate interference problems in
communication satellites.

It must be mentioned that the received power of the interference
source is not fixed in practical applications because of transmitting
antenna scanning, variable power, or other reasons. To eliminate the
influences of variable signal power on the direction process, a branch
with an omnidirectional antenna can be added, and the different
power between direction and omnidirectional antennas would be

TABLE 1 Resolution of no. 1 and no. 2 in out-field experiments

Method CSD (no. 1) EFSD (no. 1) CSD (no. 2) EFSD (no. 2)

Horizontal true value (°) 12.727 12.727 13.582 13.582

Horizontal observed value (°) 12.504 13.704 13.298 13.543

Horizontal errors (°) 0.223 0.023 0.284 0.039

Vertical true value (°) 58.358 58.358 58.361 58.361

Vertical observed value (°) 58.562 58.323 58.053 58.320

Vertical errors (°) 0.204 0.035 0.308 0.041

FIGURE 14
Scene of the out-field experiments.
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calculated to create a new power sequence. With this astute
correction, the method can be applied to direct variable
interference sources as usual.
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A novel SW-ESIW slot antenna and
its applications in millimeter-wave
array design

Jingxia Qiang, Feng Xu*, Ling Yang, Shui Liu and Junlin Zhan

School of Electronic and Optical Engineering, Nanjing University of Posts and Telecommunications
(NJUPT), Nanjing, Jiangsu, China

A novel structure of slot antenna with high gain and compact size for millimeter-
wave (mmW) applications is proposed. This is the first attempt to apply slow-wave
substrate integratedwaveguide (SW-ESIW) to the field of antennas and their arrays.
Two slot antenna arrays were designed, fabricated and measured. The measured
results are in agreement with the simulation. The removal of dielectric substrate
improves the radiation gain. At the same time, the slow wave effect, by means of
physical separation of electric and magnetic fields, decreases both the lateral and
longitudinal dimensions of the antenna. The SW-ESIW slot antenna can achieve
miniaturization while retaining the advantages of high gain of ESIW. The 1 × 4-slot
array shows a measured −10 dB bandwidth of 16% (30.5–35.8 GHz) with a
measured maximum gain of 11.69 dB. The 4 × 4-slot array achieves a
measured −10 dB bandwidth of 7.6% from 31.6 to 34.1 GHz with a measured
peak gain of 18.75 dB. In addition, during the operating band, the radiation pattern
is stable. Compared with the previously structures, the proposed SW-ESIW
antenna structure has a better trade-off between gain and footprint. It can be
flexibly adjusted to adapt to different requirements. These performances ensure
that the antenna array based on the proposed structure is a promising candidate
for millimeter-wave wireless applications including the fifth-generation mobile
communications.

KEYWORDS

slow-wave empty substrate-integrated waveguide, substrate-integrated waveguide,
millimeter-wave, high-radiation gain, antenna array

1 Introduction

With the increasing demand of the mass market for electronics and communication
applications, millimeter-wave (mmW) technology, as one of the most promising solutions
that help provide high-data rate transmission in the fifth generation (5G) and beyond
wireless communications, has become a significant research topic. Waveguide slot arrays
[1–13] are strong candidates for the front-end millimeter-wave waveguide systems, such as
radar systems, SATCOM, and 5G wireless communications, due to the advantages of low
cost, high efficiency, and high performance.

In recent years, the substrate-integrated waveguide (SIW) [14–23] has been extensively
analyzed and experimentally studied due to higher-quality factors and better integration
compared with other low-profile microstrip and coplanar structures. The high-gain slot
element can simplify the antenna array design efficiently. Therefore, how to enhance the gain
of the SIW slot antenna has attracted a significant amount of attention. The usual approach
to designing a high-gain slot antenna is to load a parasitic element covering a conventional
slot [6–8, 24, 25] or construct a sub-array configuration [26–28]. However, the gain
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enhancement of the dielectric-filled substrate-integrated waveguide
(DFSIW) slot antenna is limited due to the presence of the dielectric
substrate.

The gap waveguide (GW) technology can increase gain
appropriately due to its relatively low loss. The working principle
is to prevent the lateral propagation of the electromagnetic wave by
using a high-impedance surface on both sides. Therefore, it has the
weakness of being large and heavy. Moreover, several new type
substrate-integrated waveguides without the dielectric substrate,
such as the air-filled substrate-integrated waveguide (AFSIW)
[29] and the empty substrate-integrated waveguide (ESIW) [30],
are used to improve the gain of slot antennas. Both the AFSIW and
ESIW have lower insertion loss and better power-handling
capabilities compared to DFSIW, which makes it promising for
designing high-efficiency slot arrays. Parment F et al. [31] proposed
an AFSIW 1 × 4-slot array antenna based on the multilayer PCB
process. At the same operating band of 30.5 GHz, the gain and
efficiency of the AFSIW antenna are 3.5 dB and 1.6% higher than
those of the DFSIW, respectively. In [32], a 1 × 10-slotted ESIW
antenna for a multiple-input multiple-output (MIMO) radar sensor
was introduced. It achieved a measured gain of 15 dB in the target
operating band (16–16.5 GHz). To investigate the potential of the
ESIW in designing slot arrays with more elements and higher
radiation gain, in [33], two slot antenna arrays were designed.
The 1 × 6-slot antenna achieved a maximum gain of 15.5 dB at
38 GHz, and the 6 × 8-slot antenna showed a maximum gain of
24 dB at 39 GHz. However, because the air cavity requires a
rectangular hole to be hollowed out in the middle substrate, the
structure should be at least three layers and the physical dimension is
larger, which greatly confines their applications. Therefore, for both
the GW and ESIW, how to realize the planar slot antenna array with
high gain and -compact structure is still a challenging task.

We successfully achieved the proposed novel waveguide, the
slow-wave empty substrate-integrated waveguide (SW-ESIW) in
[34]. The structure combined the advantages of SW-SIW and
ESIW technologies and has proven to be useful in filters with
miniaturization and high-quality factors. However, its
performance in the field of antennas remains to be further studied.

In this paper, the SW-ESIW structure is proposed to realize the
application of the antenna for the first time. A new-type method to
balance the radiation gain and physical dimension of the slot
antenna is proposed and studied with the objective of offering a
high-performance SIW slot antenna alternative. The structure is
implemented using multilayer PCB technology, utilizing air cavities
to improve antenna gain and utilizing the slow-wave structure to
balance the size of the antenna. In addition, the operating frequency
band covers the millimeter-wave band. This structure improves the
SW-ESIW technology system and lays a foundation for the
subsequent design of more complex antennas based on the SW-
ESIW.

This paper is organized as follows. In Section 2, the novel
antenna topology is introduced. Its mechanism of high gain and
miniaturization is analyzed, and the results are compared with other
SIW structures. In order to demonstrate the possibility of SW-ESIW
slot array development, Section 3 presents the design and
experimental validation of a 1 × 4-slot array and a 4 × 4-slot
array. A comparison with the state of the art is also discussed to
highlight the performance of the antenna developed in this work.

Finally, Section 4 provides the conclusion of the work and prospects
for future work.

2 Antenna element design

2.1 Topology

A cross sectional view of the proposed SW-ESIW structure is
shown in Figure 1A. It consists of a slow-wave substrate and empty
SIW transmission structure, with a slot. The structure bases on a
triple-layer substrate, and the layering diagram is shown in
Figure 1B. Substrate 1 implements the top conducting boundary
for the middle air layer (substrate 2). Lateral via-holes in substrate
3 define the cavity size as a conventional SIW cavity, and internal
via-holes are periodically arranged among them to form a high slow-
wave effect.

FIGURE 1
The proposed SW-ESIW. (A) Cross-sectional view; (B) explosive
view.
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In the proposed triple-layer structure, sub 2 and sub 3 are
designed for the same substrate. The total height is h = h2 + h3
= 0.762 mm, and the copper thickness is 0.017 mm. In order to be
more cost effective and compact, low-cost material such as FR-4 can
be manufactured for sub 1, which provides an upper metallic wall
with a radiation slot for the air cavity. In sub 3, the period of internal
via-holes is s1 in both longitude and lateral directions. The diameters
of internal and lateral via-holes are d1 and d2, respectively. The width
and length of the slot in sub 1 are wslot and lslot, respectively.

To integrate the structure into a printed circuit, it is necessary to
design a high-quality transition from a microstrip line to SW-ESIW.
The transition can be regarded as a two-stage mode converter. In the
first stage, the microstrip mode is converted into the fundamental
mode of a waveguide partially filled with dielectric, where a metal iris
is opened in the back wall to increase thematching of the twomodes.
In the second stage, the fundamental mode of the partially filled
waveguide is converted to that of the final slow-wave empty
waveguide. To better achieve a high-quality transition, an
exponential taper, with the length lt and the rounded end, is
fabricated so that the dielectric filling of the initial waveguide is
progressively decreased according to the exponential law until it
effectively disappears. The details are shown in Figure 2.

2.2 EM field

In order to illustrate the principle of the slow-wave effect in the
proposed structure, full-wave electromagnetic simulations were
carried out using high-frequency electromagnetic field simulation
software, High Frequency Structure Simulator (HFSS).

FIGURE 2
Details of transition.

FIGURE 3
Cross-sectional view of the proposed SW-ESIW in themiddle of a
transversal via-hole section. (A) Electric magnitude. (B) Magnetic field
magnitude.

FIGURE 4
(A) Dispersion diagram of the SW-ESIW; (B) surface
miniaturization (normalized by the ESIW cavity dimension) and
unloaded quality factor of the SW-ESIW cavity versus the different
values of the relative height (h2/h) of Sub 2 (h = 0.762 mm).

TABLE 1 Proposed slot single-cavity antenna parameter values.

Symbol Parameter Value (mm)

S1 Adjacent internal blind vias spacing 0.92

S2 Adjacent lateral blind vias spacing 1.68

wslot Width of the slot 0.8

lsolt Length of the slot 8.4

d1 Diameter of internal via-holes 0.66

d2 Diameter of lateral via-holes 1

W Antenna SW-ESIW cavity length 13.5
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Figures 3A, B show the magnitude of the electric and magnetic
field in the proposed SW-ESIW cavity. Similar to other slow-wave
structures, the internal metallized via-holes in the substrate (sub 3)
physically concentrate the EM field and increase the inductive
effect. Figure 3 shows that the electric field is mainly concentrated
in the air region, as the conventional SW-SIW structure does. On
the contrary, the magnetic field continues to diffuse throughout the
entire air substrate (sub 2) and distributes around the via-holes in
sub 3. Relative to the conventional SW-SIW cavity, the proposed
SW-ESIW cavity, which emptied a rectangular hole in sub 2, still
shows a clear feature of the slow-wave effect: an effective
separation of the electric and magnetic field.

2.3 Parametric study

Based on the analysis of slow wave [35], both the cutoff frequency
and the phase velocity decrease with the presence of internal metal via-
holes. The same is true of the SW-ESIW. Figure 4A shows the
dispersion diagram of the slow-wave structure unit cell, which is
calculated using the CST Studio Suite (CST) eigenmode solver. To
further investigate the law of performance with the variation of
parameters, parameter studies of different thicknesses of waveguide
h and air cavity h2 are detailed as follow.

Figure 4B shows the influence of the thickness of the air cavity on
surface miniaturization and the quality factor of the SW-ESIW
structure. All of the simulations are based on Rogers 4350 (εr =
3.66, tanδ = 0.004) with a thickness of h = 0.762 mm. As shown in
Figure 4B, the surface decreases with the diminution of the relative
height h2/h because of the enhancement of the slow-wave effect. This is
mainly due to the higher electric field accommodation in the top
volume of the SW-ESIW structure. The higher the slow-wave effect is,
the smaller the size of the air cavity and the higher the loss of the cavity.
Hence, in order to achieve better performance, it is significant to deal
with a trade-off between the compactness and quality factor. For
example, when h2/h = 0.1 is selected, the equivalent size is small
because of the strong slow-wave effect. However, as the cost of
dimension, the quality factor is not high, which means the total
efficiency is not high. When h2/h = 0.7 is selected, the quality factor
and radiation gain are better. On the other hand, there is less advantage
in miniaturization. Therefore, the different ratios of h2/h are flexible to
suit different requirements between compactness and quality factors.
Considering the trade-off of miniaturization and higher radiation gain,
the relative height of h2/h = 2/3 is considered in this cavity.

On the basis of the blind via-holes matrix, the effective relative
dielectric constant εr eff can be obtained as

εr eff � εr2h2 + εr3h3
h2

� 1 + εr3
h3
h2
, (1)

where h2 and h3 are the heights of sub 2 and sub 3, respectively. εr3 is
the relative dielectric constant of sub 1, which is set to 3.66 of Rogers
4350. On account of the air layer sub 2, εr2 is the assigned value of 1.

TABLE 2 Comparison of slot single-cavity antennas with different technologies.

Technology f0 (GHz) Area (λ02) Gain (dB)

Antenna I DFSIW 13.04 0.22 5.1

Antenna II ESIW 13.05 0.613 6.6

Antenna III SW-ESIW 13.06 0.426 6.4

FIGURE 5
Layout of the proposed two SW-ESIW antenna arrays. (A) 1 ×
4 slot array and (B) 4 × 4 slot array.

FIGURE 6
Top view of sub 2 of the 4 × 4-slot array.

Frontiers in Physics frontiersin.org04

Qiang et al. 10.3389/fphy.2023.1260982

110

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1260982


Considering the total height h is constant, the effective relative
dielectric constant εr_eff is inversely proportional to the height h2.
Hence, the operating frequency f0_SW-ESIW of the SW-ESIW cavity
can be defined by the dielectric constant εr_eff as follows:

f0 SW−ESIW �
�����
εr3

εr eff

√
· f0 SIW � f0 SIW�����

εr2
εr3
+ h3

h2

√ . (2)

With Eq. 2, a resonance frequency f0_SW-ESIW of 13 GHz is
obtained for the fundamental mode TE110, with the substrate layer
heights being h2 = 0.508 mm and h3 = 0.254 mm.

2.4 Result

In order to better compare the advantages of the SW-ESIW
structure in the antennas, the full-wave simulation of single-cavity
slot antennas with different technologies is carried out using HFSS.
The optimal values of the basic design parameter of the proposed

SW-ESIW single-cavity antenna are shown in Table 1. Table 2
shows the performance comparison of three antennas based on the
DFSIW, ESIW, and SW-ESIW. They all operate at 13 GHz, which
means the operating wavelength is 23 mm. All the substrate are
Rogers RO4350 with a relative dielectric constant εr = 3.66 and
dielectric loss tangent tanδ = 0.004. The cavity thickness of
Antenna I and II is h = 0.762 mm. It is evident to observe that
the introduction of the air cavity can effectively increase the
radiation gain at the operating frequency, at the expense of its
dimension. Compared with Antenna I, Antenna II and III obtained
an increase gain of 1.5 and 1.3 dB, respectively, due to the addition
of air cavities. However, by introducing the slow-wave effect,
Antenna III achieves a significant size advantage (30.5% less
than that of Antenna II) with only a very small loss of gain
(0.2 dB and 3% lower than that of Antenna II). The promising
results obtained strongly suggest that the SW-ESIW structure can
achieve miniaturization, while retaining the advantages of high
gain of ESIW, and has a widespread application prospect in the
antenna design.

FIGURE 7
(A)Metallization of the lateral wall of sub 2; (B)measured photograph of the 4 × 4-slot antenna array; (C) three substrates of the 1 × 4-slot SW-ESIW
array antenna before assembling; (D) three substrates of the 4 × 4-slot SW-ESIW array antenna before assembling.
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3 Antenna array design

Section 2 proved that the SW-ESIW single-cavity antenna
has a significant size advantage in the Ku band and greatly
improves the gain of the antenna. On this basis, we further
designed two antenna arrays in the Ka band, which proved
that the structure can also perform well in the millimeter-
wave band.

3.1 Design

In order to investigate the ability to construct large-scale arrays
using the SW-ESIW, a single SW-ESIW with four slots was first
investigated to form a 1 × 4-slot array. Then, based on the 1 × 4-slot
array, a 4 × 4-slot array is proposed.

An exploding view of a 1 × 4-slot antenna array is shown in
Figure 5. The proposed antenna has three layers from top to
bottom. Layer 1 is used to create the radiation slots. Layer 2 is
used to fabricate the air cavity. Layer 3 is used to create the slow-
wave effect. Parts of dielectric are removed from these
structures, and the inner walls are then metallized.

Based on the 1 × 4-slot antenna array, a 4 × 4-slot antenna array
is built. Figure 6 presents the feeding network of the 4 × 4-array,
which can work well with a low-fabrication precision.

In order to better compare their performances, two contrast
antennas based on ESIW technology are designed and fabricated at
the same time. Contrast I is a 1 × 4-ESIW slot antenna, whereas
Contrast II is a 4 × 4-array.

3.2 Fabrication

Photographs of the proposed two slot antenna arrays are
shown in Figure 7. The total dimension of the 1 × 4-slot
antenna array is 35.4 mm × 10 mm, while the total dimension
of the 4 × 4-slot array is 57.7 mm × 33.5 mm. First, three substrates
are processed separately. All metal via-holes, including internal
and lateral via-holes in layer 3, are perforated in the same process
as those of the SIW. Both the radiation slots in layer 1 and the air
cavity in layer 2 are hollowed out and the surrounding is
metallized. Figure 7A shows the details of the metallized wall of
layer 2. Second, several holes that are slightly larger than the screw

TABLE 3 Proposed slot antenna array parameter values.

Symbol Parameter Value (mm)

wms Width of the microstrip line 1.65

wti Width of a centered dielectric slab 1.5

lt Length of the taper 5.15

wtf The final width of the exponential taper 0.3

wir Width of the iris 4.05

W1 1 × 4-slot antenna SW-ESIW cavity length 13.5

dws Width of the gap between the slots 0.54

dls Length of the gap between slots 0.83

ls Length of the slot 4.74

ws Width of the slot 0.51

W2 4 × 4-slot antenna SW-ESIW cavity length 6.37

ds The spacing between two adjacent array elements 1.7

l1 Length of the partition of the two array elements 29.13

l2 Length of the array cell cavity 26.7

l3 Length of the part of the feeding network 5.8

FIGURE 8
(A) Measured and simulated |S11| and realized gains for the proposed 1 × 4-slot SW-ESIW array antenna; (B) fabricated 1 × 4-slot SW-ESIW array
antenna; and (C) performance of the S-parameter and realized gain for the contrast I: 1 × 4-slot ESIW array antenna.
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are placed uniformly around the antenna arrays. Finally, three
layers are held together by screws.

3.3 Measurements

All the simulations were performed using HFSS software.
The final optimal parameters of the SW-ESIW slot antenna
arrays obtained by optimization are shown in Table 3. The
performance of impedance matching was measured using the
Keysight vector analyzer N5247A. All the far-field
characteristics were measured in a microwave anechoic
room, as shown in Figure 7B.

Figures 8, 9 show the simulation and measured S11 and the
realized gains of the proposed antenna arrays. The 1 × 4-slot
array achieves a simulated maximum realized gain of 11.93 dB at
35 GHz with a gain bandwidth of 10 dB from 30.6 to 35.8 GHz.
The measured bandwidth of 10 dB of the 1 × 4-slot array is 16%
(30.5–35.8 GHz), which is slightly wider than the simulation
result. The measured maximum realized gain is 11.69 dB at
32 GHz, which is slightly less than the simulation value due to
mismachining tolerance.

For the proposed 4 × 4-slot antenna array, the coupling
between each line was reduced by optimizing the parameters,
resulting in a simulated bandwidth of 10 dB from 31.6 to
34.1 GHz. The measured bandwidth of 10 dB is 7.6%

FIGURE 9
(A) Measured and simulated |S11| and realized gains for the proposed 4 × 4-slot SW-ESIW array antenna; (B) fabricated 4 × 4-slot SW-ESIW array
antenna; and (C) performance of the S-parameter and realized gain for the contrast II: 4 × 4-slot ESIW array antenna.

FIGURE 10
Far-field simulated and measured radiation patterns at 31, 32, 33, 34, and 35 GHz for the E-plane and the H-plane of the 1 × 4-slot array.
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(31.6–34.1 GHz), which is consistent with the simulation result.
The proposed 4 × 4-slot antenna array realizes a maximum realized
gain of 18.75 dB at 32.5 GHz, and the gain bandwidth of 1 dB is
31.7–34 GHz.

The aperture area of the 1 × 4 and 4 × 4 arrays is defined as 5.8 ×
22.4 mm2 and 28.3 × 20.3 mm2, respectively. The aperture efficiency
εap can be calculated as follows:

εap � Gλ2

4πA
, (3)

where A and G are the aperture and gain of the antenna,
respectively [36]. At the center frequency, the aperture
efficiencies of 1 × 4 and 4 × 4 arrays are 77.7% and 86.5%,
respectively.

FIGURE 11
Far-field simulated and measured radiation patterns at 32, 33, and 34 GHz for the E-plane and the H-plane of the 4 × 4-slot array.

TABLE 4 Comparisons between the previous literature and this work.

Ref. Type Layer f0 (GHz) RBW (%) Element Gain (dBi) Size (λg2) Aperture efficiency

[9] SIW 2 10 5 2 × 4 10.8 4.36 N.A.

[14] T-type folded SIW 2 26 7.7 2 × 4 10 4.48 N.A

[23] Open-end SIW 3 64 26 1 × 8 15.3 42 ~50%

[24] Cavity-backed SIW 3 60.9 17.1 8 × 8 22.3 111.5 44%

[26] SIW 1 42 8.7 4 × 4 17.3 N.A. 70%

[31] AFSIW 3 30.5 8.7 1 × 4 11.5 10.28 67.9%

[31] DFSIW 1 30.5 3.7 1 × 4 7.98 7.84 33.7%

[33] ESIW 4 38.5 12.7 1 × 6 15.5* 7.07 81.5%

[33] ESIW 4 38.7 12.1 8 × 6 24* 78.13 61%

Contrast I ESIW 3 32.3 12.93 1 × 4 12.16 6.23 73.9%

This work I SW-ESIW 3 33.15 16 1 × 4 11.93 4.40 77.7%

Contrast II ESIW 3 32.3 8 4 × 4 18.98 32.37 77.5%

This work II SW-ESIW 3 32.85 7.6 4 × 4 18.75 23.13 86.5%

*An additional 1–1.5 dB increase of gain due to circle cavity loading.

That the bold values indicates the performances of the work in this paper.
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Both simulated and measured co-polarization and cross-
polarization radiation patterns for the E-plane (xoz) and the
H-plane (xoy) at 31, 32, 33, 34, and 35 GHz of the proposed 1 × 4-
slot antenna array are shown in Figure 10. Similarly, Figure 11 illustrates
the performances at 32, 33, and 34 GHz of the proposed 4 × 4-slot
antenna array. Stable radiation patterns can be observed at the operating
band. The experimental results agree well with the simulated radiation
patterns in both the E-plane and the H-plane for the proposed two
antenna arrays. The measured co-polarization ratio is approximately
10 dB higher than the simulation result observed in the E-plane since
the antenna was not placed completely vertically in the process of the
experiment. According to the post-simulation results, it is estimated to
be titled 2°–3° from the y-axis measured. This has little effect on the
cross-polarization of the H-plane. Moreover, the measured cross-
polarization is in a good agreement with the simulated results in the
H-plane.

3.4 Comparison

In order to compare the performance more directly, two contrast
slot antenna arrays are simulated and fabricated simultaneously.
Figures 8C, 9C show the performance of the S-parameter and
realized gain for the contrast 1 × 4-slot and 4 × 4-slot ESIW
array antenna, respectively. Compared with contrast I, the
proposed 1 × 4-slot antenna achieves an improved dimension
reduction of 29.4% with a realized gain reduction of 0.23 dB and
1.9%. Similarly, compared with contrast II, the proposed 4 × 4-slot
antenna is reduced by 28.5% in size and only 0.23 dB and 1.2% in
radiation gain.

Table 4 summarizes the comparison of the proposed and some
previous slot-type antenna arrays. Compared with DFSIW
technology, both ESIW and SW-ESIW technologies have
significant gain improvements. At the expense of this, the
structure is more multilayered and larger in dimension. However,
by introducing the slow-wave effect, the SW-ESIW slot antenna
array can achieve a relative reduction in size, while greatly
improving the radiation gain. Relative to the ESIW antenna, the
proposed SW-ESIW antennas achieve a miniaturization of greater
than 28.5% with a small effect in gain, while maintaining a three-
layer structure.

4 Conclusion

A novel approach to guarantee the high performance and
miniaturization of slot antennas is proposed in the SW-ESIW
technological platform for the first time. The SW-ESIW structure
is used to extend the frequency band to the millimeter-wave band for
the first time, which provides a new design idea for the high-
performance slot antenna in the millimeter-wave band. The
proposed SW-ESIW antenna with a single cavity can achieve a
significant size advantage (30.5% less than that of the ESIW slot
antenna) with only a very small loss of gain (0.2 dB and 3% lower than
that of the ESIW slot antenna) compared with the same antenna
based on the ESIW, while maintaining the ESIW triple-layer
structure. To further validate the proposed structure, two
millimeter-wave slot antenna arrays are designed for applications.

A 1 × 4-slot array and a 4 × 4-slot antenna array are fabricated and
measured. The measurements demonstrate that the SW-ESIW slot
antenna arrays achieved a higher realized gain (measured 4 dB higher
than that of the DFSIW slot array) and a relatively smaller lateral and
longitudinal dimensions (at least reduced by 28.5% for the ESIW slot
array). It skillfully combines the advantages of low loss caused by the
removal and miniaturization of dielectric caused by the slow-wave
effect, which, consequently, shows the characteristics of low cost, easy
integration, and high gain. Moreover, by adjusting the height ratio
between the air cavity and the slow-wave layer, the SW-ESIW antenna
can also make a flexible trade-off between smaller size and higher gain
to meet the various requirements in wireless communications. Since
the SW-ESIWhas proven to be a good candidate for transmission and
filters, this antenna concept enhances the SW-ESIW’s ability to deploy
systems on substrate (SoS) with optimal performance, size, and cost
trade-offs.
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Adaptive optimization technology
of segmented reconstruction
signal based on genetic algorithm
for enhancing radar jamming
effect
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Given the improved capabilities of radar systems, addressing unfamiliar signals
presents a challenge for radar jamming technology. To tackle this issue, this study
proposes an adaptive technique for optimizing jamming waveforms to suppress
multiple false targets in escort jamming scenarios. The objective is tominimize the
detectability of false targets by fine-tuning phase modulation and individual
waveform parameters. The optimization model adjusts the energy and delay of
jamming waveform segments using intercepted radar signal phase modulation
and direct forwarding. Real-time adaptation is achieved through the utilization of a
genetic algorithm and radar constant false alarm rate detection based on received
emissions. The key findings highlight the advantages of adaptivity in effectively
suppressing false targets under diverse conditions. The technique successfully
learns efficient waveforms through feedback, even without specific knowledge of
the radar system. The optimized waveforms maintain consistent jamming impact
across different constant false alarm rate settings, surpassing the limitations
associated with fixed assumptions. The introduction of phase modulation
enhances the resilience of false targets by creating noise-like characteristics.
Remarkably, robust jamming is achieved with only 12 false targets, reducing
complexity. The unified waveform design is particularly suitable for single
platform jamming, eliminating the need for multiple jammers. Furthermore, the
optimized waveforms demonstrate improved coverage of real targets under
position errors. As a result, the approach exhibits versatility across various
signals, processing methods, and scenarios. This study suggests that increased
adaptability and the incorporation of machine learning techniques contribute to
the advancement of radar jamming capabilities. By optimizing jamming
waveforms, the adaptive approach presented in this study may enhance the
effectiveness of countering advanced radar systems.
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multi-false-target, jamming waveform optimization, adaptive optimization, genetic
algorithm, cognitive jamming
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1 Introduction

The disruption of radar performance is a crucial aspect for
military forces and the aerospace industry interested in degrading an
adversary’s radar capabilities. Among the various approaches, false
target jamming has proven to be highly effective in confusing radar
systems by introducing false target echoes into the radar return
signal. In recent times, considerable research efforts have been
devoted to multi-false target suppression jamming, which
involves generating a multitude of false targets to overwhelm the
radar’s ability to detect genuine targets. However, existing methods
for generating the jamming waveform often rely on predetermined
assumptions regarding radar signal parameters and detection
algorithms. Consequently, these techniques have limited
adaptability to accommodate diverse and evolving radar
systems [1–3].

False target jamming is a technique utilized to deceive radar
operators or disrupt automatic tracking systems by generating radar
echoes that imitate legitimate target returns [4]. To accomplish this,
the jammer detects the radar pulse, amplifies it, and transmits the
signal again with suitable delays, thereby simulating target echoes at
false distance ranges [5]. Multi-false target jamming involves
generating a multitude of false echoes, which impairs the radar’s
ability to differentiate genuine targets from the false ones [6].
Consequently, this suppression effect significantly deteriorates the
radar’s detection capability.

Multi-false target suppression jamming refers to a specific form
of false target jamming that aims to overpower the radar’s signal
processing by inundating it with an abundance of false targets [7,
8]. In this technique, the jammer produces replicated radar pulses
that correspond to multiple closely-positioned false targets
surrounding the desired target [9]. The presence of numerous
false targets in close proximity serves to obscure the genuine target
and overwhelms the radar’s display and tracking processing.
Compared to generating only a small number of isolated false
targets, multi-false target jamming poses a greater challenge for the
radar system to mitigate.

The effectiveness of multi-false target jamming is significantly
influenced by the radar’s constant false alarm rate (CFAR) detection
method [10–12]. CFAR adjusts the detection threshold based on
estimated noise and clutter levels to maintain a desired target false
alarm probability. By incorporating the presence of multi-false
targets in the threshold determination, CFAR detection can
partially mitigate the impact of jamming. Consequently, it is
crucial to optimize the jamming waveform in consideration of
the radar’s CFAR implementation.

Numerous research studies have focused on the optimization of
multi-false target jamming waveforms in the context of specific
CFAR detection scenarios. Shi et al. [13] conducted an analysis of
the effects of jamming on a linear frequency modulation radar
utilizing cell-averaging CFAR detection. They derived expressions
for false target amplitude and spacing. Zhang et al. [14] proposed an
intermittent sampling method to enhance the effectiveness of
jamming against CFAR detection. Zheng et al. [15] investigated
the influence of closely spaced false targets on various CFAR
techniques. However, most existing analyses assume a priori
knowledge of the radar parameters and fixed CFAR settings,
which are typically known to the jammer.

The adaptability and effectiveness of jamming can be enhanced
by optimizing the jamming waveform in response to radar emissions
and the detection process. Recent studies have started exploring
cognitive methods for adapting the jamming waveform. For
instance, Jiang et al. [16] conducted joint optimization of the
spacing and amplitude of false targets based on detection
outcomes. Li et al. [17] proposed a “smart” false target approach
that involved evolutionary optimization of the waveform. Although
these approaches show promise, most adaptive optimizations have
been tailored to specific signal types or variants of CFAR. To enable
real-time adaptation for multi-false target suppression jamming, it
would be advantageous to develop a more flexible jamming module
capable of responding to diverse radar signals and unknown CFAR
processing methods.

Phase modulation [18] is a technique that can be employed to
manipulate the radar signal within the false target jamming
waveform, thereby introducing complexity to pulse compression
processing. By applying pseudo-random phase codes to modulate
the replicated radar pulses prior to retransmission, the correlation
between these pulses and the radar receiver’s matching filter is
reduced. This transformation results in false targets resembling
noise-like returns, thereby enhancing the effectiveness of the
jamming. Yuan and Tao [8] demonstrated the efficacy of
incorporating phase modulation into successive radar pulse
segments to deceive mainlobe tracking. Expanding the
application of such phase modulation techniques to multi-false
target jamming waveforms has the potential to further enhance
the resilience of jamming efforts.

The integration of evolutionary optimization methods, such as
genetic algorithms, into the adaptation process enables efficient
waveform optimization when faced with an unknown radar
adversary [18, 19]. By treating waveform parameters, such as
false target positions and amplitudes, as genes, the jammer can
iteratively modify them tominimize an objective function associated
with jamming effectiveness, such as reducing detectable false targets.
Genetic algorithms facilitate exploration of the vast solution space to
identify jamming waveforms that effectively counter specific radar
detection schemes [20–23].

Therefore, in light of scientific progress across various
disciplines, such as electronics, researchers have undertaken
numerous investigations aimed at improving and optimizing
electronic systems [24–28]. Past studies have primarily
concentrated on the assessment of essential tools within satellite
and military sectors [29–33]. Furthermore, recent scholarly focus
has been directed towards the exploration of satellite-based
communication systems and wireless technologies that eliminate
the need for wired connections [34–38]. The incorporation of radar
systems in communication and military domains has also garnered
significant attention within the scientific community over the past
decade [39–43]. Prior research endeavors have encompassed the
utilization of diverse methodologies, including modeling and
analytical approaches, to address these subjects [44–48].
Moreover, previous studies have proposed different models and
optimization techniques to advance the understanding and
application of these systems [49–53].

An adaptive optimization approach for the design of multi-
false target suppression jamming waveforms based on genetic
algorithms and phase modulation is proposed in this study. The
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aim is to achieve robust jamming performance against various
radar signals and unknown CFAR processing settings. A
formulation of an optimization model is presented to minimize
the detectability of false targets by adjusting the contributions of
individual false targets within a segmented, phase-modulated
jamming waveform. Real-time adaptation of waveform
parameters is enabled by a genetic algorithm, which utilizes
feedback from received radar emissions and evaluation through
CFAR detection. The proposed adaptive methodology utilizing
genetic algorithms and phase modulation offers a more flexible

real-time approach for countering modern radar systems
compared to previous fixed analyses or optimizations. By
continuously evaluating CFAR detection outcomes in response
to transmitted jamming waveforms, effective waveforms tailored
to the current radar signal and processing scheme can be learned
by the jammer, even without specific knowledge of the threat
parameters. This research explores the potential benefits of
increased adaptability and machine learning techniques in the
established field of radar jamming.

An investigation is conducted in this study on an adaptive
technique for optimizing jamming waveforms to counter
diverse radar signals and CFAR processing methods. Existing
jamming waveform designs, based on fixed radar knowledge,
exhibit limited adaptability against modern agile radars. To
address this limitation, an optimization model is proposed to
minimize the detectability of false targets by tuning the phase
modulation and individual parameters of the jamming
waveform. Real-time optimization of the waveform is
achieved using a genetic algorithm that leverages CFAR
evaluations to refine the jamming approach. The robustness
against varying radar emissions and detection schemes is
improved by this adaptive methodology. The effectiveness of
the proposed technique is validated through simulations
conducted under different scenarios involving radar signals,
CFAR settings, and target position errors. The results
demonstrate the benefits of adaptation in enhancing the
suppression of multi-false targets through jamming, laying
the foundation for real-time optimization of jamming
waveforms across diverse scenarios.

FIGURE 3
Principle of segmented reconstruction method for jamming waveform generation.

FIGURE 2
Illustration of CFAR detection processing window.

FIGURE 1
Schematic of escort-support jamming method.
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2 Jamming scene and jamming signal
generation

2.1 Jamming scenario

This jamming technique is specifically designed for escort jamming
scenarios where the jammer is positioned closer to the radar system than
the protected target. During the flight process, the radar signal is
intercepted,modulated, delayed, and transmitted, as depicted in Figure 1.

2.2 CFAR detection

The radar CFAR detector maintains a consistent probability of
false alarms by continuously estimating the noise from the data in
real time. The detection process involves comparing the estimated
values of the detection cells with the noise signal to determine the
presence of a target. Figure 2 provides an illustrative representation
of the CFAR processing window, highlighting its conceptual
framework.

This study investigates the jamming method specifically
targeting ML-CFAR, which encompasses various techniques

such as cell-averaging CFAR (CA-CFAR), greatest of CFAR
(GO-CFAR), and smallest of CFAR (SO-CFAR). Among these
ML-CFAR methods, the SO-CFAR approach exhibits certain
advantages in terms of detection performance in multi-target
scenarios. Therefore, this study examines the impact of
jamming suppression under the conditions of SO-CFAR. In the
SO-CFAR method, the normalization factor T is determined based
on the reference cell length N and the desired false alarm rate (Pfa).
The relationship between these parameters is expressed as
follows [54]:

Pfa � 2 2 + T

N/2( )( )−N/2 ∑N2−1
k�0

N

2
− 1 + k

k

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ 2 + T

N/2
( )−k⎧⎪⎨⎪⎩ ⎫⎪⎬⎪⎭ (1)

The threshold value under SO-CFAR condition is as follows:

TABLE 2 Radar simulation parameter settings.

Parameter name Value

False alarm rate 10–4

Bandwidth/(MHz) 5

Sampling rate/(MHz) 20

Pulse width/( μs) 20

Number of protection cells 2

Number of References cells 8、10、12、14、16

CFAR type SO-CFAR

SJR/(dB) 10

SNR of target echo after pulse compression/(dB) 30

FIGURE 5
Schematic diagram of the adaptive jamming module for multi-
false target jamming optimization.

FIGURE 4
Jamming effect of the jamming signal after pulse compression.

TABLE 1 Multi-false target suppression jamming waveform optimization
parameters.

Parameter name Value range Accuracy

Delay time Δt/μs 0.1 μs–1 μs 0.01 μs

Signal amplitude A1、A2(A15、A16) 0.4–2 0.4

Signal amplitude A3 ~ A8(A9 ~ A14) 0.1–1 0.1
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Z � TSO min σ2w1, σ
2
w2( ) (2)

where σ2w1 � 1
N/2 ∑N/2−1

k�0
x2
i , σ

2
w2 � 1

N/2 ∑0
k�−N/2+1

x2
i , and xi are the signals

after the radar pulse compression processing and N represents the
number of reference cells.

2.3 Jamming signal generation

Pseudo-random sequence phase modulation is a widely
employed technique for modulating signal phases due to its ease
of implementation in engineering and its proven effectiveness in
practical applications. The expression of this modulation method is
as follows:

u t( ) � rect t/Tc( ) ⊗ ∑P−1
q�0

cmδ t − qTc( ) (3)

where Tc represents the width of the code, P denotes the length of
the pseudorandom sequence, and cm represents the code value. In
this investigation, a binary pseudo-random sequence was employed,
where the value of cm was set to ±1. The pseudo-random sequence,
denoted as p, had a length of 511 and a code width of 0.5. After

applying phase modulation, the resulting signal of the pseudo-
random sequence, referred to as xs(t) can be represented as follows:

xs t( ) � S t( ) · u t( ) (4)
where S(t) denotes the intercepted radar signal.

The jammer utilizes a segmented reconstruction method to
generate a jamming waveform by combining the radar signal
after pseudo-random phase modulation with the intercepted
complete radar signal. The reconstructed signal, denoted as
xm(t) has a length of L. The signal is divided into k segments,
with Δt serving as the unit of division. Additionally, Δt
represents the delay between individual segments. When the
number of reconstructed signals is M, each segment of the signal
is delayed M times and accumulated in chronological order. The
schematic diagram illustrating this process is presented in
Figure 3.

Illustrating the jamming effect, Figure 4 showcases the
schematic diagram of the jamming signal after pulse
compression. Taking the example of a Linear Frequency
Modulated (LFM) signal, the transmitted radar signal is defined
as follows:

S t( ) � exp j2π f0t + kt2

2
( )[ ], 0< t<T (5)

FIGURE 6
Comparison of jamming waveforms and their effects before and after optimization under SO-CFAR conditions.
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By delaying and superimposing the signal “xs2″ on each
segment of the jamming waveform, the resulting jamming signal
can be expressed as follows:

Xj t( ) � ∑M
m�0

Am · xm t −m
Δt
L

( ) � ∑M
m�0

Am · xm t( ) ⊗ δ t −m
Δt
L

( )( )
(6)

Here,Am represents the amplitude of xm(t), whileM denotes the
number of signals constituting the jamming waveform. x1(t), x2(t),
xM−1(t), and xM(t) are the radar signals modulated by pseudo-
random phase xs(t). Additionally, the signal includes the forward-
intercepted radar signal S(t).

Figure 4 showcases the effects of both the jamming signal and
target echo after the application of matched filtering. The
transmitted radar signal undergoes pulse compression processing,
resulting in the generation of a false target signal. The radar signal is
modulated by the pseudo-random phase of the jammer, and during
the radar pulse compression processing, a noise-like jamming signal
is formed alongside the false target.

To achieve different jamming effects, the delay of each
superimposed signal and the amplitude of the signal on different

segments are flexibly adjusted. As mentioned in [13], effectively
covering a real target does not require a large number of false targets.
Thus, in this study, the number of false targets generated was set to
12, with six on each side. The segmented reconstructed jamming
waveform comprises sixteen parts, with twelve being directly
transmitted radar signals and four being transmitted radar signals
after pseudo-random phase modulation.

3 Jamming optimization model

3.1 Adaptive jamming module

The adaptive jamming module enables the jammer to adaptively
generate optimized multi-false target jamming waveforms in various
radar signal environments. This module incorporates an adaptive
genetic algorithm to optimize the jamming waveform after
segmented reconstruction. The optimized jamming waveform is
evaluated using radar CFAR detection. The schematic diagram of
the adaptive jamming module is presented in Figure 5.

3.2 Optimization parameters

In this study, the optimization of parameters involved
determining the delay time for each segmented signal and the
signal amplitude for each superimposed signal. The following
general constraints were established during the parameter
optimization process (Table 1):

(1) The number of superimposed signals was set to 16. Based on
previous studies (References [13–15]), it was observed that the
false target is symmetrically reduced on both sides of the real
target. Hence, the chosen number of false targets was 12, with
6 on each side.

(2) The delay time, denoted as t, was set within the range of 0.1 μs to
1 µs, with an accuracy of 0.01 µs.

(3) The amplitude of the signal corresponding to the pseudo-
random phase modulation ranged from 0.4 to 2, while the
amplitude of the signal corresponding to the transmitted radar
signal ranged from 0.1 to 1. The accuracy for both amplitude
settings was set to 0.1.

3.3 Objective function

Correlation reception and CFAR are widely used signal
processing techniques in radar systems. These techniques serve to
enhance the Signal-to-Noise Ratio (SNR) of the received signal and
enable adaptive adjustment of the target detection threshold. In this
study, the objective function is established based on the CFAR
threshold, taking into consideration the ability of the modulated
jamming signal to generate multiple realistic false targets around the
real target.

The optimized objective function is defined as the average
deviation between the threshold value and the echo power of the
real target within a range of ±300 m after pulse compression. The
expression of the objective function is as follows:

FIGURE 7
Experimental results obtained under the conditions of Signal 1.
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t1 � 2R1

C

N1 � t1
2Ts

� t1 · fs

2

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (7)

targetn�N � ∏M
m�0

am · 1
2N1 + 1

∑N1

i�−N1

Zi − Pi( )[ ] (8)

a0 � 1, Z0 >P0

0.00001, Z0 ≤P0
{ , am m ≠ 0( ) 1, Zm >Pm

0.05, Zm ≤Pm
{ (9)

target � 0.5 × targetn�8 + 0.5 × targetn�16 (10)

where -N1 represents the CFAR detection cell corresponding to the
real target R1 within a range of ±300 m, and fs denotes the signal
sampling interval. In Eq 8, the variable N denotes the number of

reference cells employed in the SO-CFAR detection process. Zi
represents the SO-CFAR detection threshold, which is associated
with the reference cell N as described in Section 2.2. Pi represents the
signal power value after pulse compression. The weighting of real
and false targets plays a crucial role as it directly influences the
effectiveness of jamming by considering the detection of genuine
targets resulting from echoes and spurious targets generated by
jamming signals.

In Eq 9, the parameter am denotes the weight assigned to the
impact of detecting the positions of the real and false targets on the
objective function.When a false target is detected by radar CFAR, am
is set to 0.05. Conversely, when a false target is not detected, am is set
to 1. If a real target is detected, am is set to 0.0001 (m = 0); otherwise,
am is set to 1 (m = 0). By combining the detection results for different

FIGURE 8
Jamming effect before optimization with an actual target position estimation error of 180 m.
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reference cells as an objective function, the adaptability of the
optimized jamming waveform for CFAR detection under various
reference cell conditions can be improved. In this study, the average
values of N = 8 and N = 16 were selected, as shown in Eq 10. It is
evident that a larger objective function corresponds to a greater

signal distance threshold, resulting in a more effective suppression
effect.

3.4 Implementation steps

In this study, a genetic algorithm with real code [18] is employed
to optimize the proposed multi-false target jamming waveform. The
implementation steps are outlined as follows:

Step 1: Real number coding is utilized to encode the parameters to
be optimized.

FIGURE 9
Jamming effect after optimization with an actual target position estimation error of 180 m.

TABLE 3 Detection probability of real target under error condition.

References cells N = 8 N = 10 N = 12 N = 14 N = 16

Before optimization 0.27 0.49 0.63 0.64 0.69

After optimization 0.13 0.12 0.24 0.35 0.32
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Step 2: Population initialization is performed by setting the initial
population size to 20.

Step 3: Fitness evaluation is conducted by assigning the individual
fitness values as the negation of the objective functions, which can be
expressed as:

fitness � −target (11)

Step 4: Selection is carried out using a random league operator for
the purpose of selection.

Step 5: Crossover is performed using the BLX mixed crossover
operator. The crossover probability is set to 1, and the crossover
range coefficient is set to 1/4.

Step 6: Mutation is implemented using a single point Gaussian
mutation. Additionally, an adaptive mutation operator is introduced to
prevent convergence to local optima and enhance the convergence speed.

pm � 0.1
fit max

fit max − fit min
,
fitmid

fit max
> 0.8,

fit min

fit max
> 0.7

0.1 , others

⎧⎪⎪⎨⎪⎪⎩ (12)

FIGURE 10
Detection results of jamming technique using numerical derivation of LFM pulse radar SO-CFAR.
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Step 7: Fitness calculation is performed to evaluate the fitness of
each individual in the population.

Step 8: A new population is generated by selecting the top
20 individuals with the highest fitness from the two generations,
which will serve as the new parental generation.

Step 9: The termination criterion is set to 100 (or 200)
iterations. If the criterion is not satisfied, the process repeats
steps 4 to 9.

4 Simulation and result analysis

4.1 Simulation under LFM

Signal 1 utilized in this study is LFM signal. The specific
parameter configurations for Signal 1 and the SO-CFAR
technique can be found in Table 2.

Based on the parameter configurations provided in Table 2,
simulations were conducted to evaluate the jamming waveform after
pulse compression and the detection results under SO-CFAR

FIGURE 11
CFAR detection results after optimization of the adaptive jamming module.
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conditions. The outcomes of these simulations are depicted in
Figure 6.

Figure 6 illustrates the results of the Signal-to-Clutter-plus-
Noise Ratio (SCNR) processing for the jamming waveform before
and after optimization, as well as the pulse compression outcomes
and the reference cells used with 16 reference cells. The pulse
compression of the jamming signal generates a total of 12 false
target signals. Notably, the presence of a pseudo-random phase
modulation component in the radar signal leads to the generation of
a sequence of jamming noises between the outermost false target and
the false target after pulse compression.

To assess the optimization effectiveness of the proposed
jamming model, the Monte Carlo method is employed. The

multi-false-target jamming waveform is optimized using a genetic
algorithm, and the experimental results are presented in Figure 7.

Figure 7A showcases the optimization effect achieved by the
jamming optimization model through 20 Monte Carlo simulations,
under the specified simulation experimental conditions in Section
4.1. The model demonstrates convergence of the objective function
within approximately 70 iterations.

In Figure 7B, the results of the 20 Monte Carlo simulation
experiments are presented. It is observed that the optimized
objective function value is, on average, 2.6658 dB higher than the
average optimal value of the initial population before optimization.
The optimized objective function is determined based on the average
difference between the threshold value of the real target within
300 m and the power value of the target echo after pulse
compression. This optimization approach maximizes the
detection threshold around the target while maintaining a fixed
Jamming-to-Signal Ratio (JSR).

Furthermore, the application of the jamming method discussed
in this study, particularly in escort jamming scenarios, may
introduce errors in the position estimation of the target. When
there is a position estimation error in the target, the jamming effects
before and after jamming waveform optimization are depicted in
Figures 8, 9.

Figures 8, 9 reveal the impact of a real target position estimation
error of 180 m (the maximum error range after optimization) on the
jamming effects. It is observed that, except for N = 8, the jamming
waveform before optimization fails to adequately cover the real
target under the conditions of other reference cells. However, the
optimized jamming waveform demonstrates effective coverage for
the real target.

In practical scenarios, the estimation error often exhibits a
certain degree of randomness. To account for this, a normal
distribution with a random error of 180 m was added to the real
target. The objective function values before and after optimization
were measured at 69.193 dB (initial best) and 71.8422 dB for the
jamming waveforms, respectively. The difference between the group
values before and after optimization was calculated at 2.6519 dB,
slightly lower than the average optimization value. In conjunction
with the Monte Carlo method, this difference signifies the
probability of detecting the real target under error conditions in
100 detections.

Table 3 presents the detection probability of the real target under
error conditions for different reference cell settings. It is observed
that the detection probability is lower under error conditions,
indicating a stronger suppression effect of the jamming
waveform. Additionally, the optimized jamming waveform
demonstrates better coverage of the real target compared to the
non-optimized waveform across different reference cell conditions.
Consequently, the optimized jamming waveform exhibits superior

FIGURE 12
Detection probabilities of real and false targets in different CFAR
reference cells under different jamming methods.

TABLE 4 Different radar signals and their parameters.

Signal type Signal bandwidth Pulse width

Signal 2 Nonlinear frequency modulation signal 8 20

Signal 3 Phase-coded signal 10 6.35
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jamming effectiveness and increased adaptability under varying
conditions.

4.2 Jamming effect analysis

The effectiveness of the optimized waveform jamming results for
signal 1 was validated. In comparison to the jamming method that
employs numerical derivation of the LFM pulse SO-CFAR [13]
(referred to as the calculation method), the proposed method yields
a value whenN = 8. This study introduces an optimization approach
considering different reference cell conditions. The outcomes of
utilizing the LFM radar SO-CFAR detector with this method are
illustrated in Figures 10, 11.

Figure 10 illustrates the detection results obtained from the
generated waveform, assuming that the radar SO-CFAR reference
cell is N = 8. When the reference cells used by the radar do not align
with the jamming assumption, an increase in the reference cell count
(N) results in a higher probability of detecting false targets at the
edges. This is attributed to the gradual decrease in the nominal factor
T of SO-CFAR as N increases, making it more likely to detect false
targets that were derived under the original conditions. The radar
can detect the primary false target, which is the false target closest to
the true target, as depicted in Figures 8D, E. This occurs because an
increase in the number of reference cells causes a portion of the false
target energy to be averaged over a larger number of cells.

Consequently, the threshold is not effectively raised, leading to
the detection of the peak of the primary false target.

Figure 11 showcases the effectiveness of optimizing the multi-
false target jamming waveform using the adaptive jamming module.
The introduction of two radar signals with pseudo-random phase
modulation at the beginning and end of the reconstructed section of
the jamming waveform gradually increases the edge CFAR detection
threshold, resulting in a significant reduction in the detection
probability of the outermost false target. Additionally, by
dispersing part of the energy among each false target, the issue of
increased detection probability due to changes in CFAR detection
reference cells is mitigated. The adaptive genetic algorithm ensures a
reasonable distribution of signal energies for different forms of the
jamming waveform, leading to an improved threshold value
within ±300 m around the target and effectively enhancing the
jamming-shielding effect on the real target. To validate these
conclusions, the Monte Carlo method is employed to evaluate
the two jamming techniques under various conditions. The
detection probability of both true and false targets is calculated
by analyzing the detection results under different reference cell
conditions, with each scenario repeated 100 times. The obtained
results are presented in Figure 12.

In Figure 12, the detection probability for the real target is
represented on the x-axis. The detection probability of a false
target, corresponding to the relative distance from the left and
right sides of the true target, ranges from ±1 to ±4 (±6). In the N =

FIGURE 13
Simulation results under different signal conditions.
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8 reference cell setting scenario, the calculation method
demonstrates effective jamming suppression, with all positions
meeting the requirement of a detection probability less than 0.1.
However, as the number of reference cells varies, the detection
probability for the outermost false target gradually increases from
0.09 to 0.15, 0.20, 0.26, and 0.27. Notably, the detection
probability of the two main false targets closest to the target
significantly rises in the N = 14 and N = 16 scenarios, reaching
0.48 (N = 14) and 0.98 (N = 16). These findings indicate that the
jamming waveform cannot adapt to changes in CFAR detection
reference cells solely by calculating the amplitude and number of

false targets in a specific scene. The estimation of a predetermined
number of CFAR reference cells can be challenging, thereby
affecting the adaptability of the multi-false target jamming
method. The proposed method for optimizing the multi-false
target jamming waveform in different reference cell scenarios
addresses this limitation. Under the N = 10 condition, the second
false target on the left side of the real target exhibits the highest
detection probability, reaching 0.14. After optimization, the
jamming waveform demonstrates good adaptability and
maintains a stable jamming effect under the SO-CFAR
detection conditions.

FIGURE 14
Detection results of the optimized adaptive jamming module (NLFM).
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4.3 Jamming effects in different radar signal
scenarios

Given the diverse operating modes and intricate signal styles of
modern radars, an approach involving the addition of two distinct
signals is employed, with Signal 1 serving as the foundation. The
specific signals utilized in this study are outlined in Table 4.

The adaptive optimization technology for multi-false target
jamming waveforms, as proposed in this study, was applied to
jam the radar in the presence of these two signal conditions. The
optimization process and the outcomes of the 20 Monte Carlo
experiments are depicted in Figure 13.

Figure 13 presents the simulation outcomes, encompassing the
iterative curve and statistical analysis of the optimization results,
under various signal conditions. The proposed jamming
optimization method demonstrates a considerable level of
improvement compared to the initial population’s optimal value
across different signal scenarios. Notably, Signals 2 and 3 require
approximately 180 and 120 times more iterations, respectively,
compared to Signal 1. After optimization, the average objective
function for Signals 2 and 3 increases by 2.67 dB and 3.1607 dB,
respectively, compared to their pre-optimized values.

Figure 14 showcases the detection results obtained from the
optimized adaptive jamming module using the Numerical
Derivation of LFM Pulse Radar (NLFM) waveform. The
subfigures demonstrate the CFAR detection results under
different reference cell conditions, providing insights into the
effectiveness of the optimization process.

Figure 15 presents the detection probabilities of real and false
targets for different CFAR reference cell configurations using the
NLFM waveform. The figure illustrates the impact of various
methods on the detection performance, highlighting the
differences in detection probabilities under different reference cell
conditions.

The false-target detection probability for each position of the
optimized jamming waveform in a nonlinear frequency modulation
signal (refer to Figures 12, 13) demonstrates a symmetrical pattern.

When N = 16, the edge false target, specifically the sixth false target
on the right side of the true target, displayed the highest probability
of being detected at the edge, reaching 0.1. However, false targets at
other positions exhibited consistently low detection probabilities.
Notably, the jamming waveform generated showcased improved
jamming effectiveness when tested under various reference cell
conditions.

Following the optimization of the jamming waveform under
Signal 3, the detection outcomes for different CFAR detection
reference cell conditions, along with the detection probabilities of
both real and false targets, are presented in Figures 16, 17.

Under phase-coding conditions (refer to Figures 16, 17), the
optimized jamming waveform demonstrates enhanced stability in
achieving effective jamming. Specifically, when N = 16, the position
exhibiting the highest detection probability is the sixth false target
situated to the left of the true target, with a detection probability of
0.05. Consequently, the application of the suggested adaptive
technology for optimizing multi-false target jamming waveforms
can lead to improved jamming effects when employed with phase-
coded signals.

4.4 Jamming effect in the case of radar
signal mutation

In the presence of radar disturbances, the nature of the signal can
undergo changes. To validate the operational efficacy of adaptive
jamming modules, three sets of experiments were conducted.
Experiment 1 involved the transformation of Signal 1 into Signal
2 through jamming. In Experiment 2, Signal 2 was transformed into
Signal 3 following jamming. Similarly, in Experiment 3, Signal 3 was
transformed back into Signal 1 after jamming. Figure 18 illustrates the
optimization process in the context of a mutation in the radar signal.

Figure 18 illustrates the occurrence of the jamming transition
phase, denoted as t10, when there is a change in the signal type.
During this phase, the jammer utilizes the previously optimized
jamming waveform. It is evident that the adaptive jamming module
is capable of optimizing the suppression jamming waveform for
multi-false targets following changes in the radar signal. Throughout
the iterative process, the objective function gradually increases over
time, indicating an improvement in the confrontational
performance within the new signal environment. The simulation
results strongly support the effectiveness of the technology
employed for adaptive optimization of jamming waveforms in
suppressing multiple false targets. Consequently, this method
achieves a certain level of adaptability in jamming.

5 Discussion

The conventional approach for suppressing multi-false target
jamming involves employing reference cells in the parameter design
for CFAR detection. However, obtaining these parameters can be
challenging. Moreover, changing the number of CFAR detection
reference cells results in a decrease in the effectiveness of jamming.
To enhance the jamming effect of multi-false target suppression
jamming waveforms, a segmented reconstruction technique is
applied to pseudo-random phase-modulated radar signals and

FIGURE 15
Detection probabilities of real and false targets in different CFAR
reference cells under different methods (NLFM).
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intercepted radar signals. Additionally, an adaptive jamming
module is developed by incorporating an adaptive genetic
algorithm and radar CFAR detection technology. This method
enables the adjustment of delay and energy distribution for each
component of the improved multi-false target suppression jamming
waveform based on different radar signal conditions.

The simulation findings demonstrate that the optimized
waveform produces enhanced jamming outcomes when applied
to CFAR detection with different reference cell setups. This
research proposes a jamming approach that exhibits improved
adaptability to multiple CFAR detections using ML-CFAR, in
contrast to the amplitude and interval arrangement described in

[16]. The key distinction lies in the fact that the suggested method
considers waveform optimization based on varying reference cell
conditions, rather than being restricted to a fixed configuration.

In contrast to previous studies such as Rao et al. [11] which utilized
up to 18 false targets, this research demonstrates that effective jamming
can be achieved with only 12 false targets. This reduction in the number
of false targets not only decreases complexity but also alleviates
processing requirements. The achievement of effective jamming with
fewer false targets is made possible by the optimization approach, which
concentrates the jamming energy in an efficient pattern.

To ensure the adaptability of the method in question when the
number of reference cells is altered, further verification is necessary.

FIGURE 16
Detection results of the optimized adaptive jamming module (PCM).
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While the multi-false target jamming method described in [17] focuses
solely on false-target detection, the disruptive approach proposed in this
study takes into account the detection of both false targets and real
target echoes. This comprehensive evaluation of jamming performance
offers a more thorough assessment by considering both the masking of
real targets and the detectability of false targets.

In [55], the introduction of jamming noise between different false
targets through jammer coordination was explored. In contrast, this
study integratesmultiple functions into a single waveform, resulting in a
reduced number of jammers and more efficient control requirements
for multi-jammer coordination during practical implementation. This
unified waveform optimization approach proves to be more suitable for

single platform jamming applications. Moreover, unlike previous
jamming methods, the proposed approach in this study establishes
adaptability in generating multi-false target jamming waveforms. It
demonstrates versatility in adapting to diverse scenarios and enhancing
radar jamming capabilities. While adaptive algorithms developed in
studies such as [14–16] primarily focused on fixed false target patterns,
this technique optimizes the entire waveform, enabling it to better
respond to varying signals and CFAR processes.

Nonetheless, within the adaptive jamming module, the genetic
algorithm currently employed solely enhances the adaptive
mutation rate; however, it necessitates a larger number of
iterations to achieve convergence. It is recommended that future
research explores the potential of enhancing real-time performance
by incorporating alternative optimization algorithms. This includes
reducing the generation time of the optimized jamming waveform
and improving the responsiveness of the adaptive jamming module.
Hybrid approaches that combine genetic algorithms with faster
techniques like particle swarm optimization [56, 57] have the
potential to expedite the adaptation process. In conclusion, while
the study demonstrates promising adaptivity, further improvements
in speed and complexity are required to enhance its practical
applicability.

6 Conclusion

The optimization of jamming waveforms is a significant area of
study aimed at enhancing the adaptability and resilience of radar
countermeasures. Traditional fixed jamming techniques are limited
in their effectiveness against modern radar systems, which are
becoming increasingly advanced and agile. This study focuses on
an adaptive approach to optimize multi-false target jamming
waveforms, specifically designed to counter diverse radar signals

FIGURE 18
Optimization procedure in the presence of radar signal mutation.

FIGURE 17
Detection probabilities of real and false targets in different CFAR
reference cells under different methods (PCM).
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and unknown CFAR processing methods. The proposed technique
introduces an optimizationmodel that minimizes the detectability of
false targets by adjusting phase modulation and individual
waveform parameters. Real-time adaptation is achieved using a
genetic algorithm, which evaluates the jamming performance
based on CFAR assessments. This approach offers a flexible
methodology for countering modern radar systems compared to
pre-defined methods used in the past.

The results demonstrate the effectiveness of adaptive
optimization in suppressing false targets. The optimized
waveforms maintain consistent jamming impact across various
CFAR reference cell conditions, overcoming limitations of
previous techniques that relied on fixed assumptions. Only
12 false targets were needed to achieve robust jamming, reducing
complexity compared to existing approaches. The unified waveform
design is suitable for single platform jamming applications,
eliminating the need for multiple coordinated jammers.

The introduction of phase modulation enhances the noise-like
characteristics of false targets, thereby improving resilience. The
genetic algorithm enables the jammer to learn effective waveforms
even without specific knowledge of the threat radar system. Although
the convergence speed could be further improved, the adaptivity of the
approach provides versatility across different scenarios and signals. This
study highlights the potential of increased adaptability and the
application of machine learning techniques to strengthen the field of
radar jamming. The proposed methodology demonstrates promising
adaptivity, laying the foundation for real-time optimization of jamming
waveforms in operational settings. However, practical implementation
would require additional improvements in terms of speed, scalability,
and complexity. Hybrid optimization algorithms that combine genetic
techniques with faster methods like particle swarm optimization could
expedite the adaptation process.

The study presents an initial investigation of adaptive jamming
waveform optimization within an escort jamming scenario,
considering simplified assumptions. Further research should explore
scenarios involving multiple targets and jammers, which present
greater complexity. The effectiveness of the proposed technique
against actual fielded radar systems needs to be validated. Additional
intelligence about the threat radar could help constrain the optimization
search space, leading to improved convergence. This study demonstrates
the potential benefits of adaptivity and establishes a foundation for further
development toward real-world jamming applications.

In conclusion, this research introduces an adaptive jamming
waveform optimization technique that exhibits versatility across
signals, CFAR processes, and scenarios. Themethodology provides a
valuable framework for enhancing the resilience and flexibility of
radar countermeasures through learning and optimization.
Although further improvements are necessary, this approach has

the potential to overcome limitations in predefined jamming
methods, thereby enhancing the effectiveness of electronic
warfare systems against modern agile radar threats. The concepts
explored in this study can serve as a guide for the further
development of cognitive jamming capabilities.
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Engineering, Hunan University, Changsha, China, 2College of Electronic Science, National University of
Defense Technology, Changsha, China

The channel matrix of the commonly used uniform circular array-based orbital
angular momentum (UCA-OAM) system reaches the full-rank state when the
degree of freedom (DoF) is limited only by the number of UCA antenna elements.
The rank of the channel matrix of the UCA-OAM system is equal to DoF under this
condition. However, the practical DoF of the UCA-OAM system is always affected
by other transmission factors, such as the transmission distance and the radius of
the receiving antenna. Therefore, by exploiting the practical DoF of the UCA-OAM
system affected by the transmission distance and the radii of the receiving antenna
and transmission antenna, a novel channel capacity model of the UCA-OAM
communication system with a deficient-rank channel (DRC) matrix is first
proposed. Moreover, the formulas of the channel matrix and channel capacity
for the DRC matrix are analytically derived. The results of numerical simulations
indicate that when the practical transmission factors including transmission
distance and radii of the receiving antenna and transmission antenna are
considered, the UCA-OAM communication system with the DRC matrix has
less channel capacity than that with the full-rank channel (FRC) matrix. These
simulated results provide helpful guidance on the practical application of the
UCA-OAM communication system.

KEYWORDS

orbital angular momentum, uniform circular array, deficient rank, channel matrix,
channel capacity

1 Introduction

With the rapid progress in 5G deployment, the focus of wireless research is increasingly
shifting to 6G [1]. The goal of 5G systems is to provide a peak data rate of 10 Gbps per user
[2], while 6G is expected to increase the capacity by 10–100 times more than 5G [3]. Three
key services offered by 6G, truly immersive XR, high-fidelity mobile holograms, and digital
twins, bring huge capacity requirements. Therefore, how to meet the massive capacity
demand brought by 6G communication applications has become an urgent research
direction for 6G202 [40]. Orbital angular momentum (OAM), as a novel mode division
multiplexing [4, 5], shows great potential in increasing capacity, so OAM-based wireless
communication technology has attracted widespread attention as a candidate technology
for 6G.

Angular momentum (AM) is one of the basic physical properties of electromagnetic
waves, and the angular momentum of a general near-axis beam can be decomposed into spin
angular momentum (SAM) and OAM [6, 7]. OAM is characterized by electromagnetic
waves with a spiral phase plane in the direction of propagation. Allen et al. [8] found that

OPEN ACCESS

EDITED BY

Jian Dong,
Central South University, China

REVIEWED BY

Jinbei Zhang,
Sun Yat-sen University, China
Jiajin Zheng,
Nanjing University of Posts and
Telecommunications, China

*CORRESPONDENCE

Xiaoyou Yu,
yuxiaoyou@hnu.edu.cn

Zukun Lu,
luzukun@nudt.edu.cn

RECEIVED 05 May 2023
ACCEPTED 10 October 2023
PUBLISHED 23 November 2023

CITATION

MaQ, Yu X, Tu L and Lu Z (2023), Ultimate
channel capacity analysis of the UCA-
OAM system with a deficient-rank
channel matrix.
Front. Phys. 11:1217583.
doi: 10.3389/fphy.2023.1217583

COPYRIGHT

© 2023 Ma, Yu, Tu and Lu. This is an
open-access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication
in this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Original Research
PUBLISHED 23 November 2023
DOI 10.3389/fphy.2023.1217583

135

https://www.frontiersin.org/articles/10.3389/fphy.2023.1217583/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1217583/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1217583/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2023.1217583&domain=pdf&date_stamp=2023-11-23
mailto:yuxiaoyou@hnu.edu.cn
mailto:yuxiaoyou@hnu.edu.cn
mailto:luzukun@nudt.edu.cn
mailto:luzukun@nudt.edu.cn
https://doi.org/10.3389/fphy.2023.1217583
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2023.1217583


Laguerre–Gaussian (LG) beams with a phase distribution of eilφ

carry OAM, where φ is the azimuth and l is the OAM mode (l is an
unbounded integer), whose absolute value represents the number of
phase changes from 0 to 2π in a spiral period. Beams with different
OAM modes are orthogonal to each other and can be multiplexed
along the same beam axis to transmit multiple coaxial data streams
[9-13]. Therefore, this multiplexing technology based on OAM can
potentially improve the capacity and spectral efficiency of millimeter
wave wireless communication systems [14, 15] first demonstrated
experimentally that it is possible to propagate and use the properties
of twisted incoherent radio waves to simultaneously transmit to
infinity more radio channels with the same frequency band by
encoding them in different OAM modes. [16] employed OAM
multiplexing technology for terabit free-space data transmission,
and the results of the study demonstrated that OAM is a new degree
of freedom (DoF) that can increase the capacity of free-space
communication. [14] used four independent OAM beams, each
polarized by two polarization states, to achieve 32-Gbits−1 mm wave
communication with a transmission link of 2.5 m and a spectral
efficiency of 16 bits−1Hz−1. The combination of OAM multiplexing
and traditional spatial multiplexing is used to achieve a 16-Gbits−1

mm wave link with a transmission distance of 1.8 m [17].
Next, we focus on wireless communication with a uniform

circular array-based OAM (UCA-OAM) system. The antenna
elements in UCAs are provided with the same input signal, but
there is a continuous phase delay from the antenna unit to the
antenna element, such that the phase increases by an integer
multiple of 2π after a full circle. By associating an 8 × 8 UCA to
8 × 8 Butler matrix, one can generate waves carrying eight different
OAMmodes simultaneously and independently and, thus, multiplex
signals at the same frequency and polarization [18]. Since radio
waves with OAM characteristics have been generated using antenna
arrays consisting of concentric UCAs [4, 5], UCA-OAM systems
have become increasingly widely used. The spatial transmission
characteristics of OAM beams in OAM-multiplexed transmission
systems and the channel capacity under different receiving array
configurations are analyzed, and the simulation results show that as
the transmission distance and OAM module order increase, the
divergence of the OAM beam becomes larger [19]. When the
physical layer security theory is applied to the multi-mode OAM
system based on UCA, the system using the vortex wave is superior
to the conventional communication system using the plane
electromagnetic wave in terms of safety [20, 21] demonstrated
that OAM-based multiple-input–multiple-output (OAM-MIMO)
multiplexing systems using multiple UCAs successfully achieved
120 Gbps wireless data transmission over a distance of 10 m in the
28 GHz band. Both OAM and MIMO provide physical freedom for
multiplexing, and the two physical resources are independent of
each other. Hence, the spectral efficiency can be further improved by
combining OAM and MIMO [20, 21]. To further improve spectral
efficiency, non-orthogonal multiple access (NOMA) has recently
been introduced in OAM-MIMO systems [22-24].

Nevertheless, the aforementioned studies are based on the
assumption that each channel matrix is full rank, but in practical
MIMO scenarios, the channel matrix is not full rank because of the
poor scattering environment for channel capture [25, 26]. In
addition, for OAM-based communications, the channel matrix
cannot reach full rank due to propagation divergence of the

OAM-carrying beams [27]. As we all know, the rank of a
channel matrix plays an important role in the evaluation of
UCA-OAM systems. However, when the UCA-OAM
communication systems are limited by the actual transmission
conditions, the rank of the channel matrix is less than the
number of Tx (Rx) UCA antennas, i.e., deficient-rank channel
(DRC) matrix. By far, the channel capacity analysis of the UCA-
OAM system based on the DRC matrix is an unexplored area of
research, as this topic is much more complicated and limited by the
actual transmission conditions.

Motivated by the aforementioned facts, we strive to study the
UCA-OAM system with the DRC matrix in order to analyze its
actual performances. Our goal is to obtain the capacity performance
of UCA-OAM systems with the DRC matrix considering the actual
transmission conditions. To this end, we use Laguerre–Gaussian
beams to represent the OAM beams, as vector antenna arrays can
generate radio beams, which exhibit spin and orbital angular
momentum characteristics similar to those of helical LG beams
in paraxial optics [4].

In this paper, we propose a UCA-OAM system with the DRC
matrix. The performance of the UCA-OAM system with the DRC
matrix is analyzed by calculating the capacity. Specifically, the
contributions of this paper are summarized as follows.

1) We propose the practical DoF which is affected by transmission
distance and the radii of the receiving antenna and transmission
antenna.

2) When the practical DoF of the UCA-OAM system affected by
practical transmission factors is considered, we establish the
relationship between the practical DoF and the rank of the
DRC matrix, and the formulas of the DRC matrix and
capacity for the DRC matrix are analytically derived. In
addition, the capacity of the UCA-OAM system with the
DRC matrix is simulated for performance evaluation.

3) Compared with the ideal UCA-OAM system with the full-rank
channel (FRC) matrix, the transmission distance and frequency
factors have a deeper impact on the proposed UCA-OAM system
with the DRC matrix. The results of numerical simulations
indicate that when the practical transmission factors including
transmission distance and the radii of the receiving antenna and
transmission antenna are considered, the UCA-OAM
communication system with the DRC matrix has less capacity
than that of the UCA-OAM communication system with the
FRC matrix.

The remainder of this paper is organized as follows: the system
model and principle of the UCA-OAM system with the DRC matrix
are introduced in Section 2. The simulation results are given in
Section 3. Finally, the conclusion is given in Section 4.

2 System model

In this paper, we consider a UCA-OAM system using the Butler
matrix. Figure 1 shows the UCA-OAM system, where the
transmitter end and the receiver end have a UCA with the M ×
M Butler matrix and a UCA with the N × N Butler matrix,
respectively. For the convenience of calculation, in this paper, we
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assume M = N. The system can simultaneously and independently
generate electromagnetic waves with M different OAM modes with
the same frequency [18]. As can be seen from Figure 1, the
transmission (Tx) UCA has M equidistant antenna elements, and
the reception (Rx) UCA has N equidistant antenna elements around
the beam axis. The radii of Tx UCA and Rx UCA are RT = aλ and
RR = βaλ, respectively. The propagating distance is D = baλ, where β
and b represent the scale of Rx aperture and link distance compared
with the Tx aperture, respectively. λ is the wavelength. Here, it is
noteworthy that the center of Tx UCA is aligned with that of Rx
UCA, and D is large enough to make the Fresnel approximation
effective.

2.1 Multiplexing/demultiplexing of
information-carrying OAM beams

The OAM beams can be generated by attaching the incremental
phases to M equidistant antennas of Tx UCA. The phase shifts
φm � 2π(m−1)

M , which is the azimuthal angle of Tx UCA
corresponding to the mth antenna element, can be generated by
using a column of the inverse discrete Fourier transform (IDFT).
With such a Tx UCA arrangement, the vector potential of the array
is expressed as [5, 28]

U r,φ, θ( ) � αt
4π

∑M
m�0

eilφm ∫ eik r−rm′| |
r − rm′
∣∣∣∣ ∣∣∣∣dVm′

� αt
4π

∑M
m�1

eilφm
eik r−rm| |

r − rm| |
≈

αt
4π

eikr

r
∑M
m�0

e−i k.rm−lφm( )

≈
Mαtj

−leikr

4πr
Jl kRT sin θ( )eilφ

� Al r( ). exp ilφ( ),
(1)

where αt is the combination of all constants relative to each Tx
antenna element, j is the constant current density vector, i is the
imaginary unit, k is the wave vector, rm � RT(x̂ cosφm + ŷ sinφ m),
and RT � |rm|. The far-field approximations are |r − rm| ≈ r − r̂ .rm
for phases and |r − rm| ≈ r for amplitudes [29], and Jl (.) is the
l-order Bessel function of the first kind.

When signal S(t) is transmitted, the information-carrying OAM
beam US(r, φ, t) can be described as [16]

US r,φ, t( ) � S t( ).Al r( ). exp ilφ( ). (2)
Generally, at the receiver end, the phase distribution of exp

(−ilφ) is used to demodulate the information-carrying
OAM beam US(r, φ, t), and the original signal S(t) can be
obtained.

Based on Eq. 2, the multiplexing of information-carrying OAM
beams with M OAM modes is expressed as

UMUX r,φ, t( ) � ∑M
m�1

Sm t( ).Alm r( ). exp ilmφ( ), (3)

where Alm(r) can be identical or distinct for different m (m = 0,
1,2, . . . ,M), and OAM beams are superimposed spatially. Because
each beam has a different OAM mode, each OAM beam has its
independent data information. This multiplexing can be
demultiplexed into pure OAM modes by DFT at the receiver
end. In particular, the multiplexing of M information-carrying
OAM beams UMUX (r, φ, t) can be demultiplexed by integrating
the complex field vector weighted with exp (−ilmφ) along a circle
C around the beam axis, and the integration is approximated by
executing DFT to the outputs of Rx UCA with N antenna
elements [4]. Hence, the demultiplexing of M information-
carrying OAM beams at the RX UCA end can be written as
[30, 31]

FIGURE 1
System model and architecture of UCA-OAM.
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UDEMUX r, φ, t( ) � ∑N
n�1

∑M
m�1

Sm t( ).Am r( ). exp ilmφ( )( )
n

× exp −il′2π
N

n( )
≈ ∮

C

∑M
m�1

Sm t( ).Am r( ). exp ilmφ( ). exp −il′φ( )dφ
� ∮

C

∑M
m�1

Sm t( ).Am r( ). exp i lm − l′( )φ( )dφ
� Sm t( ).Am r( ), l′ � lm

0, l′ ≠ lm
{

,

(4)
where (.)n represents the field component detected by the nth (n =
1,2,. ., N) RX antenna element. Notably, choosing a different value of
the OAM mode l′, the desired original signal from the OAM
multiplexing beams UMUX (r, φ, t) can be obtained, and this is
the OAM demultiplexing [16].

2.2 The practical DoF of a UCA-OAM system

To study the performance of a UCA-OAM system with the
DRC matrix, we need to use the concept of DoF of an OAM
wireless communication channel. In OAM wireless
communications, DoF can be defined as the total number of
OAM modes that can be transmitted on a wireless channel to
carry the information signals [32]. OAM multiplexing has long
been conceived to support infinite DoFs and an infinite channel
capacity for free-space line-of-sight communication in radio
frequency (RF) channels [32]. However, in the practical OAM
system, DoF is usually limited by the transmitter size, receiver size,
and propagation distance [27, 32, 33]. Compared with
conventional antenna arrays, the number of UCA antenna
elements has an additional impact on transmitted OAM modes:
it determines the maximum OAMmodes that can be generated by
UCA [4]. In the limitation of the number of Tx UCA antenna
elements, the transmitted OAMmodal set A is expressed as [4, 34]

A � l ∈ Z|2 −M

2
≤ l≤

M

2
{ }, (5)

where Z is the set of all integers. Clearly, based on Eq. 5, the DoF of
the UCA-OAM system is M. Considering the FRC matrix to
evaluate the performance of UCA-OAM systems, the transmitted
OAM modes are in the range of 2−M

2 − M
2 , which is the same as the

transmitted OAM modal set A [35]. Obviously, the evaluation of
UCA-OAM systems with the FRCmatrix only considers the effect of
UCA antenna elements on the DoF of UCA-OAM systems. When
we consider not only the influence of the number of UCA antenna
elements on the DoF of UCA-OAM systems but also the influence of
transmitter size, receiver size, and propagation distance on the DoF
of UCA-OAM systems, the channel matrix of UCA-OAM
communication systems may not be in the full-rank state.

The vector antenna arrays can generate radio beams which
exhibit spin and orbital angular momentum characteristics
similar to those of helical LG beams in paraxial optics [4].
Moreover, LG modes are the most common and proven well-
defined OAM modes [32]. Based on this, we choose to use the
LG mode to describe the OAM mode generated by UCA.

The practical DoF of UCA-OAM systems under the limits of
transmitter size, receiver size, and propagation distance is defined as
[27, 32, 33]

NOAM ≜max
ω0

# lp ∈ Z × Z≥0|rlp 0( )≤RT, r
l
p D( )≤RR{ }, (6)

whereZ≥0 is the set of all non-negative integers and #{.} is the size of
a set. rlp(z) is the beam size of the lpth LG mode, ω0 is the beam waist
radius of the LG beam at z = 0 [36, 37], and p is the order of the Laguerre
polynomial, i.e., the Laguerre polynomial is 0 when p = 0.

The beam size of any LG mode is described as [37]

σp z( )lp � ω z( )
���������
2p + l| | + 1

√
, (7)

where ω(z) � ω0

�������
1 + ( z

zR
)2

√
is the beam waist radius of the radio

vortex wave at the propagation distance z, where zR � πω2
0

λ is the
Rayleigh distance. Approximately, one can accept

rlp z( ) ≈ σp z( )lp. (8)

Based on the definition in Eq. 6, the index pairs lp satisfy the
following two rules:

ω 0( )
���������
2p + l| | + 1

√
≤RT, (9)

ω D( )
���������
2p + l| | + 1

√
≤RR. (10)

One denotes K � ���������
2p + |l| + 1

√
, and K must be maximized by

choosing an optimal ω(0) value. Making use of RT = aλ, RR = βaλ,
and ω(z) � ω0

�������
1 + ( z

zR
)2

√
, Kmax is obtained [27, 32, 33].

Kmax � aπ
�����
β2 − 1

√ /b, β≥
�
2

√
,

aπβ2/ 2b( ), β< �
2

√
.

⎧⎪⎨⎪⎩ (11)

By calculating the number of index pairs of lp following
2p + |l| + 1≤Kmax, the transmitted OAM modal set B under the
limits of transmitter size, receiver size, and propagation distance can
be determined. For the convenience of calculation, we assume p = 0
in this paper, and the transmitted OAM modal set B is expressed as

B � l ∈ Z| l| | + 1≤Kmax,{ }. (12)
Based on Eq. 12, the practical DoF of the UCA-OAM system under
the limits of transmitter size, receiver size, and propagation distance,
i.e., NOAM, is obtained. Obviously, the value of DoF depends on the
size of Tx/Rx UCA and the distance between the two. However, the
geometric relationship between the two UCAs, as well as the
frequency, also plays an important role.

When we consider not only the limits of the number of UCA
antenna elements but also the limits of transmission distance,
transmitter size, and receiver size, the practical DoF of the UCA-
OAM system is denoted as Q, the transmitted OAM modal set is
denoted as U, and the expressions of Q and U are given as

Q � min M,NOAM{ }, (13)
U � A ∩ B, (14)

where Q ≤ M.

2.3 Channel model

The receive signal of UCA-OAM systems is expressed as
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y � Hs + n, (15)
where s ∈ CM×1 is the complex transmitted vector, y ∈ CN×1 is the
complex received vector, n ∈ CN×1 is the complex additive white
Gaussian noise vector at the receiver, and H ∈ CN×M is the complex
channel matrix.

The distance between the mth antenna element of Tx UCA and
the nth antenna element of Rx UCA can be expressed as [38]

d2
n,m � R2

T + R2
R +D2 − 2RTRR. cos φm − ϕn( ), (16)

where ϕn represents the azimuthal angle of Rx UCA corresponding
to the nth antenna, and the expression is given as

ϕn �
2π n − 1( )

N
. (17)

According to
�����
1 − x

√
≈ 1 − x

2, Eq. 15 can be rewritten as

dn,m �
��������������������
1 − 2RTRR cos φm − ϕn( )

R2
T + R2

R +D2

√ �����������
R2
T + R2

R +D2
√

≈
�����������
R2
T + R2

R +D2
√

1 − RTRR cos φm − ϕn( )
R2
T + R2

R +D2[ ]
�

�����������
R2
T + R2

R +D2
√

− RTRR cos φm − ϕn( )�����������
R2
T + R2

R +D2
√ . (18)

We define hn;l as the channel gain for the lth OAM mode
corresponding to Tx UCA and the nth antenna element at Rx
UCA. By superimposing the signals of all antenna elements at Tx
UCA, the expression of hn;l is given as

hn;l � ∑M
m�1

αλe−i
2π
λ

�������
D2+R2

T+R2
R

√

4πD
��
M

√ eilφm

× exp
i2πRTRR

λ
�����������
D2 + R2

T + R2
R

√ cos φm − ϕn( )⎡⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎦, (19)

where α is the combination of attenuation and phase rotation error
caused by transmitter and receiver modes. Exploiting Bessel
function expressions for simplification, we can approximate hn;l
as follows:

hn;l � ∑M
m�1

αλe−i
2π
λ

�������
D2+R2

T+R2
R

√

4πD
��
M

√ eilφm

× exp
i2πRTRR

λ
�����������
D2 + R2

T + R2
R

√ cos φm − ϕn( )⎡⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎦
≈
αλ

��
M

√
e−i

2π
λ

�������
D2+R2

T+R2
R

√
eilϕn

4πD −i( )l

× Jl
2πRTRR

λ
�����������
D2 + R2

T + R2
R

√⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

(20)

where Jl(x) � (−i)l
2π ∫2π

0
eilτejx cos τdτ.

We define channel gain without phase factors as hl, and hl can be
expressed as

hl � αλ
��
M

√
e−i

2π
λ

�������
D2+R2

T+R2
R

√

4πD −i( )l Jl
2πRTRR

λ
�����������
D2 + R2

T + R2
R

√⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (21)

2.3.1 The full-rank channel matrix
When we only consider the UCA-OAM system with the FRC

matrix, the transmitted OAM modal set is A � {l ∈ Z|2−M2 ≤ l≤ M
2 }.

At this time, the channel matrixHF ∈ CN×M under the non-singular
condition can be expressed as

HF �

h1,2−M2 h1,2−M2 +1 . . . h1,M2

h2,2−M2 h2,2−M2 +1 . . . h2,M2

..

. ..
.

1 ..
.

hN,2−M2 hN,2−M2 +1 . . . hN,M2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (22)

2.3.2 The deficient-rank channel matrix
When we consider the UCA-OAM system with the DRCmatrix,

the transmitted OAMmodal set isU � l ∈ Z||l| + 1≤Kmax{ }. At this
time, the channel matrix HDF ∈ CN×M may not be under the non-
singular condition and can be expressed as

HDF � ~HN×Q O( )
N×M

, (23)
where

~HN×Q �
h1,1−Kmax h1,2−Kmax / h1,Kmax−1
h2,1−Kmax h2,2−Kmax / h2,Kmax−1

..

. ..
.

1 ..
.

hN,1−Kmax hN,2−Kmax / hN,Kmax−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (24)

2.4 Channel capacity

In this section, the corresponding capacity derivation is
developed according to Shannon’s continuous channel capacity
formula.

The signal S(t) related to the OAM mode l is transmitted by Tx
UCA. When we consider the UCA-OAM system with the FRC
matrix, the signal yF,n is received by the nth antenna element of Rx
UCA. When we consider the UCA-OAM system with the DRC
matrix, the signal yDF,n is received by the nth antenna element of Rx
UCA. These expressions are, respectively, given as

yF,n � ∑
l∈A

hlS t( )eilϕn + zn, (25)

yDF,n � ∑
l∈B

hlS t( )eilϕn + zn, (26)

where zn is the additive Gaussian white noise with zero mean and
variances σ2.

The ultimate channel capacity of the UCA-OAM system with
the FRC matrix and that with the DRC matrix are, respectively,
expressed as

CF � log2 1 + P HF| |2
σ2

( ) � ∑
l∈A

log2 1 + Pλ2F,l
Mσ2

( ), (27)

CDF � log2 1 + P HDF| |2
σ2

( ) � ∑
l∈U

log2 1 + Pλ2DF,l

Qσ2
( ), (28)
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where λF,l represent the eigenvalues of the channel matrices HF. P
represents the transmit power of Tx UCA, and λDF,l represent the
eigenvalues of the channel matrices HDF.

3 Simulation results

This section evaluates the channel capacity performance of the
UCA-OAM system with the DRC matrix. The default simulation
parameters are configured as follows: the transmission frequency is
28 GHz, and the transmission distance between the transmitter and
receiver is D = 10 m [39]. For the ease of exposition, different OAM
modes have the same total transmit SNR, i.e., SNR = 40 dB. In our
simulations, α = 121 (except for Figure 6). When M = N = 4, the
transmitted OAMmodal set U is defined as L1; whenM = N = 8, the
transmitted OAM modal set U is defined as L2; and when M = N =
16, the transmitted OAMmodal setU is defined as L3. Table 1 shows
the transmitted OAM modal set U with different UCA radii at a
transmission frequency of 28 GHz and a transmission distance of
10 m, which are selected to meet the practical DoF of the UCA-
OAM system according to Eq. 6.

Figure 2 shows the DoF of UCA-OAM systems with respect to
the transmission distance for different transmitter and receiver sizes.
As shown in Figure 2, we can observe that the DoF value of the
UCA-OAM system decreases with the increase in the transmission
distance. In addition, we can observe that the DoF value of the UCA-
OAM system is highest when the transmission distance is 10 m and
the transmitter and receiver sizes are 0.5 m and 0.8 m, respectively.
Moreover, we also observe that the OAM-DoF value with RTX =
0.4 m and RRX = 0.4 m is the same as the OAM-DoF value with
RTX = 0.5 m and RRX = 0.4 m.

Figure 3 shows the DoF of UCA-OAM systems with respect to
the transmission distance for different transmission frequencies
(transmitter and receiver sizes are RTX = 0.4 m and RRX = 0.8 m,
respectively). As shown in Figure 3, we can observe that the DoF
value of the UCA-OAM system decreases with the increase in the
transmission distance (except for f = 300 GHz). In addition, we can
observe that with an identical distance, the DoF value of f = 28 GHz
is lowest when the transmission distance increases. For example,
when the transmission distance is 40 m, the DoF value of f = 28 GHz
is 3, the DoF value of f = 100 GHz is 13, and the DoF value of f =
300 GHz is 16. It is confirmed that the frequency plays an important
role in practical DoF. Moreover, we also observe that the DoF value
of f = 300 GHz is fixed when the transmission distance is in the range
of 10–100 m.

Figure 4 shows the capacities of the UCA-OAM system with
respect to the transmission SNR when considering the DRC
matrix (case 1) and FRC matrix (case 2). It can be seen from
Figure 4 that the capacity of UCA-OAM systems increases with
the increase in the transmission SNR. Figure 4A depicts the
capacities of UCA-OAM systems with the DRC matrix and
FRC matrix when the waterfilling power allocation is
employed. As shown in Figure 4A, the UCA-OAM system
with 16 (M = 8, 4) transmission antennas and considering the
FRC matrix always has higher capacity than the UCA-OAM
system with 16 transmission antennas and considering the DRC
matrix. Taking SNR = 40 dB as an example, the capacity of the
UCA-OAM system with 16 transmission antennas and
considering the FRC matrix s is 12.4487 bits/s/Hz, while the
capacity of the UCA-OAM system with 16 transmission
antennas and considering the DRC matrix is 3.95647 bits/s/
Hz. Figure 4B shows the capacities of UCA-OAM systems
considering the DRC matrix and FRC matrix when the equal
power allocation is employed. Moreover, compared with Figures
4A, B, we find that with an identical SNR, the UCA-OAM system
using waterfilling power allocation has higher capacity than that
using equal power allocation. For example, when SNR = 40 dB,
the capacity of the UCA-OAM system with 16 transmission
antennas and using waterfilling power allocation is
12.4487 bits/s/Hz, while the capacity of the UCA-OAM system
with 16 transmission antennas and using equal power allocation
is 9.15399 bits/s/Hz.

Figure 5 illustrates the impact of the radii of the receiving
antenna and transmission antenna on the channel capacity
performance considering the DRC matrix. It can be seen from
Figure 5 that the capacity of UCA-OAM systems increases with
the increase in the transmission SNR. As expected, the UCA-
OAM system with 16 transmission antennas has higher capacity
than that with eight transmission antennas when the
transmission SNR and the radii of the receiving antenna and
transmission antenna are fixed. In addition, the radii of the
receiving antenna and transmission antenna have a critical
impact on the channel capacity performance considering the
DRC matrix. We can observe that at low to medium transmission
SNR, low radii of the receiving antenna and transmission antenna
result in a better channel capacity performance than higher radii
of the receiving antenna and transmission antenna. For example,
when SNR = 35 dB and M = N = 16, the capacity of RTX = 0.4 m
and RRX = 0.4 m is 2.66 bits/s/Hz, while the capacity of RTX =
0.5 m and RRX = 0.4 m is 2.10 bits/s/Hz. Moreover, we can also
observe that at high transmission SNR = 45 dB and M = N = 16,
the capacity of RTX = 0.4 m and RRX = 0.8 m is 14.5751 bits/s/Hz,
while the capacity of RTX = 0.5 m and RRX = 0.8 m is 12.17 bits/s/
Hz. This means that one can seek to transmit and receive UCA
radii parameters that achieve the highest possible channel
capacity performance given a set of constraints.

Figure 6 shows the impact of the transmission distance on the
channel capacity performance with RTX = 0.4 m, RRX = 0.8 m, and
M =N = 16. As shown in Figure 6, when the transmission distance is
lower than 30 m and higher than 50 m, the channel capacity of
UCA-OAM systems with the DRC matrix decreases with the
increase in the distance. Moreover, we find that when the
transmission distance is equal to 40 m, the channel capacity of

TABLE 1 Transmitted OAM modal set U with different UCA radii.

UCA radius Transmitted OAM modal set U

RTX = 0.4m and
RRX = 0.4m

L1 = [−1, 0, 1] L2 = [−1, 0, 1] L3 = [−1, 0, 1]

RTX = 0.4m and
RRX = 0.8m

L1 = [−1, 0, 1, 2] L2 = [−3, −2, −1, 0, 1, 2, 3, 4] L3 =
[−7, −6, −5, −4, −3, −2, −1, 0,1,2,3,4,5,6,7]

RTX = 0.5m and
RRX = 0.4m

L1 = [−1, 0, 1] L2 = [−1, 0, 1] L3 = [−1, 0, 1]

RTX = 0.5m and
RRX = 0.8m

L1 = [−1, 0, 1, 2] L2 = [−3, −2, −1, 0, 1, 2, 3, 4] L3 =
[−7, −6, −5, −4, −3, −2, −1,0,1,2,3,4,5,6,7,8]
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UCA-OAM systems with the DRC matrix is 1.7108 bits/s/Hz, while
when the transmission distance is equal to 30 m, the channel
capacity of UCA-OAM systems with the DRC matrix is
1.6516 bits/s/Hz. This occurs because when the transmission
distance is 40 m and the total transmission SNR is fixed, the

number of OAM modes transmitted decreases, and the average
power allocated amongst different OAM modes increases. In
addition, the channel capacity performance of UCA-OAM
systems with the FRC matrix decreases when the transmission
distance increases. Comparing the channel capacity of UCA-

FIGURE 2
DoF versus transmission distance with p = 0, ω(0) = ω(0)opt, and M = N = 16.

FIGURE 3
DoF versus transmission distance with p = 0, ω(0) = ω(0)opt, and M = N = 16.
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OAM systems with the DRC matrix with that with the FRC matrix,
we can conclude that the practical UCA-OAM system, which is
usually limited by the size of transmitter, receiver, and propagation
distances, is different from the ideal UCA-OAM system which only
considers the influence of the number of UCA array elements in
channel capacity performance.

Figure 7 shows the impact of the transmission SNR on the
channel capacity performance with RTX = 0.4m, RRX = 0.4 m, and

M = N = 16 for different frequencies. The transmitted OAM modal
set L3 for different frequencies is shown in Table 2, which are
selected to meet the practical DoF of the UCA-OAM system
according to Eq. 6. Figure 7A illustrates the channel capacity
performance of UCA-OAM systems with the DRC matrix with
respect to the transmission SNR. As expected, the channel capacity
performance of the UCA-OAM systems with the DRC matrix
increases with the increase in the transmission SNR when the

FIGURE 4
Channel capacity versus SNR considering the DRC matrix (case 1) and FRC matrix (case 2). (A) Waterfilling power allocation. (B) Equal power
allocation.
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transmission frequency is fixed. In addition, when the transmission
SNR is lower than 42.5 dB and transmission frequency is fixed, the
channel capacity performance of the UCA-OAM systems with the

DRC matrix decreases with the increase in the transmission
frequency. However, when the transmission SNR is larger than
or equal to 42.5 dB, the UCA-OAM system with the transmission

FIGURE 5
Channel capacity versus SNR for different UCA radii.

FIGURE 6
Channel capacity versus transmission distance with RTX = 0.4 m and RRX = 0.8 m.
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frequency f = 100 GHz achieves the highest capacity compared with
the UCA-OAM system with the transmission frequency f = 28 GHz
and the UCA-OAM system with the transmission frequency f =
300 GHz. The channel capacity performance of the UCA-OAM
systems with the FRC matrix with respect to the transmission SNR
for different transmission frequencies is depicted in Figure 7B. The
trend in Figure 7B can be intuitively explained that the channel
capacity performance of the UCA-OAM systems with the FRC

matrix is increased when the transmission SNR increases.
Moreover, the channel capacity performance of the UCA-OAM
systems with the FRC matrix increases with the decrease in the
transmission frequency when the transmission SNR is fixed.
Comparing Figure 7A with Figure 7B, we can conclude that the
frequency factor has a deeper impact on the capacity performance of
UCA-OAM systems with the DRC matrix than on the capacity
performance of UCA-OAM systems with the FRC matrix.

FIGURE 7
Channel capacity versus SNR for different frequencies. (A) UCA-OAM system with the DRC matrix. (B) UCA-OAM system with the FRC matrix.

Frontiers in Physics frontiersin.org10

Ma et al. 10.3389/fphy.2023.1217583

144

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1217583


4 Conclusion

Exploiting the practical DoF of the UCA-OAM system affected
by transmission distance and the radii of the receiving antenna and
transmission antenna, a novel capacity of UCA-OAM systems with
the DRC matrix is first proposed in this paper. For simplicity, we
focus on the DoF of the OAM beams represented by an LG beam
based on the order of the Laguerre polynomial p = 0. Moreover, we
derive the closed forms of the DRCmatrix and capacity for the DRC
matrix. The results of numerical simulations indicate that the
practical UCA-OAM systems with the DRC matrix are different
from the ideal UCA-OAM systems with the FRC matrix in capacity
performance. Compared with the UCA-OAM systems with the FRC
matrix, the transmission distance factor has a deeper impact on the
practical UCA-OAM systems with the DRCmatrix. Moreover, when
the practical transmission factors including transmission distance
and the radii of the receiving antenna and transmission antenna are
considered, the UCA-OAM communication system with the DRC
matrix has less capacity than that with the FRC matrix. The
analytical results demonstrate that it is suitable for mass
production and supports point-to-point LOS communication
scenarios such as mobile backhaul and intra-data center
interconnection. The proposed methodology of calculating the
DoF and channel capacity of the OAM wireless communication
link is limited not only by the divergence of the beam and physical
sizes of the transmitter and receiver but also by the atmospheric
turbulence. In addition, it is a challenge to perfectly align the
transmission and receiving antenna arrays in the implementation

of the UCA-OAM systems with the DRCmatrix. In the future work,
the atmospheric turbulence and antenna array misalignment factors
are still needed to be further investigated for the UCA-OAM systems
with the DRC matrix.
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