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Background

Testicular germ cell tumor (TGCT) is the most common tumor in young men, but molecular signatures, especially the alternative splicing (AS) between its subtypes have not yet been explored.



Methods

To investigate the differences between TGCT subtypes, we comprehensively analyzed the data of gene expression, alternative splicing (AS), and somatic mutation in TGCT patients from the TCGA database. The gene ontology (GO) enrichment analyses were used to explore the function of differentially expressed genes and spliced genes respectively, and Spearman correlation analysis was performed to explore the correlation between differential genes and AS events. In addition, the possible patterns in which AS regulates gene expression were elaborated by the ensemble database transcript atlas. And, we identified important transcription factors that regulate gene expression and AS and functionally validated them in TGCT cell lines.



Results

We found significant differences between expression and AS in embryonal carcinoma and seminoma, while mixed cell tumors were in between. GO enrichment analyses  revealed that both differentially expressed and spliced genes were enriched in transcriptional regulatory pathways, and obvious correlation between expression and AS events was determined. By analyzing the transcript map and the sites where splicing occurs, we have demonstrated that AS regulates gene expression in a variety of ways. We further identified two pivot AS-related molecules (SOX2 and HDAC9) involved in AS regulation, which were validated in embryonal carcinoma and seminoma cell lines. Differences in somatic mutations between subtypes are also of concern, with our results suggesting that mutations in some genes (B3GNT8, CAPN7, FAT4, GRK1, TACC2, and TRAM1L1) occur only in embryonal carcinoma, while mutations in KIT, KARS, and NRAS are observed only in seminoma.



Conclusions

In conclusion, our analysis revealed the differences in gene expression, AS and somatic mutation among TGCT subtypes, providing a molecular basis for clinical diagnosis and precise therapy of TGCT patients.
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Introduction

Testicular germ cell tumor (TGCT) accounts for 1% of newly diagnosed tumors in men (especially men aged 20-40 years) and 5% of tumors of the urogenital tracts worldwide (1). The incidence of TGCT varies significantly between different regions and ethnic groups, with high incidence in developed European countries such as Denmark and relatively low incidence in low-income areas such as Asia and Africa, suggesting that genetic and environmental factors play an essential role in the development of cancer (2). TGCT can be histologically divided into two subtypes: seminoma and non-seminoma. As the primary subtype, seminoma accounted for 95% of the whole TGCT, while non-seminoma (including four types: embryonal carcinoma, yolk sac tumor, teratoma, and mixed germ cell tumor) has a small proportion, but prone to metastasis resulting in poor prognosis (3, 4).

Several multidisciplinary therapies, such as surgery combined with chemoradiotherapy, have significantly improved the prognostic survival of TGCT patients over the past few decades (5). Recent studies on the resistance of platinum-based chemotherapeutics have been continuously reported. By using TGCT cell lines, Caggiano et al. revealed that TGCT achieved cisplatin resistance through the regulation of DNA repair enzymes, and noted that PARP inhibitors combined with low dose cisplatin could reduce toxic reactions (6). Using a model of cisplatin resistance, Fazal et al. indicated that the overall remodeling of DNA methylation is a key factor in drug resistance (7). About 30% of patients have unsatisfactory treatment or resistant cisplatin, and different subtypes have different manifestations of this resistance (8). Different responses to treatment between subtypes may be attributed to significant differences in expression profiles and molecular mechanisms (9, 10). Previous analysis of macroarray studies found that differentially expressed genes were predominantly upregulated in seminoma, while down-regulated in non-seminoma, and showed activation differences in DNA synthesis, DNA repair, and cell proliferation (11). Sun et al. revealed the features of non-seminoma metastasis and poor prognosis by analyzing telomere length between TGCT subtypes (12). Furthermore, the epigenetics (specifically DNA methylation) of TGCTs was also analyzed, and DNA methylation-based models and biomarkers were identified that may provide the basis for better prognosis and treatment of TGCT (13, 14). Shen et al. primarily elucidate differences in somatic mutation and DNA methylation between TGCT subtypes through multi-omics analysis (15). However, the differences in alternative splicing between different TGCT subtypes have not been explored, and the relationship between expression and splicing remains to be elucidated. Therefore, it is urgent to understand the differences between the molecular basis and biological functions of the various subtypes, to provide new ideas for the carcinogenic mechanism, clinical diagnosis and treatment of TGCT.

In this study, we comprehensively analyzed the differences in gene expression, alternative splicing (AS), and somatic mutations between TGCT subtypes. Subtype differences were observed mainly between seminoma and embryonal carcinoma. In addition, the correlation between AS and expression was analyzed. Finally, two key genes regulating transcription and AS, SOX2 and HDAC9, were identified for experimental verification.



Materials and methods


Data acquisition and processing

The gene expression data for RNA-seq (n=156, platform: Illumina HiSeq), somatic mutation data (n=144, platform: Illumina-MuTect2) and clinical data (n=164) were downloaded from GDC Testicular Cancer (TGCT) cohort of TCGA data portal (https://xenabrowser.net). Splicing data (n=149) of TGCT was obtained from TCGA SpliceSeq database (http://bioinformatics.mdanderson.org/TCGASpliceSeq/index.jsp). As a quantitative indicator of alternative splicing, the Percent Spliced In (PSI) value represents the ratio of inclusion and exclusion of different exons.

We carefully reviewed and excluded 25 samples with no clinical information and subtypes with too small sample size in TGCT (5 cases of teratocarcinoma, 6 cases of benign teratocarcinoma, and 4 cases of yolk sac tumor), and finally obtained 124 patients clinical characteristics (Table 1). Subsequently, we integrated the RNA-seq data, splicing data and somatic mutation data with the clinical information to obtain the expression, splicing and mutation profiles of 120, 120 and 114 patients, respectively.


Table 1 | Characteristics of subtypes with TGCT based on TCGA.





Differential analysis of mRNA expression and alternative splicing

One-way analysis of variance (ANOVA) of gene expression in the three main types of TGCT (embryonal carcinoma, mixed germ cell tumor, and seminoma) revealed the most significant differences between embryonal carcinoma and seminoma. The R package “limma” was used to identify differential expression genes (DEGs) between the two subtypes (FDR<0.05, logFC>1). Due to the distribution of PSI and the ratio of splicing events, Kruskal-Wallis test was first used to analyze the differences of alternative splicing among the three groups. Wilcoxon rank-sum test and delta median PSI value between embryonal carcinoma and seminoma were used to identify differential splicing events (Benjamini & Hochberg adjusted P<0.05, delta PSI > 0.1) (16).



Analysis of somatic mutation profile

The 3199 somatic mutation data of 144 TGCT samples downloaded from TCGA were annotated with gencode.v22.annotation and merged with processed clinical data to obtain 2435 mutation data of 114 patients. Given that there are multiple descriptions of a mutation type, we sorted out the types of mutation. For example, we grouped the “inframe deletion” and “inframe insertion” into the “inframe variants”, and obtained five main types of mutation (including frameshift variant, inframe variant, missense variant, splice site variant and stop gained). In addition, the mutation frequency of each gene in the three types of TGCT was calculated, and the genes with mutations in more than 5% of the individuals were identified, which were considered high frequency mutation genes. A total of 21 significantly mutated genes with a mutation frequency greater than 1% were identified. Finally, we calculated and visualized the mutation frequency of these genes as a whole and the mutation percentage within their respective subtypes. In addition, the cBioPortal website (http://www.cbioportal.org/) was used to analyze mutation sites of the significantly high-frequency mutation genes (17, 18).



Gene ontology enrichment analysis

The Database for Annotation, Visualization and Integrated Discovery (DAVID, version 6.8, https://david.ncifcrf.gov/) was used to identify enriched pathways, and pathways with FDR<0.05 were considered significant (19).



Cell lines and cell culture

The human TGCT cell lines TCam2 (a seminoma-like cell line, RRID: CVCL_T012) and NCCIT (an embryonic-like cell line, RRID: CVCL_1451) were purchased from the Shanghai Cell Bank Type Culture Collection Committee (Shanghai, China). TCam2 cells were cultured in RPMI 1640 medium and NCCIT cells were grown in DMEM, both of which contain 10% fetal bovine serum (FBS) and maintained in an incubator at 37°C and 5% CO2.



Plasmids and stable transfected cells establishment

The target fragments were inserted into lentiviral vectors such as pCDH-MSCV-MCS-EF1-copGFP (RRID: Addgene_72266), all plasmids were verified by DNA sequencing. The recombinant lentiviral vectors were transfected into HEK293 (RRID: CVCL_0045) cells together with pGC-LV, pHelper 1.0 and pHelper 2.0 plasmids and incubated for 48-72h. The viral fluid was then collected to infect target cells for 3 days and treated with puromycin for 14 days. After confirming the efficiency of the interfering plasmid by PCR, the surviving cells were used for further experiments.



Quantification of gene expression and alternative splicing

Total RNA was extracted using TRIzol reagent (Thermo Fisher Scientific, USA) for TGCT cell lines. cDNA synthesis was obtained by reverse transcription PCR (RT-PCR) using 5×HiScript III RT SuperMix (Vazyme, Nanjing, China). Semi-quatitative PCR (semi-qPCR) was performed with 2×Green PCR Mix (Vazyme, Nanjing, China) using thermal cyclers (Applied Biosystem, American). Quantitative real-time PCR (qRT-PCR) was performed with 2×ChamQ Universal SYBR qPCR Master Mix* (Vazyme, China) through QuantStudio Real-Time PCR (Applied Biosystem, American). Splicing specific transcripts were distinguished using agarose gel electrophoresis and grayscale-measured using software Image J (RRID : SCR_003070). All primers were provided in the Supplementary Table S1.



Colony formation assay

Cells were digested into a single cell suspension and plated at 1×103 cells per well in six-well plates for 14-21 days. Then the cell colonies were stained with crystal violet and calculated the number of cell colonies when the cells grew into visible colonies.



CCK-8 assay

In the CCK-8 assay, cells were seeded into 96-well plates at 2×103 cells per well. After adding 10 μL of CCK-8 to each well and incubating for 2 hours, the absorbance of each well was measured at a wavelength of 450 nm.



Transwell migration assay

About 5 × 104 cells were digested into a single-cell suspension and seeded in the upper chamber of a 24-well Transwell plate containing 200 μL of FBS-free medium. Then, 500 μL of target cell culture medium with 10% FBS was added to the lower chamber. After 12 hours of incubation, they were fixed with methanol and stained with crystal violet for 30 minutes. Finally, imaging and counting were performed under an inverted microscope.



Statistical analysis and visualization

All experiments were repeated in three times and data are presented as mean ± SD. Comparisons between two groups were performed using Student’s t test. P<0.05 was considered significant. All statistical analyses were performed with R software (version 4.0.3) and GraphPad Prism (RRID : SCR_002798). In data processing and visualization with R software, R packages such as limma, edgeR, ggplot2, ggrepel, ggpubr, clusterProfiler, stringr, ComplexHeatmap, UpSetR and VennDiagram were used.




Results


Clinical characteristics of TGCT subtypes

To investigate the differences between the major pathological types of TGCT, we analyzed clinical data of 124 patients downloaded from TCGA, including embryonal carcinoma (n = 26), mixed germ cell tumor (30), and seminoma (68). The clinical characteristics of the patients were shown in Table 1. Overall, the number of patients younger than 30 and older than 30 were almost equal. However, within the subtypes, embryonal carcinoma and mixed germ cell tumor accounted for most patients younger than 30 years old (61.5%, 60.0%, respectively), while seminoma has the opposite effect, with the majority of patients over 30 years of age (63.3%, P=0.0095). In the T classification, the performance of the three subtypes is completely different. T2-T3 accounted for more than two-thirds (73.1%, P=0.0033) of embryonal carcinoma, while seminoma was dominated by T1 (61.8%, P=0.0253), and mixed germ cell tumors were in between. In the N classification, the proportion of Nx (the regional lymphatic metastasis cannot be estimated) accounted for more than half (55.7%), making it impossible to compare the differences between subtypes. In the M (metastasis) classification, the proportion of M0 (no metastasis) accounted for the vast majority of the three types (84.6%, 80.0%, 89.7%, respectively), indicating that TGCT rarely occurs distant metastasis. Among the three types, mixed germ cell tumor has the relatively highest degree of metastasis. As for staging, we observed a similar result to the T classification. Stage II and III was predominantly in embryonal carcinoma (57.7%, P=0.0092), stage I of seminoma was more than three-quarters (76.5%, 0.0004). Among serum markers, the proportion of S1-S3 in mixed germ cell tumors was the highest (90.0%, P=0.0005), while in seminoma was the lowest (38.2%, P=0.0006).



Differences of gene expression between embryonal carcinoma, mixed germ cell tumor and seminoma

To explore expression differences between the main pathological types of TGCT, we analyzed the expression data of 120 patients with TGCT (including embryonal carcinoma, mixed germ cell tumor and seminoma) from TCGA. Through one-way analysis of variance (ANOVA), we found that 13675 (FDR<0.0001) of the total 58367 genes have differences among the three subtypes. Due to the large amounts of different genes, we selected the first 1000 genes with significant differences for visualization (Figure 1A). Interestingly, the difference between embryonal carcinoma and seminoma was the most significant among the three subtypes, while mixed germ cell tumor lied between them, which was consistent with the pathological classification of TGCT. Therefore, we further analyzed the differences between embryonal carcinoma and seminoma using R package “limma”, and identified 2079 differential expression genes (DEGs) (FDR<0.05, logFC>1), including 869 genes up-regulated and 1210 genes down-regulated in seminoma when compared with embryonal carcinoma. (Figure 1B). To understand whether the function of the DEGs is related to subtypes, we performed GO enrichment analysis. The results indicated that DEGs were highly enriched in “positive/negative regulation of transcription from RNA polymerase II promoter”, “signal transduction”, “positive regulation of cell proliferation” and other pathways (Figure 1C). In addition, we showed the number of up-regulated and down-regulated genes in each pathway (Supplementary Figure S1A). Cell proliferation is a key step in the process of tumor cell migration. Heatmap analysis of the enrichment genes in “positive regulation of cell proliferation” pathway demonstrated that more than 80% of the genes were expressed higher in embryonal carcinoma than in seminoma, which also provided side evidence for the higher malignancy and poor prognosis of embryonal carcinoma in clinical practice (Supplementary Figure S2A).




Figure 1 | The difference in gene expression between TGCT subtypes. (A) Heatmap showed the difference in expression of the top 1000 genes between embryonal carcinoma, mixed germ cell tumor and seminoma analyzed by ANOVA (FDR<0.05). (B) The volcano plot demonstrated the differentially expressed genes between embryonal carcinoma and seminoma analyzed by R package “limma” (FDR<0.05, logFC>1). Up: Up-regulated differential genes in seminoma compared with embryonal carcinoma; Down: Down-regulated differential genes in seminoma compared with embryonal carcinoma. (C) The bubble chart indicated the GO enrichment of the differential genes between embryonal carcinoma and seminoma. (D, E) The boxplot revealed the expression of the two groups of differential genes (data from TCGA). (F, G) Expression of the above genes was verified by qPCR in the TGCT cell lines. ANOVA: one-way analysis of variance. ****P < 1e-04, ***P < 0.001.



In addition, several clinically relevant genes were selected for independent analysis to show the specific conditions of DEGs in the two subtypes. Teratocarcinoma-derived growth factor1 (TDGF-1) from the epidermal growth factor family (EGF), is a glycoprotein that plays a crucial regulatory role in the migration, induction, differentiation and signal transduction of embryonic stem cells (20). Baldassarre and his colleagues pointed out that TDGF-1 was highly expressed in 100% of non-seminoma (including embryonal carcinoma), but only 30% of seminoma, and this result was similar with ours (Supplementary Figure S2B) (21). TNFRSF8/CD30 was expressed in most embryonal carcinoma, whereas in only about 10% of seminoma (22), and was validated in our results (Supplementary Figure S2C). However, some other genes appeared relative higher expression in seminoma. Melanoma-associated gene C2 (MAGEC2) is a cancer-testis antigen expressed in testicular tissues. Using tissue microarray analysis, bode et al. discovered that MAGEC2 was significantly overexpressed in seminoma and may be a reliable marker for distinguishing seminoma and embryonal carcinoma (Supplementary Figure S2D) (23). L-type amino acid transporter 3 (LAT3/SLC43A1), a vital transporter the uptake of amino acids, is expressed abundantly in seminoma, which may cause the difference between seminoma and embryonal carcinoma (Supplementary Figure S2E) (24). We analyzed the molecules that have received more clinical attention above, and considered whether exist molecular targets that are important for the classification of TGCT subtypes but have not yet been discovered. Caudal Type Homeobox 4 (CDX4), a member of the small subfamily of homeobox-containing transcription factors, affects adult acute lymphoblastic leukemia by regulating HOX gene expression (25, 26). Similarly, Forkhead Box D3 (FOXD3) from the forkhead family of transcription factors is a key transcriptional repressor. FOXD3 has been found to promote apoptosis in colorectal cancer and non-small cell lung cancer cells through its transcriptional repression (27, 28). Our analysis suggested that the expression of CDX4 and FOXD3 from TGCT cohort was significantly higher in embryonal carcinoma than in seminoma (Figure 1D), which was verified by qRT-PCR experiments (Figure 1F). In addition, the protein encoded by Cut Like Homeobox 2 (CUX2) is a cofactor for DNA damage and repair, and the role of CUT domain proteins in DNA repair is exploited by cancer cells to promote their survival (29). Studies have shown that CUX2 is highly expressed in thyroid cancer and promotes tumor cell invasion and migration (30). Ribosomal Protein S6 Kinase A5 (RPS6KA5) activates ATP-binding activity and protein serine/threonine kinase activity by participating in multiple histone serine phosphorylation and transcriptional regulation. It has been reported that RPS6KA5 can act as a tumor-associated antigen (TAAs) in lung cancer to distinguish lung cancer patients from healthy people (31). We found that CUX2 and RPS6KA5 were significantly overexpressed in the TGCT cohort of seminoma (Figure 1E), and the same results were obtained by quantitative PCR (Figure 1G). Here we only show a small part of the genes that have received attention, and there are many potential DEGs worth exploring for their clinical value across TGCT subtypes.



Differences of alternative splicing between embryonal carcinoma, mixed germ cell tumor and seminoma

Integrating the pathological types of TGCT with alternative splicing (AS) events, 42415 AS events of 120 patients were included in our study. Containing seven main AS types: alternate acceptor site (AA, 3441), alternate donor site (AD, 2992), alternate promoter (AP, 8413), alternate terminator (AT, 8721), exon skip (ES, 15879), retained intron (RI, 2790), and mutually exclusive exons (ME, 179)(Supplementary Figure S3A) (32). The number of seven splicing types of all AS events were shown in Supplementary Figure S3B. To explore the relationship between AS events and TGCT subtypes, we used the Kruskal-Wallis test to analyze the PSI values of all AS events, and found that 4985 splicing events were different between the three subtypes (FDR<0.0001). The heatmap of the first 1000 significant splicing events was shown in Figure 2A. Similar to the results of gene expression, significant differences also existed in AS events between embryonal carcinoma and seminoma. Wilcoxon rank-sum test was further performed for all AS events between the two subtypes, and 2704 differential alternative splicing events (DASEs) were identified with FDR<0.05 and absolute delta PSI >0.1, including 1096 DASEs with up-regulated PSI and 1608 DASEs with down-regulated PSI in seminoma (Figure 2B). Moreover, the difference also exists in the percentage of splicing types for PSI value in embryonal carcinoma or seminoma. The results indicated that, in seminoma, AT was the predominant splicing type in the splicing events with significantly decreased PSI values, while ES was the dominated with significantly increased PSI values using embryonal carcinoma as a control (Figure 2C). Considering that function of differentially spliced genes may affect the subtype classification, GO enrichment analysis was done to describe enriched pathways of these genes. The results showed that these differentially spliced genes were significantly enriched in pathways such as “regulation of transcription, DNA−templated”, “signal transduction”, “positive regulation of GTPase activity”, and “negative regulation of transcription from RNA polymerase II promoter” (Figure 2D). Moreover, the number of up-regulated and down-regulated splicing genes in each pathway were demonstrated in Supplementary Figure S1B. The biological processes related to the regulation of GTPase activity play an important role in the cell cycle and energy metabolism of tumor cells. Rho GTPase Activating Protein 17 (ARHGAP17), a member of the GTP-active Protein family, inhibits tumor progression by down-regulating the PI3K/Akt pathway (33). The PSI value of ARHGAP17 was significantly upregulated in seminoma and confirmed by PCR in TCam2 cells (Figures 2E, G). BCL2 Associated Transcription Factor 1 (BCLAF1) encodes a transcriptional repressor that interacts with the BCL2 protein family to regulate apoptosis. Studies have shown that alternative splicing of exon 5 of BCLAF1 produces two splice isoforms, and the longer splice isoform is prevalent in colon cancer and promotes tumor proliferation (34). Interestingly, our analysis found that the long isoform of BCLAF1 with exon 11 included was upregulated in seminoma and validated in TCam2 cells (Figures 2E, G). Metal Response Element Binding Transcription Factor 2 (MTF2) is involved in the regulation of histone methylation and the transcriptional regulation of RNA polymerase II. Studies have found that MTF2, as an accessory subunit of PRC2, is an important target for the treatment and prevention of myeloma (35). In seminoma, the PSI value of MTF2 was found to be significantly upregulated and consistent with the experimental results (Figures 2E, G). Abnormal cell cycle is one of the basic mechanisms of tumorigenesis, making the regulation of cell cycle mechanism a reasonable target for anticancer therapy (36). Cell Division Cycle 25B (CDC25B) participates in the regulation of mitosis by activating the cyclin-dependent kinase CDC2. CDC25B is overexpressed in tumor cells and is an important driver of various cancers (37–39). We found that the PSI value of CDC25B was upregulated and significantly different in embryonal carcinomas, which consistent with the experimental results in NCCIT cells (Figures 2F, H). Cyclin Dependent Kinase 5 (CDK5) is also a key molecule in regulating cell cycle, and downregulation of CDK5 can inhibit the expression of PDL1 and promote anti-tumor immunity (40). In addition, CDK5 produces multiple splicing isoforms, and our results showed that the PSI value of the long splice isoform of CDK5 exon 6 is significantly upregulated in embryonal carcinoma, and validated in NCCIT cells (Figures 2F, H). TEPSIN Adaptor Related Protein Complex 4 Accessory Protein (TEPSIN) is a membrane serine protease expressed in a variety of human tissues including kidney, prostate and thyroid (41), precise control of Hepsin proteolytic activity is an effective treatment for prostate cancer (42). Less reported about its splicing role, we found that the PSI value of TEPSIN was significantly up-regulated in embryonal carcinoma and NCCIT cells (Figures 2F, H).




Figure 2 | The difference in alternative splicing (AS) between TGCT subgroups. (A) Kruskal-Wallis test was performed to analyze the difference in AS events between embryonal carcinoma, mixed germ cell tumor and seminoma (top 1000 events, FDR<0.05). (B) Wilcoxon rank-sum test and delta median PSI value was used to analyze the difference between embryonal carcinoma and seminoma (FDR<0.05, delta PSI>0.1). Take embryonal carcinoma as control. Up: Splicing events with higher PSI values in seminoma than in embryonal carcinoma; Down: Splice events with lower PSI values in seminoma than in embryonal carcinoma. (C) The percentage bar graph showed the difference in splicing types between the up and down groups. (D) GO term enrichment of differentially spliced (DAS) genes. (E, F) Comparison of PSI values for differential AS events in two subtypes. (G, H) Differential expression of spliced transcripts was validated in the TGCT cell lines through semi-qPCR and corresponding agarose gel electrophoresis. Calculate the PSI of each lane by dividing the gray value of the longer transcript by the sum of the gray value of the longer and shorter transcripts. ****P < 1e-04.





Regulation of gene expression by alternative splicing

Interestingly, we observed that differentially spliced genes and expressed genes were both enriched in the “negative regulation of transcription from RNA polymerase II promoter” pathways. Given the multifaceted impact of AS on transcripts, we hypothesized that AS may regulate function and expression of genes in these pathways. Combining the DEGs and genes related to DASEs between the two groups, a total of 113 splicing-expression related genes were identified, followed by a comprehensive analysis of the splicing patterns of these genes (Figure 3A). There are various types of alternative splicing, only exon skipping is exemplified. It is well known that AS produces long and short splicing-​​isoforms (the first two cases in Figure 3B), but this splicing may not necessarily affect protein coding (PCD) transcript degradation. DNA Methyltransferase 3 Beta (DNMT3B) encodes DNA Methyltransferase, which is essential for methylation modification and embryonal development, and DNMT3B PSI values were observed to be significantly elevated in embryonal carcinoma (Figure 3C). To explore specific changes in transcripts, we downloaded the transcriptional map of DNMT3B from the ensemble genome database (43). It was found that there was no change in exons except ES in exon 11 between transcripts 1 and 2, and the transcript was not degraded, indicating that the AS of exon 11 of DNMT3B only affected the ratio of long and short splicing isoforms (Figure 3C). Of course, AS also regulates gene expression by mediating a decrease in the ratio of PCD transcripts, while a significant increase in the ratio of nonsense-mediated mRNA decay (NMD) transcripts. In the third case in Figure 3B, the ES transcript contains a premature termination codon (PTC), thus leading to premature termination of transcription to form NMD. Phospholipase A2 Group X (PLA2G10) a member of the Phospholipase A2 family that encodes Phospholipase A2 as a predictive marker for non-small cell lung cancer, where alternative splicing leads to multiple transcriptional variants (44). After the splicing of exon 4 on the long transcript, the transcript was degraded due to the early termination of transcription, which ultimately promoted the decrease of expression (Figure 3D). In addition, ES may induce PTC in downstream exons, thus promoting the formation of NMD. Sodium Channel Epithelial 1 Subunit Alpha (SCNN1A) encodes one of the subunits of sodium channels involved in the transport of fluid and electrolytes in epithelial cells. Studies have shown that SCNN1A is overexpressed in ovarian cancer and promotes cell proliferation, migration and predicts poor prognosis by regulating epithelial-mesenchymal transition (45). We observed a significant decrease in the expression of SCNN1A in seminoma, probably due to the occurrence of PTC in downstream exons caused by AS in exon 3, which ultimately affected the levels of its mRNA transcripts (Figure 3E). Although most of what we have observed clinically are differences in gene expression between the subtypes, the reason for this difference is what we are really concerned about, and AS is one of the most important reasons.




Figure 3 | Regulation of transcripts by alternative splicing (AS). (A) Venn diagram of differentially spliced (DAS) and differentially expressed genes (DEGs). (B) Maps of transcript length regulated by alternative splicing which happened at different sites. #1 and #2 are long and short isoforms encoding proteins after exon splicing, while #3 and #4 are NMD with premature termination of transcription. PCD: Protein coding. NMD: Nonsense-mediated mRNA decay. PTC: Premature termination codon. UTR: Untranslated regions. (C) Splicing map of the splicing-expression gene DNMT3B. (D, E) Differentially expressed and spliced profile of PA2AG10 and SCNN1A in the two subtypes of TGCT, and the transcriptional maps obtained from the Ensemble website. ****P < 1e-04.





Regulation of alternative splicing by transcription factors

To broadly explore the potential relationship between splicing and expression in the above two subtypes, Spearman correlation analysis was further performed on DAS and DEG. The results suggested that the proportion of positive and negative correlations was almost equal, and the related splicing types were mainly AT and ES, indicating that AS and expression may interact mainly through these two ways (Figure 4A). Therefore, we considered whether some genes also have regulatory roles in AS. According to the results analyzed in Figure 1C, we observed that most genes were enriched in “positive/negative regulation of transcription from RNA polymerase II promoter” and other transcriptional regulation related pathways. Subsequently, we conducted correlation analysis between all genes in these two pathways and DASEs. AS events with weak correlation were excluded, and all splicing events with value of correlation coefficient |r| ≥ 0.4 were selected. SRY-Box Transcription Factor 2 (SOX2), a member of the SOX transcription factor family, regulates embryonal development through transcription and was observed to be the most DASEs-related gene in the “positive” pathway. In addition, we found that Histone Deacetylase 9 (HDAC9), which plays a key role in transcriptional regulation and cell cycle progression, was significantly associated with DASEs in the “negative” pathway (Figure 4B). Moreover, by analyzing all AS events, we revealed that of all 2674 SOX2 related AS events, 1646 were positively correlated and 1028 were negatively correlated. The predominant splicing types in negative correlations were ES and AT, while AT and AP were the main splicing types in positive correlation (Figure 4C). Conversely, of all 2502 AS associated with HDAC9, 957 were positively correlated and 1545 were negatively correlated. The main splicing types in the negative correlation are AT and AP, while in the positive correlation it is ES and AT (Figure 4F). Moreover, data from TCGA showed that SOX2 was significantly overexpressed in embryonal carcinoma cells (Figure 4D), while HDAC9 expression was increased in seminoma cells (Figure 4G). Interestingly, this result was confirmed in TGCT cell lines via qPCR (Figures 4E, H).




Figure 4 | Correlation analysis of splicing and expression. (A) Heatmap demonstrated the correlation between differentially expressed genes and differentially spliced events (with FDR<0.05, delta PSI>0.1). (B) Spearman correlation analysis was performed of all genes in the “positive/negative regulation of transcription from RNA polymerase II promoter” pathway with DASE s. (C, F) Percentage of positively and negatively correlated splicing types in AS events associated with SOX2 and HDAC9. Negative: Negative correlated AS events; Positive: Positive correlated AS events. (D, G) Gene expression of SOX2 and HDAC9 in embryonal carcinoma and seminoma from TCGA. (E, H) Gene expression of SOX2 and HDAC9 were validated in TGCT cell lines. ****P < 1e-04, ***P < 0.001.





Validation in TGCT cell lines

Given the strong correlation of SOX2 and HDAC9 with AS and their key regulatory roles in transcription, further experimental verification was performed. TGCT cell lines (including NCCIT and TCam2) stably silencing SOX2 or HDAC9 were constructed respectively and their efficiency were validated (Figure 5A). CCK-8 and clone formation assays revealed that cell proliferation was significantly decreased after SOX2 and HDAC9 knockdown in NCCIT and TCam2 cells, respectively (Figures 5B, C). In addition, Transwell migration indicated that silencing these two genes significantly inhibited cell migration and invasion (Figure 5D). Combined with the previous description, we hypothesized whether the alternation of these two key genes in TGCT cell lines were also associated with the regulation of AS. Therefore, semi-quantitative PCR was performed to detect AS of related genes in the cell lines after interference. As shown in Figure 2G, the proportion of BCLAF1 long splicing-​​isoform in TCam2 cells was significantly higher than that in NCCIT cells, but after SOX2 and HDAC9 were knocked down, the long isoform of BCLAF1 were significantly increased in both cell lines (Figure 5E). Meanwhile, the long splicing-​​isoform of another gene, MTF2, was increased in SOX2 knockdown NCCIT cells and HDAC9-interfered TCam2 cells (Figure 5E). As we described in Figure 2G, AS in exon 11 of BCLAF1 and exon 8 of MTF2 lead to differences in the proportion of long and short isoforms in NCCIT and TCam2 cell lines. After SOX2 and HDAC9 interference, exon AS of BCLAF1 and MTF2 was affected, resulting in the ratio of long and short isoforms to change again in TGCT cell lines. The effect for this result may be that we analyzed in Figure 3B. AS may increase the ratio of NMD transcripts, change the proportion of long and short transcripts, or even affect the sequence and structure of proteins. Interestingly, BCLAF1 and MTF2 are transcription factors (TFs), suggesting that TFs itself is also regulated by AS. Such changes may further regulate the function of genes and even influence the occurrence and progression of multiple diseases (46, 47).




Figure 5 | Validation experiments of SOX2 and HDAC9 in TGCT cell lines. (A) The efficiency of TGCT cell lines stably silencing SOX2 and HDAC9 was validated by RT-PCR. (B, C) CCK-8 and Colony formation assays were performed in TGCT cell lines. (D) Transwell migration assay was applied in TGCT cell lines. (E, F) Semi-quantitative PCR was performed to detect the alternation of PSI value of DAS events in cell lines after silencing SOX2 and HDAC9. ***P < 0.001, **P < 0.001.





Differences of somatic mutation between embryonal carcinoma, mixed germ cell tumor and seminoma

To understand the effect of somatic mutations on TGCT subtypes, mutation analysis was performed. Twenty-one genes with mutation frequency greater than 1% among 114 TGCT samples were included in this analysis (Figure 6A). At the same time, we found that there are six genes with mutation frequency greater than 3% (high-frequency mutation), including KIT (18%), KARS (9%), TTN (5%), MUC4 (4%), NRAS (4%) and PCLO (4%). KIT, KARS and NRAS observed at very high mutation frequency were mainly occurred in seminoma. Mutations in ADAMTS20, ARHGAP10, OR1L4, PDS5A, and RPLP0 were only found in mixed germ cell tumors, while mutations in B3GNT8, CAPN7, FAT4, GRK1, TACC2 and TRAM1L1 were only observed in embryonal carcinoma, and their mutation frequency was around 2%. TTN mutation existed in mixed germ cell tumor and seminoma, and all of them were missense variant. The mutation of MUC4 was found in the three subtypes, and all appeared as inframe variant. The bar plot above showed the number of mutation types in each patient. Overall, missense variant account for the vast majority of all mutation types, and stop gained was the least, which only occurred in the FAT4. Furthermore, the mutation percentage of each gene in the group was shown in the heatmap on the right. Since mutation percentages of KIT and KARS within the group were the highest, the cBioPortal website was used to analyze the mutation sites of them (Figure 6B). The mutation sites of KIT were primarily located in the tyrosine kinase domain. These mutations affect the signal transduction of the cell by changing the activity of the kinase, affecting normal germ cell development and increasing the incidence of seminoma (48). KRAS mutations mainly occur in the RAS domain, and many mutations lead RAS to continuously stimulate the downstream pathways, leading to the proliferation of cancer cells (49). Recently, Hofmannet.al discovered that the small molecule BI-3406 binding to the catalytic domain of SOS1 can reduce the formation of GTP-loaded RAS, thereby limit the proliferation of cancer cells driven by KRAS (50). This discovery provides a new theoretical basis for the study of targeted therapies for cancers with KRAS mutations.




Figure 6 | Differences in somatic mutations between TGCT subtypes. (A) The somatic mutations between embryonal carcinoma, mixed germ cell tumor and seminoma, and the percentage of mutated genes in each group (frequency>1%). (B) The mutation site map of high-frequency mutation genes (KIT and KRAS).






Discussion

In this study, we systematically analyzed the expression, AS and somatic mutation data of patients with three main subtypes of TGCT from TCGA, and the differences between embryonal carcinoma and seminoma were emphasized. The differential expression and DAS events genes between the two groups were determined, and GO pathway enrichment was performed to understand their functions. Furthermore, the key genes with research value or clinical concern have been independently analyzed and validated in TGCT cell lines. Finally, we further identified splicing-regulated genes and demonstrated their valuable role on TGCT proliferation and invasion through a series of functional experiments.

Through the unremitting efforts of clinicians and researchers, the therapies of TGCT have achieved very significant results. However, an increasing number of patients are facing reduced quality of life due to tumor recurrence and complications of radiotherapy and chemotherapy. Many researches on TGCT gene expression have been reported recently. Chang et al. evaluated the expression patterns of cancer-testis (CT) genes of TGCT patients in TCGA, and confirmed the role of CT genes in the prognosis of TGCT (51). By retrospectively analyzing the characteristics of patients with stage I TGCT, Lewin identified the differential gene expression profile between patients with relapsed and non-relapsed TGCT (52). Mallik and his colleagues combined analysis of gene expression and methylation in seminoma and non-seminoma, providing a co-regulation research perspective (13). However, the expression differences of TGCT subtypes have not been fully explored. As an important post-transcriptional regulatory mechanism, alternative splicing (AS) occurs in the normal physiological process of most human genes, but abnormal splicing is a potential cause of many diseases, including cancers (53, 54). The role of abnormal AS in tumor progression, recurrence, and drug resistance has been observed in previous studies, and the role of AS in the progression of TGCT has also been reported (55). However, the splicing differences between the different subtypes of TGCT need to be further studied. Furthermore, in addition to abnormal AS, the accumulation of somatic mutation in characteristic genes has been observed to be a significant cause of cancer. Somatic mutations can be divided into mutations that result in selective growth advantages (drivers) and mutations that do not result in selective growth advantages (passengers) (56). Clinically, most drivers can generate carcinogenicity by regulating key small molecule enzymes or binding to cell signaling receptors (57). Studies on somatic mutations of TGCT have also been reported (58, 59), but comparative analysis of TGCT subtypes has been rarely understood.

We comprehensively analyzed the differential genes for expression, AS and mutation among TGCT subtypes, and performed GO pathway enrichment analysis and validation experiments. Among expression-related genes, CDX4 and FOXD3 were significantly overexpressed in embryonal carcinoma, whereas CUX2 and RPS6KA5 were increased in seminoma (Figures 1D, E). They are both important molecules in transcriptional regulation and have been shown to be involved in the progression of various tumors (60–63). In the future, they are expected to become characteristic molecules of embryonal carcinoma and seminoma to serve the clinic. Since we only displayed genes with significant differences, many other genes that have not been paid attention to deserve further exploration. The differences and regulatory mechanisms of AS are complex and various, and once AS happens, differences may occur (64). Therefore, the volcano map of DAS was almost symmetrically distributed (Figure 2B). The regulation of transcripts by splicing is also multifaceted, and several different splicing outcomes are shown in Figure 3A. The occurrence of AS in one exon may not affect the expression of the entire transcripts, but probably have a corresponding impact on the function it encodes. For example, Type II CAAX prenyl endopeptidase Rce1-like (RCE1), a member of the membrane-bound super protein family of Type II CAAX prenyl endopeptidase, is the functional domain of RCE1 for exon skipping. It is related to metal-dependent enzymes and may have a strong correlation with protein modification and secretion (65). The functional domain where exon splicing occurs on the first transcript of MRPL33 is Ribosomal protein L33. As a member of the Zinc-binding ribosomal protein superfamily, Ribosomal protein L33 can interact with other ribosomal subunits and is indispensable for ribosomal biogenesis and subunit connection (66). And MRPL33 has two different transcription variants, MRPL33-L and MRPL33-S, which have opposite effects on the growth and apoptosis of cancer cells (67, 68). On the one hand, AS lead to changes in the length of the transcript, thereby affecting its stability and function of the encoding gene. On the other hand, we believed that AS of a certain gene may lead to the degradation of transcripts and affect the mRNA expression of the gene, resulting in significant differences between TGCT subtypes. It is worth noting that we mainly focus on the CDS (Coding sequence) region of the transcript, while the 3’ and 5’ UTR (Untranslated Regions) regions still have a large number of AS events. Although they are removed during normal post-transcriptional modification, the occurrence of AS in these regions may affect the regulation of translation. For example, the location of AS in the 5’ UTR region may be involved in the translation regulation of spliced-​genes. Splicing events located in the 3’ UTR region can affect mRNA stability and degradation rate by changing the length or sequence of the region, thus altering gene expression levels. Somatic gene mutation is also a crucial driver of tumorigenesis and progression. Many studies have reported the observation of KIT, KRAS and NRAS gene mutations in TGCT (69, 70). Based on this, the mutation differences between subtypes were further analyzed. As described in our results, mutation that only occurs in embryonal carcinoma (B3GNT8, CAPN7, FAT4, GRK1, TACC2 and TRAM1L1) or seminoma (KIT, KARS and NRAS) may be valuable molecular markers and therapeutic targets that need to be considered clinically. Mutations in MUC4 were found in all three groups, suggesting that basic medication targeting MUC4 may be beneficial for patients when their clinical subtypes are unknown. In addition, missense mutations account for the most of all mutation types, and almost all genes have been observed to contain missense mutations. The mechanism of TGCT missense mutation and its related targets may be the potential focus of future clinical research.

The limitations of this study are also worth noting. First, only three major subtypes of TGCT were analyzed, and the remaining cases of yolk sac tumor and teratoma were too small to be compared. Therefore, the sample size needs to be further expanded. Second, we only analyzed the patients of TGCT in the TCGA database, which may have certain limitations. It may be more convincing to further combine the multi-center database in the future. Third, for the analysis of splicing and expression correlation, we mainly illustrate by exon skipping, other types of splicing may be more complicated, and further in-depth analysis is required to clearly understand the reasons and mechanisms of the differences.



Conclusions

The result of analysis increased our understanding of the differences (including gene expression, alternative splicing, and mutations) between TGCT subtypes. For the first time, our research indicates a clear correlation between AS events and gene expression in TGCT, and the possible reasons were analyzed. In conclusion, our study provides a molecular basis for the clinical diagnosis and precision therapy of TGCT, which can serve as a potential marker for future clinical diagnosis and therapeutic targets.
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Supplementary Figure 2 | Expression of differential genes in embryonal carcinoma and seminoma. (A) Enrichment heatmap of differentially expression genes in the “positive regulation of cell proliferation” pathway. (B-E) Expression of several clinically relevant genes in two subtypes. ***P<0.001.

Supplementary Figure 3 | Patterns of splicing types and their numbers in all AS events. (A) The descriptive pattern of seven splicing types. (B) The bar graph showed the number of all AS events in seven splicing types from TGCT cohort.
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Up to 50% of infertility is caused by the male side. Varicocele, orchitis, prostatitis, oligospermia, asthenospermia, and azoospermia are common causes of impaired male reproductive function and male infertility. In recent years, more and more studies have shown that microorganisms play an increasingly important role in the occurrence of these diseases. This review will discuss the microbiological changes associated with male infertility from the perspective of etiology, and how microorganisms affect the normal function of the male reproductive system through immune mechanisms. Linking male infertility with microbiome and immunomics can help us recognize the immune response under different disease states, providing more targeted immune target therapy for these diseases, and even the possibility of combined immunotherapy and microbial therapy for male infertility.




Keywords: microbiology, immune, infertility, varicocele, orchitis, prostatitis, oligospermia

  1 Introduction

Infertility has been defined as the inability to conceive after at least 12 months of regular and unprotected sexual intercourse by WHO (1). It has brought substantial economic and psychological burden to the society (2). Nearly 15% of couples are affected by infertility, with male infertility contributing 50% among them (3). A review published in Lancet summarized some common factors that may cause male infertility, including varicocele, orchitis, prostatitis, oligospermia, asthenospermia, azoospermia and other male diseases (4).

The human microbiome is an ecosystem composed of many kinds of microorganisms. It is a relatively balanced state, not absolutely sterile, and mainly exists in external cavities such as the reproductive tract, oral cavity, and gastrointestinal tract. External bacteria, viruses, fungi, mycoplasma, chlamydia infection or opportunistic bacterial infection will cause the occurrence and development of a variety of diseases, male reproductive-diseases are also included (5). At present, more and more studies have been published on the relationship between microorganisms and male infertility. Male infertility caused by microbial infection is mostly achieved through immune response, and microorganisms induce the accumulation of immune cells and proinflammatory cytokines and chemokines. And the production of anti-sperm antibodies and biofilms also can damage germ cells and destroy the normal spermatogenic function (6).

At present, there is no systematic review on the immune mechanisms of several common diseases of male infertility (varicocele, orchitis, prostatitis, oligozoospermia, asthenospermia, azoospermia) caused by microbial infections. This review will fill this gap, aiming to provide new ideas and targets for the treatment of male infertility.


 2 Varicocele

 2.1 Varicocele and microbiology

Varicocele is an important cause of male infertility. A large number of studies have shown that varicocele causes spermatogenesis and sperm dysfunction through oxidative stress. As for whether there are microbial colonization changes in the semen of patients with varicocele, recent studies have shown that the colonization of Ureaplasma urealyticum in patients with varicocele is significantly higher than that in healthy men. However, there is no direct evidence of the damage of Ureaplasma urealyticum to sperm, the oxidative stress caused by Ureaplasma urealyticum may have an adverse effect on semen quality (7). It is also possible that the co-infection of Chlamydia trachomatis, Ureaplasma urealyticum, and Mycoplasma hominis with the inflammation of the varicocele may lead to the loss of seminal ocilium, resulting in male infertility (8). Toxoplasma patients complicated with varicocele also can lead to abnormal sperm (9). In addition, varicocele may be associated with viral infection, but the correlation may be weak and more studies still needed to be explored. HSV was detected in 7% of 14 varicocele patients at one time, while CMV was detected in only two of 29 infertile men with varicocele in another study (10). Vicari et al. found that HBV and HCV were associated with varicocele. The sperm-related parameters of infertile men with HBV and varicocele were significantly lower than those of infertile men with only varicocele or HCV combined with varicocele. Therefore, HBV may aggravate the sperm damage of patients with varicocele (11).


 2.2 The immune mechanism in the varicocele microbiology

 2.2.1 Immune cells and cytokines

Bacteria and viruses can interact with the host’s immune and inflammatory systems through their unique structure to elevate the polymorphonuclear leucocytes and granulocytes, resulting in oxidative stress and impaired male fertility (12). Recent studies have found that even though the concentration of white blood cells is normal in VC patients, the subsets of white blood cells are significantly changed, the proportion of CD8+ T cells and macrophages is significantly reduced, while the level of CD4+ Th cells is significantly increased, leading to the increase of cytokine levels in VC patients (13). Due to the increase of oxidative stress level in VC patients, it can mediate the change of immune cells in testis, further lead to irreversible damage of testis and affect normal spermatogenesis (14).

By binding to. specific receptors on the surface of target cells, cytokines control the intracellular response and expression of related genes, the details are shown in  Table 1 . In the earlier study of Adel et al., it was observed that the concentration of IL-6 was significantly increased in cases of varicocele without inflammation, but it was not found to be significant in cases of varicocele with inflammation, so IL-6 was negatively correlated with sperm concentration and sperm motility (26). Later, Nallella et al. found a significant increase in IL-6 in patients with varicocele (22). Sakamoto et al. also got the similar result, they found that the IL-6 level in the varicocele group was significantly higher than that in the control group (27). In recent years, it has been further found that TNF-α impairs testis by changing mitochondrial function, increasing NO production and promoting oxidative stress. A recent study by Moretti et al. showed a positive correlation between IL-6 levels and the level of malondialdehyde (MDA) in semen. The levels of malondialdehyde(MDA) in seminal plasma and semen were negatively correlated with sperm parameters, which further confirmed that IL-6 was involved in oxidative stress induced sperm damage (28). IL-1α and IL-1β are two forms of IL-1, which are regulators of testicular function, but increased expression of IL-1α and IL-1β in rats with varicocelectic veins, especially in the 11 - and 13-week-old groups, disrupted the balance of inflammation and immunity and had deleterious effects on testicular tissue (15). Moreover, IL-37 and IL-18 were also found to be upregulated in the seminal plasma of varicocele patients (15). These elevations lead to inflammatory response activation, leucocyte recruitment and ROS production, which are detrimental to normal testicular functions (29). Importantly, ROS can disrupt the blood–testis barrier, the sperm plasma membrane and DNA integrity and then affected male fertility (30). The production of NO and inflammatory factors can also promote the assembly of NLRP3 inflammasome complex through the differentiation of testis macrophages, and the increase of inflammasome can in turn promote the production of ROS and affect the normal spermatogenic function of testis (31). In addition, studies have demonstrated that down-regulation of inflammasome can reduce the apoptosis of spermogenesis related cells in testicular tissue of VC patients (32).

 Table 1 | Cytokines and varicocele. 




 2.2.2 Anti-sperm antibody

Another important immunological factor contributing to infertility in patients with varicocele is the presence of anti-sperm antibodies (ASAs). ASAs are found in 5%-15% of men with infertility (33). Animal experiments showed that the ASAs level of VC model rats was higher than that of normal rats (25). Similarly, studies in the population have further validated that. In varicocele patients, the autoimmune anti-sperm reaction is accompanied by a more significant decrease in the semen quality (33). ASAs can cause sperm agglutination and reduce sperm motility, resulting in male infertility, and even affect early implantation and pregnancy. In an earlier study, Golomb et al. observed that ASA was significantly present in the serum and seminal plasma of infertile men with varicocele, mainly IgA and IgM (34). Bozhedomov et al. showed an association between the grade of varicose veins and ASA level by direct current cytometry. Among ASA-positive patients, the more severe the varicose veins, the lower the sperm concentration, sperm density and sperm motility (33). For patients with varicose veins undergoing venous ligation, Djaladat et al. obtained that varicose vein surgery reduces ASA levels in some patients, but may also increase them in some patients, and this positive conversion does not adversely affect sperm parameters (35). A recent study found that the number of patients with active sperm autoimmunity was 2.8 times lower than that before surgery, and the average MAR-IgG level was 1.8 times lower in the group with improvement after surgery, but the presence of ASA reduced the efficacy of reproductive function recovery after varicocular surgery (36).

The pathogen interacts with the immune system of VC patients, resulting in increased levels of polymorphonuclear leucocytes, granulocytes and CD4+ Th, further increased levels of cytokines and inflammasome, and increased oxidative stress (12, 13). It changes the immune microenvironment in testis and affects male normal fertility. IL-6 is involved in the process of oxidative stress induced sperm damage, and can be considered as a biomarker (22, 26, 27). It is also very important to study the treatment of VC patients with ASAs, which affects the subsequent recovery of reproductive function (33–36).




 3 Orchitis

 3.1 Orchitis and microbiology

In the early stage of SARS-induced orchitis, extensive destruction of germ cells, few or no sperm in seminiferous tubules, thickening of basement membranes and infiltration of white blood cells are shown, affecting male reproductive function (37). The recent epidemic of COVID-19 has a high degree of sequence similarity with SARS. Studies in respiratory system have shown that COVID-19 invades organs through ACE2 receptors, the testicular Ledig and Sertoli cells highly express ACE2 receptors, so that virus can also achieve its invasion into the testis through ACE2 receptors (38). The increase of immune cells in the testicular interstitium and proinflammatory cytokines IL-6, TNF-α and MCP-1 in the semen of patients with COVID-19 reduces the concentration of sperm and impairs spermatogenesis. The accumulation of inflammatory cells and their products caused by the virus can activate an autoimmune response leading to autoimmune orchitis, which damages spermatogenic epithelium. In addition, persistent fever may also be the cause of germ cell damage and degeneration in COVID-19 patients (39).

Mumps virus often causes patient orchitis and affects male fertility function. Mumps orchitis usually occurs about a week after the onset of mumps. It may start with systemic symptoms and later manifest as swelling and pain in the testicles. MuV induces immune response with TLR2 and RIG-I signaling, resulting in an increase in proinflammatory cytokines and chemokines (40). MuV can also inhibit antiviral IFN signaling through AXL and MER receptors, thereby promoting excess MuV replication in Leydig and Sertoli cells, and may even induce anti-sperm antibodies with potentially long-term adverse effects on patient fertility (6).

Chlamydia is also often considered as an important pathogen of orchitis through the route of sexual transmission, of which Chlamydia trachomatis and Neisseria gonorrhoeae are the most common. During the period of Chlamydial infection, testicular cells can be observed that DNA damage and the transcription of epigenetic mediated disorder lead to abnormal sperm epigenome, moreover also can increase the leukocyte infiltration, destroy the blood-testis barrier, reduce the number of sperm cells and the volume of seminiferous tubule, leading to low fertility and birth defects (41).


 3.2 The immune mechanism in the orchitis microbiology

 3.2.1 Immune cells

During the onset of autoimmune orchitis, the quantification and phenotype of infiltrating cells in the testis showed an increase in the number of T cell subsets, dendritic cells, and macrophages, including both Th and Treg cells. However, the active effect of Th cells exceeded that of accumulated Treg cells, and the presence of inflammation limited the ability of Treg cells to eliminate tissue damage. Treg cells usually prevent the induction of spontaneous organ-specific autoimmunity by persistent endogenous danger signals (42). Both CD4+ and CD8+ T cells increase in the initial inflammatory process, while CD4+ T cells decrease and CD8+ T numbers remain unchanged during the chronic maintenance of EAO. Therefore, CD4+ and CD8+ T cells play an advantage in the onset and chronic phase of EAO, respectively (43). For regulatory T cells, both CD4+Foxp3+ and CD8+Foxp3+ Treg cells were increased, and CD25+ cells were more common (43). In terms of another classification of T cells, both αβ and γδT cell subsets are increased in orchitis. αβT cells are the initiators of the autoaggressive response, and γδT cells play a regulatory role in infection-induced autoimmune orchitis (44).

Jing et al. found that cDC1 is necessary for the presence of T cells in the testis, but cDC2 does not have any significance for the maintenance of T cells, the depletion of T cells does not affect normal spermatogenesis, and cDC1-dependent T cells play an important role in chronic autoimmune orchitis (45).

Testicular macrophages are the major immune cells within the mammalian testis and are important for organogenesis, spermatogenesis, and androgen production, providing protection to the developing male germ cells while also allowing adequate response to inflammatory stimuli to produce proinflammatory immunity and anti-infection protection against invading pathogens. The ED1+ macrophage subsets are the main pathogenic subsets in the occurrence of EAO. HMGB1 can stimulate macrophages and phosphorylate p38 mitogen-activated protein kinase (MPPK) and p65 NF- κB, leading to increased TNF-α and IL-6 and causing testicular injury (46). While S100A9 by activating PI3K/Akt pathway to maintain the immunosuppressive function of macrophages (47). The same effect was observed in the macrophages of male genital tract infection caused by E. coli, which could not only increase the anti-inflammatory cytokines regulated by NFAT (calcium dependent nuclear factor), but also down-regulate the expression of proinflammatory factors in peritoneal macrophages (PM) inhibited by α-hemolysin. By LPS treated TM was not sensitive to the activation of NF- κB, and the secretion of proinflammatory factors was deficient. By this mechanism TM initiates an anti-infective response while maintaining testicular immune privilege and protecting spermatogenic cells (48).


 3.2.2 Cytokines and chemokines

Cytokines play an important role in the pathogenesis of orchitis. As shown in  Table 2 , some of the cytokines have changed in the orchitis model. Multiple studies have demonstrated the significant role of IL-6 in orchitis (50, 53, 54). Studies show that immune cells affect the normal immunosuppressive microenvironment of the testis by secreting cytokines such as TNF-α, IL-6, IL-12, IL-17 and IL-23, and proinflammatory cytokines can also play an indirect role by affecting the immunosuppressive effect of Treg cells (42). The same phenomenon was also observed in the study of Nicolas et al., who found that the expression of TNF, MCP-1, and IL-10 also increased as the increase of T cells (58). A large number of data on acute orchitis show that the up-regulation of IL-1β, IL-α, IL-6 and TNF-α can adversely affect germ cells, increasing germ cell expression and promoting germ cell apoptosis through the TNF-α/TNFR1, IL-6/IL-6R and Fas/FasL systems (59). Studies have shown that uropathogenic Escherichia Coli (UPEC) orchitis induces the activation of NLRP3 inflammasome through up-regulation of CaSR, promotes the secretion and maturation of IL-1β, and affects the synthesis of testosterone (56). IL-17A can promote the focal inflammatory cell infiltration in the testicular interstitium, resulting in the increased permeability of the blood-testis barrier and the loss of germ cells in the adjacent seminiferous tubules, thus affecting the spermatogenic function of the testis (52). In addition, high doses of IL-18 from immune cells in vivo can induce apoptosis of Leydig cells through the Fas pathway (60). The increase in chemokines such as CCL2, CCL3 and CCL4 can also be observed in EAO, inducing the attraction and extravasation of immune cells (59).Guazzone et al. also showed that the highest levels of CCL3 in the testis coincided with the onset of the disease (61).

 Table 2 | Cytokines and orchitis. 



Based on our data and the other aforementioned studies, it is reasonable to propose that Th1 cells are augmented at the onset of orchitis, inducing anti-infection responses. However, in the chronic phase, Th17 cells dominate the Th cell subsets and maintain the inflammation state in the testes by inhibiting Tregs and crowding out other effector T cells. Collectively, Th cells in orchitis are involved in the impairment of the structure and spermatogenesis of the testes (58). Immune cells in the testis affect the normal immunosuppressive microenvironment of the testis by secreting cytokines and chemokines. The TNF-α/TNFR1, IL-6/IL-6R and Fas/FasL systems promote the apoptosis of germ cells (42, 59).




 4 Prostatitis

 4.1 Prostatitis and microbiology

 4.1.1 Bacteria

According to the internationally recognized National Institutes of Health (NIH) classification, there are five types of prostatitis: acute prostatitis type I, chronic bacterial prostatitis type II, chronic prostatitis/chronic pelvic pain syndrome type III (CP/CPPS), and asymptomatic prostatitis type IV. Chronic pelvic pain syndrome type II is the most common type, accounting for 90-95% of all prostatitis diagnoses. The prevalence of the disease in the general population is 5-14.2%, and it is more common in people aged 35-45 years (62, 63).

The most common infections for acute bacterial prostatitis are coliforms and enterococci, which are similar to other common urogenital infections. Most of them can be cured in the acute phase, and fewer of them will develop non-chronic prostatitis, which is more complicated. Infection with viruses, fungi, mycoplasma and chlamydia may also be involved.

Corynebacterium was found in the urine and semen of both chronic prostatitis patients and healthy men, but it was evident that in prostatitis patients with severe leukoospermia, Corynebacterium was found in more species and in higher concentration, and group G Corynebacterium and Arthrobacter were more representative, which has a higher correlation with inflammatory prostatitis (64). P. acnes, a common skin microorganism, is also found in patients with prostatitis. It induces the secretion of cytokines and chemokines, and causes inflammation of the prostate and affecting sperm function through the host protein vimentin expressed in the prostate for bacterial erosion (65).

Patients with CP/CPPS had higher levels of Clostridium and Burkholderia in their urine microbiota (66, 67). In addition, the differences between CP/CPPS patients and controls were also different according to the time of urine collection. Nickel et al. found significant differences in overall species and genus composition in the initial urine flow, whereas no significant differences were observed at any level in urine samples from the middle and late stages of prostate massage. Therefore, the results of urinalysis are specific and time-sensitive, and do not represent the overall level (67). Recent studies on CP/CPPS showed that Achromobacter, Oligotrophomonas, and Brevibacterium were more common, and the diversity of the microbial community was also reduced in the patient group (68). The identification of various dominant microorganisms in CP/CPPS will be more conducive to the future development of microbiology in CP/CPPS and its application in treatment.

The gut microbe is also an important aspect of microbial research. Shoskes et al. showed that the diversity of the gut microbial community in patients with chronic pelvic pain syndrome was significantly lower than that in the control group, and the count of Prevotella in patients with CP/CPPS was significantly lower than that in the control group (69). In contrast, Konkol et al. found a significant increase in the gut microbial population but a decrease in the levels of Bacteroides homogenes, Lactobacilli and Lactobacilli in animal models with prostatitis (70). By sequencing amplified polymerase chain products, Mandar et al. found that patients with prostatitis had a higher diversity of species than healthy men, as well as a higher proportion of Proteobacteria and a lower proportion of Lactobacillus (71). Therefore gut microbiota can be considered as a biomarker of disease and as a target for future research and treatment.

Murphy et al. injected a specific strain of S. epidermidis from healthy men into mice with autoimmune prostatitis and found that a cell wall component of NPI (lipoteichoic acid) mediated CTLA4-like ligand on prostate antigen presenting cells, resulting in increased expression of PDL1 and PDL2, decreasing the pain response to pelvic tactile abnormalities (72).

Kogan’s latest study categorized chronic bacterial prostatitis into aerobes dominant, anaerobes dominant, and both aerobes and anaerobes dominant groups, and found that more severe clinical conditions were observed in patients with both aerobes and anaerobes and titers ≥103 CFU/ml. Relate aerobic - anaerobic conditions to the degree of clinical status (73).


 4.1.2 Sexually transmitted pathogens

The occurrence of prostatitis is partly caused by the infection of sexually transmitted pathogens, such as Trichomonas vaginalis, Mycoplasma, chlamydia, etc. Early studies by Skerk et al. detected Chlamydia trachomatis, Trichomonas vaginalis, and Ureaplasma urealyticumfrom from prostatic secretions or in urine samples collected after prostatic massage (74). Though the detection rate of Chlamydia trachomatis in subsequent studies is not high, we still believe that when considering the possibility of chronic prostattis, we should carry out routine detection of Chlamydia trachomatis also should be carried out to confirm the pathogen (75). Proof may be that IgA of Chlamydia trachomatis is closely related to sperm concentration and normal morphology, Chlamydia trachomatis can destroy germ cells through immune mediation and reduce male fertility (76). Ureaplasma microtium, Ureaplasma urealyticum, and Mycoplasma gendii are commonly detected in type IIa chronic prostatitis, and recent studies have also found that Ureaplasma urealyticum plays a role in promoting calcification formation and high white sperm count in chronic prostate infection (77). Jang et al. demonstrated that infection with Trichomonas vaginitis in rats can lead to prostatitis, mainly manifested as pathological changes, infiltration of mast cells and increased production of the chemokine CCL2 (78).


 4.1.3 Fungi

For prostatitis in HIV patients, except bacteria and viruses, the most common infection is fungal pathogens, such as Candida, Cryptococcus, Aspergillus, Blastobacter, Coccidioides and Histoplasmosis, which can lead to disseminated infection and prostatitis in immunocompromised men (79).



 4.2 The immune mechanism in the prostatitis microbiology

 4.2.1 Immune cells

Unlike the testis, the prostate is generally considered a non-immune organ, but many immune cells can be found in it, such as NK cells, mast cells, lymphocytes and macrophages. In the study conducted by Vykhovanets et al., it was first found that the prostate of normal healthy Sprague-Dawley rats contained an unusually high proportion of NK and NKT cells (80). Subsequent studies confirmed that the level of CD4(+) NKT cells decreased significantly and CD45RC(+)CD49(+)αβTCR(+) T cells increased in elderly SPI and EPI patients compared with elderly NPI and young patients (81). Therefore, identification of the phenotype of NK cells and NKT cells and their proportional relationship with T cells will be helpful for the diagnosis and treatment of chronic prostatitis. NK and NKT cells can also kill cancer cells. Recently, more research has been conducted on the relationship between prostate cancer and NK cells, and how to use NK cells for the treatment of prostate cancer. CP/CPPS are mainly characterized by their pelvic pain, and studies by Done et al. and Roman et al. show that the release of mast cell mediators is a key factor in pain. It can be observed that there are degranulation products of mast cells in the prostate and urine of CP/CPPS patients, mainly the increase of tryptase-β and carboxypeptidase A3. The expression of the receptor PAR2 of tryptase is increased in patients, which regulates the phosphorylation of the kinase ERK1/2 and the influx of calcium ions through extracellular signaling, leading to the occurrence of pain. In addition, nerve growth factor also seems to play a role in the induction of pain, but there are no definitive results (82, 83). The study of the correlation of mast cells provides new ideas for treating CP/CPPS patients, which can reduce pain in patients by inhibiting the tryptase-PAR2 axis. However, the etiology of CP/CPPS is currently unclear, and most studies believe that autoimmunity is an important cause. In early studies of autoimmune prostatitis induced in non-obese diabetic (NOD) mice, PSBP (steroid-binding protein) was found to be an autoantigen recognized by the NOD immune system, and CD4+ T cells played an important role in EAP (84). In the mouse model of autoimmune prostatitis (EAP)established by Motrich et al., prostatitis and chronic pelvic pain were mainly induced by Th1-related immune responses after prostate autoantigen-induced autoimmunity, and the deficiency of Th1 or Th2 cytokines reduced or enhanced susceptibility to autoimmune prostatitis, respectively. The adaptive immune response mediated by Th1 and Th17 through the production of cytokines is equally significant in CP/CPPS (85).


 4.2.2 Cytokines and chemokines

Cytokine changes also play an important role in prostatitis. Common cytokines and their changes are shown in  Table 3 . In the study of Motrich et al., an increase of IFN-γ and IL-12 was observed in the prostate of autoimmune animals, with a decrease in IL-10. The mouse model lacking IFN-γ signaling transcription factor had no inflammatory response. IFN-γ can also stimulate IL-15 production in the prostate by paracrine, thereby inducing the proliferation of prostate T cells and participating in the inflammatory process of the prostate, which proves that IFN-γ is involved in the pathogenesis of CP/CPPS (89). IFN-γ and IF-17A expression were found to be increased in mice with chronic prostatitis (96). Through the detection of cytokines in CP/CPPS patients, Penna et al. found that IL-8 may be the most reliable and predictive marker for the diagnosis of prostatitis, and IL-8 was significantly increased in type IIIa patients. In addition, the level of IL-8 was positively correlated with the patient’s symptom score and prostate specific antigen level (97). In addition to the measurement of cytokines, Penna et al. found an increase of CCL1, CCL3 and CCL4, CCL17 and CCL22, CXCL8 in the seminal plasma in patients with CP/CPPS or benign prostate hyperplasia (97). Quick et al. focused on the CCL2 and CCL3 pathways associated with pelvic pain. The CCL2-CCR2 axis and CCL3 are important mediators of pelvic pain, and only anti-CCL2 antibody is effective in the treatment of autoimmune prostatitis (98).

 Table 3 | Cytokines and prostatitis. 




 4.2.3 Inflammasome

In the process of activation of inflammatory innate immune system, in addition to cytokines playing an important role in the inflammatory process, inflammasome is also indispensable in promoting the formation and transformation of cytokines. Chronic bacterial prostatitis is through the upregulation of inflammasomes NLRP1 and NLRP3, and the increased expression of ASC and caspase-1, which together promote the conversion of downstream IL-1β and IL-18 precursors, promote the release of mature cytokines, and participate in the inflammatory and immune processes (99–101). Therefore, considering the role of inflammasome can provide a new target for the treatment of prostatitis.


 4.2.4 Biofilm

The generation of chronic bacterial prostatitis is associated with a variety of bacterial infections. These bacteria escape the immune by forming biofilms and have high tolerance to antibiotics, which affects the treatment of bacterial prostatitis. Kanamaru et al. showed that the possibility of biofilm formation from patients with prostatitis was higher than that of acute cystitis and pyelonephritis, and the isolates from prostatitis had higher optical density values and more curli fimbriae, which further confirmed the connection between biofilm and prostatitis (102).In addition, the hemolysin produced by E. coli cooperates with the biofilm to lead to the persistence of E. coli in the prostate (103). In a recent study, it was found that patients with biofilm formation had higher NIH-CPSI scores and less improvement in symptoms than patients without biofilm formation, which had a negative impact on antibiotic treatment (104).

The types of pathogens infected by different types of prostatitis will be different, so the identification of dominant microorganisms can be used as biomarkers to provide new targets and ideas for future disease research and treatment. The study of abnormal proportions of NK and NKT cells in patients with prostatitis, and their association with T cells, will also contribute to the treatment of chronic prostatitis and prostate cancer. The formation of cytokines and inflammasome is involved in the inflammatory and immune processes of prostate. The formation of cytokines promotes the assembly of inflammasome complex, and the appearance of inflammasome further promotes the release of mature cytokines, promoting the development of prostatitis. In the treatment of prostatitis, bacterial biofilm formation can affect the role of antibiotics and immune system, so how to improve the treatment of patients with prostatitis accompanied by biofilm is also very important.




 5 Oligozoospermia, asthenospermia, azoospermia

 5.1 Oligozoospermia, asthenospermia, azoospermia and microbiology

 5.1.1 Bacteria

Clinically, unilateral and bilateral infections of the testis and epididymis often lead to azoospermia and severe oligozoospermia, while gonadal infections are mostly caused by bacterial infections. Yang et al. revealed that the microbiomes of asthenospermia and oligozoospermia were significantly different in terms of β diversity, with high relative abundances of Bacteroides, Anaerobic Cocci, Spermicococcus, Lactobacillus and Acinetobacter Roche seen in asthenospermia patients, and significantly higher relative abundances of Lactobacillus in oligozoospermia patients (105). However, other studies have linked oligoasthenozoospermia in part to an increase in Neisseria, Klebsiella, and Pseudomonas pathogens and a decrease in Lactobacillus probiotics, so whether the effects of Lactobacillus on male fertility are beneficial or harmful remains controversial (105). Mehta et al. studied the effects of Streptococcus faecalis on oligozoospermia and teratozoospermia in men. Compared with semen containing micrococcus or α-Streptococcus hemolyticus and normal uninfected semen, the incidence of oligozoospermia and teratozoospermia was significantly higher, and the mean sperm concentration and the mean percentage of normal spermatozoa in semen were significantly lower (106).


 5.1.2 Sexually transmitted pathogens

Human papillomavirus and herpesviridae frequently infect epithelial cells and are considered to be considerable risk factors for infertility. In an earlier study conducted by Lai et al., asthenospermia was found to be significantly more common in HPV-infected patients (75%) than in men without HPV infection (8%) (107). Nasseri et al. looked at HPV detection rates in patients with oligozoospermia and azoospermia from another perspective and found significant differences in sperm counts and sperm motility rates between positive and negative samples from patients with oligozoospermia. In addition, HPV16, 45 genotypes in the high-risk group and HPV6, 11, 42 genotypes in the low-risk group were more common (108). HSV was found in 279 semen samples collected by Kurscheidt et al., HSV-1 was significantly associated with a lower mean sperm count, and HSV-2 infection was significantly associated with hemospermia and lower mean semen quality (109).

Ureurealyticum can damage sperm structure and function by reducing motility and causing damage to the sperm membrane, especially the lipid bilayer. In the analysis of various types and subgroups of Ureaplasma, Yang et al. found that subgroups A and C of Ureaplasma microgenesis and subgroup 1 of Ureaplasma urealyticum were associated with oligozoospermia, and subgroup 2 of Ureaplasma urealyticum may have the ability to impair semen motility (110).

Chlamydia trachomatis is also a common sexually transmitted pathogen, previous studies have found reduced sperm concentration, normal sperm morphology, sperm volume, sperm motility, and sperm velocity in chlamydia-positive samples compared with negative samples, and a 14-fold risk of reduced semen volume when both couples were tested for Chlamydia trachomatis (111).


 5.1.3 Other viruses

COVID-19 not only affects the respiratory system, but also has a certain impact on the reproductive function of patients. Thinning of spermatogenic tubules, interstitial edema, hyperemia, infiltration of inflammatory cells and inflammatory mediators can be observed in necropsy testis and epididymis specimens of patients with COVID-19. Compared with normal men, IL-6, TNF-α and MCP-1 in semen are increased, leading to low testosterone level and affecting normal spermatogenic function. 39.1% of the patients had oligozoospermia (39). The same phenomenon was observed in the study by Apaydin et al (112). In addition, after acute Zika virus infection, although there may be only early semen changes, which will return to normal values later, early pathological changes may also affect sperm function through testicular and epididymal pathological changes, thus affecting male fertility (113). Adeno-associated virus AAV was significantly higher in both oligoasthenospermia and oligozoospermia patients than in normal semen, but not in asthenospermia and azoospermia. AAV may cause oligoasthenospermia by infecting testes and interfering with normal sperm development (114).



 5.2 The immune mechanism in the oligozoospermia, asthenospermia and azoospermia microbiology

 5.2.1 Immune cells and cytokines

In an earlier study of patients with azoospermia carried out by Mahmoud et al., it was observed that although T cells, B cells, macrophages and mast cells were all increased, only the increase in mast cells was significant. Due to the increase of tryptase, the number of mast cells were increased resulting in the testicles collagen fibers deposition obviously and affecting sperm production function (115). At the same time, the bacteria infection of the reproductive system may lead to leukopenia, which increases the number of anti-sperm antibodies by enhancing the function of T helper cells and B cells, and damages male fertility together with natural killer cells (116). In addition to the immune cell changes described above, proinflammatory factors are also changed in infertile men, especially in infertile men with genital tract infections. A recent study showed that for all cytokines measured in oligospermia, asthenospermia, and oligoasthenospermia compared with controls, only IL-5 levels were reduced, with significant reductions of 87%, 78%, and 87%, respectively (117).


 5.2.2 Antibody and immune complexes

In a meta-analysis of male infertility, ASA antibody positive patients had significantly lower sperm concentration and sperm motility than ASA negative controls (118). In addition to impairing sperm motility by activating the complement system, Dimitrov et al. also found that 15 out of 28 infertile men with asthenospermia were positive for anti-sperm CMI (cell-mediated immunity), thus ASA-mediated cellular immunity may be an important cause of oligozoospermia and asthenospermia (119). The immune complex also affects the male reproductive function. Murakami et al. found 4 disease-specific antigens in oligozoospermia patients and 5 disease-specific antigens in asthenospermia patients. The formation and deposition of immune complexes stimulate inflammation through the action of the complement system, leading to reproductive organ fibrosis and loss of related protein function, thus leading to spermatogenic dysfunction (120).


 5.2.3 HLA

Genes in HLA loci that play key roles in antigen presentation and immune response are strongly associated with asthenospermia and oligozoospermia. HLA-A*11:01 is associated with multiple forms of male infertility; HLA-DQB1*03:02 and HLA-A*29:02 are associated with oligozoospermia, and HLA-A*29:02 can also interfere with sperm count with HPV, as well as risk genes associated with oligozoospermia, they are HLA-DQA1*05:01, HLA-C*03:03, and HLA-DQB1*03:01.HLA was associated with male infertility and HPV to further explore the multiple influencing factors of male infertility (121).

The β diversity of microflora in oligospermia patients was significant, and the infection of micrococcus or α-hemolytic streptococcus was more (105, 106). The infection of sexually transmitted pathogens and viruses also participated in the process of sperm damage. Abnormal levels of IL-5 and specific gene locus changes of HLA can be used as biomarkers for infertile men (117, 121).




 6 Conclusion

There is growing evidence linking male infertility to the microbiome, and rapidly evolving microbial sequencing and analysis methods will help us understand more potential pathogens associated with male infertility in the future. In this review, we summarize the current microorganisms affecting male fertility and summarize their immunological mechanisms, providing certain ideas for the subsequent treatment of male infertility in  Figure 1 . There are still some difficulties that we have not yet overcome. Obtaining the microorganisms in the research site without being affected is one of the most complex difficulties. For example, the presence of pathogens in semen analysis is extremely easy to be affected by the surrounding structure and is not completely targeted. Therefore, the methods of microbial sampling from different parts need to be further studied. In addition, by linking male infertility with the microbiome and exploring the immune mechanism in the microbiome, we can not only better understand the immune response in vivo under different pathological conditions, including the changes in the number and types of immune cells, immune factors, and chemokines, etc., but also provide more targeted immune target therapies for pathological conditions. It is also possible to combine immunotherapy with microbiomes therapy, which may be more effective in treating male infertility.

 

Figure 1 | Microbiology and immune mechanisms associated with male infertility. 
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Background

The pathogenesis of urolithiasis remains unclear, making the development of medications for treatment and prevention stagnant. Randall’s plaques (RPs) begin as interstitial calcium phosphate crystal deposits, grow outward and breach the renal papillary surface, acting as attachment for CaOx stones. Since matrix metalloproteinases (MMPs) can degrade all components of extracellular matrix (ECM), they might participate in the breach of RPs. Besides, MMPs can modulate the immune response and inflammation, which were confirmed to be involved in urolithiasis. We aimed to investigate the role of MMPs in the development of RPs and stone formation.





Methods

The public dataset GSE73680 was mined to identify differentially expressed MMPs (DEMMPs) between normal tissues and RPs. WGCNA and three machine learning algorithms were performed to screen the hub DEMMPs. In vitro experiments were conducted for validation. Afterwards, RPs samples were classified into clusters based on the hub DEMMPs expression. Differentially expressed genes (DEGs) between clusters were identified and functional enrichment analysis and GSEA were applied to explore the biological role of DEGs. Moreover, the immune infiltration levels between clusters were evaluated by CIBERSORT and ssGSEA.





Results

Five DEMMPs, including MMP1, MMP3, MMP9, MMP10, and MMP12, were identified between normal tissues and RPs, and all of them were elevated in RPs. Based on WGCNA and three machine learning algorithms, all of five DEMMPs were regarded as hub DEMMPs. In vitro validation found the expression of hub DEMMPs also increased in renal tubular epithelial cells under lithogenic environment. RPs samples were divided into two clusters and cluster A exhibited higher expression of hub DEMMPs compared to cluster B. Functional enrichment analysis and GSEA found DEGs were enriched in immune-related functions and pathways. Moreover, increased infiltration of M1 macrophages and enhanced levels of inflammation were observed in cluster A by immune infiltration analysis.





Conclusion

We assumed that MMPs might participate in RPs and stone formation through ECM degradation and macrophages-mediated immune response and inflammation. Our findings offer a novel perspective on the role of MMPs in immunity and urolithiasis for the first time, and provide potential biomarkers to develop targets for treatment and prevention.
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Introduction

Urolithiasis is a common urological disease with an increasing incidence rate and a high recurrence rate (1). Recurrent episodes of stones lead to renal injury and chronic kidney disease, posing a huge economic burden on individuals and society (2). Although rapid advances of surgical techniques have greatly improved the stone removal efficiency, the development of medical drugs to treat and prevent urolithiasis has stalled, as its pathogenesis is not fully understood. Calcium oxalate (CaOx) stones are the most common stone type (3), and hypercalciuria and hyperoxaluria are major risk factors for stone formation (4). Randall’s plaques (RPs) theory is the most widely accepted theory about CaOx stone formation. RPs begin as calcium phosphate (CaP) crystal deposits in the renal interstitium, grow and extend outwards reaching the renal papillary surface, and become exposed to the pelvis urine. CaOx crystals could attach to the exposed sites and grow into CaOx stones (5, 6). Apparently, RPs are subepithelial deposits that must have their surfaces breached. Some researchers believe that papillary surface epithelium can be breached through the involvement of matrix metalloproteinases (MMPs) and/or the sheer force of the growing plaque (7). Still, how such a breach happens remain obscure. MMPs are a family of zinc and calcium dependent endopeptidases which are able to degrade all components of the extracellular matrix (ECM) and process various bioactive substances (8). Currently, the MMP family consists of 23 members in human, which can be divided into 6 major types, including collagenases, gelatinases, stromelysins, matrilysins, membrane-type MMPs, and other MMPs (8). Under physiological conditions, MMPs participate in tissue repair and remodelling, morphogenesis, wound healing, cell proliferation and migration (9, 10). Dysregulation of MMPs might result in tissue destruction and homeostasis disorders and contribute to various diseases, such as cancer, atherosclerosis, aortic aneurysms, arthritis, tissue ulcers and fibrosis (9, 10). In addition, MMPs have been implicated in a wide range of kidney diseases, such as kidney fibrosis, glomerular disease, and diabetic kidney disease (11). So far, few studies have been reported the relationship between MMPs and urolithiasis.

Besides, immunity and inflammation were tightly associated with urolithiasis (6). Immune cells and pro-inflammatory molecules were shown to be increased in RP tissues and macrophages seem to participate critically in stone formation (12). M1 macrophages can induce inflammatory response to accelerate renal injury and CaOx crystals depositions, while M2 macrophages can phagocytose and degrade crystals (13). MMPs were also found to be involved in immunity and inflammation, serving as modulators of immune response and inflammatory processes, which can influence and shaped the phenotype of immune cells (14). Therefore, we assumed that MMPs might play a pivotal role in the development of RPs. However, the precise mechanism is still a mystery.

In this study, we first used the dataset GSE73680 to identify differentially expressed MMPs (DEMMPs) between normal renal papillary tissues and RPs. Then, we performed weighted gene co-expression network analysis (WGCNA) and three machine learning algorithms to screen the hub DEMMPs. Afterwards, we divided RPs samples into two clusters based on the hub DEMMPs expression pattern, identified differentially expressed genes (DEGs) between them and conducted further functional enrichment analysis and gene set enrichment analysis (GSEA). Moreover, we evaluate the immune infiltration levels between two clusters. We believe our findings will offer a novel insight into the role of MMPs in urolithiasis and provide potential biomarkers to develop therapeutic targets for the disease.





Materials and methods




Acquisition and processing of data

The flowchart of the study is shown in Figure 1. The dataset GSE73680 was obtained from gene expression omnibus database (GEO, http://www.ncbi.nlm.nih.gov/geo/), which contains 6 normal renal papillary tissues from non-stone formers and 29 RPs from stone formers (12). The annotation information provided in the platform GPL17077 were used to transform the probe IDs into gene symbols.




Figure 1 | The flowchart of the present study.







Identification of DEMMPs

The MMP genes were obtained through HUGO Gene Nomenclature Committee (https://www.genenames.org/). The Wilcox test was applied to identify DEMMPs between normal tissues and RPs, and the results were shown as a boxplot using the “ggpubr” package. Besides, the correlations between MMPs were calculated by Spearman correlation analysis and the correlation matrices were visualized using the “corrplot” package. The protein-protein interaction (PPI) network of MMPs was established by the STRING database (https://string-db.org/) with minimum interaction score ≥ 0.4. We then calculate the sides of each node and sort genes based on the rank of the connection number of each gene.





Weighted gene co-expression network analysis

The “WGCNA” package was utilized to construct the co-expression networks for identification of hub module related with urolithiasis (15). Initially, the Pearson’s correlation matrices were performed for all pair-wise genes and a weighted adjacency matrix was constructed with the formula amn = |cmn|β (cmn = Pearson’s correlation between gene m and gene n; amn = adjacency between gene m and gene n). Then, the soft threshold power value, parameter β was calculated, which emphasized strong correlations between genes and penalize weak correlations. A suitable parameter β was applied to construct a scale-free network. Next, the weighted adjacency matrix was transformed into a topological overlap measure (TOM) matrix, which could measure the network connectivity of a gene defined as the sum of its adjacency with all other genes for the network generation (16). Afterwards, average linkage hierarchical clustering was performed to classify genes with similar expression profiles into the same gene modules based on the TOM‐based dissimilarity measure with a minimum gene group size of 50 for the genes dendrogram (17). Finally, we calculated the gene significance (GS), module membership (MM), and associated modules with clinical traits to identify the urolithiasis-related modules with the highest coefficient square (R2) and the P-value < 0.05. We took the intersection between DEMMPs and genes in urolithiasis-related modules to obtain the hub DEMMPs





Machine learning

Three machine learning algorithms were used to screen the hub DEMMPs. The least absolute shrinkage and selection operator (LASSO) is a regression approach used for dimensionality reduction and feature selection to increase predicted accuracy and model comprehensibility (18), which was performed by the “glmnet” package (19). Support vector machine recursive feature elimination (SVM-RFE) is a powerful method to rank features and to select the significant ones for classification (20), which was performed by the “kernlab” and “e1071” packages (21). Random forest (RF) is an ensemble learning method for classification by constructing a multitude of decision trees at training time (22), which was performed by the “randomForest” package (23). DEMMPs identified more than three times in the above four analysis (WGCNA, LASSO, SVM-RFE, RF) were considered as hub DEMMPs. The receiver operating characteristic (ROC) was constructed and the area under the ROC curve (AUC) was calculated to evaluate the capacity of hub DEMMPs to discriminate RPs from normal tissues using the “pROC” package (24).





Cell experiments and validation of hub DEMMPs

The normal rat kidney proximal tubular epithelial cell line (NRK-52E) was obtained from the Type Culture Collection of the Chinese Academy of Sciences (Shanghai, China). Cells were cultured in Dulbecco’s modified eagle medium (DMEM; Hyclone, USA) with 10% fetal bovine serum (FBS; Gibco, USA) at 37°C in a humidified atmosphere with 5% CO2. The normal human kidney proximal tubular epithelial cell line (HK-2) was purchased from Procell (Wuhan, China) and cultured in DMEM-F12 medium (Hyclone, USA) with 10% FBS at 37°C in a humidified atmosphere with 5% CO2. NRK-52E and HK-2 cells were treated with oxalate (1 mmol/L) for 24 h, and cells without treatments were used as a control group.

Total RNA was extracted using a TRIzol reagent (Vazyme, Nanjing, China). Then, the purified RNA was reverse-transcribed into cDNA using a cDNA synthesis kit (Yeasen, Shanghai, China). Next, real-time quantitative polymerase chain reaction (RT-qPCR) was performed using SYBR Green Master Mix reagent (Yeasen, Shanghai, China) on the PCR System. The mRNA expression levels of genes were calculated using the 2-ΔΔCt method. The sequences of primers used in this study were presented in Table 1.


Table 1 | Sequences of primers used RT-qPCR.







Consensus clustering analysis

We used the “ConsensusClusterPlus” R package (25) to conduct an unsupervised hierarchical clustering analysis on 29 RPs samples based on the mRNA expression of hub DEMMPs. We used consensus matrix plots, consensus cumulative distribution function (CDF) plots, and the relative change in area under the CDF curve to determine the optimal number of clusters. After that, principal component analysis (PCA) between clusters was performed to observe the differences between clusters. The “limma” package was then used to identify DEGs between clusters with the threshold of |log2(fold change)|>2 and the P-value < 0.05. DEGs were visualized as a volcano plot and a heatmap.





Functional enrichment analysis and GSEA

To further predict the biological functions of DEGs, Gene Ontology (GO) enrichment analysis and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis were performed using the “clusterProfiler” package (26). The adjusted P-value < 0.05 was the threshold. We also applied GSEA to explore the significant functional differences between clusters using the “clusterProfiler” package. The gene sets “c5.go.v2022.1.Hs.symbols.gmt” and “c2.cp.kegg.v2022.1.Hs.symbols.gmt” were obtained from the GSEA website MsigDB database (http://www.gsea-msigdb.org/gsea/msigdb/). Gene sets were considered as significantly enriched by False discovery rate (FDR) < 0.25, the adjusted P-value < 0.05 and |normalized enrichment score (NES)| > 1.





Immune infiltration analysis

We used two methods to investigate the immune infiltration levels between two clusters. CIBERSORT (https://cibersortx.stanford.edu/) was applied to evaluate infiltration status of 22 distinct immune cells in two clusters, and the outcomes were visualized as a violin plot using the “vioplot” package. The correlations between the hub DEMMPs and immune cells were evaluated by Spearman correlation analysis and were visualized as lollipop plots. Single sample gene set enrichment analysis (ssGSEA) was conducted to quantify immune infiltration levels by calculating the enrichment scores of 16 immune cells and 13 immune-related functions in two clusters using the “gsva” package (27, 28), and the results were visualized as a boxplot using the “ggpubr” package.





Statistical analysis

Data analysis and statistical analysis were performed by R software (version 4.1.3) and GraphPad Prism (version 8.0). The statistical difference between two groups were assessed by the Wilcox test or the unpaired t-test. The correlations between the genes were analyzed by a spearman correlation test. The P-value < 0.05 was considered statistically significant.






Results




Identification of DEMMPs

We first screened DEMMPs between normal tissues and RPs using the Wilcox test. A total of five MMPs, including MMP1, MMP3, MMP9, MMP10, MMP12 were identified as DEMMPs, and all of them were significantly upregulated in RPs (Figures 2A, B). Through the correlation analysis, we found all DEMMPs were positively correlated with each other (Figure 2C). The PPI network was conducted to investigate the interactions between MMPs at the protein level (Figures 2D, E). For DEMMPs, MMP9 have the highest numbers of interacted proteins, followed by MMP1, MMP3, MMP10, and MMP12. Besides, the interactions between DEMMPs were shown in Figure 2F.




Figure 2 | Identification of DEMMPs. (A) The boxplot of 26 MMPs expression in normal tissues and RPs. (B) The boxplot of five DEMMPs in normal tissues and RPs. (C) Correlation analysis between 26 MMPs. (D) PPI networks of 26 MMPs. (E) The histogram showing the number of adjacent nodes. (F) PPI network of five DEMMPs. * represents P < 0.05, ** represents P < 0.01; *** represents P < 0.001.







Screening of hub DEMMPs via WGCNA

We performed WGCNA to explore modules associated with urolithiasis. The samples were clustered hierarchically to remove outliers, and no outliers were detected and removed in this study (Figure 3A). Next, we chose β = 8 as the soft threshold power value to make the scale-free R2 reach 0.8 and construct a scale-free network (Figure 3B). A hierarchical clustering tree was constructed and modules were detected by dynamic tree cutting, and modules with highly correlated eigengenes were merged (minimal module size = 50, merge height = 0.25) (Figure 3C). A total of 14 color modules were determined (Figure 3D). Among them, the royalblue module (r = 0.41, P = 0.01), the green module (r = 0.39, P = 0.02) and the tan module (r = 0.34, P = 0.04) showed significantly positive correlations with urolithiasis (Figure 3E). Subsequently, we extracted DMMMPs and genes in urolithiasis-related modules for intersection and found MMP1, MMP3, MMP9, MMP12 were in the royalblue module and MMP10 were in the green module, suggesting all of DEMMPs might be implicated in RPs and urolithiasis (Figure 3F).




Figure 3 | Screening of hub DEMMPs via WGCNA. (A) Hierarchical clustering tree of 6 normal tissues and 29 RPs gene expression patterns. (B) Identification of power value. The red line represents R2 > 0.8 when the power value β is 8. (C) Module eigengene dendrogram presented the relationship of the modules generated by the clustering analysis. (D) Clustering dendrogram and merging of the gene co-expression modules. Each color represents one module. (E) The heatmap of the correlation between modules and clinical traits. The correlation coefficient and P value between the module and clinical traits are shown at the row-column intersection. (F) The Venn plot showing the intersection between DEMMPs and the genes in urolithiasis-related modules.







Screening of hub DEMMPs via machine learning

We further performed three machine learning algorithms using the expression profiles 26 MMPs to identify potential MMPs associated with RPs and urolithiasis. For LASSO regression analysis, six variables, MMP1, MMP3, MMP9, MMP10, MMP27 and, MMP28, were screened as diagnostic markers for urolithiasis (Figure 4A). For the SVM-RFE algorithm, the error was minimized when the number of variables was six, including MMP10, MMP17, MMP9, MMP12, MMP1, and MMP3 (Figure 4B). For RF algorithm, six candidate genes with relative importance scores greater than 0.5 were identified, including MMP10, MMP9, MMP12, MMP17, MMP1, and MMP3 (Figure 4C). Combined with the outcomes of WGCNA, we found all of DEMMPs were identified to be associated with urolithiasis by at least three out of four approaches used. Therefore, we considered all of DEMMPs as hub DEMMPs for further analysis.




Figure 4 | Screening of hub DEMMPs via machine learning. (A) LASSO analysis. Vertical dashed lines are plotted at the best lambda. (B) SVM-RFE algorithm for feature gene selection. (C) Ranking of the relative importance of genes in the RF classifier. (D) ROC curve of hub DEMMPs in urolithiasis diagnosis.



Next, we evaluated the diagnostic performance of hub DEMMPs by constructing ROC curves. Notably, MMP10 had the highest AUC among the seven hub genes, with a value of 0.948. The AUC values for other genes were 0.845 for MMP1, 0.828 for MMP9, 0.805 for MMP3, and 0.805 for MMP12, respectively (Figure 4D). These results indicated that all five gene signatures had powerful diagnostic values.





Validation of hub DEMMPs

We built a cell model of urolithiasis to validate hub genes. NRK-52E cells exposed to oxalate showed higher expression of MMP1 (10.30 fold, P = 0.0139), MMP3 (11.36 fold, P = 0.0008), MMP9 (4.35 fold, P = 0.0015), MMP10 (19.15 fold, P < 0.0001), and MMP12 (6.80 fold, P = 0.0002) compare to control (Figure 5A). HK-2 cells exposed to oxalate also showed higher expression of MMP1 (3.42 fold, P = 0.0054), MMP3 (13.53 fold, P < 0.0001), MMP9 (1.64 fold, P = 0.0009), MMP10 (3.81 fold, P = 0.0194), and MMP12 (2.21 fold, P = 0.0059) compare to control (Figure 5B). The results were consistent with bioinformatics screening.




Figure 5 | Validation of hub DEMMPs. (A) The expression of hub DEMMPs in NRK-52E cells after exposure to oxalate for 24h. (B) The expression of hub DEMMPs in HK-2 cells after exposure to oxalate for 24h. * represents P < 0.05, ** represents P < 0.01; *** represents P < 0.001.







Identification of two clusters based on hub DEMMPs

RPs samples were clustered by the consensus clustering analysis based on the expression profiles of hub DEMMPs to discover subtypes of urolithiasis. Clustering results are relatively stable when the number of clusters was set to 2 based on the CDF curve and the CDF Delta area curve (Figures 6A, B). The consensus matrix plot showed that 29 RPs samples could be divided into two distinct clusters, i.e., cluster A (n = 11) and cluster B (n = 18) (Figure 6C). A clear distribution between cluster A and cluster B was presented in the PCA plot (Figure 6D). The expression profiles of the hub DEMMPs in the two clusters were visualized as the boxplot (Figure 6E). Cluster A showed higher expression of hub DEMMPs compared to Cluster B. Hence, cluster A was considered as high expression group and cluster B was considered as low expression group. A total of 233 DEGs were identified between cluster A and cluster B. Compared to cluster B, 204 DEGs were upregulated and 29 DEGs were downregulated in cluster A (Figures 6F, G).




Figure 6 | Identification of two clusters based on hub DEMMPs. (A) The consensus cumulative distribution function (CDF) plot. (B) The relative change in area under the CDF curve. (C) The consensus matrix plot when consumption k = 2. (D) The PCA plot showing the distribution of two clusters. (E) The boxplot of five DEMMPs in cluster A and cluster B (F) The heatmap of the top 20 DEGs between two clusters. (G) The volcano plot of all DEG between two clusters. * represents P < 0.05, ** represents P < 0.01; *** represents P < 0.001.







Functional distinctions between two clusters

We further applied GO enrichment analysis and KEGG pathway analysis to explore the potential role of DEGs. Among the GO analysis results (Figure 7A), leukocyte mediated immunity, leukocyte chemotaxis, positive regulation of cell-cell adhesion, positive regulation of cytokine production, and myeloid leukocyte migration were the five most significant biological processes (BP); MHC class II protein complex, MHC protein complex, and clathrin-coated endocytic vesicle membrane were the three most significant cellular components (CC); immune receptor activity, CXCR chemokine receptor binding, and MHC class II protein complex binding were the three most significant molecular functions (MF). According to the KEGG analysis, DEGs were enriched in rheumatoid arthritis, viral protein interaction with cytokine and cytokine receptor, cytokine-cytokine receptor interaction, and so on (Figure 7B).




Figure 7 | Functional enrichment analysis and GSEA between two clusters. (A) GO analysis of DEGs. (B) KEGG analysis of DEGs. (C) GSEA showing the enriched GO terms in cluster A (D) GSEA showing the enriched GO terms in cluster B (E) GSEA showing the enriched KEGG pathways in cluster A (F) GSEA showing the enriched KEGG pathways in cluster B.



We also performed GSEA to explore the enriched GO terms and KEGG pathways in two clusters. For GO terms, activation of immune response, acute inflammatory response, acute phase response, and adaptive immune response were enriched in cluster A, while carbon dioxide transport, one carbon compound transport, sensory perception of smell, olfactory receptor activity, and oxygen carrier activity were enriched in cluster B (Figures 7C, D). For KEGG pathways, allograft rejection, antigen processing and presentation, cell adhesion molecules cams, chemokine signaling pathway, and cytokine-cytokine receptor interaction were enriched in cluster A, while linoleic acid metabolism and olfactory transduction were enriched in cluster B (Figures 7E, F). Since cluster A had higher expressions of hub DEMMPs, our results suggested MMPs might be associated with immune response and inflammation.





Differences of immune infiltration between two clusters

Based on differences of functional analysis, we further investigate the relationship between immune infiltration levels between two clusters. The outcomes of CIBERSORT showed that the level of macrophages M1 was relatively high, while the level of neutrophils was relatively low in cluster A compared to cluster B (Figure 8A). The correlations between hub DEMMPs and immune cells were shown in Figure 8B. Hub DEMMPs exhibited significant positive and negative correlations with different immune cells. MMP1, MMP3, and MMP12 were positively correlated with M1 macrophages (R = 0.46, P = 0.011; R = 0.38, P = 0.044; R = 0.42, P = 0.025). MMP9 and MMP10 showed positive correlation tendency with M1 macrophages, albeit without reaching statistical significance (R = 0.21, P = 0.269; R = 0.25, P = 0.191).




Figure 8 | Immune infiltration analysis between two clusters. (A) The violin plot showing different proportions of 22 immune cells between two clusters by CIBERSORT. (B) The lollipop plots showing the correlations between hub DEMMPs and immune cells. (C) The boxplot of 11 M1 macrophages markers in cluster A and cluster B (D) The boxplot showing different proportions of 16 immune cells and 13 immune-related functions between two cluster by ssGSEA. * represents P < 0.05, ** represents P < 0.01; *** represents P < 0.001.



Since cluster A showed increased M1 macrophages levels, we compared markers of M1 macrophages between 2 clusters, including TNF, IL1A, IL1B, IL6, IL12A, IL12B, NOS2, TLR2, TLR4, CD80, and CD86 (Figure 8C). The expression of NOS2, TLR2, and TLR4 were higher in cluster A compared to cluster B. All other markers tended to increase in cluster A, although not statistically significant. In addition, we compared ssGSEA scores between normal tissues and RPs and found cluster A generally had higher immune infiltration (Figure 8D). For example, for immune cells, macrophages and dendritic cells were more abundant in cluster A; for immune-related functions, inflammation-promoting and type I IFN response were enriched in cluster A.






Discussion

Development of medications for the treatment and prevention of urolithiasis has been lagging, since its pathogenesis is still unclear. It is well accepted that RPs are the origin of CaOx stones (29). RPs are initially renal interstitial CaP deposits which grow outward and across the renal papillary surface, and become exposed to pelvis urine. CaOx stones will form and develop with the attachment to RPs (5, 6). It is important to break through the renal epithelium during the development of RPs, but the exact mechanism remain an enigma. As MMPs are capable of degrading all kinds of ECM proteins, they might participate in the process of the breach to promote RPs progression. In addition, MMPs are able to modulate the immune response and inflammation, which were confirmed to be involved in urolithiasis (6). Therefore, we aimed to explore the potential role of MMPs in urolithiasis through data mining based on the public gene expression profile of RPs (GSE73680).

We first identified five DEMMPs between normal tissues and RPs, including MMP1, MMP3, MMP9, MMP10, and MMP12, and the expression of all DEMMPs was elevated in RPs. MMP1 belongs to collagenases, MMP3 and MMP10 belong to stromelysins, MMP9 belongs to gelatinases, and MMP12 belongs to other MMPs (8). Correlation analysis showed the expression of all DEMMPs were positively correlated with each other and PPI showed some interactions between them. Studies have demonstrated that MMP1 could cleaves pro-MMP9 into its active form; MMP3 can active pro-MMP1 and pro-MMP9 (10). This might be a good explanation for the results of correlation analysis and PPI.

Four approaches, including WGCNA, LASSO, SVM-RFE, and RF, were performed to screen the hub DEMMPs, and all DEMMPs were identified by at least three out of four approaches used. Therefore, we referred to all DEMMPs as hub DEMMPs. Corresponding AUCs for hub DEMMPs > 0.8 indicated they are powerful biomarkers to distinguish RPs from normal tissues. In addition, we also found that NRK-52E cells upregulated the expression of hub DEMMPs after exposure to oxalate. We assumed that MMPs expression might increase in renal tubular epithelial cells under lithogenic environment, and they would degrade ECM components to facilitate RPs to breach the renal epithelium.

In cardiovascular diseases, increased MMP1 expression in the heart led to a disruption of structural collagen and cardiac dysfunction (30). Activation of MMP3 promoted ECM damage and increased the risk for developing abdominal aortic aneurysms (31). MMP9 and MMP12 promoted vascular smooth muscle cell proliferation via beta-catenin pathway and contributed to atherosclerosis (32). MMP10 played a pivotal role in aortic valve calcification by inducing cell mineralization (33). Studies also found the levels of MMP1, MMP3, and MMP12 were positive associated with the degree of atherosclerosis and plaque stability, acting as valuable biomarkers for clinical diagnosis and prognosis of atherosclerosis (34). In gut inflammatory diseases, TNFα induced the expression of MMP1, which remodeled ECM to cause colon damage. MMP1 could also increase the expression of TNFα in a positive feedback mechanism to result in excessive mucosal damage (35). D’Haens et al. have developed 13 blood biomarkers to improve diagnosis of patients with Crohn’s disease, which included MMP1, MMP3, MMP9 (36). In joint inflammatory disease, synoviocytes expressed MMP1, MMP3, and MMP10 to increase their invasiveness to destruct the cartilage in rheumatoid arthritis (37). MMPs were involved in the proteolytic cleavage of important tissue components surrounding the joint and collagen fragments degradation, exposing various immunodominant epitopes for immune response (38). Besides, MMPs participate in cancer progression, metastasis and angiogenesis (9).

There is an increasing focus on the role of MMPs in renal diseases. Serum MMP1 was found to be significantly elevated in polycystic kidney disease (39). MMP3 could mediate shedding of kidney injury molecule-1 in renal tubular epithelial cells during acute kidney injury (40). The upregulation of MMP9 induced endothelial mesenchymal transition of tubular cells to promote kidney fibrosis (41). The increased expression of MMP10 was found specifically in the podocytes of injured glomeruli, further causing proteinuria and glomerulosclerosis (42). However, the relationship between MMPs and urolithiasis has been little investigated. Wu et al. found a high calcium concentration activated the ROS/NF-κB/MMP9 axis in tubular cells to facilitate osteoblastic transformation and crystals deposition (43). Also, MMP9 gene polymorphisms was also found to be related with urolithiasis (44).

We divided 29 RPs samples into two clusters based on the expression of hub DEMMPs. Cluster A exhibited high expression of hub DEMMPs while cluster B exhibited low expression. GO analysis showed DEGs were enriched in leukocyte mediated immunity, leukocyte chemotaxis, myeloid leukocyte migration, suggesting MMPs might participate in RPs progression through immunity and inflammation. KEGG analysis showed DEGs were enriched in inflammatory diseases, such as rheumatoid arthritis, inflammatory bowel disease, and these diseases were confirmed to be related with MMPs. The results of GSEA were also consistent with the above findings, as cluster A was enriched with activation of immune response, acute inflammatory response and adaptive immune response. Thus, we further conducted immune infiltration analysis and found that M1 macrophages were more abundant in cluster A. Markers of M1 macrophages, including NOS2, TLR2, and TLR4, were also higher in cluster A. All hub DEMMPs showed positive correlation tendency with M1 macrophages, although MMP9 and MMP10 did not reach statistical significance. Studies found that mice with a deficiency of MMP3 or MMP9 showed reduced macrophage infiltration in atherosclerosis in atherosclerotic plaques (45, 46). Similarly, our results indicated that increased expression of MMPs was accompanied by more M1 macrophages infiltration.

Macrophage function in CaOx stone formation has been a hot research topic in recent years (13). M0 macrophages can be polarized into two major phenotypes, pro-inflammatory M1 macrophages and anti-inflammatory M2 macrophages based on different conditions. The renal papillary tissues of stone formers exhibited higher expression of M1-related genes and lower expression of M2-related genes (47). Studies have confirmed that M1 macrophages could release pro-inflammatory molecules and induce renal damage and inflammation to promote crystals deposition and stone formation (47–49). Conversely, the M2 macrophages exert protective effects against stone formation owing to their potent capacity to phagocytose crystals (47, 50, 51). Hence, regulation of macrophage phenotypic transformation from M1 to M2 might be therapeutic targets.

Various studies have been conducted to elucidate the relationship between MMPs and macrophages. On the one hand, macrophages are an important source of MMPs, such as MMP9, MMP10, and MMP12. MMP9 from macrophages could promoted elastin degradation and accelerated disruption of atherosclerotic plaques (52). M1 macrophages could release MMP10 to induce pulmonary artery smooth muscle cells proliferation and migration, further leading to vascular remodeling and pulmonary arterial hypertension (53). MMP12, also called macrophage elastase, could mediate a variety of pathological processes. On the other hand, MMPs secreted by other cells can induce macrophage infiltration. For example, MMP9 induced macrophages recruitment through cleavage of SPP1 (54). Several MMPs, including MMP1, MMP3, MMP9, and MMP12, can process proTNF on macrophages to its active form, which might evoke the constitutive release of TNF from macrophages to induce tissue damage (55). We assumed that cluster A might recruit more M1 macrophages around RPs to exacerbate inflammatory responses and promote RPs progression and stone formation.

This study has several limitations. First, our results are mostly based on bioinformatics analysis and the underlying mechanisms behind the role of MMPs in urolithiasis remains unclear, which need to be further verified and clarified by in vitro and in vivo experiments. second, the sample size of the public dataset was still relatively small, which require further large samples validation.





Conclusion

In summary, we identified five hub DEMMPs implicated in urolithiasis via WGCNA and machine learning algorithms. What’s more, RPs samples were classified into two clusters based on their expression profile. Cluster A which exhibited higher expression of hub DEMMPs is enriched with immune response and inflammation through functional analysis. Besides, cluster A showed higher immune infiltration levels, especially increased infiltration of M1 macrophages and enhanced levels of inflammation compared to cluster B. Our findings offer a novel perspective on the involvement of MMPs in the development of RPs and stone formation for the first time, and provided potential targets for treatment and prevention.
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Background

Despite progression in its treatment, the clinical outcome of patients with clear cell renal cell carcinoma (ccRCC) remains not ideal. Anoikis is a unique form of programmed apoptosis, owing to insufficient cell-matrix interactions. Anoikis plays a crucial role in tumor migration and invasion, and tumor cells could protect themselves through the capacity of anoikis resistance.




Methods

Anoikis-related genes (ARGs) were obtained from Genecards and Harmonizome portals. The ARGs related to ccRCC prognosis were identified through univariate Cox regression analysis, then we utilized these ARGs to construct a novel prognostic model for ccRCC patients. Moreover, we explored the expression profile of ARGs in ccRCC using the Cancer Genome Atlas (TCGA) and Genotype-Tissue Expression (GTEx) database. We also conducted Real-Time Polymerase Chain Reaction (RT-PCR) to probe ARGs expression of the risk score. Finally, we performed correlation analysis between ARGs and tumor immune microenvironment.




Results

We identified 17 ARGs associated with ccRCC survival, from which 7 genes were chosen to construct a prognostic model. The prognostic model was verified as an independent prognostic indicator. The expression of most ARGs was higher in ccRCC samples. These ARGs were closely correlated with immune cell infiltration and immune checkpoint members, and had independent prognostic value respectively. Functional enrichment analysis demonstrated that these ARGs were significantly associated with multiple types of malignances.




Conclusion

The prognostic signature was identified to be highly efficient in predicting ccRCC prognosis, and these ARGs were closely related to tumor microenvironment.





Keywords: anoikis, clear cell renal cell carcinoma, prognostic model, tumor microenvironment, bioinformatics





Introduction

Renal cell carcinoma (RCC) is one of the predominant tumors in urological system, and there is an increasing number of new patients with RCC year by year (1, 2). Clear cell RCC (ccRCC) is the most frequent pathological subtype of RCC, with a ratio of 75-80% (3). The clinical prognosis of RCC patients is closely associated with disease pathological stage, and relapse-free survival rate is decreasing from stage I to stage IV (4). Early surgical resection is considered as the predominant treatment for ccRCC patients (5). However, about 40% of patients with surgical treatment occur distant metastases, contributing to poor endpoint (4). For patients with metastatic or unresectable RCC, targeted therapy drugs were demonstrated to prolong survival time effectively, including sorafenib and sunitinib (6, 7). However, various of adverse effects decrease the life quality of patients during target treatment, such as hypertension (8). Thus, there is an urgent need to perform early diagnosis of ccRCC, finding novel diagnosis biomarkers and prognostic signatures have great clinical benefit.

Epithelial cells in human body keep normal tissue structure by cell-to-cell adherence and cell-to-extracellular matrix interactions (9). Four cell adhesion protein molecules are involved in these interactions, including: cadherins, immunoglobulins, selectins, and integrins. Anoikis is a kind of specific programmed apoptosis which occurs when cell-to-cell adherence and cell-to-extracellular matrix interactions are destroyed, and it plays an important role in maintaining tissue homeostasis by killing misplaced cells (10). Mitochondria- and cell surface death receptor-mediated pathways are necessary for triggering anoikis (11). In diverse tumors, anoikis serves as a protective physiological barrier inhibiting dissemination of metastatic cancer cells. However, cancer cells have the power of anoikis resistance to guarantee their survival via different signaling pathways, resulting in the distant metastasis (12). Previous studies have demonstrated that anoikis-related genes (ARGs) were closely correlated with metastatic cascade and progression of cancer. As a member of ARGs, the expression of Fas apoptotic inhibitory molecule 2 (FAIM2) was positively linked to tumor stage and poor endpoint of non-small cell lung cancer, and FAIM2 knockdown may inhibit anoikis resistance (13). Kruppel-like factor 5 (KLF5) was verified to promote anoikis resistance, and elevated KLF5 expression was correlated with poor clinical outcome in colorectal cancer patients (14).

Past studies have validated that several ARGs were involved in reversing anoikis resistance and invasion and migration in RCC (15, 16). Nevertheless, few studies have systematically explored the role of ARGs in ccRCC. In our study, multiple databases are integrated to screen seven ARGs. Then, the anoikis prognostic model (APM) based on these seven ARGs was constructed and validated. Finally, we performed several analyses to explore the expression profile of these ARGs and the correlation between immune cell infiltration and ARGs expression in ccRCC.




Materials and methods




Data collection and processing

We downloaded the GSE53757 (72 normal renal samples and 72 ccRCC samples), GSE40435 (101 normal renal samples and 101 ccRCC samples), and GSE66272 (27 normal renal samples and 27 ccRCC samples) datasets from the GEO database (https://www.ncbi.nlm.nih.gov/geo/, accessed on 12 October 2022). Then we obtained 316 anoikis-related genes from the genecards website (17) (https://www.genecards.org/, accessed on 12 October 2022) and Harmonizome portals (18) (https://maayanlab.cloud/Harmonizome/, accessed on 12 October 2022). The above data analysis was performed by R software. The ARGs expression data was normalized via the “edgeR” package (19). We obtained the differentially expressed genes (DEGs) between ccRCC tissues and normal kidney samples in the GSE53757, GSE40435, GSE66272, and KIRC datasets by “limma” package. Furthermore, we collected the tumor prognostic genes (TPGs) via “survival” package, and overall survival (OS) of these genes was verified using univariate Cox analysis (20).




Construction and validation of the APM

We utilized the least absolute shrinkage and selection operator (LASSO) Cox regression analysis to screen out ARGs which were closely associated with prognosis of ccRCC patients, and optimal lambda (λ) was seen as the optimal value via cross validation (21, 22). Then we computed the risk score by integrating the expression profile of ARGs and paired multivariate Cox regression values (β). We divided the ccRCC patients into two groups (low-risk group and high-risk group) based on the media risk score. The “umap” package and “Rtsne” package were used to demonstrate the distribution patterns of ccRCC patients. We utilized the “survminer” package to perform Kaplan-Meier (K-M) survival analysis. The “time” ROC package was used to perform time-dependent receiver operating characteristic (ROC) analysis.




Predictive role of the APM

A heatmap was employed to demonstrate the APM and clinical characteristics including age, grade, gender, and stage of patients. We used the univariate and multivariate Cox regression analyses to evaluate the predictive value of the APM and several clinical factors.




Construction and validation of the nomogram

The “survival” package and “rms” package were employed to build a nomogram predicting prognosis based on the Cox regression analysis results. We used the calibration curve to estimate the predictive effectiveness of the nomogram. The “time” ROC package was utilized to perform the time-dependent ROC analysis which could estimate the precision of the APM.




Gene expression analysis of ARGs

In our study, we utilized R (version3.6.3) to analyze the mRNA expression levels of the ARGs in tumor tissues and paracancerous tissue samples in The Cancer Genome Atlas (TCGA) and normal kidney tissues in Genotype-Tissue Expression (GTEx) database which were downloaded from UCSC Xena website (https://xena.ucsc.edu/) (23). The expression profile was visualized with ggplot2 (3.3.3). Then we evaluated the statistical significance of the differential expression by using the Wilcoxon test. The total protein expression levels of ARGs were collected from Clinical Proteomic Tumor Analysis Consortium (CPTAC) dataset in the UALCAN website (http://ualcan.path.uab.edu/analysis-prot.html), a convenient tool for exploring cancer omics data (24).




Immune infiltration analysis

R package “estimate” was employed to investigate the abundance of stromal components (StromalScore), immune cell infiltration levels (ImmuneScore) and ESTIMATEScore of ccRCC. The associations between ARGs expression and immune/stromal/estimate scores were evaluated by Spearman’s correlation analysis. The CIBERSORT algorithm was utilized to conduct the immune cell infiltration estimations (25). The partial correlation (cor) values and p values were calculated via the purity-adjusted Spearman’s rank correlation test.




Functional and pathway enrichment analysis

With the help of GeneMANIA website (http://www.genemania.org), we explored and displayed the interaction network among these seven ARGs. We used WebGestalt to perform Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis about ARGs in ccRCC.




Cell culture

We obtained three human ccRCC cell lines 786-O, Caki-1 and ACHN and human renal proximal convoluted tubule cell HK2 from American Type Cultural Collection (ATCC). 786-O and Caki-1 were cultured in RPMI 1640 media (11875119, Gibco, Foster, CA, USA). HK2 and ACHN were kept in DMEM high glucose media (11965092, Gibco, Foster, CA, USA). All media contained 1% penicillin-streptomycin (15140163, Gibco, Foster, CA, USA) solution and 10% fetal bovine serum (FBS) (10100147, Gibco, Foster, CA, USA). All cells were maintained in an incubator at 37°C with a 5% CO2.




Reverse transcription and PCR analysis

Total RNA from cells was extracted by using the Spark easy cellular RNA extraction kit (AC0205) (Shandong Sparkjade Biotechnology Co., Ltd). The Evo M-MLV RT Kit (AG11711) was obtained from Accurate Biotechnology (Hunan) Co., Ltd. The Hieff®qPCR SYBR Green Master Mix (11201ES08) were obtained from Yeasen Biotechnology (Shanghai) Co., Ltd. (Shanghai, China). The primer sequences of RT-qPCR were displayed in Table S1.




Statistical analysis

All data were demonstrated by mean ± standard deviation. Statistical analysis was conducted by using SPSS 13. The value of p < 0.05 was considered significant (* p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001). The “ns” represented no statistically significant.





Results




Identification of the ARGs

In our study, a total of 935 DEGs were identified from three GEO databases, including GSE40435, GSE53757, and GSE66272. Then we obtained 37 significant DEGs from GEO dataset, TCGA database, and ARGs. In addition, we identified 168 TPGs based on ARGs and TPGs database. Finally, we integrated the 37 significant DEGs and 168 TPGs and screened out 17 genes (Figure 1A). In these genes, 12 genes expression were upregulated in ccRCC tissues compared with normal kidney samples in TCGA and GTEx, including UBE2C, PYCARD, TIMP1, CEBPB, MMP9, LGALS1, PECAM1, CSPG4, COL4A2, BNIP3, CCND1, TLR3. While 5 genes were downregulated in tumor tissues, including PLAT, ERBB2, CEACAM1, NOX4, and UCHL1 (Figure 1B). Univariate Cox regression analysis demonstrated that 17 ARGs were closely linked to clinical outcome of ccRCC patients (Figure 1C).




Figure 1 | Identification of ARGs. (A) Identifying differentially expressed ARGs associated with OS via Venn diagram. (B) Heatmap of the expression of 17 ARGs in KIRC dataset of TCGA and GTEx. (C) Forest plot displaying univariate Cox regression analysis of 17 ARGs in ccRCC patients.






Construction of the APM

LASSO regression analysis was employed to identify seven prognosis-related genes including BNIP3, CCND1, CEBPB, ERBB2, PECAM1, TIMP1, and UBE2C from 17 ARGs (Figure 2A). By weighting the expression of these seven genes with LASSO regression coefficient, we constructed the APM based on the following algorithm. Risk score = (-0.08912 * BNIP3 expression) + (-0.00457 * CCND1 expression) + (0.04290 * CEBPB expression) + (-0.05204 * ERBB2 expression) + (-0.25383 * PECAM1 expression) + (0.16386 * TIMP1 expression) + (0.16675 * UBE2C expression). We firstly checked the clinical information and gene expression profiles of the ccRCC patients in TCGA, 13 cases without gene expression and unabridged clinical data were deleted. Then 526 patients were grouped into a high-risk cluster (n = 263) and a low-risk cluster (n = 263) according to the media risk score. The survival time of patients in high-risk group was shorter than patients in low-risk group (Figure 2B). The UMAP and t-SNE analysis demonstrated that the distribution of ccRCC patients in two groups was in line with the expectation (Figure 2C). The K-M curve indicated that the OS of high-risk group was lower than that of low-risk group (Figure 2D). ROC analysis was employed to evaluate the predictive performance of the APM, and the area under curve (AUC) values in 1-year, 3-year, 5-year were 0.735, 0.702, and 0.705, respectively, suggesting that the APM could be an ideal prognosis indicator (Figure 2E).




Figure 2 | Construction of the risk score model in TCGA. (A) LASSO regression analysis and LASSO coefficient profiles of ARGs. (B) Risk score distribution and ccRCC patients’ survival status. (C) UMAP plot and t-SNE plot of the ccRCC patients exhibiting the distribution in high and low-risk groups. (D) K-M curves of patients in high and low-risk groups. (E) AUC of the time-dependent ROC curves.






Independent prognostic value of the APM and construction of the nomogram

The heatmap demonstrated the correlation between risk group, stage, grade, gender, age, status, and expression levels of seven ARGs (Figure 3A). A higher risk score was found to be associated with higher expression levels of UBE2C, CEBPB, TIMP1, and lower expression levels of ERBB2, BNIP3, CCND1, PECAM1. A univariate Cox regression analysis indicated that age, cancer grade, risk score and tumor stage were closely correlated with OS (Figure 3B). Meanwhile, a multivariate Cox regression analysis displayed that risk score, age, and tumor stage were significantly related to OS (Figure 3C). These results indicated that the APM had independent prognostic value in ccRCC patients. Next, we constructed a nomogram about age, stage, and risk score to compute the survival probability rates (Figure 3D). The 1-, 3-, and 5-year AUCs for the nomogram were 0.867, 0.810, and 0.777, respectively (Figure 3E). Furthermore, the calibration plot also demonstrated the ideal prediction effect at 1-, 3-, and 5-year OS (Figure 3F).




Figure 3 | The risk score model could be an independent prognostic indicator for ccRCC. (A) Heatmap demonstrating the association between ARGs expression and clinical factors and risk groups. (B) Univariate Cox regression analysis of ccRCC patients in TCGA. (C) Multivariate Cox regression analysis of ccRCC patients in TCGA. (D) Nomogram-based gene signature for predicting 1-, 3- and 5-year OS. ROC curves (E) and calibration curves (F) for predicting the 1-, 3-, and 5-year performance of the nomogram.






Validation of the APM in E-MTAB-1980 cohort

The clinical feature and gene expression profile of the patients in E-MATB-1980 cohort were checked, and patients with abridged information were deleted from the cohort. Then we chose 92 cases to verify the prognostic value of the APM, which were divided into a low-risk group (n = 33) and a high-risk group (n = 59) based on the media risk score. Figure 4A demonstrated that most dead patients were distributed into the high-risk group, suggesting the ideal predictive value of the risk score. UMAP and t-SNE analysis displayed that the ccRCC patients of two groups could be placed into two sets suitably (Figure 4B). The K-M curve indicated that the high-risk group patients had a worse clinical outcome, and the AUC values in 1-year, 3-year, 5-year were 0.787, 0.761, and 0.762, respectively (Figures 4C, D). The heatmap demonstrated the correlation between expression levels of these seven ARGs and risk group, clinical information, and pathological characteristic (Figure 4E). The univariate Cox regression analysis showed that stage and risk score were closely related to OS (Figure 4F). Meanwhile, the age, grade, stage, and risk score had an intimate relationship with OS in multivariate Cox regression (Figure 4G). These results further verified the independent prognostic value of the APM.




Figure 4 | Validation of the risk score model. (A) Risk score distribution and ccRCC patients’ survival status. (B) UMAP plot and t-SNE plot of the ccRCC patients exhibiting the distribution in high and low-risk groups. (C) K-M curves of patients in high and low-risk groups. (D) AUC of the time-dependent ROC curves. (E) Heatmap demonstrating the association between ARGs expression and clinical factors and risk groups. Univariate Cox regression analysis (F) and multivariate Cox regression analysis (G) of ccRCC patients.






Expression profiles of ARGs in ccRCC

Next, we explored the expression patterns of these seven ARGs in ccRCC tissues and paired normal kidney samples based on TCGA dataset. As graphed in Figure 5A, the mRNA expression levels of BNIP3, CCND1, CEBPB, PECAM1, TIMP1, and UBE2C were higher than that in normal kidney tissues, while ERBB2 was downregulated in ccRCC. The protein expression levels of BNIP3, CCND1, PECAM1, TIMP1, and UBE2C were elevated in ccRCC, while CEBPB and ERBB2 protein expression were downregulated in ccRCC (Figure 5B).




Figure 5 | ARGs expression profiles in ccRCC and normal tissues. (A) Expression levels of ARGs in ccRCC and paired normal tissue samples. The red color represents tumor tissue, while the blue color represents normal tissue. (B) Total protein levels of ARGs in ccRCC and normal tissue samples from CPTAC. ** p < 0.01, *** p < 0.001, **** p < 0.0001. ns represents no significance.



Furthermore, we chose human ccRCC cell lines 786-O, Caki-1 and ACHN and human renal proximal convoluted tubule cell HK2 to detect the expression of ARGs via RT-qPCR experiments. As displayed in Figure 6, the mRNA expression levels of CCND1 and CEBPB were higher in three ccRCC cell lines than that in HK2, and BNIP3 and PECAM1 were higher expressed in 786-O and Caki-1 than HK2. We also conducted immunohistochemistry (IHC) staining to investigate the UBE2C protein level in ccRCC and par-carcinoma tissue. The result demonstrated that UBE2C protein level was significantly upregulated in ccRCC compared to par-carcinoma tissue, which was consistent with previous result from CPTAC (Figure S1).




Figure 6 | The mRNA expression of ARGs in HK2 and three ccRCC cell lines quantified by real-time PCR. (A) BNIP3; (B) CCND1; (C) CEBPB; (D) ERBB2; (E) PECAM1; (F) TIMP1; (G) UBE2C. * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 0.0001. ns represents no significance.






Clinicopathological stages and independent prognostic value of ARGs in ccRCC

As displayed in Figure S2, the expression levels of these seven ARGs were strongly correlated with pathological stages of ccRCC patients. Notably, the expression levels BNIP3, CCND1, ERBB2, and PECAM1 were downregulated from stage I to stage IV in ccRCC, while expression of CEBPB, TIMP1, and UBE2C were elevated in higher stage. To further explore the independent prognostic value of single ARGs in ccRCC, we performed survival analysis using K-M plotter. The result demonstrated that high expression levels of BNIP3, CCND1, ERBB2, and PECAM1 were correlated with better clinical endpoint of ccRCC, while high CEBPB, TIMP1, and UBE2C expression were linked to worse clinical outcome (Figure S3). The K-M result was consistent with previous Cox regression analysis.




TME and immune infiltration analysis of ARGs

An increasing number of evidences have illustrated that tumor microenvironment (TME) plays a significant role in tumor occurrence and progression (26, 27). Therefore, it is essential to dig out the relationship between expression of ARGs and TME. In our study, the ESTIMATE algorithm was utilized to evaluate the immune and stromal scores of ccRCC. Figure 7 demonstrated that the expression of CEBPB, PECAM1, TIMP1, and UBE2C were significantly positively associated with stromal score, as well as with immune score, while ERBB2 expression was negatively correlated with these scores. The relationship between BNIP3 and CCND1 had no statistical significance (Figure S4). Moreover, we examined the association between expression of ARGs and immune cell infiltration level in ccRCC using CIBERSORT algorithm. As displayed in Figure 7, the expression of BNIP3, CCND1, ERBB2, and PECAM1 were closely negatively related to infiltration levels of regulatory T cell, follicular helper T cell, M0 macrophage, and memory B cell, and were positively correlated with M2 macrophage and monocyte. CEBPB, TIMP1, and UBE2C expression levels were strongly positively associated with infiltration levels of regulatory T cell, CD4+ memory activated T cell, and M0 macrophage (Figure 8).




Figure 7 | The correlation analysis between StromalScore, ImmuneScore and ESTIMATEScore and expression levels of (A) CEBPB; (B) ERBB2; (C) PECAM1; (D) TIMP1; (E) UBE2C.






Figure 8 | Relationship between immune cells infiltration and ARGs expression based on CIBERSORT. The red color indicates a positive correlation, while the blue color represents a negative correlation.



In addition, we evaluated the relationship between expression of ARGs and immune subtype in ccRCC, and the result displayed high heterogeneity. Immune subtype consisted of six types, including C1 (wound healing), C2 (IFN-gamma dominant), C3 (inflammatory), C4 (lymphocyte depleted), C5 (immunologically quiet), C6 (TGF-β dominant) (25). BNIP3 and UBE2C were highest expressed in C1, CCND1 and PECAM1 were highest expressed in C3, CEBPB and TIMP1 were highest in C6, and ERBB2 was highest expressed in C5 (Figure 9A). We also evaluated the relationship between ARGs and significant immune checkpoint genes including CD274 (PD-L1), CTLA4, PDCD1LG2 (PD-L2), LAG3 and PDCD1 (PD-1) in ccRCC. As displayed in Figure 9B, the expression levels of CEBPB, TIMP1 and UBE2C were positively correlated with most immune checkpoint genes except for CD274, indicating that they could be potential targets for immunotherapy.




Figure 9 | Correlation analysis between ARGs expression levels and immune subtypes and immune checkpoints in ccRCC. (A) ARGs expression in different immune subtypes in ccRCC. C1, wound healing; C2, IFN-g dominant; C3, inflammatory; C4, lymphocyte depleted; C5, immunologically quiet; C6, TGF-β dominant. (B) Relationship between ARGs expression and main immune checkpoint genes. The red color indicates a positive association, while the blue color represents a negative association.






Correlation and enrichment analysis of ARGs

The correlation analysis of ARGs was conducted in ccRCC, and result was displayed in Figure 10A. GeneMANIA is an online site which have abundant genetic information and can analyze the correlation among several genes (28). Then, the GeneMANIA website was utilized to explore the several potential interaction partners of ARGs. As showed in Figure 10B, the expression of ARGs were closely correlated with EARS2, IL3RA, ENC1 and so on. We next employed GO and KEGG analysis to investigate the biological process, cellular component, molecular function and related signaling pathways of seven ARGs. GO analysis indicated that biological regulation and metabolic process were included in biological process, and protein binding was involved in molecular function (Figure 10C). The result of KEGG analysis demonstrated that ARGs were involved in occurrence and development of multiple types of tumors, endocrine resistance, and HIF-1 signaling pathway (Figure 10D).




Figure 10 | Enrichment analysis of ARGs and related partners. (A) The correlation analysis between the ARGs. Blue color represents a negative correlation and red color represents a positive correlation. (B) Protein–protein interaction network of the ARGs and relevant genes by GeneMANIA tool. (C) GO analysis of related biological processes, cellular components, and molecular functions of ARGs. (D) KEGG enrichment analysis of ARGs.



Then, the single cell dataset KIRC_GSE121636 in the TISCH database was employed to explore the expression of ARGs in TME. In the GSE121636 dataset, CEBPB, PECAM1 and TIMP1 were mainly expressed in monocyte, while ERBB2 was almost not detected in immune cell (Figure S5).





Discussion

ccRCC was considered as the most common pathological subtype of urologic malignances (29). Several approaches of treating RCC have been employed in clinical work including surgery, radiofrequency ablation, immunotherapy, chemotherapy, and targeted therapy. After radical or partial nephrectomy, plenty of ccRCC patients still develop distant metastases, contributing to higher mortality (30). No enough prognostic indicator or signature has been verified for the clinical outcome of ccRCC patients. Although doctors have made a remarkable progress in treating ccRCC, the endpoint of advanced and metastatic patients is still not ideal (31). The 3-year survival rate of patients with lymph node metastasis is 20-30% after surgery. Targeted therapy including sunitinib has been utilized to treat advanced RCC patients, while large number of patients could acquire drug resistance within 6-15 months, and the OS remains unsatisfactory (32–34). Therefore, it is necessary to explore novel biomarker as the prognostic indicator or therapy target of ccRCC.

Anoikis is a significant defense mechanism, restraining the readhesion of shedding cells to an inappropriate matrix and inhibiting their aberrant growth (35). Previous studies have illustrated that the occurrence of anoikis relied on extrinsic pathway and intrinsic pathway (36). Anoikis plays a significant role in tumor metastasis and is closely correlated with tumor development and therapy failure (37). Malignance cells deprive from primary tissue and adapt to abnormal growth elsewhere, contributing to tumor migration. Two main strategies have been demonstrated to achieve anoikis resistance in tumor, including the regulation of the cell adhesion molecules expression and employment of oxidative stress (38). Nevertheless, the accurate mechanisms of anoikis resistance in ccRCC are still need for further study. Past evidence has indicated that anoikis-resistant ccRCC cells displayed insensitiveness to detachment-induced apoptosis and uncontrolled proliferation. Meanwhile, the expression of Tyrosine receptor kinase B (TrkB) in them was higher than parental ccRCC cells (39). Quinazoline-based drugs were described to induce anoikis in RCC through activating focal adhesion survival signaling pathway, which could be a novel therapy method of RCC (40). Moreover, an extracellular matrix deprivation system (EDS) was developed to reverse anoikis resistance of RCC cells via downregulating FAK phosphorylation (15).

In this study, we constructed and verified the APM containing seven ARGs, namely BNIP3, CCND1, CEBPB, ERBB2, PECAM1, TIMP1, and UBE2C. An increasing number of studies have demonstrated that these genes were strongly correlated with occurrence and pathogenesis of cancer. As a mitophagy receptor, upregulation of BNIP3 was associated with poorer melanoma patient’s endpoint, and BNIP3 knockout in melanoma cells inhibited tumor growth in vivo (41). CCND1, a positive cell cycle regulator, was frequently deregulated in tumor and was an indicator of cancer phenotype and disease development (42). CEBPB was found to be involved in aerobic glycolysis and promote growth of breast cancer (43). On the other hand, overexpression of MIR503 host gene regulated invasion and proliferation of cervical cancer cells and accelerated cell apoptosis by miR‐191/CEBPB axis (44). ERBB2 was replicated through elevated gene transcription in various of cancer cells, and tumor growth depended on ERBB2 amplification heavily (45). A series of studies identified that PECAM1 was linked to development of several malignances and had the potential to be a diagnostic and prognostic biomarker in gastric cancer patients (46, 47). The knockdown of TIMP1 expression inhibited metastasis, and proliferation but prompted apoptosis of colon cancer through activating FAK-PI3K/AKT and MAPK pathway (48). And TIMP1 could be an independent prognostic biomarker of OS and disease-free survival for colon cancer patients. As for UBE2C, suppression of UBE2C expression restrained E2-promoted invasion, migration and epithelial mesenchymal transition in vitro and in vivo, and UBE2C elevation was significantly correlated with higher histologic grade, recurrence, and worse OS in endometrial cancer (49).

The Infiltration of Treg cells was often correlated with worse prognosis in diverse tumors, and decreased Treg cells was found to evoke and promote anti-tumor immune response (50). In our study, the expression levels of BNIP3, CCND1, ERBB2, and PECAM1 were significantly negatively correlated with infiltration level of Treg cells, and CEBPB, TIMP1, and UBE2C were positively associated with infiltration level of Treg cells, suggesting that these genes might affect ccRCC patients’ prognosis through regulating infiltration of Treg cells. To explore the potential mechanisms or functions of the ARGs, functional enrichment analysis was conducted. KEGG analysis demonstrated that the seven ARGs were mainly enriched in several types of malignances, including bladder cancer, endometrial cancer, non-small cell lung cancer, pancreatic cancer, and prostate cancer, indicating the intimate relationship between ARGs and different types of tumors.

In summary, we systematically constructed and assessed the APM of ccRCC based on 7 ARGs, and this model could well predict the OS of ccRCC patients. Moreover, we found that these 7 ARGs were closely correlated with immune cell infiltration and immune checkpoint genes. Our study could provide insights for further exploring the role of ARGs in ccRCC and contribute to the progression of personalized and precise therapy strategies.
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LDL receptor related protein 1 is an adverse prognostic biomarker that correlates with stromal remodeling and macrophages infiltration in bladder cancer
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Introduction

Bladder cancer (BLCA) is a highly heterogeneous disease influenced by the tumor microenvironment, which may affect patients' response to immune checkpoint blockade therapy. Therefore, identifying molecular markers and therapeutic targets to improve treatment is essential. In this study, we aimed to investigate the prognostic significance of LRP1 in BLCA.





Methods

We analyzed TCGA and IMvigor210 cohorts to investigate the relationship of LRP1 with BLCA prognosis. We utilized gene mutation analysis and enrichment to identify LRP1-associated mutated genes and biological processes. Deconvolution algorithms and single-cell analysis were used to understand the tumor-infiltrated cells and biological pathways associated with LRP1 expression. Immunohistochemistry was conducted to validate the bioinformatics analysis.





Results

Our study revealed that LRP1 was an independent risk factor for overall survival in BLCA patients and was associated with clinicopathological features and FGFR3 mutation frequency. Enrichment analysis demonstrated that LRP1 was involved in extracellular matrix remodeling and tumor metabolic processes. Furthermore, the ssGSEA algorithm revealed that LRP1 was positively correlated with the activities of tumor-associated pathways. Our study also found that high LRP1 expression impaired patients' responsiveness to ICB therapy in BLCA, which was predicted by TIDE prediction and validated by IMvigor210 cohort. Immunohistochemistry confirmed the expression of LRP1 in Cancer-Associated Fibroblasts (CAFs) and macrophages in the tumor microenvironment of BLCA.





Discussion

Our study suggests that LRP1 may be a potential prognostic biomarker and therapeutic target in BLCA. Further research on LRP1 may improve BLCA precision medicine and enhance the efficacy of immune checkpoint blockade therapy.





Keywords: bladder cancer, LRP1, cancer-associated fibroblasts, macrophages, Immune checkpoint blockage





Introduction

Bladder cancer (BLCA) is a common and serious disease worldwide, with approximately 80,000 new cases and 150,000 deaths each year (1). BLCA can be classified into two types: non-muscle invasive bladder cancer (NMIBC) and muscle-invasive bladder cancer (MIBC). Approximately 20% of all BLCA cases are diagnosed as MIBC, which has a higher risk of metastasis and a poor prognosis (2). NMIBC, if not detected and treated early, can invade the bladder wall and spread to neighboring organs or lymph nodes, leading to a worse prognosis and more aggressive treatment (3). The diversity in cellular components exhibited by MIBC leads to significant variability in cancer aggressiveness, progression, and response rates, making MIBC particularly difficult to treat. Thus, getting a better understanding about the heterogeneity of MIBC is of great importance for improving BLCA treatment.

The tumor microenvironment (TME), composed of both cellular and non-cellular components, plays a crucial role in tumor initiation and progression (4). Cancer-associated fibroblasts (CAFs), a type of stromal cell, have been shown to contribute to cancer growth and maintenance by secreting collagen, matrix metalloproteinases, and chemokines, and by remodeling the extracellular matrix (5). CAFs can also promote immunosuppression and cancer progression by interacting with macrophages in the TME, leading to the heterogeneity of TME and resistance to chemotherapy and immunotherapy. A better understanding of CAFs could help improve our understanding of the TME and identify potential therapeutic targets for BLCA.

Low-density lipoprotein receptor-related protein 1 (LRP1) is a type I transmembrane protein belonging to the low-density lipoprotein receptor family (6). It is mainly expressed in stromal and immune cells, including fibroblasts, monocytes, and macrophages (7). LRP1 plays important roles in regulating lipid homeostasis (8), glucose metabolism (9), and inflammation (10), and has been shown to be involved in extracellular matrix remodeling (11) and cancer progression (12). In this study, we conducted a comprehensive analysis of the role of LRP1 in BLCA using transcriptome profiling and single-cell RNA sequencing. Our results revealed the fundamental association of LRP1 with TME heterogeneity and the prognosis of BLCA patients. Further research on LRP1 could provide valuable insights for developing new therapeutic strategies for BLCA.





Materials and methods




Raw data acquisition

Gene expression quantification data were collected from the TCGA database for 408 BLCA patients. The method and use of this data comply with the appropriate guidelines and policies and can be accessed through the following website: https://portal.gdc.cancer.gov/. To validate the correlation between LRP1 and the activities of tumor-related pathways, additional data was obtained from the Gene expression Omnibus (GEO) datasets GSE13507 and GSE32894, which can be found at https://www.ncbi.nlm.nih.gov/geo/. Before analyzing the data, the gene expressions from the TCGA and GEO cohorts were transformed using Log2(expression+1) and were then normalized using the ‘Combat’ algorithm from the “SVA” package. Lastly, the IMvigor210 cohort was obtained from the R package ‘IMvigor210CoreBiologies’ (13) and was used for external validation in this study.





Survival analysis

The difference in survival between patients was analyzed using the Kaplan-Meier (KM) method. The log-rank test and univariate Cox regression were used to calculate the P-value and hazard ratio (HR) with a 95% confidence interval (CI). Patients with missing or inappropriate survival information were excluded from the analysis. The KM curves were generated using the R language version 4.0.3 with the packages “ggrisk,” “survival,” and “survminer.”





Independent risk analysis and nomogram construction

To identify independent risk factors for BLCA prognosis, univariate and multivariate Cox regression analysis was performed. The hazard ratio (HR) and 95% confidence interval (CI) for each variable were calculated using the R package “forest plot.” The results of the multivariate analysis were used to create a nomogram for predicting 1, 3, and 5-year overall survival (OS) using the “rms” R package. The nomogram is a visual representation that shows the mortality risk for a single patient based on the points assigned to each risk factor. The predictive accuracy of the nomogram was evaluated using the C-index and a calibration plot. The nomogram was created using the online bioinformatics tool “Assistant for Clinical Bioinformatics (aclbi tool)” (www.aclbi.com).





Gene mutation analysis

To analyze the relationship between gene mutations and gene expression, the TCGA database was used to download somatic mutation data, which was then visualized using the “maftools” package of the R language. A waterfall plot was created to display mutation information for each gene, with annotations added to the top right of the plot using different colors to indicate different mutation types. The construction of the waterfall plot was accomplished using the aclbi tool. Finally, the TIMER 2.0 database (http://timer.cistrome.org/) (14) was used to analyze the relationship between gene mutations and gene expression.





Acquisition and functional enrichment analysis of differentially expressed genes (DEGs)

The Limma package of R software analyzed the differentially expressed genes (DEGs) between the LRP1high and LRP1Low groups. The adjusted P-value was used to correct for false-positive results. DEGs were defined as genes with “Adjusted P < 0.05 and |Log2 (Fold Change)| >1”. The Gene Ontology was used to annotate gene functions, covering molecular function, biological pathways, and cellular components. The KEGG Enrichment Analysis was conducted to uncover high-level information about gene function. The R package ‘ClusterProfiler’ was used to analyze the GO functions and enrich KEGG pathways of potential targets. The aclbi tool was used to conduct the enrichment plot.





Estimation of the TME

The immune cell infiltration was estimated by the ssGSEA algorithm. Information of immune inhibitors and immune stimulators were collected from the TISIDB database (15). Four algorithms, TIDE (16), MCP-COUNTER (17), xCELL (18), and EPIC (19), were used to estimate the abundance of CAFs in each sample from the TCGA BLCA cohort. The correlation between LRP1 expression and CAFs abundance was then obtained from the TIMER 2.0 database. The results from the TIDE database were used to predict the responsiveness of patients with different LRP1 expressions, and this was further verified using the IMvigor210 immunotherapy cohort.





Single-cell RNA sequencing datasets acquisition and analysis

We obtained the raw data of single-cell transcriptome profiling (GSE190888) from the GEO database. The Seurat package conducted standard data preprocessing, where we calculated the percentage of the gene numbers, cell counts, and mitochondria sequencing count. We filtered out cells with fewer than 200 and more than 7000 detected genes and those with a high mitochondrial content (>20%). To normalize the library size effect in each cell, we scaled UMI counts using scale. factor = 10,000. Following the log transformation of the data, other factors, including “percent. mt”, “nCount_RNA,” and “nFeature_RNA,” were corrected for variation regression using the ScaleData function in Seurat (v3.0.2). The harmony algorithm was applied to remove the batch effects between different samples. After clustering cells with t-SNE, we identified signature genes in different cell populations and used the signature genes of fibroblasts and macrophages for deconvolution analysis with the ssGSEA algorithm. The single-cell RNA sequencing dataset (GSE130001 and GSE145281) was obtained from the TISCH (http://tisch.comp-genomics.org/home/) (20), a database providing detailed cell-type annotation at the single-cell level for the exploration of TME across different cancer types.





Immunohistochemical (IHC) analysis

We identified stromal expression of LRP1 (Abways CY5215) in 40 tumor sections using the BenchMark GX automatic multifunctional immunohistochemistry staining system (Roche, Switzerland) with the OptiView DAB Detection Kit (Ventana, USA), following the manufacturer’s instructions. A secondary antibody labeled with horseradish peroxidase visualized the primary antibodies. Post-counterstaining was performed using Bluing Reagent after Hematoxylin counterstaining. To clarify LRP1 expression in fibroblasts, we labeled CD45(Abways, CY5311) negative S100A4 (Abways, CY5799) positive cells as fibroblasts, and used CD68 (Abways, AB3506) to identify immune infiltration of macrophages. Additionally, two pathologists evaluated the immunohistochemical results without knowledge of the patient’s information (Jiang Xiang & Cao Jin). The IHC score was calculated based on the staining intensity and the proportion of positive stromal cells, with the following criteria: [IHC score 1], weak staining in <50% or moderate staining in <20% of stromal cells; [IHC score 2], weak staining in ≥50%, moderate staining in 20-50%, or intense staining in <20%; [IHC score 3], moderate staining in ≥50% or intense staining in ≥20%. Cases with scores 2 or 3 were considered positive for each protein expression (21). We further calculated the percentage of LRP1-positive stromal area in cases that tested positive for LRP1 and divided these cases into high and low LRP1 expression groups using a reference point of 50%. Patient information is presented in Table 1.


Table 1 | Patient information of the validation cohort.







Statistical analysis

The statistical methods used in this study provide a comprehensive approach to analyze the data and draw conclusions about the relationship between LRP1 expression and BLCA prognosis. The KM survival analysis, Log-Rank test, and Cox regression analysis were used to evaluate the survival differences and identify independent risk factors for BLCA prognosis. The Wilcoxon test, Student’s t-test, and Kruskal-Wallis’s test were used to compare the differences between variables in two or more groups. The Fisher’s exact test was used to analyze the association between LRP1 expression and clinical features. All statistical analyses were conducted using the R language version 4.2.1, and a two-sided P-value less than 0.05 was considered significant.






Results




LRP1 expression is correlated with patients’ overall survival in TCGA and IMvigor210 cohorts

To understand the impact of LRP1 on the prognosis of BLCA patients, we studied the relationship between LRP1 expression and patients’ OS in the TCGA BLCA cohort. Our findings showed that higher levels of LRP1 expression had a significant negative impact on patients’ OS (p=0.001), with patients expressing higher levels of LRP1 having lower median survival interval (Figure 1A). Further analysis using univariate (Figure 1B) and multivariate Cox regression (Figure 1C) revealed that LRP1 expression (p=0.005), age (p<0.001), and clinical stage (p<0.001) were independent predictors of patients’ OS. Based on the results of the multivariate Cox regression, we developed a predictive nomogram that visualizes patients’ survival probability based on different levels of LRP1 expression, age, and clinical stage. The calibration curve of the nomogram showed that it could accurately predict patients’ OS, with a c-index of 0.680 (0.639-1) (Figure 1D). Subgroup survival analysis showed that LRP1 negatively impacted the OS in male subgroup (p=0.005), with its detrimental effect being more pronounced in patients with advanced BLCA (Stage III-IV, p=0.004). These results suggested that LRP1 played a crucial role in male and MIBC patients (Figure 1E). Finally, our findings were validated by the IMvigor210 cohort, which showed that LRP1 had an adverse impact on the OS of BLCA patients (Figure 1F, p=0.007). Overall, these results confirm that LRP1 expression levels significantly reduce the OS of BLCA patients, especially in male and MIBC patients.




Figure 1 | LRP1 is an adverse prognostic factor of BLCA patients. (A). K-M survival analysis confirmed LRP1 as an adverse prognostic factor of BLCA patients’ OS (p=0.001). (B, C). Univariate (p<0.001) and multivariate (p=0.005) Cox regression analysis suggested LRP1 as an independent risk factor to BLCA patients’ OS. (D). The nomogram combining LRP1 expression level, age, and clinical stage predicted patients’ survival probability with a c-index of 0.680(0.639-1). (E). Subgroup survival analysis emphasizes the crucial roles of LRP1 expression in male patients (p=0.005) and MIBCs with stage III-IV (p=0.004). (F). The external validation cohort (IMvigor210) confirmed the detrimental role of LRP1 on BLCA patients’ OS (p=0.007).







LRP1 expression is closely associated with the clinicopathological characteristics of BLCA patients

We then looked at how LRP1 was related to the clinicopathological characteristics of BLCA patients. Our comparison showed that patients with higher LRP1 expression levels had higher tumor grade (p<0.001), advanced clinical stage (p<0.001), and were more likely to have lymph node metastasis (p<0.01) and lymphovascular invasion (p<0.05) Figure 2A. Logistic regression analysis confirmed that high LRP1 expression was more commonly found in high-grade non-papillary BLCA, and high LRP1 expression levels increased the risk of advanced T stage (p<0.001) and lymph node metastasis (p=0.004) (Figure 2B). The KM survival analysis showed that elevated LRP1 expression was linked to tumor progression and negatively affected patients’ progression-free survival (PFS) (p=0.003) (Figure 2C). To better understand the pattern of LRP1 expression and its correlation with pathological features, we used IHC analysis to examine LRP1 expression in clinical samples. The IHC results showed high proportions of LRP1 expression in the stromal components of BLCA and confirmed that LRP1 was broadly expressed in the stromal components in MIBC, further emphasizing the crucial role of LRP1 in MIBC (Figure 2D).




Figure 2 | LRP1 expression is correlated with the pathological features of BLCA patients. (A). LRP1 expression significantly correlated with the clinical pathological features of BLCA patients in the TCGA cohort. (B). Single gene logistics analysis suggested increased LRP1 expression levels had advanced T-stage (p<0.001), increased risk of lymph node metastasis (p=0.004), and a greater tendency to present with a high-grade (p=0.008), non-papillary phenotype (p<0.001). (C). LRP1 expression decreased the progression-free survival in TCGA BLCA patients (p=0.003). (D). Immunohistochemistry analysis confirmed higher stromal expression proportion of LRP1 in MIBC compared with NMIBC, supporting that LRP1expressed at higher levels in non-papillary MIBC than in papillary tumors NMIBC. ***p<0.001, **p<0.01, *p<0.05.







LRP1 expression levels negatively correlate with the mutation frequency of FGFR and are involved in extracellular matrix remodeling and metabolism-related processes

With the expression of LRP1 found in the stromal cells of BLCA, we delved further into its relationship with stromal-related activities. Our mutation data analysis showed a significant negative correlation between LRP1 expression levels and the frequency of FGFR3 mutations in BLCA tissue. This result suggested that LRP1 expression levels were linked to the content of stromal component at the gene mutation frequency level since tumors with high frequency of FGFR3 mutations have been found to own little fibroblastic component and were usually papillary in differentiation (Figure 3A). To better understand the association between LRP1 and stromal component-related activities, we screened LRP1-related DEGs and conducted GO and KEGG enrichment analyses. The DEGs were shown in the heatmap and volcano plot (Figures 3B, C). GO and KEGG analyses showed that LRP1-related genes were significantly enriched in biological processes linked to extracellular matrix (ECM) remodeling, including ECM-receptor interaction, cell adhesion molecules, extracellular matrix organization, and cell-substrate adhesion. These processes play a crucial role in regulating inter-cellular adhesion and migration and are directly related to the migration and invasive ability of tumor cells. Additionally, we found that LRP1-related genes are also closely linked to metabolic activities such as hormones and fatty acids (Figure 3D). These results further highlighted that LRP1 expression in BLCA stroma was associated with biological processes that promote tumor progression, including extracellular matrix organization and tumor metabolism.




Figure 3 | LRP1 expression is associated with FGFR3 mutation and extracellular matrix remodeling. (A) The top 20 most mutated genes in BLCA were listed in the waterfall plot grouped by LRP1 high and low expression, showing a significant difference of FGFR3 mutation frequency between the LRP1 high and low expression groups (p=0.0019). (B) DEGs between high and low LRP1 expression groups were displayed in the heatmap. (C) DEGs with highest fold changes, including SFRP2, POSTN,COMP, TNC and FN1, were shown in the volcano plot. (D) Functional enrichment analysis emphasized the significant roles of LRP1 in modulating the stromal microenvironment and metabolic processes.







An integrated BLCA cohort further confirmed that LRP1 expression is correlated with the diversity of the tumor microenvironment

To reinforce our findings from the TCGA database, we conducted a thorough analysis of the connection between LRP1 expression levels and pathways related to the tumor microenvironment (22) by merging two BLCA sequencing databases from GEO (GSE13507 and GSE32894). Our analysis revealed that the epithelial-mesenchymal transition (EMT) (p<0.001), degradation of the extracellular matrix (ECM) (p<0.001), collagen formation(p<0.001), angiogenesis (p<0.001), inflammatory signature (p<0.001), and activity in the PI3K-AKT-mTOR pathway(p<0.01) were stronger in tumors with high LRP1 expression, while DNA damage repair (p<0.001) and activity of MYC targets (p<0.001) were reduced (Figure 4A). The Spearman correlation analysis showed a significant positive correlation between LRP1 expression levels and tumor inflammation (R=0.304, p<0.001), inflammatory response (R=0.408, p<0.001), EMT (R=0.419, p<0.001), angiogenesis (R=0.477, p<0.001), ECM-related genes (R=0.461, p<0.001), ECM degradation (R=0.517, p<0.001), collagen formation (R=0.532, p<0.001), and apoptotic activity (R=0.417, p<0.001) (Figure 4B). The integrated cohort confirmed our findings, suggesting that LRP1 expression level can contribute to the diversity of the tumor microenvironment by influencing multiple pathways related to the tumor microenvironment and creating an environment conducive to tumor progression.




Figure 4 | LRP1 expression in BLCA is related to multiple tumor-associated pathways. (A). The ssGSEA algorithm confirmed the close relationship between LRP1 expression and multiple tumor-related signatures, including EMT, ECM remodeling, inflammation, TGF-beta activity, and DNA repair. (B). The correlation test further displayed the crucial correlations of LRP1 expression with tumor inflammation signature (R=0.304 p<0.001), inflammatory response (R=0.408 p<0.001), EMT (R=0.419 p<0.001), angiogenesis(R=0.477 p<0.001), ECM related genes (R=0.461 p<0.001), ECM degradation (R=0.517 p<0.001), collagen formation (R=0.532 p<0.001), and apoptosis(R=0.417 p<0.001). ***p<0.001, **p<0.01.







LRP1 predicts immunotherapy responsiveness in BLCA associated with tumor-associated macrophage and CAFs infiltration

To gain a better understanding of how LRP1 impacts extracellular matrix and tumor microenvironment-related pathways, we investigated the levels of LRP1-related immune and stromal cell infiltration. By employing the ssGSEA algorithm, we observed a robust positive correlation between LRP1 and macrophage infiltration (R=0.573, p<0.001) in the TCGA BLCA cohort (Figure 5A). Moreover, using the TIDE, XCELL, MCP-COUNTER, and EPIC algorithms, we found that LRP1 was strongly associated with CAFs infiltration in BLCA (Figure 5B). Furthermore, we assessed the connection between immunity-related molecules and LRP1 expression levels in the TCGA BLCA cohort. Our analysis revealed that immunosuppressive molecules, including CSF1R, TGFBR1, and IL10 (Figure 5C), and immune checkpoint-related genes such as CD274, CTLA4, HAVCR2, LAG3, PDCD1, PDCD1LG2, and TIGIT were positively correlated with LRP1 expression. Conversely, LRP1 exhibited a significant negative correlation with SIGLEC15 (Figure 5D). Additionally, our investigation demonstrated that LRP1 was also highly associated with the expression of immunostimulators, such as TNFSF4 and CXCL12 in BLCA (Figure 5E). Overall, these findings underscore the critical role of LRP1 in regulating the immune microenvironment in BLCA. Given the close relationship between LRP1 and tumor immune modulators, we wanted to know if the expression level of LRP1 affects the responsiveness to immunotherapy in BLCA patients. To answer this question, we used the TIDE algorithm and found that BLCA patients with higher LRP1 expression had higher TIDE scores and tended to have weaker responsiveness to immunotherapy treatment (p<0.001) (Figure 5F). Our results from the IMvigor210 cohort also showed that LRP1 expression levels were significantly higher in patients who experienced progression or stable disease (PD/SD) compared to those who had complete or partial response (CR/PR) (p=0.004), and a smaller proportion of CR/PR patients had high LRP1 expression (Figure 5G). These results indicate that the expression level of LRP1 is critical in regulating the immune microenvironment of BLCA and negatively affects the responsiveness to immunotherapy in BLCA patients.




Figure 5 | LRP1 expression affects immune infiltration and immunotherapy responsiveness. (A) ssGSEA algorithm clarified the significant correlation of LRP1 expression with immune infiltration, especially with the infiltration of macrophages (R=0.573,p<0.001) in BLCA. (B) TIDE, Xcell, TIMER and MCPCOUNTER algorithms confirmed the close relationship between LRP1 expression and CAFs abundance (MCP-COUNTER, R=0.589, P<0.001). (C, D) LRP1 was closely related to immune inhibitors, including CSF1R (R=0.610,p<0.001), IL10 (R=0.523,p<0.001), and TGFBR1(R=0.573,p<0.001), and immune checkpoint related genes, including CD274 (R=0.266, p<0.001), CTLA4 (R=0.283,p<0.001), PDCD1 (R=0.302,p<0.001) and TIGIT (R=0.298,p<0.001). (E) immune stimulators, containing TNFSF4 (R=0.598, p<0.001), CXCL12 (R=0.552, p<0.001), and CD276 (R=0.551, p<0.001) were closely related to LRP1 expression in BLCA. (F) TIDE prediction suggested significantly impaired responsiveness of LRP1 high expression BLCA patients to immune checkpoint inhibitors (p<0.001). (G) IMvigor210 immunotherapy cohort confirmed the adverse effect of LRP1 expression on BLCA patients' responsiveness to ICB therapy (p=0.004), with a lower proportion of CR/PR patients in the LRP1 high expression group. ***p<0.001,**p<0.01, ns not significant.







Single-cell analysis showed that LRP1 was mainly expressed by CAFs and macrophages in the BLCA tumor microenvironment

To better understand the relationship between LRP1 and different cells, we looked more closely at LRP1-related cells at the single-cell level. We analyzed a single-cell dataset that included two cases of primary bladder cancer, one case of recurrent bladder cancer, and one case of glandular cystitis. We grouped the cells using the t-SNE algorithm (Figure 6A) and compared the proportion of different cell types in the tissues of the four cases (Figure 6B). The stacked barplot showed that the amount of macrophages, fibroblasts, and myofibroblasts was significantly higher in the recurrent BLCA tissues, which suggests that these cells are closely related to the recurrence and progression of BLCA. When we looked at the expression of LRP1 in different cell types, we found that LRP1 was mainly expressed in fibroblasts and macrophages (Figure 6C). We confirmed these results with single-cell sequencing data from two BLCA datasets in TISCH, which showed that LRP1 was significantly more highly expressed in macrophages and fibroblasts in the TME of BLCA (Figure 6D). These results were consistent with the link between LRP1 and immune cell infiltration that we found in our previous analysis. Next, we evaluated the impact of LRP1-positive fibroblasts and macrophages on the outcome of BLCA patients using the ssGSEA deconvolution algorithm. The results suggested that both LRP1-positive fibroblasts (p<0.001) and macrophages (p=0.017) have a significant negative impact on the OS of BLCA patients (Figure 6E). By comparing BLCA-related signatures, we found that bladder tumors with high LRP1 expression tend to have basal differentiation, a greater amount of fibroblastic and smooth muscle cells, and a larger immune infiltration (23). In contrast, BLCAs with low LRP1 expression tend to be more papillary and have luminal differentiation, with higher levels of mitochondrial activity. We also discovered that BLCAs have different differentiation, stromal, and immune cell infiltration levels depending on the level of LRP1 expression, which suggested that LRP1 expression levels may be a predictor of the molecular subtype of BLCA (Figure 6F). Finally, we confirmed the expression of LRP1 in BLCA with different molecular subtypes in the TCGA cohort. The results supported the association between LRP1 and basal differentiation and stromal infiltration, showing that LRP1 was expressed at relatively higher levels in BLCAs with basal and stromal-rich subtypes (Figure 6G). These results confirm that the harmful effect of LRP1 on the outcome of BLCA is associated with the behavior of CAFs and macrophages in the BLCA microenvironment, and that LRP1 expression is linked to the molecular subtype of BLCA.




Figure 6 | LRP1 expression is closely associated with fibroblasts and macrophages and predicts the molecular subtype of BLCA. (A) t-SNE plot distinguished different cell clusters in BLCA and GC. (B) Increased proportion of CAFs and macrophages were observed in recurrent BCs compared with primary BCs. (C) The violin plots revealed the expression of LRP1 by macrophages and CAFs. (D) Single-cell RNA sequencing from the TISCH database further confirmed the expression of LRP1 by fibroblasts myofibroblasts, and macrophages. (E) Deconvolution analysis based on cluster feature genes of single-cell RNA sequencing suggested a significant adverse impact of LRP1-expressing CAFs(p<0.001) and macrophages (p=0.017) on BLCA patients' OS. (F, G) Bladder cancer-related pathway and TCGA molecular subtype analysis further confirmed the higher LRP1 expression by stromal rich and basal squamous BLCAs.







The expression of LRP1 by CAFs and its close relationship with macrophage infiltration was validated in a real-world validation cohort

We conducted IHC tests on 40 postoperative BLCA sections of varying clinical stages from Suzhou Kowloon Hospital. Our results showed that LRP1 was primarily expressed in areas that tested positive for S100A4 and negative for CD45, indicating its expression in fibroblasts in the desmoplastic areas of BLCA (Figure 7A). Subsequently, we displayed typical IHC results from 4 BLCA patients, whose tumors were either rich in fibroblasts or highly infiltrated by CD68+ macrophages. The results from patient 1 and 2 demonstrated the idea that LRP1 was expressed by CAFs. While the results from patient 3 and 4 supported that macrophage also expressed LRP1, with the expression of LRP1 and CD68 highly overlapped in infiltrated immune cells, especially in patient 3 (Figure 7B). Additionally, we confirmed a significant correlation between stromal LRP1 expression proportions and clinical pathological features of patients (Figure 7C). By applying two datasets from the GEO (GSE13507 and GSE32894), we further verified the bioinformatic analysis in TCGA, further demonstrating the correlation between LRP1 expression and macrophage infiltration (Figure 7D). These results supported the expression of LRP1 in fibroblasts and macrophage, as revealed by our bioinformatics analysis.




Figure 7 | Validation of bioinformatics results by immunohistochemistry. (A) Immunohistochemistry analysis in the Suzhou cohort verified that LRP1 was expression in S100A4 positive and CD45 negative fibroblasts. (B). IHC results from 4 individual BLCA patients further confirmed the expression of LRP1 by CAFs and macrophages (C). Stromal LRP1 expression proportion was significantly correlated with the tumor stage in the Suzhou cohort.  (D). The immune deconvolution analysis further verified the correlation between LRP1 expression and macrophage infiltration in TCGA, GSE13507, and GSE32894 cohorts.








Discussion

BLCA is a common and serious form of urinary system cancer that is becoming more prevalent globally. BLCA can be divided into two main categories based on the depth of tumor cell invasion: NMIBC and MIBC. Although MIBC makes up only 20% of BLCA cases, it is responsible for the majority of deaths due to its poor prognosis and tendency to spread. MIBC is a highly heterogeneous form of cancer, with genomic, transcriptional, and cellular differences both within and between tumors. Despite the clonal initiation of BLCA, the progression and spread of BLCA can be influenced by changes in the surrounding tumor microenvironment, which can affect the behavior of tumor cells through the release of various chemicals, cytokines, and extracellular particles (24, 25). Recent advances in the treatment of BLCA have included the use of immune checkpoint inhibitors in the treatment for advanced BLCA (26), highlighting the importance of the tumor microenvironment in the development and outcome of BLCA. Further research into the tumor microenvironment has the potential to lead to new treatment options for BLCA.

LRP1 is a protein involved in endocytosis and the regulation of multiple signaling pathways. LRP1 binds to various structurally and functionally diverse ligands, and the endocytosis of these ligands can activate a range of pathways, such as PDGF, TGFβ1, Wnt, APOE, BMPs, and PPAR-γ signaling (27). Its broad expression and multifunctionality make LRP1 involved in many physiological and pathological processes, including the regulation of the extracellular matrix, transportation across the blood-brain barrier, coagulation, inflammation, lipid metabolism, Alzheimer’s disease, and atherosclerosis. Recent studies have shown the prognosis-related role of LRP1 in various types of cancer, including BLCA (28). Li X et al. identified LRP1 as a metabolism-related gene that is associated with the survival of BLCA (29), and Xing P et al. revealed that LRP1 was involved in regulating the immune infiltration level in BLCA (30). However, the expression pattern and the way how LRP1 expression influenced the prognosis of BLCA have not been well addressed. In the present study, we explored the prognostic and microenvironment-regulating role of LRP1 in BLCA through a comprehensive bioinformatic analysis of its relationship with immune infiltration levels. Our findings confirmed the previous findings, suggesting that LRP1 has a detrimental effect on the prognosis of BLCA and plays a key role in regulating the extracellular environment and immune activities in BLCA. Through validation in a real-world cohort of BLCA patients, we further demonstrated that stromal LRP1 expression was positively correlated with the abundance of fibroblastic components in BLCA, highlighting the influence of LRP1 on BLCA prognosis may function by CAFs.

The expansion of stromal fibroblast numbers in the TME can result from proliferation and is known as “stromagenesis,” which generates pro-tumorigenic fibroblasts (31). Our previous study also demonstrated that the continuous increase of CAFs abundance had a significant impact on the advancement and prognosis of BLCA (32). LRP1, expressed by CAFs, was found in the present study to be significantly involved in pathways that resulted in extracellular matrix remodeling, including extracellular matrix organization and focal adhesion. The expression pattern of LRP1 in BLCA revealed by immunohistochemical assays further indicated that LRP1 expression covered the stromal fibroblastic area, and a high level of LRP1 expression accompanied an increased number of fibroblastic tissues in BLCA, indicating the involvement of LRP1 in stromagenesis which significantly added to the heterogeneity of the TME. Additionally, the ssGSEA algorithm revealed a significant negative effect of LRP1-expressing CAFs on patient survival, further indicating that LRP1 expression was correlated with the generation of pro-tumor fibroblasts. With the above evidence, LRP1 may become an attractive option for stroma-focused anti-cancer intervention targeting fibroblast expansion in BLCA.

Molecular targeted therapy is a promising approach to treating BLCA, with FGFR3 being one of the most commonly mutated genes and thus an ideal target. Studies have shown that FGFR3 mutations in BLCA are closely linked to clinical and pathological staging. Specifically, FGFR3 mutations are significantly associated with NMIBC, lower pT stage, Grade 1-2, absence of carcinoma in situ (CIS), pN0, and low levels of p53. Tumors with FGFR3 mutations typically display higher levels of FGFR3 expression, leading to the activation of the luminal-papillary pathway. Consequently, FGFR3 mutations are commonly found in the papillary and luminal subtypes of bladder tumors (33). Our research uncovered a significant negative correlation between the expression levels of LRP1 and the status of FGFR3 mutations in BLCA, indicating that tumors with FGFR3 mutations generally have lower LRP1 expression. With further results showing that reduced LRP1 expression was associated with increased activity in the Ta and luminal differentiation pathways, we believed that the possible mechanism of changing LRP1 expression by the mutation of FGFR3 was due to the over-expression of FGFR3 and the activation of Ta and luminal differentiation pathways in FGFR3 mutated BLCAs. Therefore, our study highlighted the importance of LRP1 expression levels in guiding FGFR3-targeted molecular therapy.

In addition to CAFs, macrophages also play a crucial role in regulating the tumor microenvironment. Tumor-associated macrophages (TAMs) are the main immune cells that infiltrate the tumor microenvironment. TAMs have been extensively studied for their pro-tumor activities, including promoting tumor initiation, angiogenesis, metastasis, drug resistance, and immune suppression against tumors. TAMs interact with CAFs to exert immunosuppressive and pro-tumorigenic functions, leading to an immune suppressive tumor microenvironment. In the present study, we identified the expression of LRP1 by CAFs and macrophages in BLCA by IHC analysis. With further exploration on the role of LRP1 by bioinformatic analysis, our study showed significant impact of LRP1 expression on the activities of angiogenesis, collagen formation and degradation, EMT and inflammatory signature, indicating that LRP1 expressing CAFs and macrophages played a critical role in regulating the stromal and immune remodeling in BLCA. LRP1 expression also showed strong effects on the expression of immune inhibitors, including CSF1R, IL10, and TGFBR1, and immune checkpoint related genes, including CTLA4, CD274, PDCD1 and LAG3. Along with the prediction by TIDE algorithm and the validation by IMvigor210 cohort, our findings indicated that BLCA with high LRP1 expression tended to have lower responsiveness to immune checkpoint blockade therapy, highlighting the involvement of LRP1 expressing CAFs and macrophages in affecting the responsiveness of BLCA patients to ICB therapy. A previous study showed that liposomal therapy targeting macrophage LRP1 effectively suppresses the crosstalk between tumor metabolism and immune evasion via glycolysis inhibition and immune normalization, resulting in reduced lactic acid production and switching TAMs to an anti-tumor phenotype (34). This reinforces the anti-tumor function of the effector CD8+ T cells. These results further emphasized the critical roles of LRP1 in regulating the immune microenvironment and highlighted its potential as a promising therapeutic target for enhancing the efficiency of ICB therapy.

In addition, we also analyzed the difference in LRP1 expression levels on patient prognosis in different subgroups of BLCA. From the subgroup survival analysis of the TCGA database, we found that patients with high and low expression of LRP1 possessed significantly different OS patients with T3 and T4 stages. Limited by the patient number of the validation cohort, we did not obtain significant survival differences in our validation cohort. However, it was evident by the immunohistochemical results that high stromal expression proportion of LRP1 was closely associated with the significant increase in the abundance of stromal components in MIBC, implying that LRP1 high expression has a fundamental relationship with the heterogeneity of BLCA. Moreover, we found a correlation between the expression level of LRP1 and the molecular subtype of BLCA through the analysis of BLCA-related signaling pathways and different BLCA molecular typing systems based on the TCGA cohort. Our data showed that BLCAs with high LRP1 expression often showed stromal-rich or basal-squamous subtype, which remarkably agrees with the ssGSEA results depicting BLCA-related signaling pathways. These results further emphasized the association between LRP1 expression levels and the stromal components within BLCA, indicating that LRP1 expression levels could potentially predict the molecular subtypes of BLCA.


With all the above results summarized by our manuscript, we have comprehensively explored the roles of LRP1 in the tumor microenvironment of BLCA through an integrated bioinformatics analysis and immunohistochemical validation and confirmed the expression of LRP1 in CAFs and macrophages. Along with the results of previous literature, we systematically summarized the potential functions played by LRP1 in the tumor microenvironment of BLCA. However, due to the long coding sequence of LRP1, it is difficult for us to investigate the specific functions of LRP1 in CAFs and macrophages by experimental approaches such as lentivirus packaging or siRNA interference. The specific functions of LRP1 in BLCA are to be verified by in-vitro and in-vivo experiments. Due to the presence of post-transcriptional modifications, the relationship between the gene expression level and protein level of LRP1 also needs to be verified by further experiments. Limited by the number of cases in our real-world validation cohort, the existing findings require further validation in larger cohorts. Finally, since the existing bioinformatics algorithms cannot be entirely accurate in assessing the content of the tumor microenvironment, more accurate algorithms need to be developed and validate the current results.





Conclusion

This manuscript provides insight into the close association of LRP1 with stromal remodeling and immune infiltration in the tumor microenvironment of BLCA through systematic bioinformatics analysis, literature search, and real-world cohort validation. Our results suggested a significant adverse effect of high LRP1 expression in the tumor microenvironment on the prognosis of BLCA patients. By the crucial relationship of LRP1 expression with the infiltration of macrophages and CAFs abundance, our manuscript indicated that LRP1 was an immune suppressive factor in the tumor microenvironment of BLCA, further influencing patients’ responsiveness to ICBs therapy. We believe that LRP1 could be a potential target for BLCA treatment and promoting the responsiveness of BLCA immunotherapy after further study.
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Kidney stone disease (KSD) is one of the earliest medical diseases known, but the mechanism of its formation and metabolic changes remain unclear. The formation of kidney stones is a extensive and complicated process, which is regulated by metabolic changes in various substances. In this manuscript, we summarized the progress of research on metabolic changes in kidney stone disease and discuss the valuable role of some new potential targets. We reviewed the influence of metabolism of some common substances on stone formation, such as the regulation of oxalate, the release of reactive oxygen species (ROS), macrophage polarization, the levels of hormones, and the alternation of other substances. New insights into changes in substance metabolism changes in kidney stone disease, as well as emerging research techniques, will provide new directions in the treatment of stones. Reviewing the great progress that has been made in this field will help to improve the understanding by urologists, nephrologists, and health care providers of the metabolic changes in kidney stone disease, and contribute to explore new metabolic targets for clinical therapy.
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1 Introduction

Kidney stone disease (KSD), also known as urolithiasis or nephrolithiasis, is one of the most common urinary tract disorders (1). There is considerable evidence that the occurrence and prevalence of KSD have grown significantly in recent years (1-5% in Asia, 5-9% in Europe, and 7-13%in North America) (2, 3). Research on the morbidity of kidney stones in China showed that kidney stones affected 1 in 17 adults, and approximately two-thirds contain calcium oxalate (CaOx) (4). CaOx stones cause severe damage to renal function due to their high incidence, nearly 90% ten-year recurrence rate and long course of the disease, leading a great economic burden to patients and society (5, 6). Although great progress has been made in surgical therapy, the postoperative recurrence rate of CaOx calculi remains high, and the therapeutic effect of preventing recurrence of CaOx stones is not satisfactory. Previous studies have shown that gender, ethnicity, age, lifestyle and dietary habits are important factors during stone formation (7–9). Numerous recent studies demonstrate that the formation of kidney stones involves multiple metabolism-related factors, such as obesity, diabetes and metabolic syndrome (10–12), which are considered to be dangerous elements for stone formation, but the specific pathogenesis has not been elucidated.

Our previous research found that the most common urinary stone components can be divided into the following types: CaOx (65.9%), carbapatite (15.6%), urate (12.4%), struvite (2.7%), and brushite (1.7%). CaOx and urate stones were found to occur more frequently in males, while carbapatite and struvite were dominated in females. CaOx stones and carbapatite were mainly observed in people aged 30 to 50 years and 20 to 40 years. Brushite and struvite were most prevalent in those younger than 20 years and those older than 70 years. Carbapatite, brushite, CaOx and cystine stone were more common in the kidney than other types, while urate stone and struvite were formed in the bladder (13). According to whether they contain calcium, kidney stones are classified into calcium stones and noncalcium stones (14). Calcium-containing stones are the most general stone type, and a mixture of CaOx and calcium phosphate (CaP) accounts for nearly 80% of kidney stones (14, 15). Currently, the specific mechanism of 4 kidney stone formation remains unclear, and Randall’s plaque is considered the mainstream theory for the origin of CaOx stones. Initially, CaP crystals and organic substrates are deposited along the basement membranes of the thin loops of Henle and extend further into the interstitial compartment to the urothelium, forming Randall’s plaques (16). They make contact with the urine and become a core of tiny crystals that adhere to the urinary tract, and eventually develop into stones (17). Nevertheless, the 10 exact formation process of Randall's plaques still needs further perfection (18). Of course, stone formulation is a multistep chronic procedure involving crystal nucleation, crystal growth, crystal accumulation and crystal preservation (1, 15). Consequently, exploring the specific mechanism and valuable precaution for kidney stone development are the pivot issues to be solved in the future.

The pathophysiology of stone formation is complex, involving the effects of multiple metabolic changes, and the view of kidney stone formation is transforming from an isolated disease to a systemic disease (19). Accumulating evidence suggests that kidney stones are associated with systemic diseases such as obesity (20), diabetes mellitus (21), and cardiovascular disease (22). Moreover, patients with hypertension (23), bone disease (24) and metabolic syndrome (25) have a significantly increased risk of kidney stones, while kidney stone patients are often associated with chronic kidney disease (CKD) and kidney failure (26–28). Hyperoxalate, hypercalcium, and hyperuric acid metabolism are activated through multiple mechanisms, and these metabolic disturbances lead to supersaturation of urine to form CaOx/CaP crystals, which promote stone formation (29, 30). In addition, previous research has demonstrated that oxalate and crystal-induced inflammatory responses to renal tubular epithelial cells (RTECs) damage are closely associated with the pathological formation of kidney stones, and reactive oxygen-induced oxidative stress plays a key regulatory role (29). In general, mitochondrial damage is the classic origin of reactive oxygen species generation in renal epithelial cells stimulated by oxalic acid and/or CaOx crystals (31). Studies have found that nicotinamide adenine dinucleotide phosphate (NADPH) oxidase is involved in ROS production and kidney stone formation (32, 33). These studies further confirm the correlation between systemic metabolic diseases and kidney stones, and NADPH oxidase can be used as an emerging therapeutic target for kidney stones (34). Furthermore, David et al. showed that macrophage-associated inflammation and anti-inflammatory are major immune responses in the process of renal stones and involved in the formation of renal CaOx crystals (35). The crucial role of immune response in CaOx crystallization has led to the recognition that immunotherapy may provide a potential approach for preventing the recurrence of renal calculi in individuals by modulating the immune response (36).

We summarized and categorized the numerous researches related to kidney stones and metabolism over the past decade, and observed that researches on the role of metabolic factors in stone formation has received increasing attention (Table 1). This review provides an introduction to metabolic risk factors associated with the formation of KSD and discusses how metabolism-oriented therapies may be a prospective approach for the therapy and prevention of kidney stones.


Table 1 |     Relationship between metabolite changes and kidney stone formation.






2 Oxalate metabolism

Oxalate is the main promoter of crystal formation and accelerates the crystallization or aggregation of stone components by activating several mechanisms (30). Therefore, oxalate metabolism in the human body seriously affect the formation of kidney stones (37). Oxalate homeostasis in humans is controlled by complex mechanisms, including epithelial transporters such as the oxalate transporter SLC26A6 (38). SLC26A6 is a conserved anion transporter that plays a critical role in ion homeostasis and acid-base balance (39). It is mainly exposed in the intestine and kidney and is engaged in the metabolism of oxalate in vivo as a major transporter of oxalate absorption and excretion (40). Short-chain fatty acids, a product of dietary fiber, decrease oxalate in urine and renal CaOx stones via SLC26A6 (41). Amin et al. demonstrated that proinflammatory cytokines (which were elevated in obese mice) obviously reduced oxalate transport in the intestine by reducing the level of SLC26A6(PMID:29395336). In addition, the SLC26A6-STAS domain can perceive and tightly regulate oxalate levels, interfere with oxalate homeostasis, and induce the formation of CaOx kidney stones (42). Moreover, studies have shown that many receptors participate in the crystal-cell interaction, which is considered to be the indispensable process for the retention of crystals in the kidney (43, 44). The calcium-sensing receptor (CaSR) is a G protein-coupled receptor that is activated by extracellular calcium and performs a wide range of functions. When stimulated by elevated serum calcium levels, it inhibits calcium reabsorption in the ascending limb and distal convoluted tubule and promotes CaP and oxalate precipitation. Therefore, CaSR can also prevent the precipitation of calcium oxalate in the urine by increasing the excretion of citric acid and water in the urine, thus playing a role in the formation of kidney stones (45–50).

Gianmoena et al. proposed that alanine-glyoxylate transaminase (Agxt) could detoxify glyoxylate and prevent excessive accumulation of oxalate. Downregulation and hypermethylation of Agxt were accompanied by an increase in oxalate production after the metabolism of precursor hydroxyproline. In contrast, Agxt is also downregulated and hypermethylated in hepatocytes from patients with nonalcoholic fatty liver disease (NAFLD), providing a mechanistic explanation for the increased risk of kidney stones and CKD in NAFLD patients (51). Another study indicated that Bacillus subtilis 168 (BS168) degrades oxalate and reduces the severity of calculi, also providing a new microbial therapy for stone treatment (52). Moreover, Li et al. indicated that Obcordata A (OA), a polyoxygestrel glycoside, prevents kidney stones through the mitogen-activated protein kinase (MAPK) pathway. Further studies revealed that OA regulates oxalate metabolism in RTECs by inhibiting nicotinamide adenine dinucleotide phospho oxidase 4 (NOX4) and downregulating NOX4/ROS/P38 proteins (53). In addition, therapeutic blockade of tumor necrosis factor receptor (TNFR) may provide a novel therapeutic approach for delaying oxalate nephropathy, as TNFR signaling is required for CaOx crystal adhesion to the lumen of the renal tubule, which is the basic initiation mechanism of oxalate nephropathy (54).

Ferroptosis is a nonapoptotic form of cell death, and numerous studies have indicated that ferroptosis is present in the pathophysiology of various diseases (55, 56). Oxalate metabolism has been found to induce autophagy and ferroptosis in human proximal tubules and promote the development and progression of kidney stones, which can be ameliorated by knocking down nuclear receptor coactivator 4 (NCOA4) (57). Patel et al. indicated that oxalate metabolism may have a close relationship with mitochondrial dysfunction in monocytes. Monocyte interactions with soluble and insoluble oxalates damage mitochondria and disrupt redox homeostasis (58). Moreover, proinflammatory cytokines dramatically reduced oxalate secretion and increased net oxalate absorption in the jejunum of active mice, clearly increasing the risk of hyperoxaluria and kidney stones (59). Consequently, inhibiting the expression and release of proinflammatory factors may be a potential strategy for stone control and prevention.

In addition, oxalate metabolism has been found to be regulated by endogenous hormones. Androgens increase the excretion of urinary oxalate, the concentration of plasma oxalate and the deposition of renal CaOx crystals. However, estrogen has the opposite effect (60). Liang et al. revealed that androgen receptor (AR) signal transduction contributes to the direct upregulation of glycolate oxidase in the liver and NADPH subunit P22-PHOx in the renal epithelium at the transcriptional level, which may upregulate oxalate biosynthesis. In contrast, targeting AR with the degradation enhancer ASC-J9 can inhibit this effect (61). Interestingly, Sueksakit et al. demonstrated that finasteride may be effective in preventing the testosterone-promoting role on kidney stone formation. It limits the conversion of testosterone to dihydrotestosterone, thereby inhibiting the effect of testosterone on oxalate metabolism. Furthermore, finasteride counteracts androgen-induced COM crystallization promotion as well (62). Conversely, estrogen acts as a protective factor for stones, but the exact mechanism is not clear. Related studies have revealed that there are two crystal receptors of CaOx on the plasma membrane, annexin A1 and α-enolase, both of which can enhance the crystal binding ability of renal tubular cells. Estrogen reduces the level of these two receptors and their crystal binding ability, thereby affecting oxalate metabolism and ultimately forming a protective effect on stones (63). Zhu et al. also confirmed in mouse experiments that estrogen receptor β (ERβ) inhibits oxalate biosynthesis and renal injury induced by oxidative stress through transcriptional upregulation of glyoxylate aminotransferase (AGT1) expression to prevent stone formation (64).

In conclusion, we review the substances that have been identified to affect oxalate metabolism in recent years (Figure 1), and we believe that there are three main ways to remove oxalate: reducing intake, increasing excretion and converting to other substances. Previous studies have shown that the intake of dietary oxalate, such as spinach, can promote stone formation (65, 66). Although it is not the main cause, it suggests that healthier dietary may prevent stones to some extent. In addition, increasing the transport, excretion and degradation of oxalic acid (SLC26A6, AR, ER,  etc.) may be a valuable way, and the development of small molecular drugs targeting these molecules may attract more attention in the future. 




Figure 1 | Factors affecting oxalate metabolism in kidney stones.






3 Metabolic changes in reactive oxygen species

Previous studies have revealed that the pathological formation of kidney stones is closely related to the injury and inflammatory response of RTECs, in which ROS-induced oxidative stress is indispensable (67, 68). As mentioned above, ROS mainly originates from injured mitochondria, while CaOx crystals significantly damage epithelial cell mitochondria and aggravate the inflammatory response (31). Excessive production of ROS by epithelial cells promotes crystal aggregation, growth, and adhesion, ultimately leading to stone formation (29). In addition, Khan et al. also suggested that ROS production and the progression of oxidative stress may be the common pathophysiological basis of kidney stones and other metabolic diseases (69).

Sirtuin (Sirt), a conserved family of proteins containing seven homologs (sirt 1-7), has nicotinamide adenine dinucleotide (NAD)-dependent protein deacetylase activity (70). Sirt3 is the major deacetylating enzyme in mitochondria and is indispensable in reducing ROS as well as ameliorating oxidative damage and mitochondrial dysfunction. Overexpression of sirt3 may activate the NRF2/HO-1 signaling pathway to reduce oxidative stress and apoptosis as well as the attachment of CaOx crystals to the surface of renal tubular epithelium (71). Accumulating evidences suggest that COM can induce the destruction of tight junctions and the injury of renal cells by activating the ROS/Akt/P38 MAPK signaling pathway, thereby enhancing the stone pathogenesis (72–74) (Figure 2). Li et al. showed that hyperoxalate induces ROS production apoptosis by aberrant expression, modification, and repartition of the apurate/pyrimidine endonuclide 1 (APE1) protein in HK-2 cells, which can be reversed by the antioxidant N-acetylcysteine (75). We have previously demonstrated the effect of lncRNA X inactive specific transcript (XIST) on ROS through mouse models. LncRNA XIST is involved in the formation and development of kidney stones by interactions with miR-223-3p and NLRP3/caspase-1/IL-1β pathways, mediating inflammatory responses and ROS production (76) (Figure 2). Enhanced superoxide dismutase (SOD) activity plays an important role in scavenging ROS by resisting oxidative stress (77). Tsujihata et al. proposed that atorvastatin (ATO) can inhibit kidney stones by enhancing SOD activity and is a new alternative therapy for preventing kidney stones (77–79). Since mucin 4 (MUC4) silencing inactivates ERK signaling pathways and further inhibits oxidative stress involving ROS in RTECs, it may also be a key target for stone prevention (80).




Figure 2 | Signaling pathways involved in ROS. COM crystals induced renal cell injury by activating the ROS/AKT/P38 MAPK pathway. LncRNA XIST mediated the inflammatory response and ROS production through the NLRP3/caspase-1/IL-1β pathway interaction. ROS, reactive oxygen species; COM, calcium oxalate monohydrate.



A high concentration of calcium is a stone promoter that accelerates the formation of kidney stones through the ROS/NF-κB/MMP-9 axis to promote epithelialosteoblast transition and calcium crystal deposition in renal tubules (81). Xun et al. showed that calcium could induce oxidative stress damage and apoptosis in RTECs through NOX4-derived ROS induced by PKC. In addition, calcium-mediated NOX4 abnormally activates bone morphogenetic protein 2 (BMP2) through MAPK signaling pathway, inducing renal tubular epithelial cells to transdifferentiate into osteoblasts and form renal calculi. This provides a new theoretical basis for the prevention and treatment of kidney stones (82). It is known that phospholipase A2(PLA2) can induce mitochondrial damage to produce excess ROS, while BS168 can blunt PLA2 to regulate ROS metabolism and thus affect stone formation (52). Increased calcium and/or oxalate in renal tubular solution may activate nicotinamide adenine dinucleotide phosphate(NADPH) oxidase in renal epithelial cells via the renin-angiotensin system and trigger the production of ROS(14978165 (83)). Other studies have found that M2 macrophages downregulate the activation of NADPH oxidase and reduce ROS production. Moreover, they can enhance the phosphorylation of Akt, inhibit the phosphorylation of P38 MAPK, and reduce oxidative stress damage and apoptosis of HK-2 cells (84). Consequently, abnormal activation of NADPH oxidase was confirmed to be involved in the formation of kidney stones (33). Dimethyl fumarate inhibits NADPH oxidase by modulating Nrf2, thereby affecting stone formation (85). Antihypertensive and lipid-regulating drugs such as candesartan, losartan and atorvastatin limit renal CaOx stones by suppressing NADPH oxidase-mediated ROS production (79, 86, 87). Atorvastatin also significantly inhibits oxidative stress and the TLR4/NF-κB and NLRP3 inflammasome pathways, ultimately improving CaOx crystal deposition and crystal-induced damage in HK-2 cells and renal tissue of rats (88). These studies have demonstrated the significant relationship between cardiovascular disease, metabolic syndrome, and kidney stones, which may have common targets in clinical treatment. Ursolic acid (UA) is a pentacyclic triterpene compound that has been used for centuries as an anti-inflammatory agent (89). Studies have shown that both high and low doses of UA can restore the levels of Nrf/HO-1 protein and SOD to reduce ROS production and effectively improve COM-induced oxidative damage and inflammation (90).

Hormones are important regulators of ROS production, and estrogen receptor β (ERβ) has been shown to inhibit oxalate-induced damage by reducing ROS production (64). Quercetin, a flavanol found in nuts, wine and vegetables, has strong antioxidant and immune activity (91). Guzel et al. demonstrated that quercetin not only is a strong scavenger of ROS but also enhances the total antioxidant capacity of plasma and reduces inflammation and oxidative stress in hyperoxaluria (92). Another nonflavonoid organic compound, resveratrol, has extensive anti-inflammatory and antioxidant effects (93). Resveratrol can significantly inhibit the production of ROS, reduce oxalate-induced oxidative stress, and play a protective role against kidney stones (94). MicroRNAs (miRNAs), as small noncoding RNAs, participate in multiple biological processes and modulate gene expression at the posttranscriptional level (95). He et al. suggested that mir-30a-5p could decrease ROS production in hypoxia/reoxygenation (H/R)-treated HK-2 cells by targeting glutamate dehydrogenase 1 (GLUD1) (96). In addition, as one of the most characterized long noncoding RNAs (lncRNAs), H19 is extensively engaged in the regulation of inflammation and induction of tissue damage. Previous studies by our group indicated that the activation of H19 can induce ROS outburst and renal tubular cell injury, further promoting CaOx crystal deposition in the kidney (97). Consequently, targeting noncoding RNAs may be a novel therapeutic strategy for renal injury.

Urolithiasis is a multifactorial and multistep metabolic disease. The metabolic changes of ROS affect the changes of oxidative stress, which plays an essential role in the formation of urolithiasis. Therefore, targeting ROS induced oxidative stress provides us with a new direction for stone prevention (98).




4 Changes in polarization and metabolism of macrophages

Macrophage accumulation and macrophage-associated inflammation or anti-inflammatory effects have been widely reported in renal stone disease (35). The process of macrophages polarization is also a metabolic alteration which regulate the metabolism of stones in two forms (the pro-inflammatory M1 and the anti-inflammatory M2 in metabolic processes) (99, 100). Interferon γ (IFN-γ) and tumor necrosis factor-β (TNF-β) from Th1 cells tilted the polarization toward M1, while IL-4 and IL-13 secreted by Th2 cells promoted M2 polarization, which depends on the amount of cytokines, exposure time, and cytokine competition (101). M1Mφs promote the development of renal crystals, while M2Mφs reduce the expression of proinflammatory factors and suppress the development of stones through crystal phagocytosis (102) (Figure 3A).




Figure 3 | The role of macrophages in kidney stone formation. (A) Processes and regulators in the differentiation of macrophages into pro-inflammatory and anti-inflammatory macrophages. (B) Crystals can promote the expression of inflammation-related genes in renal tubular epithelial cells by accelerating the interaction of CD44 with osteopotin and fibronectin, thereby increasing phagocytosis by macrophages. Macrophage-derived exosomes increase the phagocytic activity of macrophages. SFN promotes the polarization of M1 macrophages to M2 macrophages and the phagocytosis of M2 macrophages through the activation of Nrf2. COM, calcium oxalate monohydrate; SFN, Sulforaphane; M1, M1macrophage; M2, M2 macrophage. SIRT3, sirtuin3.



Previous studies have shown that macrophages recognize and are activated by CaOx crystals through specific mechanisms, while CaOx crystals promote the differentiation of M1 macrophages and the production of inflammatory cytokines (103). Macrophage uptake of kidney stone debris or crystals triggers the release of typical cytokines, including chemokine CCL2 (monocyte chemotactic protein-1 and MCP-1), CCL3 (MIP-1α), interleukin-1 receptor antagonist (IL-1RA), complement components (C5/C5a), and IL-8 (CXCL-8). These factors can in turn promote macrophage recruitment (104) (Figure 3A). We recently found that metformin could attenuate crystal deposition and kidney injury by promoting sirt1 activation and M2Mφs polarization. Strong evidence is provided to support the therapeutic and preventive potential of metformin use in the clinic, especially in stones patients with diabetes (105). Xi et al. explored that sirt3 was able to deacetylate FOXO1 to promote macrophage polarization to the M2 phenotype (Figure 3A), and inhibit stone formation. The levels of sirt3 in peripheral blood mononuclear cells of patients with stones were significantly reduced, as was also demonstrated by elevated levels of acetylated FOXO1 (106). Zhu et al. also proposed another approach to promote M2 polarization and macrophage recruitment for stone treatment, through the expression of ACJ-9 targeting AR (107). In addition, our previous study found that sulforaphane (SFN), a pharmacological promoter of nuclear factor-erythroid 2-related factor 2 (Nrf2), facilitates M2Mφ polarization and phagocytic ability, thereby inhibiting CaOx-induced epithelial cell damage (108) (Figure 3B). Through gene sequence analysis, Taguchi et al. reported that the deficiency of colony-stimulating Factor 1 (CSF-1) may lead to the dysregulation of M2 macrophages and stone-related gene expression, suggesting that the CSF-1 signaling pathway acts as an inhibitor in renal crystal formation (109). Interestingly, exosomes, single-membrane secretory organelles rich in nucleic acid, protein, and lipid complexes, have been found to be involved in inflammatory and immune responses (110, 111). Singhto et al. indicated that macrophage exosomes are critical for the inflammatory response in COM crystals, enhancing the migration of monocytes and T cells as well as the phagocytic activity of macrophages (112) (Figure 3B). Meanwhile, they enhanced the production of the proinflammatory cytokine IL-8 by monocytes and increased the fragility of the exosome membrane and the binding ability to COM (112, 113). Furthermore, exosomes from CaOx-treated macrophages facilitate apoptosis of HK-2 cells through increased autophagy, suggesting that they may be involved in CaOx-induced renal tubular injury (114). In addition, COM crystal-induced increased enolase-1 secretion affects renal interstitial crystal invasion and inflammation (115). Therefore, cytokines play significant physiological roles in the prevention of kidney stone disease. Inhibiting the effect of exosomes may also become a direction for inhibiting stone formation in the future.

Crystal deposition promotes the interaction of CD44 with osteopontin and fibronectin, thereby accelerating the expression of inflammation-related genes in renal tubular cells, which increases the phagocytosis of monocyte-macrophages (Figure 3B). Therefore, this decrystallizing ability of macrophages may be a new target for the prevention of stone formation (116). Jin et al. revealed that a strong correlation exists between short-chain fatty acids (SCFAs), immune cells, and kidneys during the formation of calcium oxalate stones. SCFAs inhibit kidney CaOx crystal formation by regulating macrophage function in a microbiota- and GPR43-dependent manner (117). Moreover, SCFAs are not only significantly associated with antioxidant and mitochondrial stress, but also play a critical role in energy metabolism, insulin resistance and colonic function, and they may be a potential clinical therapeutic target (118–121).

Polarization is not fixed at different stages of different tissues and is regulated by multiple factors. The epigenetic regulation that affects the survival and development of macrophages, the tissue microenvironment, and the pathogenic microorganisms and cytokines in inflammation are the principal approaches to regulating the polarization of macrophages (101). CaOx crystals regulate macrophage polarization and phagocytosis in various ways, and activated macrophages further aggravate the deposition of crystals and the progression of kidney stones. Due to the powerful role of macrophages in calcium oxalate formation, methods of preventing stone recurrence in individuals by immunotherapy have been proposed (36).




5 The role of hormone metabolism

According to statistical analyses, a significant difference was found in the prevalence of stones between men and women, suggesting that hormone metabolism may exert an essential regulatory role in the formation of stones (7, 60). Earlier studies have shown that androgen appears to inhibit bone bridge protein levels and increase urinary oxalate excretion, whereas estrogen exhibits the opposite effect. In addition, androgen leads to increased synthesis of glycolate oxidase and excretion of urinary oxalate, which causes a higher incidence of urinary CaOx stone formation (122). In addition to the direct effects, sex hormones indirectly affect renal calcium excretion by regulating intestinal or bone calcium metabolism (123). These findings may partly explain the greater prevalence of stones in men. Yoshihara et al. noted a sex difference in the conversion of glycolate to oxalate in rats. Androgen promotes glycolate oxidase and affect urine oxalate excretion, while estrogen reduces glycolate oxidase activity (124) (Figure 4A). In addition, androgen appears to accelerate stone formation through suppression of osteopontin in the kidney and augmentation of urinary oxalate excretion. Nevertheless, estrogen has the opposite effect (125). The adhesion of COM crystals to the apical surface of RTECs is the early stage of kidney stone formation (126, 127). Androgen increases surface α-enolase (which acts as an enhancer of COM crystal binding (128)) to enhance the adhesion of COM crystals to the apical membrane of RTECs. Therefore, blocking cell adhesion may be an effective method for preventing stones (129, 130). Furthermore, androgen induces RTECs death by activating the HIF-1α/BNIP3 pathway, and death of RTECs is an important pathophysiological process leading to the development of kidney stones (131) (Figure 4A).




Figure 4 | Role of changes in hormone metabolism in kidney stones. (A) AR signaling can induce the death of renal tubular epithelial cells by activating the HIF-1α/BNIP3 pathway, promote oxalate excretion and COM adhesion through glycolate oxidase and a-enolase. However, it decreases macrophage CSF-1 by increasing the expression of miRNA-185-5P, thereby inhibiting macrophage recruitment and crystal phagocytosis. (B) ER signaling affects oxalate metabolism by inhibiting glycolate oxidase activity as well as SLC26A6 transporters. Meanwhile, it also reduces a-enolase to reduce COM adhesion. AR, androgen receptor; COM, calcium oxalate monohydrate; ER estrogen receptor.



A study found that augmented androgen receptor (AR) signaling may be responsible for the link between hormones and kidney stones. AR signaling directly upregulates glycolate oxidase in the liver and NADPH oxidase subunit P22-PHOx in the renal epithelium. This upregulation may enhance oxalate biosynthesis and oxidative stress, resulting in stone formation (61). In addition, Zhu et al. found that suppression of the AR level in RTECs promotes macrophage recruitment, leading to enhanced intrarenal CaOx crystal phagocytosis. A mechanistic analysis demonstrated that AR could decrease macrophage CSF-1 by increasing miRNA-185-5p expression, inhibiting the phagocytosis of CaOx crystals mediated by M2 macrophage polarization (Figure 4A). Yuan et al. showed in their study that kaempferol (one of the most common flavonoids) could inhibit AR expression, oxidative stress and inflammation by regulating the AR/NOX2 signaling pathway. Meanwhile, CaOx crystal deposition and crystal-induced kidney damage were reduced, and stone formation could be inhibited as well (132).

In contrast, estrogen is known to decrease membrane fibronectin and α-enolase (Figure 4B), which are increased by high calcium and oxalate, thereby preventing stone formation. ERβ inhibits oxalate biosynthesis and the resulting damage, all of which provide a direction for the prevention of stone formation. β-estradiol treatment has also been shown to inhibit SLC26A6 activity to disrupt oxalate transport (133) (Figure 4B). These studies indicate that hormone metabolism has a significant influence on the formation of kidney stones, which provides us with a new research idea for the prevention of stones. Finasteran, a 5α reductase inhibitor, has been proposed for the treatment of kidney stones, but its specific efficacy and side effects need further validation and clinical studies. ERβ and MUC4 have been found as targets for stone prevention, but more potential targets need to be further explored.




6 Other metabolic changes

The process of kidney stones is regulated by multiple factors, in addition to the elements we have mentioned above, the metabolism of many other substances is indispensable. Lactobacillus (LAB) is involved in the metabolism of intestinal microorganisms, degrading oxalic acid in vitro, and reducing uric acid and kidney stones in vivo. A study of South African men found that Lactobacillus, which degrades oxalate, was associated with a lower risk of calcium oxalate kidney stones (134). Liu et al. isolated a Lactobacillus plantarum N-1 (LPN1) strain from traditional cheese that regulates arginine metabolism in the intestinal microbiome to reduce CaOx crystals in the kidney (135). LPN1 reduced oxaluria, renal osteopontin and CD44 expression by enhancing intestinal barrier function, ultimately inhibiting renal crystal deposition. It also ameliorated ethylene glycol (EG)-induced intestinal inflammation and barrier function by reducing serum LPS and TLR4/NF-κB signaling, upregulating tight junction claudin-2 and enhancing the production of short-chain fatty acids (SCFAs) in the colon (136). In addition, Tian et al. indicated that Lactobacillus plantarum J-15 may reduce kidney stones by restoring intestinal microbiota and metabolic disorders, protecting intestinal barrier function and alleviating inflammation (137). Sasikumar et al. directly demonstrated that artificially colonized Lactobacillus plantarum could increase intestinal oxalate metabolism, reduce urinary oxalate excretion and crystal deposition in mice (138). All these findings suggest that lactobacillus-containing probiotics may be a potential therapy for stone prevention, providing new insights into the prevention of kidney stones. Previous studies have shown that cystinuria can cause kidney stones and obstruction, whereas new drugs including alpha-lipoic acid may reduce stone deposition by accelerated the urinary solubility of cystine without affecting the recovery of cystine transport (139). This therapy may reduce stone development but probably not improve cystine or oxidative metabolism (140). Other studies have revealed that a low-protein diet and a high intake of plant protein can reduce the excretion of cystine, thereby affecting stone formation (140, 141).

Most kidney stones contain CaOx, many of which are derived from Randall’s plaques. Vitamin D increases urinary calcium excretion, which presumably hastens the formation of Randall’s plaque and kidney stones. In some genetically susceptible individuals, the combination of calcium and vitamins may also accelerate the formation of Randall’s plaque (142). Similarly, vitamin K1 (VK1) metabolism affects kidney stones through increased matrix glass protein (MGP) expression and function, reducing intracellular crystal deposition and providing cytoprotection. Therefore, VK1 therapy may be a potential tactic for the cure and prevention of kidney stones (143). Understanding the relationship between vitamin metabolism and stone formation also provides us with a new research direction.

A high or low sodium concentration is a regulator of metabolic changes in patients with kidney stones. Sakhaee et al. found that high sodium intake increased calcium excretion and urinary pH and decreased citric acid excretion (144, 145). In addition, high sodium intake may reduce calcium reabsorption by the renal tubules, resulting in increased urinary calcium and stone formation (146). According to Emamiyan et al., chicory flower extract reduced urinary oxalic acid levels and increased urinary calcium and creatinine metabolism at high doses, which may be related to the prevention of kidney stone formation. However, the exact mechanism of low dose on calcium stones needs further study (147). Claudin-2 is a cation-selective protein located on the epithelial cells of renal tubules that can affect calcium reabsorption, metabolism and stone formation (148, 149). In addition, claudin-12, another protein on RTECs, is also involved in calcium permeability (150). Claudin-14 is considered to induce the pathogenesis of hypercalciuria and kidney stones (151). Therefore, claudin-2, claudin-12 and claudin-14 may be potential targets for the prevention of kidney stones. In accordance with prior studies, kidney stones are related to metabolic syndrome. Sugino et al. found that β3-stimulant-induced brown-like adipocytes reduce the metabolism of renal inflammation and improve antioxidant effects, which in concert inhibit the formation of renal crystals (152).

Microorganisms in the kidney and urinary tract may have important implications for urinary tract health as a result of their metabolic regulation and contribution (153). Urease-producing bacteria, such as Aspergillus chimaera, Klebsiella pneumoniae, Staphylococcus aureus, Pseudomonas aeruginosa, Providence, Siala, Mr. Charest’s and Morgan’s bacteria, regulate calcium phosphate formation by degrading urea and promoting the production of carbon dioxide, thus playing a role in stone formation (154, 155). Gao et al. proposed that E. coli, Staphylococcus, and Lactobacillus were strong predictors of renal calculi and first reported that Mycoplasma and Micrococcus were also involved in kidney stones, but their potential significance in kidney stones still needs to be studied in more detail (156).




7 Conclusions

Metabolism-related factors, which have received considerable attention over the past decade as modulators of kidney stones, are discussed in this brief review. Although our functional understanding of the different metabolic members is still at an early stage, their active roles in stone regulation and disease treatment have become potential targets for future clinical researches. Oxalate is the main component of the most common stones known to date, and the mechanism by which oxalate regulates stone formation has been extensively studied. However, our team has previously found that recombinant lactic acid bacteria expressing oxalate degrading enzymes can be used for the oral treatment of hyperoxaluria (157). This provides us with a direction that dietary and pharmacogenic degradation or reduction of oxalate levels may be an effective measure to prevent kidney stones. ROS-induced oxidative stress damage plays an important role in crystal invasion of renal tubular epithelial cells. Although a large number of substances and signaling pathways have been reported to be involved in the inhibition of ROS production, there is still a need to discover additional pathways to inhibit mitochondrial damage due to its ROS production role. Previously, metabolic alterations in kidney stones were considered to the metabolism of certain substances. However, we believe that metabolic changes in kidney stone disease cannot be narrowly defined as metabolic alterations of several specific substances and should include the whole relevant metabolic activities involved in the process. Therefore, how to promote the transition of macrophages to M2 and inhibit the polarization of macrophages to M1 will be the focus of future research. The regulation of hormone metabolism on kidney stone formation explains the difference in stone prevalence between men and women. Postmenopausal women are more likely to develop stones due to a drop in estrogen levels (13). Therefore, estrogen supplementation may be a potential target for preventing stone formation and progression in the future.

By summarizing the effects of oxalate, ROS, macrophages, hormones and other substances on the formation of kidney stones, this article reviews the metabolic risk elements associated with KSD and provides an overview of the metabolic substances that promote and inhibit kidney stone formation. KSD is increasingly recognized as a multifactorial metabolism-related disorder rather than an isolated disorder. However, due to the limitations of current studies, the metabolic changes in stone formation are not well understood. Therefore, future studies are needed to further clarify the metabolic changes associated with kidney stone formation and develop new prevention and treatment strategies.
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Objective

To study the effect of an injection of Pseudomonas aeruginosa mannose-sensitive hemagglutinin (PA-MSHA) on inflammation and immune function in patients with upper urinary tract calculi complicated by infection who have undergone percutaneous nephrolithotomy.





Methods

We retrospectively recorded the clinical data of patients with upper urinary tract calculi complicated by infection who have undergone Percutaneous nephrolithotomy(PCNL) in the Department of Urology, 2nd Affiliation Hospital of Kunming Medical University, from March to December 2021. Clinical data include general condition, laboratory index, CT, postoperative body temperature, heart rate, respiration, SIRS, sepsis, etc. Patients were divided into treated and control groups according to whether they had received a preoperative PA-MSHA injection. The two groups were compared for indices of inflammation and complications of infection after PCNL. Pre- and post-operative lymphocyte subsets and immunoglobulin changes were compared.





Results

115 patients were included in the study, including 43 in the treatment group and 72 in the control group. After Propensity Score Matching, 90 patients were divided into treatment (n=35) and control (n=55) groups. The postoperative inflammation index was higher in the treatment group than in the control group (P<0.05). The incidence of postoperative SIRS was higher in the treatment group than control (P<0.05). There were no cases of sepsis in either group. The double-positive T cells lymphocyte subsets were higher in the treatment group than in the control group ((P<0.05). Pre- and post-operative changes in immune function: total T lymphocyte count reduced, NK and NKT cell count increased in the control group, double-positive T cell count increased in the treatment group, IgG, IgA, IgM, complement C3 and C4 count reduced in both groups post-operatively.





Conclusion

This study found that patients with upper urinary tract calculi and infection treated with antibiotic-based PA-MSHA before percutaneous nephrolithotomy had an increased inflammatory response after surgery, which may play a role in the prevention and treatment of sepsis. The percentage of double-positive T cells in the peripheral blood was increased after PA-MSHA treatment, which may have an immunomodulatory and protective effect in PCNL patients with stones complicated by infection.
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1 Introduction

A recent study found that age-standardized morbidity and mortality from sepsis have decreased over the past 30 years; however, 19.7% of deaths worldwide are still attributed to sepsis (1). Even in high-income countries, case fatality rates for sepsis and severe sepsis are as high as 17% and 26%, respectively, making it a leading cause of morbidity and mortality worldwide (2). Percutaneous nephrolithotomy is associated with less trauma, a high stone extraction rate and rapid postoperative recovery and is a first-line treatment for high-volume upper urinary tract calculi. Currently, the only preventive measure available for urinary sepsis after PCNL are limited to preoperative antibiotic prophylaxis was used routinely for 7d for the high-risk population, nephrostomy and other measures to relieve obstruction in time before surgery (3, 4), maintaining a low perfusion pressure during surgery, controlling the duration of surgery and keeping the drainage unobstructed after surgery (5). The prevention of urinary sepsis, which can occur after surgery, has always been the difficulty and focus for urologists to improve the perioperative safety of patients undergoing endoscopic surgery (6).

Sepsis can trigger complex immune interactions between pro-inflammatory and anti-inflammatory in the host. During sepsis, inflammatory storms cause damage to the body, meantime immune activation and inflammation are needed to fight infection, and blocking inflammation can be fatal. Considering its complex immune response, the similarity between immunosuppression and immunodeficiency of cancer (7), and the increasing incidence of sepsis (8). At the same time, the current treatment is still limited to the general treatment of ICU (9) and the gradual emergence and development of antibiotic resistance. These all provide a driving force for developing immune regulation and immunostimulatory therapy for sepsis. Exploring and developing treatments to improve the dynamic balance of the immune system is a new way to treat sepsis, a disease of immune imbalance. The strategies of immune regulation and immunostimulatory therapy show excellent prospects in clinical research (9).

Immunotherapy includes passive immunization, active immunization, and other immunoadjuvant therapy. In passive immunity, the body acquires immunity passively based on the antibacterial activity of antibodies (neutralizing toxin, blocking pathogen invasion, activating complement, leading to phagocytosis, cytotoxicity) and immunomodulatory activity (down-regulating the production of inflammatory cytokines IL-1, IL-2, TNF α, IGF, accelerating antibody clearance) (8). Injection of specific pathogenic bacteria antigens to improve the body’s resistance to the pathogenic bacteria infection is called active immunity. Active immune candidate vaccine components for sepsis include endotoxin, bacterial superantigen, peptidoglycan, teichoic acid, bacterial DNA, and other microbial mediators (8). Vaccine methods can complement standard treatment schemes and other immunotherapy measures. It may be an effective way to prevent sepsis by immunizing people at high risk of sepsis to produce high titers of protective antibodies against common harmful bacteria and toxins. Among them, PA-MSHA injection is a biological vaccine preparation with trans-bacterial immunogenicity, and its main component is Pseudomonas aeruginosa mannose-sensitive hemagglutination hair strain. A large number of basic medical studies, clinical applications, and studies for many years have shown that PA-MSHA injection can induce the activation of dendritic cells, activate the adaptive immune response, activate macrophages, improve tumor microenvironment, specifically adhere to tumor cells, block EGFR signal pathway and induce tumor cell apoptosis. Clinically, it is used to treat malignant tumors, regulate and improve human immune function, and reduce the occurrence of infection (10–12).

By detecting the changes in T lymphocytes and immunoglobulin, we can understand the autoimmune status of patients, then effectively guide clinical treatment. T lymphocytes of different types and subsets assume their responsibilities to achieve the functions of immune activation, response, promotion, or inhibition of immune response. When T cells are dysfunctional, it can lead to autoimmunity or other diseases. For example, there is a T lymphocyte immune disorder in sepsis (13). Thus, the aim of this study was to understand the changes in immune function before and after PCNL, and more importantly, to detect and compare the lymphocytic subsets, immunoglobulins, inflammation indices, and infection complications (SIRS, sepsis) in infected patients through the detection of lymphocytic subsets and immunoglobulins. To further discuss the regulatory effect of PA-MSHA injection on immune function and inflammation in patients with calculi complicated by infection undergoing PCNL surgery.




2 Materials and methods



2.1 Clinical data of PCNL patients with upper urinary tract calculi and infection in the Department of Urology of the second affiliated Hospital of Kunming Medical University from March to December 2021



2.1.1 Inclusion criteria

	(1) age: 18-80;

	(2) patients underwent percutaneous nephrolithotomy for upper urinary tract calculi;

	(3) meet the diagnostic criteria of urinary tract infection.






2.1.2 Exclusion criteria

	(1) patients with other malignant tumors;

	(2) patients treated with immunosuppressants;

	(3) patients with immunodeficiency disease;

	(4) pregnant or lactating women;

	(5) patients with incomplete clinical data collection.







2.2 Grouping method

The patients were divided into treatment group and control group according to whether they received PA-MSHA injection before operation.




2.3 Treatment scheme



2.3.1 Antibacterial therapy

According to the HALF classification, the high-risk and asymptomatic bacteriuria groups were treated with sensitive antibiotics according to urine culture results before the operation; if the urine culture was negative, antibiotics covering common urinary tract pathogens were used for 1 week. In the low-risk group, the first-and second-generation cephalosporins and fluoroquinolones were selected; if there were no postoperative complications, the total course of antibiotics was less than 24 hours. In the fever group, infection was controlled in the first stage, second expectation of infection symptoms and management of stones once infection indicators have stabilized; the antibiotics in the perioperative period were selected according to the positive medication sensitivity results of the latest urine or blood bacteriological culture, and the main route of administration was intravenous infusion.

H group, high risk: Preoperative negative urine culture, patients without febrile symptoms, but with high risk factors for intraoperative and postoperative infectious complications, including large stone load (≥2 cm in diameter) and/or moderate or severe hydronephrosis, recent history of fever, presence of urinary routine infection, long-term indwelling catheter, diabetic patients, and immunocompromised patients. A group, asymptomatic bacteriuria: Positive preoperative urine culture or preoperative urine routine suggesting positive nitrite, but the patient has no symptoms of infection. L group, low risk: Preoperative urine culture was negative, the patient had no chills or fever, stone diameter <2 cm, no obstruction or incomplete obstruction, and no or mild hydronephrosis. F group, fever: Patients with urinary stones combined with obstruction present with symptoms of urinary tract infection such as chills and fever.




2.3.2 Pseudomonas aeruginosa mannose-sensitive hemagglutinin treatment

PA-MSHA: Chinese medicine standard word S20043022, specification: containing bacteria 1.8x109/ml, Beijing Wante Biopharmaceutical Co., Ltd. It is suitable for adjuvant treatment of malignant tumors, improving the human immune status and reducing the occurrence of infection. Adverse reactions: local injection site has mild redness and swelling, very few have a low fever, do not need to deal with can be self-subsiding.

The patients in the treatment group were subcutaneously injected with PA-MSHA injection; the injection site was at the upper arm or around the umbilical cord, the injection dose was 1ml/per time, the frequency was once every other day, and the injection was completed three times before PCNL.




2.3.3 Anesthesia method

Intravenous inhalation combined with anesthesia was used. The induction regimen was propofol-induced 2mg/kg, sufentanyl 0.4ug/kg, and rocuronium 0.9mg/kg. The maintenance dose was propofol 4mg/kg/h, remifentanil 0.15ug/kg/min. Sevoflurane inhalation maintained the MAC at 0.7.




2.3.4 Percutaneous nephrolithotomy

The operation on the patient was performed by physicians with at least 2 years of experience in percutaneous nephrolithotomy. After the anesthesia took effect, they found the lithotomy position of the patient, routinely disinfected the perineal skin, and spread aseptic disinfection towels. Ureteroscope was inserted through the urethra, and a ureteral catheter was inserted along the ureteral orifice of the affected side. The depth of the ureteral catheter was about 25cm. After urine outflow, the ureter was retained, and the ureteral catheter was fixed. The patient took the prone position, sterilized the skin of the operation area, and spread the aseptic operation towel. Artificial hydronephrosis was formed by injecting normal saline through the ureteral catheter. The puncture point was selected at the suprascapular line of the operation side and the upper/lower ribs. Under the guidance of ultrasound/X-ray, the puncture into the target calyx and the urine outflow was seen by the puncture needle. The guide wire was inserted into the puncture needle, the fascia dilatation tube was used to expand to F20 step by step, the F20 working sheath was retained, and the ureteroscope/nephroscope was placed. The renal pelvis and calyceal structure, color, and shape were observed. The stones were smashed one by one with a holmium laser and sucked out and collected until there was no residual stone after repeated observation. Under the guidance of the guide wire, one F5 double J tube was inserted, withdrew from the nephroscope, and one F16 nephrostomy tube was appropriately fixed at the end of the operation.





2.4 Clinical data



2.4.1 Demographic and clinical characteristics of patients

	(1) Sex, age, BMI;

	(2) The maximum diameter of upper urinary tract calculi measured by computerized tomography in the middleand lower abdomen;

	(3) Urine leukocyte count, urine culture, IL-6, hs-CRP, PCT, peripheral blood leukocyte count, serum creatinine value;

	(4) Days of preoperative use of antibiotics.






2.4.2 Related indicators of postoperative inflammatory response

	(1) IL-6, hs-CRP, PCT;

	(2) SIRS related index: peripheral blood leukocyte count, proportion of peripheral blood immature cells, arterial blood carbon dioxide partial pressure, heart rate, body temperature, respiratory rate;

	(3) Sepsis related index: PO2/FiO2, platelet, bilirubin, mean arterial pressure, vasoactive medication use, creatinine, urine volume, central nervous system score.



Definitions of sepsis(2016,sepsis-3): Suspected infection and an acute change in Sequential Organ Failure Assessment (SOFA) score of ≥2 points consequent to infection.




2.4.3 Related indicators of immune function

(1) Lymphocyte subsets detection: total T lymphocyte percentage, T4 lymphocyte percentage, T8 lymphocyte percentage, double negative T lymphocyte percentage, CD4+CD8+double positive T lymphocyte percentage, B lymphocyte percentage, NKT lymphocyte percentage, NK lymphocyte percentage, HLA-DR+T lymphocyte percentage, CD4/CD8 ratio.

(2) five items of immunoglobulin: IgG, IgA, IgM, complement C3, complement C4.





2.5 Research methods

Clinical data were collected retrospectively, the inflammatory indexes, infection complications [SIRS, sepsis (14)], lymphocyte subsets, and immunoglobulin before and after PCNL were compared between the two groups.




2.6 Statistical methods

SPSS26.0 software was used to process, analyze, and count the data.

The baseline of the two groups of original data needs to be balanced. Propensity score matching (PSM) was used, with a matching ratio of 1:2, so that study groups were similar to those in randomised controlled trials. The adoption rate or constituent ratio of counting data was expressed, and the chi-square or Fisher’s accurate test was used for comparison. If the data were normally distributed, the mean ± standard deviation (SD), independent samples t-test, and paired t-test were applied to compare between groups. If the data are not normally distributed, use the interquartile range (IQR) to compare the differences.





3 Result



3.1 demographic and clinical characteristics

In this study, 115 patients were divided into treatment (n=42) and control (n=73) groups. There was no significant difference in age, sex, BMI, urine leukocyte count, urine culture positive rate, blood leukocyte count, PCT, hs-CRP, creatinine, and days of preoperative antibiotic treatment between the two groups. However, there was a significant difference in stone diameter and IL-6 between the two groups, as shown in Table 1.


Table 1 | Demographics and clinical characteristics.



Of the 42 patients in the treatment group, 14 patients (33.3%) had pain at the injection site of the PA-MSHA injection, and 8 cases (19%) had redness and swelling at the injection site at the same time. All patients’ pain, redness and swelling resolved without any special treatment.

According to PSM matching, there were 35 cases in the treated group and 55 in the control group. See Tables 2, 3 for details.


Table 2 | Demographic and clinical characteristics after PSM matching.




Table 3 | P-values for intra-group comparison and inter-group comparison of lymphocyte subpopulations and immunoglobulin five.






3.2 Indexes of postoperative inflammation and occurrence of infection complications (SIRS, sepsis)

After surgery, there were significant differences between the two groups regarding SIRS% and hs-CRP. SIRS was 10.9% (6 cases) in the control group and 31.4% (11 cases) in the treatment group. There were no cases of sepsis in either of the two groups. As shown in Tables 4, 5, there was no statistical difference in IL-6 and PCT between the two groups after surgery.


Table 4 | Comparison of inflammatory indicators and occurrence of infectious complications (SIRS, sepsis) between groups after PSM matching.




Table 5 | Number of postoperative SIRS cases meeting each diagnostic criterion specifically.






3.3 Lymphocyte subsets and immunoglobulin



3.3.1 Intra-group comparison

In the control group, NKT and NK lymphocyte percentages increased postoperatively. In contrast, CD3 + T lymphocyte, IgG, IgA, IgM, complement C3, and complement C4 decreased significantly postoperatively, and the other indices were not statistically different, as shown in Tables 3, 6 (Figures 1, 2).


Table 6 | Specific statistical values for lymphocyte subsets and immunoglobulins in the control and treatment groups, preoperatively and postoperatively.






Figure 1 | In the control group, NK lymphocyte percentages increased postoperatively. In contrast, IgA, IgM decreased significantly postoperatively. Symbols indicate a significant difference between the indicated groups, as follows: *p < 0.05.






Figure 2 | In the control group, NKT lymphocyte percentages increased postoperatively. In contrast, CD3 +T lymphocyte, IgG, complement C3, and complement C4 decreased significantly postoperatively. Comparison between groups: After surgery, CD4+CD8+DPT cell percentages were higher in the treatment group than in the control group. Symbols indicate a significant difference between the indicated groups, as follows: *p < 0.05.



In the treatment group, the percentage of CD4+CD8+DPT increased postoperatively, whereas IgG, IgA, IgM, complement C3, and complement C4 decreased compared with the preoperative values, and the difference was statistically significant. As shown in Tables 3, 6 (Figures 1, 2), the other indices had no statistical difference.




3.3.2 comparison between groups

Lymphocyte subsets and immunoglobulins were not significantly different between the two groups before surgery.

After surgery, CD4+CD8+DPT cell percentages were higher in the treatment group than in the control group, and the difference was statistically significant, with no statistical difference in other indices, as detailed in Tables 3, 6 (Figures 1,  2).






4 Discussion

Sepsis is a life-threatening organ dysfunction caused by a defective host response to infection (15). Urinary sepsis is caused by an infection of the genitourinary tract (14). It accounts for 9-31% of sepsis cases, with a mortality rate of 20-40% (16). Urinary sepsis is a serious and life-threatening complication of UTI. It is important to recognize it early and start appropriate treatment promptly (17).



4.1 Changes of immune function in sepsis

In patients with sepsis, there is a direct relationship between the occurrence and degree of immune dysfunction and adverse outcomes. There are two stages in the immune process of sepsis: immune-activated and immunosuppressed. Initially, a “cytokine storm” mediates excessive inflammation, upregulating innate immunity gene expression while downregulating adaptive immunity gene expression. The body then activates anti-inflammatory mechanisms, reducing immune function and endogenous anti-inflammatory responses, increasing susceptibility to infection (18). Sepsis involves apoptosis, endotoxin tolerance, epigenetic reprogramming and central regulation (19), and up-regulated expression of immunosuppressive molecules (20), including programmed death receptor-1 (Programmed cell Death protein1, PD-1), programmed death ligand-1 (Programmed cell Death 1 Ligand 1, PD-L1), cytotoxic T lymphocyte antigen-4, T cell membrane protein-3 and lymphocyte activating gene-3 directly or indirectly damage the function of almost all types of immune cells, and the immune cells regulate each other, damaging the innate immune system and acquired immune system function (20).

In innate immunity, there is a decrease in the number of dendritic cells, NK cells, and γ δ T cells (21–23). Of these, dendritic cells are susceptible to sepsis (24), with reduced expression (25), reduced antigen presentation, and apoptosis strongly associated with sepsis-associated immunosuppression and death (26). It affects adaptive immunity by inducing T cell anergy and Treg cell proliferation. It does not induce effector T-cell responses (25). Decreased cytokines secreted by NK cells, decreased cytotoxicity (22), and decreased IFN-γ produced by NK cells also lead to decreased HLA-DR expression on monocytes, promoting immunosuppression (27). The reactivation of latent viruses may also result from impaired NK cell function (27). Monocyte-macrophage cells showed reduced ability to release proinflammatory cytokines but unimpaired or increased ability to release anti-inflammatory mediators. Antigen presentation was reduced due to the increased release of immunosuppressive mediators, HLA-DR expression was also reduced (22). After ingestion of apoptotic immune cells by surviving monocytes-macrophages and dendritic cells, a state of “immune tolerance” with characteristics of immunosuppression occurred, antigen presentation function decreased, and its function was insufficient to fight pathogens (18, 21). And neutrophils, which account for the highest proportion of leukocytes, although the number of neutrophils increased in circulation, but their function decreased (28).

Adaptive immunity involves a reduction of cytokine production by the Th 1, Th 2 and Th 17 cell subsets of CD4+ Th cells. Cytokines produced by Th1, Th2 and Th17 cell subsets (IFN-γ, IL-2, TNF-α, IL-4, IL-5, IL-6, IL-17, etc.) play an essential role in normal cellular immunity, humoral immunity and innate immunity (29). Expression of PD1 in CD4+ T cells and PDL1 on macrophages increased, and PDL1 expression in capillary endothelial and bronchial epithelial cells increased. In this case, even if T cells have migrated to the site of infection, their function is impaired, severely compromising the host’s ability to scavenge microorganisms (18). Studies have shown that increased PD1 expression on circulating T cells in patients with sepsis is associated with decreased T cell proliferation, increased nosocomial infection and mortality (30). Treg cells are a specific group of T cells and “inhibitory” cells. In sepsis, Treg cells are more resistant to sepsis-induced apoptosis and increase in number. Treg cells weaken innate and acquired immunity by inhibiting monocytes, neutrophils, NK cells and effector T cells, further increasing susceptibility to secondary microbial infection (31, 32).




4.2 Immunotherapy for immunosuppression

For immunosuppression, effective immunotherapies include intravenous immunoglobulin (33), IFN γ (34), GM-CSF (19), recombinant human IL-7 (35), thymosin α1 (36), anti-PD-1 and anti-PDL-1 (37), etc. J5DLPS/OMP composite vaccine (38), chip vaccine (39), IL-3 (40), IL-15 (41), FLT3L (42), PA-MSHA (11), etc., require further experimental investigation.

PA-MSHA injection, the vaccine is an inactivated Pseudomonas aeruginosa mannose-sensitive haemagglutinin fimbriae mutant that contain lipopolysaccharide antigen in the outer membrane of the bacterial cell wall and Pseudomonas aeruginosa MSHA fimbriae. The main component of the pilus is the highly immunogenic fimbrial protein, which is widely distributed in Gram-negative bacilli of the same species, such as Escherichia coli, Proteus, etc. The vaccine, therefore, has broad-spectrum immunogenicity. The activation of immune cells can produce a high titer of broad-spectrum pili antibodies (the main component is IgG) and improve the activity of NK cells, the level of IL-2, complement C3, complement C4, and the CD4/CD8 ratio (43). Currently, it has been shown to improve immune function in malignant tumors such as bladder, lung, breast, and skin cancers and chronic idiopathic urticaria (44–49). In terms of inflammatory regulation, the vaccine has both pro- and anti-inflammatory effects.

PA-MSHA can activate dendritic cell proliferation and differentiation, alter immune tolerance, activate T and B cells, increase T lymphocyte numbers and subsets and proportion of CD4+T lymphocytes, stimulate differentiation of innate immune factors, and improve antigen presentation function (11). Liu, X.F. et al. analysed changes in cellular immunity and inflammatory factors of PA-MSHA and septic serum-stimulated healthy human peripheral blood mononuclear cells (PBMC) and found that PA-MSHA pretreatment promoted the production of Tregs cells, increased the level of IL-10 and inhibited the production of TNF-α induced by septic serum (50).




4.3 PA-MSHA in patients with upper urinary tract calculi complicated with infection



4.3.1 Inflammatory indicators

The prevention and treatment of sepsis after percutaneous nephrolithotomy in patients with upper urinary tract calculi complicated with infection is a major challenge. Given the potential regulation of inflammatory response shown by the PA-MSHA vaccine, we studied its role in the early prevention of sepsis. The postoperative inflammation index and the incidence of infection complications were statistically analyzed and compared, and it was found that there was no significant difference between PCT and IL-6. The hs-CRP of the treatment group was higher than that of the control group, and the difference was statistically significant. However, the median of the treatment group was still within the normal reference range. Hs-CRP is an acute phase reactive protein significantly increased in infection, which can activate monocytes-macrophages, etc., and is an essential inflammatory factor promoting downstream inflammatory response (51). This study found that the incidence of SIRS in the treatment group was higher than in the control group, and the inflammatory reaction was more robust. However, according to the criteria of SOFA and qSOFA, there was no sepsis in the two groups. Systemic inflammatory response syndrome is a group of clinical symptoms of the systemic non-specific inflammatory response caused by a severe injury of infectious or non-infectious factors such as infection, trauma, burn, operation, and ischemia-reperfusion (52). The indexes in SIRS criteria, such as body temperature, white blood cells, and respiration, are more basic indicators that reflect the host’s response more than the disorder’s response (52). In other studies, the incidence of SIRS after PCNL was 20-30%, and sepsis was only 0-3% (53). Compared with SIRS, SOFA, and qSOFA, the sensitivity and specificity are better than SIRS, which can better reflect the homeostasis imbalance in the body. SOFA score and qSOFA score can assess the risk of sepsis in infected patients and greatly help in screening suspected sepsis (54). Considered the incidence of SIRS in the treatment group is higher than that in the control group, and the increased inflammatory reaction is related to the medication reaction.

This is similar to the results observed by Zhu, H et al. (55) in a septic mouse model. In this study, the levels of pro-inflammatory factors (TNF- α and IL-6) were significantly increased in rats pretreated with PA-MSHA every other day for 8 days; on the contrary, the levels of anti-inflammatory factors (IL-4 and IL-10) increased, and the levels of pro-inflammatory factors (TNF- α and IL-6) decreased in rats pretreated with PA-MSHA every other day for 16 days. The survival rate of rats pretreated with 0.5ml PA-MSHA for 8 days (91.7%) was higher than that of rats pretreated for 16 days (41.7%) and that of rats without pretreatment (33.3%). The results are related to the regulation of inflammatory mediators and the induction of hyporeactivity to endotoxin by PA-MSHA. Binding Gram-negative bacterial endotoxin (such as LPS) to TLR-4 triggers a signal transduction cascade. Similar to LPS, PA-MSHA can also activate immune response through signal transduction mediated by Toll-like receptors, and endotoxin tolerance can be induced by PA-MSHA pretreatment. Endotoxin tolerance may have a protective effect in the early stage of sepsis. However, long-term tolerance may lead to immunosuppression in the late stage of sepsis and increase the risk of nosocomial infection and subsequent death. This study suggests that accurate control of the dose and time of PA-MSHA administration can effectively improve the survival rate of CLP rats. In this study, the patients in the treatment group showed an increased inflammatory response, similar to the level of pro-inflammatory factors (TNF- α and IL-6) in the 8-day pretreated mice such as Zhu, H (55). It can be speculated that PA-MSHA may play a specific role in preventing and treating sepsis. However, it is only a preliminary study, and its mechanism and value need to be further studied.




4.3.2 CD4+CD8+ double-positive T cell

Immunotherapy methods emerge endlessly with the in-depth study of immune mechanisms, but most still need to be mature. In this study, it was found that PA-MSHA injection had a positive effect on the immunity of patients before the operation. After treatment with PA-MSHA before PCNL, the number of peripheral CD4+CD8+DPT cells in the treatment group was higher than that in the control group, and the difference was statistically significant. With peripheral CD4+CD8+DPT cells as protective immune cells, it can be inferred that PA-MSHA has an immunomodulatory and protective effect on PCNL patients with infection.

CD4+CD8+ double-positive T cells (CD4+CD8+double positive T cells, CD4+CD8+DPT) were previously widely believed to be a crucial stage in developing T cells in the thymus and differentiate into CD4+ or CD8+ cells mediated by transcription factors ThPOK or Runx3 (56). At present, little is known about the function, function, and biological significance of peripheral CD4+CD8+DPT cells. In recent years, it has been found that CD4+CD8+DPT cells found in blood and peripheral lymphoid tissue, CD4+T cells, CD8+T cells, and thymus may be its sources, as mature subsets and conventional CD4+T cells and CD8+T cells and exist in the periphery (57, 58). Through single-cell RNA sequencing, scholars found that in terms of functional gene expression, circulating CD4+CD8+DPT cells had not only the characteristics of immature cells but also had the characteristics of helper cells, regulatory cells, cytotoxic cells, and congenital-like cells, showing more functions than single CD4+ and CD8+T cells (58). In response to Mycobacterium tuberculosis infection, peripheral CD4+CD8+DPT cells have both pro-inflammatory and anti-inflammatory effects, expressing more cytolytic markers (CD107a, granzyme B, and perforin), Th1 type cytokines (TNF, IL-2, IFN- γ), Th17 type cytokines, IL-10 (59). It has been found that peripheral CD4+CD8+DPT cells are likely to play a role in protective immunity in animals (60–62). In addition, peripheral CD4+CD8+DPT cells express immune memory markers, which can produce rapid Th1 response and cytotoxic response to previously infected or highly replicated persistent infected viruses, antigens, and vaccines (58, 63). In patients with acquired immunodeficiency syndrome (acquired immunodeficiency syndrome, AIDS), it has been found that CD4+CD8+DPT cells can make multiple immune responses to HIV antigens to suppress HIV, which is an essential part of AIDS-specific cellular immune response (64). The DPT cells shared the similar characteristics with cytotoxic T cells (CTL) and exerted an anti-viral role in HFRS (65).

It is also found that CD4+CD8+DPT cells may play a vital role in the production of autoantibodies in systemic lupus erythematosus (66). The proportion of DPT cells could be a potential marker to evaluate Lupus nephritis susceptibility (67). However, its negative effects were found in some studies. One study found that reveals human DPTs as a T cell population directly involved with graft-versus-host disease (GVHD) pathology (68). Expansion of DPT cells is associated with joint damage and frequent escalation of therapy, possibly suggesting a contribution to more severe rheumatoid arthritis (69).





4.4 Changes of immune function before and after PCNL

People with immune system defects are vulnerable to severe and even life-threatening infections, which fully illustrates the importance of a complete immune system to overall health. The causes of immunodeficiency can be divided into congenital and acquired. Congenital immunodeficiency mainly refers to the developmental dysfunction of T cells and B cells, acquired immunodeficiencies include HIV infection, iatrogenic (post-organ transplant) immunosuppression, surgery, and trauma (70), and anesthetic medications may affect the immune response by regulating neurohumoral responses to immunoreactive cells (71). The analgesic medications sufentanil and remifentanil used in this study belong to opioids. One of the potential side effects of opioids is that they affect the immune system. Some studies have shown that opioids can induce the immunosuppression of the adaptive immune system and innate immune system and the destruction of the mucosal barrier. However, its effect is more evident in animals (72). Anesthesia, pain, surgical stress, tissue damage, blood transfusions, and invasive microorganisms can stimulate patients to produce complex immune responses that increase the susceptibility to postoperative infection (71, 73). The degree of lymphocyte inhibition is related to the complexity of the operation or the severity of the injury. The degree of lymphocyte inhibition was associated with subsequent infection complications and mortality (74).

In this study, the percentage of CD3+T cells, immunoglobulin, and complement decreased in the control group after the operation; on the contrary, the percentage of NK cells and NKT cells increased, which was similar to the immune changes observed during subarachnoid surgery, hemorrhage, and cardiac surgery (13, 75). It is suggested that anesthesia and surgical injury may lead to the activation of the innate immune system and the inhibition of the acquired immune system. Albertsmeier M. et al. (76) also proposed that in the early stage after traumatic surgery, although antigen-presenting cells were continuously activated, the function of T lymphocytes was suppressed. In the treatment group, CD4+CD8+DPT cells increased, immunoglobulin and complement decreased, and no similar immune changes were observed in CD3+T cells, NK cells, and NKT cells. However, there was no statistical difference between the two groups after the operation, so it can not be considered the effect of PA-MSHA medications.




4.5 Limitations and deficiencies of research

This study’s main limitation lies in its retrospective study design of a single institution, which may have potential bias. Sepsis is one of the outcome indicators, but its incidence is low, and an ideal result has not been obtained. More clinical samples and data need to be collected in later studies to find more valuable conclusions.

PA-MSHA injection belongs to the type of vaccine which plays a role by stimulating the immune response. However, its mechanism and the choice of treatment time still need to be further studied.





5 Conclusion

This study found that patients with upper urinary tract calculi are complicated with infection treated with PA-MSHA based on antibiotics before percutaneous nephrolithotomy, which may play a specific role in preventing and treating sepsis. However, its mechanism and mechanism and value need to be further studied. The percentage of double-positive T cells in peripheral blood increased after PA-MSHA treatment, which may have an immunomodulatory and protective effect on PCNL patients with calculi complicated with infection. PCNL surgery and anesthetic trauma may inhibit some of the patients’ cellular and humoral immune functions.
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Like telomere shortening, global DNA hypomethylation occurs progressively with cellular divisions or in vivo aging and functions as a mitotic clock to restrain malignant transformation/progression. Several DNA-methylation (DNAm) age clocks have been established to precisely predict chronological age using normal tissues, but show DNAm age drift in tumors, which suggests disruption of this mitotic clock during carcinogenesis. Little is known about DNAm age alterations and biological/clinical implications in endometrial cancer (EC). Here we address these issues by analyzing TCGA and GSE67116 cohorts of ECs. Horvath clock analysis of these tumors unexpectedly revealed that almost 90% of them exhibited DNAm age deceleration (DNAmad) compared to patient chronological age. Combined with an additional clock named Phenoage, we identified a subset of tumors (82/429) with high DNAmad (hDNAmad+) as assessed by both clocks. Clinically, hDNAmad+ tumors were associated with advanced diseases and shorter patient survival, compared to hDNAmad- ones. Genetically, hDNAmad+ tumors were characterized by higher copy number alterations (CNAs) whereas lower tumor mutation burden. Functionally, hDNAmad+ tumors were enriched with cell cycle and DNA mismatch repair pathways. Increased PIK3CA alterations and downregulation of SCGB2A1, the inhibitor of PI3K kinase, in hDNAmad+ tumors, might promote tumor growth/proliferation and stemness. In addition, the inactivation of aging drivers/tumor suppressors (TP53, RB1, and CDKN2A) while enhanced telomere maintenance occurred more frequently in hDNAmad+ tumors, which supports sustained tumor growth. Prominently, hDNAmad+ tumors were featured with immunoexclusion microenvironments, accompanied by significantly higher levels of VTCN1 expression while lower PD-L1 and CTLA4 expression, which indicates their poor response to immune checkpoint inhibitor (ICI)-based immunotherapy. We further showed significantly higher levels of DNMT3A and 3B expression in hDNAmad+ than in hDNAmad- tumors. Thus, the tumor suppressive function of aging-like DNA hypomethylation is severely impaired in hDNAmad+ tumors, likely due to enhanced expression of DNMT3A/3B and dysregulated aging regulators. Our findings not only enrich biological knowledge of EC pathogenesis but also help improve EC risk stratification and precision ICI immunotherapy.
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Introduction

Endometrial carcinoma (EC) is among the most common malignancies of the female reproductive organs worldwide (1–3). The overall incidence of EC has doubled in the last two decades, and in 2020, approximately 420 000 new cases were diagnosed (1–3). Based on their pathogenic mechanisms, ECs are largely classified into two types. Type I, accounting for the majority of ECs, presumably results from the hyper-activity of estrogen signaling (1, 3, 4). The patients usually have low-grade carcinomas with favorable outcomes, however, a subset of them may progress into aggressive diseases (1). Type II ECs (up to 20% of all ECs) are in general estrogen-unrelated and high-grade with poor prognosis (1, 3). Therefore, for type II and progressive type I ECs, it is clinically important to identify reliable outcome predictors for patient stratification, and in that case, high-risk patients may be pinpointed for active surveillance and personalized intervention, which should be crucial to reducing disease-associated morbidity and mortality. Toward this end, many clinical and pathological variables have long been applied (1); moreover, molecular classifications of ECs were recently established for prognosis (5, 6). However, currently-existing predictors are far from sufficient to fully prognosticate patient outcomes, and therefore, further developments of more reliable biomarkers are required to achieve precision medicine of ECs.

Traditionally, surgery is the standard treatment for ECs, while patients at advanced stages or with recurrent/metastatic diseases also need adjuvant chemotherapy and/or radiotherapy (1). During the last decade, cancer immunotherapy by targeting immune checkpoint proteins (immune checkpoint inhibition, ICI) has been applied for various human malignancies including EC, which has revolutionized the cancer therapeutic landscape by demonstrating exceptional efficacy in various cancer types (1, 7); however, such therapeutic benefits are only observed in subsets of patients (7). Cancer microenvironments (CMEs) are a key factor to affect patient response to ICIs, for instance, lack of CD8 T cell infiltration, or so-called immunoexclusion phenotype, usually leads to ICI treatment failure (7, 8). Many intrinsic and external mechanisms participate in the regulation of immune cell infiltration and in ECs, DNA mismatch repair (dMMR) deficiency is known to increase CD8 T cell numbers in tumor tissues, whereas proficient dMMR-carrying tumors frequently exhibit an immunoexclusion feature (7, 9, 10). It has been shown that patients with dMMR-deficient tumors respond to ICIs (7, 10). However, the majority of EC tumors are dMMR proficient. Thus, there remain great need for profound mechanistic insights into tumor-immune interactions, thereby identifying novel predictive biomarkers to distinguish between ICI responders and non-responders.

DNA methylation, the methyl group-modified DNA, plays an essential role in the epigenetic regulation of gene transcription/expression, thereby participating in numerous physiological and pathological processes (11). Recent studies have revealed that DNA methylation alters in an age-dependent manner (12, 13), and in 2013, Horvath identified that 353 CpGs, differentially methylated during aging, served as a robust predictor for chronological age in multiple human tissues/organs, which was so-called Horvath clock (14). More recently, the next generation DNAm age clock, DNAm Phenoage (15), was further developed and observed to outperform the Horvath clock in predicting aging outcomes, including all-cause mortality, cancers, health-span, or physical functioning (15). In addition, several similar models were developed by others for largely the same purposes (12). Certain environmental factors or lifestyles and chronic conditions (such as diabetes and hypertension) have been shown to affect age-related DNA methylation, thereby leading to DNAm age acceleration or deceleration (DNAmaa or DNAmad) (16–20). DNAm age is generally in accordance with “biological” age (12). Consistently, DNAmaa has been observed to reliably predict age-related morbidity and mortality (12), and to promote cancer development (21).

Aging and cancer have been shown to share specific epigenomic alterations, and therefore the link between DNAm age and carcinogenesis has been explored (17, 22, 23). Both blood- and tissue-based analyses suggest that DNAmaa increases cancer susceptibility, while DNAmaa in tumors predicts poor patient outcomes in different types of cancer (24–33). However, by mapping DNA methylation, chromatin, and genome topological landscapes in colorectal cancer (CRC) and normal colon tissues, Johnstone et al. (34) demonstrated that age-related global hypomethylation led to chromatin reconfigurations, thereby downregulating expression of protein-coding genes, especially those promoting stem cell proliferation, epithelial-mesenchymal transition (EMT), and invasion. Thus, global hypomethylation is suggested as a tumor suppression mechanism, and overcoming it is thus required for cancer development and/or progression (22). From this point of view, DNAmad may play a more important role in promoting cancer aggressiveness.

Age-related global DNA hypomethylation (coupled with focal hypermethylation of specific CpG islands) occurs in cells having undergone many times doubling and is much more prominent in proliferative epithelial tissues in vivo (22, 34). A woman’s endometrium experiences up to 450 cycles of proliferation and regeneration throughout her reproductive lifespan (35), and analyses of methylation changes in endometrium-derived EC may be more informative. However, little has been known about the DNAm age alterations in ECs. In the present study, we determined whether DNAmaa and DNAmad were involved in the EC formation/progression and had clinical implications in the disease prognosis by analyzing the TCGA (5) and GSE67116 (36) cohorts of EC patients. We show that DNAmad in tumors is widespread and high DNAmad (hDNAmad) stratifies the aggressive tumor phenotype with immunoexclusion microenvironments in ECs.





Materials and methods




Study subjects/specimens, clinico-pathological, DNA methylation, and expression data processing

The Cancer Genome Atlas (TCGA) cohort of EC includes 432 patients with 432 tumors and 46 non-tumorous endometrial (NTE) specimens (5). Clinical and pathological information, DNA methylation (Illumina 450K platform) data, mutation, and copy number data were downloaded from Feb. 2022. RNA sequencing results of those tumors were also downloaded simultaneously, and mRNA abundances were expressed as RSEM (RNA-Seq by Expectation Maximization).

The GSE67116 cohort of patients includes 8 hyperplasia, 33 primary, and 53 metastatic EC tumors, and specimens from these patients were analyzed for DNA methylation profiling using Illumina HumanMethylation450 BeadChip (36). The methylation data were downloaded in Feb. 2022.





Calculation for DNAm age, DNAm age acceleration, and deceleration

The Horvath clock was developed to predict chronological age by assessing the methylation statuses of 353 CpGs in 2013 (14). These 353 CpGs are selected based on a penalized regression evaluation, and with age increase, 190 of them get hypermethylated while 160 are hypomethylated. DNAm age was thus calculated according to the methylation beta values of 353 CpGs using the following formula (https://dnamage.genetics.ucla.edu).

	

where F is a function for the transformation of age and αis are coefficients generated from the elastic net regression model. The calculation accuracy was evaluated using the mean absolute difference (MAD) between DNAm and chronological age. DNAmaa or DNAmad is simply expressed as a deviation between chronological age and DNAm age, or residual of DNAm age extracted from chronological age.

The phenoage clock was introduced in 2018 for chronological age prediction based on 513 CpGs (37). Forty-one of these 513 CpGs overlap with those in the Horvath clock. The DNAm age calculation using this clock is principally as same as above with a formula:

	





Identification of differentially methylated probes

For differences in global DNA methylation among different groups, DMPs were sorted out using |Δβ|> 0.20 and adjusted P<0.05. Those age-related DMPs in Horvath and Phenoage clocks were excluded. The volcano plot of DMPs was made and visualized with the R package “ggplot2”.





Differentially expressed gene analysis

RNA sequencing-based gene expression abundances were determined using Transcripts Per Kilobase Million (TPM) and log2(x + 1) transformed. DEGs between tumors with and without hDNAmad were identified using edgeR packages in R software. An adjusted p < 0.05 and fold change(log2) > 1.5 were considered statistically significant.





Kyoto Encyclopedia of Genes and Genomes enrichment analyses and Gene Set enrichment analysis

Reference gene signatures for Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis were downloaded from https://www.gsea-msigdb.org/gsea/index.jsp (h.all.v2022.1.Hs.symbols.gmt’ and ‘c2.cp.kegg.v2022.1.Hs.symbols.gmt’). Differences in KEGG pathways between two DNAm age groups were determined using GSEA (version 4.2.1). Adjusted P value <0.05 and FDR <0.25 were regarded as significantly different pathways. Heatmap was made using the R package “ComplexHeatmap”.





Copy number alteration, aneuploidy score, and tumor mutation burden analysis

Somatic CNAs were downloaded from https://xenabrowser.net/. CNA plots were made using the R package ‘oncoPrint’ in ‘ComplexHeatmap’. Aneuploidy scores were the sum total of altered (amplified or deleted) chromosome arms. TMB is defined as the number of non-silent mutations per million bases and the data were downloaded from https://xenabrowser.net/.





Analyses of immune cell infiltration and immune checkpoint factor expression

The CIBERSORT algorithm was used to determine the proportion of the 22 types of immune cells in each EC tumor based on RNA sequencing data (38). The calculation was conducted online at http://cibersort.stanford.edu. We also calculated myeloid and Teffector signatures to estimate tumor infiltrated myeloid and CD8 T cells using single sample GSEA (ssGSEA), and their signature gene panels were: myeloid signature: IL6, CXCL1, CXCL2, CXCL3, CXCL8, and PTGS2; Teffector signature: CD8A, EOMES, PRF1, IFNG, and CD274. Immune checkpoint factor analyses were carried out as previously described (39). Cancer immune cycle analysis was performed based on Xu et al. at the website https://github.com/dengchunyu/TIP (40).





Analyses for proliferation, cell cycle score, stemness, and telomerase score

EC tumor proliferation was evaluated using expression levels of Ki-67 mRNA and cell cycle scores, respectively. Cell cycle score was calculated based on single sample GSEA (ssGSEA) using the following gene panel: CDK2, CDK4, CDK6, BUB1B, CCNE1, POLQ, AURKA, KI-67, and CCNB2. The stemness score was calculated based on ssGSEA of 109 gene signatures as described (41). The telomerase score was calculated according to expression levels of 10 telomerase components (TERT, TERC, DKC1, TCAB1, NHP2, GAR1, NOP10, RUVBL1 and 2, and NVL) as described (42).





Statistical analyses

Statistical analyses were performed using R package version 4.0.5 or PFSS. According to data distributions, Student’s t-test, Wilcox and K-W sum tests, and Chi2- or Fish exact tests were used for analysis. The correlation between DNAm age and chronological age was evaluated by Pearson coefficient correlation. Kaplan–Meier analysis with log-rank test was carried out to evaluate overall- and progression-free survivals (OS and PFS) among groups. The effect of various quantitative variables on OS and PFS was measured by univariate and multivariate Cox regression analyses. P < 0.05 were considered statistically significant.






Results




DNAm age and correlation with chronological age in NT specimens and EC tumors

In the TCGA cohort, patient age information was unavailable in 3 of 432 tumors and 12 of 46 NT specimens, and therefore the analysis was performed on 429 tumors and 32 NTs. We first employed the Horvath model to measure their DNAm age. DNAm age in the NTs showed a significant correlation with patient chronological age (Pearson correlation R = 0.339, P = 0.0003, and MAD = 9 yrs with range -51 - +16) (Figure 1A). The analyses of 429 EC tumors showed no correlation between DNAm and chronological ages in tumors (R = 0.112, P = 0.030) (Figure 1A), and their MAD was 12.0 yrs (range -79 – +42). Fourteen of these tumors had DNAm age largely as same as patient chronological age (difference < 3 yrs), while 12 exhibited DNAm age older than chronological age with a difference from 3 to 42 yrs or DNAm age acceleration (DNAmaa), and the remaining 403 had DNAm age younger than chronological age (-3 to -79 yrs) or DNAm age deceleration (DNAmad).




Figure 1 | DNAm age in EC tumors as determined by Horvath and Phenoage clocks. Horvath and Phenoage clocks were used to calculate DNAm age in TCGA and GSE 67116 cohorts of EC tumors as described in Methods. (A) DNAm age in the TCGA EC cohort as calculated using the Horvath clock. Orange and blue dots: NTs and tumors, respectively. (B) DNAm age in the TCGA EC cohort as calculated using the Phenoage clock. Orange and blue dots: NTs and tumors, respectively. (C) The correlation of DNAm age as determined using Horvath and Phenoage clocks in the TCGA cohort of NTs and tumors. (D) The correlation of DNAm age as determined using Horvath and Phenoage clocks in the GSE67116 cohort of primary and metastasis EC tumors. Orange and blue dots: Primary and metastatic EC tumors, respectively. (E) Principal component analyses (PCA) of the high DNAmad-positive and negative tumors in the TCGA EC cohort.



It was unexpected that more than 90% of EC tumors displayed DNAmad as assessed using the Horvath clock. Given such observations, the Phenoage clock was further applied for those same specimens. The phenoage-based analyses showed that neither NT nor tumor specimens had a correlation between chronological age and DNAm age (NTs, R = 0.193, P = 0.150) (Tumors, R = 0.044, P = 0.939, and MAD = 12 yrs with range -76 - +132) (Figure 1B). In 24 of 429 EC tumors, DNAm and patient chronological ages were largely matched with differences <3 yrs, whereas DNAmaa and DNAmad were identified in 251 and 152 of them, respectively.

Horvath and phenoage clock calculations gave rise to different results in the TCGA cohort EC analyses, however, there was a significant correlation between DNAm ages estimated by two models (Figure 1C). To validate these findings, we further measured DNAm age in the GSE67116 cohort of 86 EC patients. All patient age was 53 yrs old and there were 33 primary and 53 metastatic ECs plus 8 hyperplasias. For tumors from 86 patients, the Horvath clock calculation showed that 8 of them had largely matched DNAm and chronological age (difference within 3 yrs), while DNAmaa and DNAmad occurred in 14 and 64, respectively (MAD = 13 yrs, and range -48 to 30 yrs with median -17). The Phenoage clock was further applied for these tumors, and 52 of 86 tumors exhibited DNAmaa while 31 had DNAmad (MAD = 18 yrs, and range -47 to 181 yrs with median -7). DNAm ages calculated using two models were significantly correlated (For primary and metastatic ECs, R = 0.674, P = 0.001, and R = 0.435, P = 0.026, respectively) (Figure 1D).

Analyses of two EC cohorts unveiled widespread DNAm age disruption. Tumor DNAm ages as calculated using Horvath and Phenoage clocks were different, but they correlated with each other significantly. Because >90% of tumors in the TCGA cohort exhibited DNAmad as determined using the Horvath clock, we focused on tumors with DNAmad. We first selected the top 1/3 (134) DNAmad tumors and further examined their DNAm age using the Phenoage clock. A total of 82 tumors were identified to display DNAmad as determined using both models, which we named high DNAmad (hDNAmad) for all next analyses. Principal component analysis (PCA) of 82 hDNAmad and remaining EC tumors showed that they were largely segregated, although not completely (Figure 1E).





Association of hDNAmad with clinic-pathological characteristics of EC patients

We next determined whether there is an association between 82 hDNAmad+ EC tumors and clinic-pathological variables. As listed in Table S1, hDNAmad occurred at significantly higher percentages in patients with age ≥60 yrs, serous or mixed histological types, and advanced stages and grades. In contrast, the hDNAmad frequency was significantly lower in patients with diabetes and hypertension (Table S1). Patient BMI had no impact on hDNAm age (Table S1).





hDNAmad as a predictor for shorter survival in EC patients

Both DNAmaa and DNAmad have been observed to be associated with survival in cancer-type-dependent manners. Thus, we sought to determine the impact of hDNAmad on patient OS and PFS. Kaplan-Meier analyses revealed that patients in the hDNAmad+ group had significantly shorter OS and PFS (Figure 2). In the meanwhile, we also evaluated the association between survival and clinic-pathological variables including chronological age (<60 vs ≥60 yrs), stages (I +II vs III + IV), grades (I +II vs III + high) and histological types (endometroid vs serous + mixed). As expected, senior ages, advanced stages/grades, and non-endometroid types all predicted significantly shortened OS and PFS (Figure 2).




Figure 2 | The impact of hDNAmad, and clinic-pathological variables on overall and progression-free survival (OS and PFS) in the TCGA cohort of EC patients. DNAm (A) and chronological age (B), stage (C), grade (D), and histology (E) were included for Kaplan–Meier analysis with a log-rank test. A total of 429 patients were analyzed.



Given these observations, we further performed univariate and multivariate Cox regression analyses to assess the impact of the above variables on OS and PFS. The result is summarized in Table S2. hDNAmad, age >60 yrs, advanced stages and grades, and non-endometroid histology all predicted significantly shorter OS in univariate analyses, whereas hDNAmad and advanced stages/grades remained significantly associated with OS in multivariate analyses. PFS was determined in the same manner (Table S2), and univariate analyses showed that only chronological age had no impact on PFS. Multivariate analyses revealed hDNAmad and advanced stages as independent prognostic factors for shortened PFS.





hDNAmad association with EC molecular subtypes and genomic alterations

ECs have been molecularly classified into the following 4 subtypes with different outcomes: CN-high, CN-low, microsatellite instability (MSI) (hypermutated), and PLOE (ultramutated) (5). We further sought to assess the relationship of hDNAmad with molecular subtypes in ECs. Of 199 patients with the molecular subtype information available, 41 of them harbored hDNAmad+ tumors, and their frequencies were 43.9%, 4.9%, 19.5%, and 0% in CN-high, CN-low, SMI, and PLOE subtypes, respectively. The distribution of hDNAmad- tumors was 9.3%, 22.7%, 43.0%, and 4.2% in CN-high, CN-low, SMI, and PLOE subtypes, respectively. CN-high and MSI subtypes were highly prevalent in hDNAmad+ and – tumors, respectively (P < 0.0001).

Given the above finding that most hDNAmad+ tumors were in the CN-high subtype, we further analyzed all 429 EC patients to determine global gene gain and deletion in tumors. Whole genome analyses revealed higher frequencies of CNAs (Figure 3A) and a robustly higher aneuploidy score (Figure 3B) in the hDNAmad+ tumors (hDNAmad+ vs -: P = 2.88E-16). Specific dissections of chromosome 8 showed that the hDNAmad+ tumors harbored markedly higher incidences of 8q24.1 region where the MYC gene is located (hDNAmad+ vs -: 61% vs 35%, P = 0.0005) (Figure 3A right).




Figure 3 | Differences in copy number alterations (CNAs) and telomerase activity between hDNAmad+ and – EC tumors. The TCGA cohort of 429 EC tumors was analyzed. (A) Comparison of global CNAs between two tumor groups. Left panels: Plots illustrating frequencies of gain/amplification (Red) and deletion (Green) in 22 chromosomes. Top and bottom: hDNAmad+ and – tumors, respectively. Right panels: The detailed analysis of chromosome 8q24.21 where the MYC gene is located. Top and bottom: hDNAmad+ and – tumors, respectively. (B) Aneuploidy scores, the sum total of altered (amplified or deleted) chromosome arms as shown in (A), were calculated and compared between hDNAmad+ and – tumors. (C, D) CNAs in genes responsible for aging regulation and TP53 gene mutations in EC tumors. Differences in CNAs and mutations between hDNAmad+ and – tumors were detailed in (D). (E) Differences in telomerase activity between hDNAmad+ and – tumors. Telomerase activity was expressed as telomerase score and calculated based on expression levels of 10 telomerase components.



We pay special attention to alterations in telomere maintenance genes due to the important role of telomerase and telomeres in cellular senescence and DNAm age regulation (12, 43). To this end, the copy numbers of the telomerase core holyenzyme subunits including telomerase reverse transcriptase (TERT) and telomerase RNA component (TERC), and six telomere-binding factors or shelterin proteins (TERF1, TERF2, POT1, TPP1, TINF2, and RAP1) were analyzed (Figures 3C, D). The TERT gain or amplification was frequent, with 45% and 12% in tumors with and without hDNAmad, respectively (P = 1.84E-10). TERC aberrations were even highly prevalent, occurring in 63% and 26% of the two groups, respectively (P = 2.07E-09). There were also significant differences in aberrations of 5 shelterin genes except TERF2 between the hDNAmad+ and - tumors. The gain/amplification of the TERF1 gene occurred most frequently (a total of 35% in 429 EC tumors), and its incidences were 59% and 30% for hDNAmad+ and - tumors, respectively (P = 6.64E-06). For the other 4 shelterin factors (TINF2, RAP1, TPP1, and POT1), genomic alterations were all significantly higher in hDNAmad+ than hDNAmad- tumors. Finally, we calculated telomerase scores using expression levels of 10 telomerase components. A significantly higher telomerase score was observed in hDNAmad+ than in hDNAmad- tumors (P = 6.64E-06) (Figure 3E).

In addition, because tumor suppressors TP53, RB1, and CDKN2A significantly contribute to aging regulation, we specifically examined potential differences between two groups of EC tumors, too (Figures 3C, D). The TP53 mutation occurred in 57 of 82 (70%) and 105 of 347 (30%) hDNAmad+ and -tumors, respectively, and there was a highly significant difference (P < 0.0001). Similar differences in RB1 and CDKN2A alterations were observed (Figures 3C, D).





Identification of DEGs and enriched pathways in hDNAmad+ EC tumors

We then sought to determine DEGs and pathway alterations between hDNAmad+ and - tumors. A total of 693 DEGs were identified, and 269 of them were upregulated whereas 424 were downregulated in the hDNAmad+ tumors (Figure 4A, Table S3). GSEA analysis for KEGG pathways was then performed based on those DEGs. Cell cycle and mismatch repair pathways were significantly overrepresented within hDNAmad+ tumors (Figure 4B). To validate the GSEA analysis results, we further conducted comparisons between two groups by analyzing Ki-67 expression, a specific proliferation biomarker, cell cycle score, and tumor mutation burden (TMB). As shown in Figure 4C, hDNAmad+ tumors displayed significantly higher levels of Ki-67 and cell cycle scores while lower TMB than did hDNAmad- tumors (P = 6.17E-04, 6.21E-12 and 0.0014 for Ki-67, cell cycle score and TMB, respectively).




Figure 4 | Differentially expressed genes (DEGs) and pathway enrichments between hDNAmad+ and – tumors in the TCGA EC cohort. A total of 429 tumors were analyzed. (A) The heatmap showing DEGs between hDNAmad+ and – EC tumors. (B) The identification of enriched cell cycle and DNA mismatch repair pathways in hDNAmad+ tumors by GSEA analysis. (C) Significantly higher expression of Ki-67 and cell cycle score in hDNAmad+ tumors. (D) The hyperactivation of the PI3K-AKT pathway in hDNAmad+ tumors. Left: Diminished SCGB2A expression in hDNAmad+ tumors. Right: Top plot showing increased PIK3CA amplification and mutations in hDNAmad+ tumors. The bottom schematic illustrates how increased PIK3CA alterations and downregulated SCGB2A1 result in PI3K-AKT pathway activation, thereby promoting cell proliferation. In hDNAmad+ tumors, higher frequency of PIK3CA [encoding p110α, the phosphatidylinositol 3-kinase (PI3K) subunit] amplification and mutation enhances PI3K activity, while lower expression of SCGB2A1, an inhibitor of PIK3CA kinase, further augments PI3K signaling activation. Such hyperactivated PI3K proteins catalyze more phosphorylation of PIP2 to generate PIP3. PDK1 then phosphorylates AKT in the presence of PIP3, which, together with MTOR2-mediated phosphorylation, consequently, activates AKT. The super-activation of the PI3K-AKT cascade promotes EC cell proliferation. RTK: Receptor tyrosine kinase; PIP2, phosphatidylinositol 4,5-bisphosphate; PIP3, phosphatidylinositol 3,4,5-trisphosphate. (E) Enhanced stemness score in hDNAmad+ EC tumors.



We also noticed that the secretoglobin (SCGB) family member SCGB2A1 was on the top of the DEG list with almost 5-fold higher expression in hDNAmad- than + tumors (Figure 4D). SCGB2A1 was recently identified as a negative regulator in the PI3K-AKT pathway (Figure 4D) (44), and to further evaluate this oncogenic signaling, we analyzed PIK3CA alterations. The total frequency of PIK3CA gain/amplification and mutation was 80% and 65% for hDNAmad+ and – tumors, respectively (P = 0.0004) (Figure 4D). In addition, as SCGB2A1 is preferably expressed in differentiated endometrial cells and differentiated EC tumors (45), we examined cancer stem cell phenotype. Consistently, the stemness score was notably higher in hDNAmad+ tumors (P = 6.27E-07) (Figure 4E).





Immunoexclusion microenvironments in hDNAmad+ EC tumors

We performed the CIBERSORT analysis to calculate the proportions of 22 kinds of infiltrated immune cells (38). As shown in Figure 5A, the most significant difference was the reduced CD8 T cells coupled with lower myeloid cells in hDNAmad+ tumors. To validate the findings above, we further evaluated myeloid and Teff cell signatures and similar results were obtained: Both myeloid and Teff signature scores were significantly lower in hDNAmad+ than - tumors (Figure 5B). Expression of 21 immune checkpoint genes was also compared, and 10 of them exhibited differential levels between two tumor groups (Figure 5C). VTCN1 (B7-H4) was the only upregulated gene, while CD274 (PD-L1), CTLA4, TIGIT, PDCD1, BTLA4, LAG3, EDNRB, HAVCR2, and SLAMF1 were all downregulated in hDNAmad+ tumors (Figure 5C).




Figure 5 | Identification of immunoexclusion microenvironments in hDNAmad+ tumors. A total of 429 tumors in the TCGA EC cohort were analyzed. (A) The heatmap shows reduced infiltrations of immune cells in hDNAmad+ tumors, as determined using the CIBERSORT analysis. *, **, and ***: P<0.05, 0.01, and 0.001, respectively. (B) Significantly lower myeloid and T effector scores in hDNAmad+ tumors. (C) Immune checkpoint factor expression analyses. (D) Cancer immune cycle analysis. ****, P<0.0001. (E) Human endogenous retrovirus (HERV) gene expression in hDNAmad+ and hDNAmad– tumors. Expression of 7 HERVs from the TCGA EC tumors was analyzed and compared between hDNAmad+ and hDNAmad– tumors. *, P<0.05.



A 7-step cancer immune cycle has been suggested, which includes the release of cancer cell antigens (step 1), cancer antigen presentation (step 2), priming and activation (step 3), trafficking of immune cells to tumors (step 4), infiltration of immune cells into tumors (step 5), recognition of cancer cells by T cells (step 6), and killing of cancer cells (step7) (40). To further dissect the impaired activity of anticancer immunity in hDNAmad+ tumors, we performed the tracking tumor immunophenotype (TIP) analysis (40). As shown in Figure 5D, the major defect in hDNAmad+ tumors was the trafficking of immune cells into tumor tissues, and the recruitment of most immune cell types (14/17) was significantly reduced compared to hDNAmad- tumors. These results are largely consistent with the CIBERSORT analysis. The diminished immune cell recruitment consequently led to declines in infiltrated cells and tumor killing (Figure 5D).

Johnstone et al. recently showed that aging-like global hypomethylation in cancer induces de-repression of human endogenous retrovirus (HERV) genes, thereby provoking anti-tumor immunity (34). We thus compared differences in HERV expression. Analyses of 7 HERVs showed significantly higher ERVK3-1 while lower ERVE-1 expression in hDNAmad+ tumors than in hDNAmad– ones (Figure 5E). The expression of the remaining 4 HERVs did not differ between the two tumor groups (Figure 5E), whereas HHLA-1 transcripts were undetectable in the vast majority of tumors (both groups) (data not shown).





Differences in global DNA methylation and DNMT expression between hDNAmad+ and - EC tumors

Both Horvath and Phenoage clocks estimate DNAm age based on age-related alterations in DNA methylation, and we further sought to determine differences in global DNA methylation between hDNAmad+ and – EC tumors. A total of 6 953 differential methylation probes (DMPs) were identified between these two groups. The vast majority of DMPs (6 184/6 953, 89%) were hypomethylated while 769 of them (11%) were hypermethylated in hDNAmad+ tumors (Figure 6A). NLRP5, ANKRD34C, OTOP1, MYT1L, RAB37, NEFH, PTPRN2, GPR26, GPR123, NTSR1, LHX3, LILRP2, and UNG13A were the most differentially methylated genes between two groups (Figure 6B). Most DMPs were in CpG islands (CpGi) and gene body regions (Figure 6C). In addition, these DMPs were in general evenly distributed across 22 chromosomes (Figure 6D).




Figure 6 | Differentially methylated probes (DMPs) and DNMT expression between hDNAmad+ and – tumors in the TCGA EC cohort. A total of 429 tumors were analyzed. (A) The heatmap (left) and volcano plot (right) illustrate DMPs between hDNAmad+ and – tumors. (B) Pie charts showing the percentage of hypomethylated and hypermethylated probes across different genomic regions (CpG islands: Shore probes located less than 2 kb from CpG island, Shelf = probes located >2 k from CpG islands and Gene Poor Region = probes not in island or annotated genes) and gene body regions [TSS1500 and TSS200—probes located within 1500 and 200 bp from TSS, respectively; 5′ untranslated regions (UTR); first exon; Body and 3′UTR]. (C) The distribution of DMPs on chromosomes. (D) Differences in expression of DNMAT1, DNMAT3A, and 3B between hDNAmad+ and – tumors.



The DNMT family members DNMT1, DNMT3A, and 3B are essential to maintain DNA methylation, while their downregulation in senescent human cells contributes to global hypomethylation. Thus, we compared their expression. There was no difference in DNMT1 mRNA levels between the two groups, while DNMT3A and 3B expression were significantly upregulated in the hDNAmad+ tumors (P = 1.36E-14 and 1.13E-12, respectively) (Figure 6D).






Discussion

Horvath and DNAm Phenoage clocks have been widely applied to estimate DNAm age in various tissue types, both normal and tumorous. In tissues from healthy individuals, DNAm age is highly correlated with chronological age, however, significant DNAmaa may occur in individuals who are smokers, obese, or have other unhealthy lifestyles (16–20). Several lines of evidence have suggested that DNAmaa is strongly associated with an increased risk of death from all-natural causes or serves as a predictor for life expectation (12, 14, 15, 46). In contrast, DNAmad is infrequently seen in healthy individual-derived tissues. Unlike normal tissues, however, tumors often exhibit high degrees of DNAm age drift where DNAmaa is predominant, although DNAmad occurs at low frequencies. Dependent on cancer type, DNAmaa and DNAmad may be associated with either worse or better patient outcomes. In the present study, we measured DNAm age in EC tumors using both Horvath and Phenoage clocks. DNAm age as determined by these two models was highly correlated with each other and most tumors exhibited strong age deacceleration or DNAmad compared to patient chronological age. However, differences were observed between the results obtained from the two models. Likely, the Horvath clock reflects chronological age while the Phenoage model is more closely associated with phenotypic aging (15). Moreover, we further revealed that hDNAmad was associated with an aggressive phenotype and poor outcomes in ECs.

Global hypomethylation has been suggested as a “mitotic clock” that records replication times of somatic cells and occurs progressively with cellular aging due to imperfect maintenance of DNA methylation. Casillas et al. showed that expression of DNMT members DNMT1, DNMT3a, and 3b was downregulated in normal human cells at late passages or senescent stage (47), which contributes to impaired DNA methylation maintenance and hypomethylation. Unexpectedly, we observed a widespread DNAmad in EC tumors. These results suggest that hypomethylation may be overcome during EC pathogenesis. Indeed, we demonstrated upregulated expression of DNMT family genes in hDNAmad+ tumors, which provides further support. In addition, tumor suppressors TP53, RB1, or CDKN2A, and telomere maintenance mechanisms play essential roles in aging regulation, and intriguingly, hDNAmad+ EC tumors had robustly higher frequencies of inactivation of TP53, RB1, and CDKN2A accompanied by significantly enhanced telomerase activity. Likely, all the above alterations cooperate to result in the inversion of age-related DNA methylation profiles in ECs.

One of the key findings is the identification of immunoexclusion microenvironments in hDNAmad+ EC tumors. The survey of immune and inflammatory cells in EC tumors unraveled lower numbers of infiltrated CD8 T and myeloid cells as the most marked feature in hDNAmad+ tumors. Immune checkpoint gene analyses showed elevated VTCN1 expression coupled with lower levels of PD-L1 and CTLA4 in these tumors. Immune-cold tumor microenvironments are known to be characterized by low levels of PD-L1 and CTLA4 coupled with enhanced VTCN1 expression (48). Collectively, hDNAmad+ EC tumors display an immunologically cold phenotype. In contrast, significantly higher expression of inhibitory molecules including PD-L1, CTLA4, PDCD1, and TIGIT while diminished abundances of VTCN1 were observed in hDNAmad- tumors. Cancer immune cycle analyses further unraveled reduced recruitments of most immune cells coupled with fewer cell infiltrations and tumor killing. Immunoexclusion is associated with poor response to ICI therapy, and thus, the present findings are implicated in precision immunotherapy. It will be interesting to evaluate whether patients in the hDNAmad+ group are resistant to ICI therapy.

Proficient MMR, lower TMB, and stemness phenotype may provide explanations for immunoexclusion in hDNAmad+ EC tumors (7, 41, 49, 50), however, it remains incompletely understood whether other mechanisms are involved. More recently, aging- and cancer-related hypomethylation has been shown to induce reactivation of HERV gene transcription (34, 51, 52). The ERV-derived products are recognized as “non-self” by the host’s innate and adaptive immune system (34, 53). Importantly, transcribed viral double-strand RNAs (dsRNAs), RNA : DNA hybrid, and DNA or cDNA all trigger strong innate immune responses through the activation of pathogen recognition receptors (53). By doing so, the host immune system recognizes and treats cancer cells as virus-infected cells, the so-called “viral mimicry” effect (53). However, we did not observe consistent differences in HERV expression between hDNAmad+ and – tumors. We only included 7 HERVs for analyses and obtained results were insufficiently conclusive. Nevertheless, Miranda et al. showed that cancer stemness anti-correlated strongly with the exclusion of immune cell infiltration and one of the mechanisms was attributable to cancer cell-intrinsic HERV silencing (41). Given the robustly increased stem cell phenotype of hDNAmad+ tumors, HERV repression may occur in these tumors, which calls for further investigations including all known HERVs.

Hyperactive proliferation coupled with enhanced stemness is another feature of hDNAmad+ tumors. Intriguingly, we observed very low SCGB2A1 expression coupled with a higher frequency of PIK3CA alterations in this tumor group. SCGB2A1 was recently identified to act as an inhibitor of the PI3K kinase, and its inhibitory effect is as potent as PTEN, a well-defined negative regulator in the PI3K-AKT cascade (44). In addition, the inactivation of tumor suppressors/aging-drivers TP53, RB1, and CDKN2A while enhanced telomere maintenance also promotes the proliferation of hDNAmad+ tumor cells.

It has been shown that DNA methylation loss in aged tissues induces chromatin reorganization, which consequently inhibits the expression of protein-coding genes in these regions, such as those involved in stemness, invasion, and metastasis (34). As described above, hypomethylation may also trigger HERV reactivation, thereby provoking innate and adopted immune responses to suppress carcinogenesis (34, 51, 52). Thus, age-related hypomethylation functions as a barrier to malignant transformation and progression (22, 34). It is thus conceivable that hDNAmad+ EC tumors exhibit an aggressive phenotype. Intriguingly, robustly higher levels of DNMT3A and 3B were observed in these tumors and their increased expression may rescue global DNA hypomethylation to circumvent its tumor suppressive effect. On the other hand, EC patients with diabetes or hypertension exhibited a significantly lower incidence of hDNAmad+ tumors. Previous publications have shown a DNAmaa in patients with either diabetes or hypertension (16, 19). Likely, the existence of DNAmaa attenuates the development of DNAmad+ EC tumors. Taken together, the recovery of aging-like DNA hypomethylation may inhibit the progression of hDNAmad+ EC tumors.

In summary, by analyzing DNAm age in ECs, we identified a hDNAmad+ tumor subtype with an aggressive phenotype. This group of tumors exhibits very low expression of SCGB2A1 and increased frequency of PIK3CA alterations through which hyperactive proliferation and stemness are achieved. They are molecularly characterized by high CNAs and proficient dMMR while low TMB. Immunoexclusion is the featured microenvironments of hDNAmad+ tumors, suggesting a poor response to ICI therapy, which is implicated in EC precision immunotherapy. We further demonstrate that hDNAmad serves as an independent prognostic factor. Collectively, DNAm age deceleration may overcome tumor suppressive activities mediated by aging-related hypomethylation, and thus, the present findings are of importance both biologically and clinically.
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Background

Urothelial carcinoma of the bladder (UCB) is the most prevalent malignant tumor of the urinary system worldwide, which has a significant recurrence rate despite multiple treatment options available. As a unique and novel copper-dependent programmed cell death mechanism, the comprehensive impact of cuproptosis on the tumor immune microenvironment, clinicopathological characteristics and the prognosis of patients remains largely unclear.





Methods

A total of 568 UCB samples were thoroughly examined for cuproptosis patterns using data downloaded from TCGA and GEO, based on 10 cuproptosis-related genes reported previously. Then, the univariate COX regression analysis was performed on the genes that differed across the various patterns. To measure individual cuproptosis pattern, a cuproptosis score system was constructed using a principal component analysis algorithm. To validate the scoring system, immunohistochemical staining was performed on tumor tissues with different pathological grades, and experiments in vitro were conducted about the differentially expressed genes related to prognosis. Finally, the capacity of scoring system to predict the response to immunotherapy was verified by using data from IMvigor 210 cohort.





Results

Four unique cuproptosis clusters and two gene clusters were finally found by the investigation. The clinical features and prognosis of patients, as well as the mRNA transcriptome, pathway enrichment, and immune cell infiltration in TME, varied dramatically between various cuproptosis clusters and gene clusters. To identify individual cuproptosis patterns in UCB patients, we also established a cuproptosis scoring system. After validation with multiple methods, it was indicated that the score system could predict the prognosis of UCB patients and was significantly connected to clinical features such TNM category, tumor grade, molecular type and ultimate survival status. The clinical outcomes of UCB patients were predicted effectively according to the tumor mutation burden in conjunction with the scoring system. Furthermore, we found that the cuproptosis score had a significant correlation with the response to immunotherapy and the sensitivity to chemotherapy.





Conclusion

This study revealed the potential impact of cuproptosis on the UCB tumor immune microenvironment and clinical pathological characteristics. The cuproptosis score system could effectively predict the prognosis of patients and the response to chemotherapy and immunotherapy.





Keywords: cuproptosis, tumor immune microenvironment, urothelial carcinoma of the bladder, immunotherapy, prognosis




1 Introduction

Urothelial carcinoma of the bladder (UCB) is the most prevalent genitourinary system cancer, with high recurrence and mortality rates (1). The incidence of UCB ranks ninth among all malignant tumors, while its mortality ranks fourteenth (2). In 2020, a total of 573,278 new cases and 212,536 related deaths were reported worldwide (3). Although approximately 70-80% of UCB patients are initially diagnosed with non-muscle invasive bladder cancer (NMIBC), at least half of the patients will experience a recurrence within 5 years, and 10-30% of them will also develop muscle invasive bladder cancer (MIBC), which has worse prognosis and lower 5-year survival rate (4, 5). For NMIBC patients, the primary treatments are transurethral resection of the bladder (TURB) and intravesical chemotherapy or immunotherapy. For MIBC patients, radical cystectomy and lymphadenectomy may be operated according to the specific circumstances, combined with preoperative or postoperative radiotherapy, chemotherapy and neoadjuvant immunotherapy (6). Various researches have demonstrated the tumor microenvironment (TME) and genetic alterations occurring in cancer cells were directly associated with tumor progression and recurrence (7). Many patients have benefited from immune checkpoint inhibitors (ICI) targeting programmed cell death protein 1 (PD-1) and its ligand programmed cell death protein 1 (PD-L1), and these therapies are anticipated to prolong the survival time of MIBC patients (8). However, less than 20% of patients obtained an objective response to immunotherapy, because of the complexity of TME and individual variability (9). Therefore, it is urgently necessary to open up novel perspectives and strategies due to current treatments are insufficient to satisfy the needs of patients and clinical therapy.

Regulated cell death (RCD), defined as an active and orderly process of cell death regulated genetically, resulting in unique biochemical, functional and immunological effects through precise signaling cascades and defined effector molecules (10). This phenomenon is widespread in the development of organisms and can be classified into more than 20 different categories based on various molecular mechanisms and biological consequences, among which apoptosis, necroptosis, pyroptosis and ferroptosis are considered to be closely associated with tumorigenesis (11, 12). Apoptosis is the most intensively researched type and a major contributor to cancer (13). The effects of multiple clinical treatments, including chemotherapy, targeted therapy and immunotherapy, frequently depend on the sensitivity of cancer cells to apoptosis (14, 15). Necrosis can serve as a protective mechanism to prevent the progression of cancer (16), but it may also promote carcinogenesis by generating adaptive immunity (17). Ferroptosis is a signal that enhances the generation of lipid reactive oxygen species (ROS) in many tumors and causes a catastrophic accumulation of lipid peroxides on the cell membrane, which results in cell death (18). Ferroptosis has been reported to be a valuable therapeutic target for highly aggressive and drug-resistant cancers, such as pancreatic ductal adenocarcinoma (PDAC) (19). Recently, Science reported a unique RCD mechanism—cuproptosis, which is characterized by copper-induced cell death, and its particular mitochondrial metabolic mechanism is expected to provide a novel target for tumor therapy (20).

Copper is a crucial trace element for human body, to function properly in the neurological system and hematological system, as well as to regulate metabolism and immunity and to resist oxidative damage. Lack of copper ions affects the function of copper-binding enzymes and impairs physiological homeostasis, while an excess of copper can cause mitochondrial protein aggregation and various forms of cell death (21). Cuproptosis is the process in which a significant number of copper ions directly attach to the lipoylated protein components of the tricarboxylic acid cycle (TAC), leading to the aggregation of lipoylated proteins and the loss of Fe-S cluster proteins, which in turn causes proteotoxic stress and cell death (22). It is characterized by a dependence on the production of adenosine triphosphate (ATP) through mitochondrial respiration rather than glycolysis (20, 23). Existing evidence indicated that an imbalance in copper is tightly related to cancers like breast cancer, colorectal cancer and prostate cancer (24, 25). However, copper contributes in biological processes such as tumor cell proliferation, invasion, angiogenesis and metastasis through a variety of molecular pathways (26, 27). In the respiratory state, tumor cells may express more lipoylated protein, leading to an increase in protein aggregates. Additionally, the metabolic flux of lipoylated protein rises, and their affinity for copper is enhanced, both of which cause more protein aggregation again (21). There might be a window period in tumors when the concentration of copper ions increased, allowing the cancer cells to be killed off specifically (28). Cuproptosis frequently eliminates cancer cells preferentially compared to normal cells, thereby improving the selectivity of treatment, decreasing tumor resistance, and minimizing adverse effects (29). Cuproptosis serves as not only a target for cancer therapy, but also the foundation for estimating risk and prognosis of cancer, which has considerable research significance.

In this study, using 568 samples from the TCGA-BLCA cohort and GEO datebase, we assessed the genetic variation of 10 cuproptosis-regulated genes (CRGs) in UCB and categorized the patients into various cuproptosis patterns based on the expression of CRGs. Next, we predicted the characteristics of immune cell infiltration in TME and discovered that cuproptosis patterns had an intense connection with TME. Then, we identified 150 cuproptosis cluster-related differentially expressed genes (DEGs). The patients were divided into different gene-subgroups, and investigated the association between cuproptosis patterns and gene patterns. Moreover, we constructed a scoring system to measure the cuproptosis pattern of individual patient, and investigated the features of cuproptosis in tumor mutation burden, immunotherapy and chemotherapy. Finally, in order to verify the scoring system, DEGs related to prognosis were validated by immunohistochemical staining and experiments in vitro.




2 Method



2.1 Data acquisition and preprocessing

RNA-sequencing expression profiles and clinical information of UCB patients were downloaded from the public databases Cancer Genome Atlas (TCGA database, https://portal.gdc.cancer.gov/) and Gene Expression Omnibus (GEO database, www.ncbi.nlm.nih.gov/geo). To minimize statistical errors, we excluded cases of incomplete clinical data. After screening, TCGA-BLCA cohort and GSE13507 dataset were included in the research. To facilitate differential analysis, we convert the fragments per kilobase of transcript per million mapped reads (FPKM) values to transcripts per kilobase million (TPM) values in TCGA-BLCA cohort. The mutation atlas was also derived from the TCGA database. The copy number variation (CNV) matrix was acquired from UCSC-Xena (http://xena.ucsc.edu/). We used the “Combat” algorithm to remove the batch effects between TCGA-BLCA cohort and GSE13507 dataset by R package “sva”, and merged them for subsequent analysis. In addition, we downloaded RNA sequencing expression profiles and sample clinical information from the GSE19915 dataset as an independent validation set.




2.2 Consensus clustering analysis based on CRGs

A total of 10 CRGs were retrieved from the study of Tsvetkov et al. (20). Based on the expression profiles of 10 CRGs, unsupervised consensus clustering analysis was performed using “Consensus Cluster Plus” in the R package, and the patients were divided into various clusters. To guarantee and confirm the stability of supervised clustering, all procedures were repeated 1000 times. A combination of cumulative distribution function (CDF) curves, scree plot and track plot were considered to determine the most appropriate number of clusters.




2.3 Assessment of the cell infiltration status in TME

To clarify the survival differences between various clusters, the Kaplan-Meier curve was plotted for the cuproptosis clusters. We investigated the differentiation between several cuproptosis clusters using principal component analysis (PCA). Besides, the gene set variation analysis (GSVA) was performed with “GSVA” in the R package to detect the different biological functions between distinctive clusters. The hallmark gene sets utilized in GSVA were derived from the MSigDB database. Three tools were utilized to assess the relative abundance of immune cell infiltration and immune functions among various clusters: single-sample gene set enrichment analysis (ssGSEA), CIBERSORT, and XCELL. The ESTIMATE algorithm was applied to calculate the immune score, stromal score and tumor purity for every cluster.




2.4 Generation of DEGs among cuproptosis clusters, functional annotation and enrichment analysis

To identify DEGs, differential expression analysis was carried out between every two cuproptosis clusters using “limma” in the R package. The final DEGs were generated from the intersection of these differently compared DEGs. The Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) functional enrichment analysis of DEGs were performed with “cluster Profiler” in the R package to explorer the possible functions and mechanisms of DEGs. GO and KEGG gene sets were downloaded from MSigDB database also. Univariate COX regression was applied to identify DEGs with prognostic value. After that, we conducted unsupervised consensus clustering analysis once more and identified distinctive gene-subgroups. Then, we performed GSVA analysis and GO enrichment between the various subgroups.




2.5 Establishment of the cuproptosis scoring system (CSS) model

Furthermore, PCA was performed to differentiate the molecular signature patterns of the DEGs with prognostic value, and the cuproptosis score formula was established:

	

In the formula above, PC1i and PC2i respectively represent the two-dimensional expression scores of DEGs, and the total of two scores is cuproptosis score, which reflects the cuproptosis pattern of each individual to a certain extent.

We defined the threshold based on median risk score (cut-off value=0.05) in the training set, and patients were divided into high CSS score group and low CSS score group. Using “survminer” from the R package, the survival analysis was carried out to determine the connection between the cuproptosis score and survival. Additionally, we utilized univariate and multivariate Cox regression to test whether the CSS model was a reliable predictor of prognosis, and identify variables that independently characterized prognostic risk. GSE19915 served as an independent dataset for external validation of the CSS model.




2.6 Immunohistochemistry

To validate the CSS model at clinical level, immunohistochemical (IHC) staining was utilized to detect the expression of these prognostic DEGs in UCB tissues with different pathological grades. The research acquired the approval from the Institutional Review Committee of Tongji Hospital, Tongji Medical College, Huazhong University of Science and Technology (TJ-IRB20221316). We collected the UCB tissues with various pathological grades from Tongji Hospital after obtaining the written informed consent of patients. Then, IHC staining was operated using the vecastain EliteABC kit (Vector Laboratories, Burlingame, CA, USA), and its procedures were described as previously described (30). Primary antibodies against P4HB (Cat No. A19239) and Calreticulin (Cat No. A20986) were purchased from ABclonal (Wuhan, China). Primary antibodies against PRDX1 (Cat No.15816-1-AP), EIF1 (Cat No.15276-1-AP) and TXNIP (Cat No.18243-1-AP) were purchased from Proteintech (USA). Image Pro Plus software was used to analyze and quantify the IHC results. All experiments were carried out independently at least three times, and the typicality of the selected tissues were ensured by the pathologist.




2.7 Cell culture, lentivirus plasmid construction and transfection

Human bladder cancer cell lines T24 and 5637 were cultured in 1640 medium (Boster, Wuhan, China) supplemented with 10% fetal bovine serum (FBS, Gibco, CA, USA). Human embryonic kidney cell line 293T was cultured in DMEM medium (Boster, Wuhan, China) supplemented with 5% FBS (Gibco, CA, USA) and 1% penicillin/streptomycin. Cells were incubated at 37°C with 5% CO2. The sh-RNA sequences corresponding to P4HB, PRDX1 and Calreticulin were designed using online tools (https://www.sigmaaldrich.cn) and synthesized by Qingke Biotechnology Co., LTD (Beijing, China). Then, the target sequences were inserted into the pLKO.1 vector through restriction sites at both ends and transformed into DH5α E. coli competent cells (Qingke, Beijing, China). Plasmids were extracted using an endotoxin free plasmid kit (Zoman, Beijing, China), and the three-plasmid psPAX2, pMD2.G and target plasmid co-transfection system was constructed. Next, the supernatant of 239 T cell was collected at 48 hours after transfection. Filtering the media through a 0.45 μm filter to remove cells, the supernatant was concentrated by lentivirus concentration solution (Yeasen, Shanghai, China). Finally, T24 and 5637 cells in logarithmic growth phase were transfected by the concentrated lentivirus, which were continued in culture. After 72 h of transfection, the cell knockdown efficiencies were assessed by qRT-PCR. The detailed procedure of the above operation was displayed on this website (https://www.addgene.org).




2.8 Real-time quantitative PCR

Total RNA was extracted according to TRIzol reagent (Servicebio, Wuhan, China). cDNA was obtained by reverse transcription using the cDNA synthesis supermix kit (Yeasen, Shanghai, China). The 20 μL qRT-PCR system was established according to the qPCR SYBR Green master mix kit (Yeasen, Shanghai, China). β-actin was served as internal reference. The relative expression levels were calculated according to the 2−△△Ct method. qPCR was performed with three independent experiments. p-values< 0.05 were regarded as statistically significant. The sh-RNA sequences and primers sequences (5’-3’) were showed in Supplementary Table S1.




2.9 Cell proliferation and migration assays

The sequence with the maximum knockdown efficiency was selected for cell proliferation and migration experiments. The stably transfected T24 and 5637 cells were divided into different groups and seeded onto a 96-well plate at a density of 1×103 cells/well. After incubation of 24h, 48h and 72h respectively, the cell counting kit-8 (CCK-8, Yeasen, Shanghai, China) was mixed at 10μL/well and incubated at 37°C with 5% CO2 for 2 h. Finally, the optical density (OD) values at 450 nm were obtained on an automatic microplate reader (Thermo Fisher, USA). For colony formation assay, lentivirus-transfected T24 and 5637 cells were digested and resuspended (1×103 cells/mL). The cell suspension (1 mL) was seeded onto 12-well plate and cultured for 14 days, the medium was changed every 3 days. Cells were fixed with 4% paraformaldehyde (Servicebio, Wuhan, China), stained with 0.1% crystal violet solution (Servicebio, Wuhan, China), and the number of colonies was counted by Image J software. The transwell assay was performed to detect the migration ability of cells. The stably transfected T24 and 5637 cells were collected and resuspended in serum-free medium (2×105 cells/mL), and the cell suspension (100μL) was incubated in upper chamber. In addition, 700 μL of medium containing 15% FBS was added to the lower chamber. After incubated in an incubator for 18h, the cells were fixed with 4% paraformaldehyde (Servicebio, Wuhan, China), stained with 0.1% crystal violet solution (Servicebio, Wuhan, China), and the cells which migrating to the lower surface of the transwell chamber were counted under microscope. All experiments were repeated three times independently, and p-values< 0.05 were regarded as statistically significant.




2.10 Assessment of the mutational frequencies and cell infiltration characteristics in TME between different CSS score groups

Tumor mutational burden (TMB) refers to the number of mutations per megabase of DNA sequence in a specific tumor, obtained by calculating the somatic mutation profile of each sample. We evaluated the connection between CSS score and TMB, as well as combined the two variables to forecast survival in UCB patients. In order to compare the mutational frequencies of each gene between high and low CSS score groups, we used “maftools” in the R package to generate the mutational profiles of patients with high or low CSS scores respectively. We also utilized ssGSEA, CIBERSORT and XCELL to access relative abundance of immune cell infiltration in TME between the distinctive groups.




2.11 Chemotherapy and immunotherapy sensitivity assessment

To evaluate the response of UCB patients to chemotherapy medicines, the half-maximal inhibitory concentration (IC50) of chemotherapy drugs (cisplatin, gemcitabine, mitomycin C, methotrexate) was calculated by using “pRRophetic” in the R package. In order to predict immunotherapy response in patients with various CSS scores, two distinct approaches were applied: The Cancer Immunome Atlas (TCIA, https://tcia.at/home) (31) and Tumor Immune Dysfunction and Exclusion (TIDE) (32). The sensitivity to chemotherapy and immunotherapy were compared between groups with high and low CSS score by Wilcoxon test. Finally, we calculated the CSS scores for each patients in the IMvigor-210 cohort and compared the response to anti-PD-L1 immunotherapy between the high and low CSS score groups in order to validate the predictive efficacy of the CSS model to immunotherapy.




2.12 Statistical analysis

All raw data is processed and analyzed by R program version 4.1.2. The t-test was used to compare two groups of measurement data with normal distribution, while analysis of variance was used to compare more than two groups. If the normal distribution was not observed, the Wilcoxon rank-sum test and Kruskal-Wallis test were applied. For the purpose of comparing count data between groups, the Chi-square test was employed. The Kaplan-Meier method and log-rank test were utilized to establish survival curves and survival differences between the two groups respectively. The criteria of |log2-fold change (FC)| ≥ 1and p-value< 0.05 was selected for identification the DEGs and gene set enrichment analysis. P-values are on both sides, and p-values< 0.05 are considered statistical significance.





3 Result



3.1 Expression and mutation of CRGs in UCB

Ten critical genes involved in cuproptosis, defined as CRGs, were identified by Tsvetkov et al. through whole-genome CRISPR-Cas9 screening. Among them, seven genes conferred resistance to cuproptosis, including ferredoxin 1 (FDX1), lipoyl synthase (LIAS), lipolytransferase1 (LIPT1), dihydrolipoamide dehydrogenase (DLD), dihydrolipoamide S-acetyltransferase (DLAT), pyruvate dehydrogenase E1 subunit alpha 1 (PDHA1) and pyruvate dehydrogenase E1 subunit beta (PDHB). Meanwhile, there were three genes sensitized the cells to cuproptosis, including regulatory transcription factor 1 (MTF1), glutaminase (GLS), and cyclin dependent kinase inhibitor 2A (CDKN2A) (20).

First, we examined the expression of CRGs between normal bladder tissues and UCB tissues using TCGA-BLCA cohort. The results demonstrated that the expression of MTF1 was down-regulated while the level of CDKN2A was up-regulated in tumor tissues (Figure 1A, Supplementary Figure S1A). We also discovered 8 CRGs were expressed differently across various pathological categories. In the high-grade group, the levels of LIAS and LIPT1 were decreased, while the expression of six genes (DLAT, CDKN2A, GLS, PDHA1, MTF1, DLD) were increased (Figure 1C). After that, we analyzed the date of tumor tissues, normal adjacent tumor tissues and normal tissues from GSE13507 dataset. In tumor tissues, the abundance of CDKN2A and MTF1 were higher, as well as the levels of DLD, FDX1, GLS, LIPT1 and PDHB were down-regulated (Figure 1B). Overall, we found majority cuproptosis-facilitating genes were up-regulated in the high-grade tumor samples. However, the result was not absolute. We speculated this phenomenon was caused by high degree of heterogeneity in the inheritance and expression of CRGs between normal tissues and tumor tissues, and the mutation analysis was required to clarify the reason.




Figure 1 | Transcriptional expression and mutation of cuproptosis-regulated genes (CRGs) in urothelial carcinoma of the bladder (UCB). (A) The expression of 10 CRGs between normal tissues and tumor tissues in the TCGA-BLCA cohort. (B) The expression of 10 CRGs between normal tissues, normal adjacent tumor tissues and tumor tissues in the GSE13507 dateset. (C) The expression of 10 CRGs between high and low grade tumor tissues in the TCGA-BLCA cohort. (D) Comprehensive analysis of somatic mutation frequency of 10 CRGs from the TCGA-BLCA cohort. (E) The copy number variation (CNV) frequency of CRGs in the TCGA-BLCA cohort. (F) The chromosomal location of CNV alterations in CRGs. (G) Spearman correlation of CRGs in UCB (*p< 0.05, **p< 0.01, ***p< 0.001).



Next, we analyzed the somatic mutation and CNV of 10 CRGs in UCB samples. For 403 samples from TCGA-BLCA cohort, 51 samples had CRGs mutations with a frequency of 12.66%. CDKN2A had the highest mutation frequency of 7%, followed by MTF1, while FDX1, LIPT1 and PDHB showed no mutation (Figure 1D). The analysis of CNV revealed copy number loss was the most frequent CNV alteration. Among them, CDKN2A, PDHB, DLAT and FDX1 were more frequently expressed as copy number losses, while PDHA1, MTF1 and LIPT1 were predominantly expressed as copy number gains (Figure 1E). Figure 1F showed the location of CRGs on chromosomes with CNV alterations. These findings demonstrated that genes with a high frequency of somatic mutations, such as CDKN2A and MTF1, were up-regulated in the high-grade tumor samples. Although somatic mutations and CNV exhibited the critical role in regulating the expression pattern of CRGs, the mutational frequency was not completely consistent with all mRNA expression alterations. It suggested that there might be additional mechanisms of regulation, such as epigenetic regulation, RNA splicing or transcription factors. The results also revealed the dysregulation of CRGs and heterogeneity of genetic alterations could play a significant role in the occurrence and development of UCB. Finally, we performed the Spearman correlation analysis between CRGs, and found that CRGs showed significant and positive correlations with each other (Figure 1G).




3.2 Identification of cuproptosis subtypes based on CRGs

To better elucidate the biological value and clinical significance of CRGs in UCB, we categorized UCB patients according to the expression of 10 CRGs. Before this, we utilized PCA to distinguish the data from TCGA-BLCA cohort and GEO dataset GSE13507 (Figure 2A). Then, we eliminated heterogeneity between the two datasets, and successfully combined them after consistent clustering (Figure 2B). We defined the merged dataset as training set, and Table 1 displayed the detailed features of the 568 patients in the training set. Based on the expression levels of each CRGs, we performed survival analysis in the training set (Supplementary Figures S1B–K). The findings revealed that the expression levels of 10 CRGs were related to survival outcomes of patients, with higher expression of CDKN2A, FDX1, LIPT1 and PDHA1 being associated with a better prognosis, and higher levels of the remaining six genes suggesting a poor prognosis.




Figure 2 | The generation of cuproptosis subtypes and clinicopathological characteristics of four subtypes. (A, B) Principal component analysis (PCA) for the expression profiles of common genes with the combination of the TCGA-BLCA cohort and the GSE13507dateset. (C) The unsupervised consensus clustering analysis of the training set for k=4. (D) PCA revealing the significant difference in transcriptomes of four subtypes. (E) The differences in the expression of CRGs and clinicopathological characteristics among four distinct cuproptosis clusters. (F) The differences in overall survival (OS) among four cuproptosis clusters by Kaplan-Meier curves.




Table 1 | The detailed characteristic of the 568 patients in the training set.



Next, we performed unsupervised consensus clustering algorithm. According to Figure 2C, k=4 was the optimum option for clustering the training set. The rationality of the grouping was verified by CDF curves and scree plot, and the details of grouping were displayed by track plot (Supplementary Figures S2A–L). We identified four unique patterns of CRGs and named them cuproptosis clusters1-4 respectively, including 149 cases in cluster 1, 157cases in cluster 2, 131 cases in cluster 3 and 131 cases in cluster 4. Furthermore, we discovered the obvious variances in mRNA transcriptional levels of CRGs between clusters using PCA (Figure 2D). As shown in Figure 2E, the expression of CDKN2A was higher in cluster 1 and 3, as well as the expression of LIAS, LIPT1, FDX1, MTF1, DLD and DLAT were down-regulated in cluster 1. The levels of LIAS, LIPT1 and GLS were decreased in cluster 3 compared to other clusters, while cluster 4 had the reverse pattern. In addition, the TNM categories were higher in cluster 2, 3 and 4, but there was no apparent difference in gender and age among the clusters. According to survival analysis, patients in cluster 1 had a better overall survival (OS) than the remaining groups (Figure 2F).




3.3 Cell infiltration characteristics in TME of distinct cuproptosis clusters

TME was composed of non-malignant cells, immune cells, blood vessels, nerves and lymphoid tissues which located in the center or edge of tumor lesions (33). Of these, the interaction between immune cells and tumor cells was essential for tumor development (34). Therefore, we first examined the immune cell infiltration characteristics in each cluster using the ssGSEA algorithm. As shown in Figure 3A, nearly all immune cells infiltrated differently in various clusters. The majority of tumor-infiltrating lymphocytes (TILs), including activated CD4+T cells, activated CD8+T cells, activated dendritic cells (DC), γδT cells, macrophages and natural killer (NK) cells were significantly enriched in cuproptosis cluster 1 and 4 compared to other clusters. Additionally, myeloid derived suppressor cell (MDSC) and regulatory T cells (Tregs) displayed the same infiltration characteristics. We also performed CIBERSORT and XCELL algorithm to predict the relative abundance of infiltrated immune cells, and found similar results (Supplementary Figures S3A, B). The results of CIBERSORT indicated the M1 was primarily macrophages infiltrating in TME of cuproptosis clusters 1 and 4. The findings of XCELL algorithm revealed the differences among clusters in the matrix components, such as keratinocytes, endothelial cells and neurons. The stromal score and immune score may be indicators of stromal cell and immune cell infiltrated characteristics in TME (35). As shown in Figures 3B, C, cuproptosis cluster 1 and 4 exhibited higher stromal score and immune score compared to the remaining clusters. Tumor purity referred to the proportion of tumor cells in tumor lesions, which reflected the features of TME (36). Cuproptosis cluster 1 and 4 obtained the lower tumor purity as a result of extensive immune and stromal cells infiltration (Figure 3D). In clinical immunotherapy for malignancies, the molecules PD-1, PD-L1, cytotoxic T-lymphocyte-associated protein 4 (CTLA-4) and Lymphocyte-activation gene 3(LAG-3) were extensively applied. According to Figures 3E–H, cuproptosis cluster 1 had the highest expression abundance of immune checkpoint among all clusters. Based on these findings, we observed the four clusters of cuproptosis pattern showed various cell infiltration characteristics in TME, which suggested different prognosis and immunotherapy effects.




Figure 3 | The cell infiltration characteristics in tumor microenvironment (TME) of four cuproptosis clusters. (A) The comparison of the abundance of immune cells infiltration in four cuproptosis clusters by single sample gene set enrichment analysis (ssGSEA) (*p< 0.05, **p< 0.01, ***p< 0.001, ****p< 0.0001; ns, no significance). (B–D) The stromal score (B), immune score (C), and tumor purity (D) of four cuproptosis clusters. (E–H) The differences in the expression levels of PD-1 (E), PD-L1 (F), CTLA-4 (G) and LAG-3 (H) among four cuproptosis clusters.






3.4 Generation and functional annotation of DEGs based on cuproptosis cluster

To further investigate the molecular mechanisms underlying the varied cuproptosis patterns, we obtained the DEGs by comparing every two clusters (Figure 4C), and performed KEGG and GO enrichment analysis on 150 DEGs. The results of KEGG enrichment indicated the DEGs had an obvious relationship with protein intracellular processing, spliceosome, proteasome, cell cycle and oxidative phosphorylation. The GO enrichment exhibited pathways involved in the replication and modification of genetic information. These findings demonstrated that cuproptosis was essential for intracellular signaling in TME (Figures 4A, B).




Figure 4 | Generation and functional annotation of differentially expressed genes (DEGs) based on cuproptosis cluster. (A, B) The functional annotation for cuproptosis cluster-related DEGs using KEGG (A) and GO (B) enrichment analysis. (C) Cuproptosis clusters-related DEGs (N=150) shown in the Venn diagram. (D) The unsupervised consensus clustering of cuproptosis clusters-related DEGs (N=150) in the training set and consensus matrices for k =2. (E) The differences in OS between two DEG clusters by Kaplan-Meier curves. (F) The unsupervised consensus clustering analysis to classify patients into two different DEG subtypes and clinical characteristics between the two DEG clusters. (G) The expression of 10 CRGs between two DEG clusters (**p< 0.01, ***p< 0.001).



Next, we utilized univariate COX regression analysis on the 150 DEGs, and ultimately screened out 29 DEGs with prognostic value. The unsupervised consensus clustering algorithm was performed again on selected DEGs (N=29, Supplementary Table S2), and K=2 was determined to be the optimal grouping by comprehensive judgment. The patients of the training set were further divided into two different genomic subgroups (Figure 4D). Through calculating CDF curves and screen plot, the rationality of grouping was confirmed. Analyzing track plot visualized the details of clustering (Supplementary Figures S4A–L). We defined the two distinct subgroups as DEG cluster 1 and 2, with 309 patients were assigned to cluster 1 and 259 patients to cluster 2. According to survival analysis, we discovered the patients in DEG cluster 2 had a better prognosis (Figure 4E). According to Figure 4F, the expression levels of most DEGs were up-regulated in cluster1, and the patients had higher TNM categories and pathological grades. The majority of patients in DEG cluster1 were from cuproptosis cluster 3 and 4, which was consistent with previous results. Furthermore, we found the expression of several CRGs were elevated in DEG cluster1, especially the cuproptosis-facilitating genes (Figure 4G).

Finally, we performed a Gene Set Variation Analysis (GSVA) analysis between two different clusters. The results showed that DEG cluster1 significantly enriched pathways related to metabolism, tumor and mismatch repair, such as citrate cycle, TCA cycle, amino sugar and nucleotide sugar metabolism, glioma, renal cell carcinoma, colorectal cancer, etc. DEG cluster 2 enrichment exhibited in pathways related to drug metabolism and lipid biosynthesis. Analysis of GO enrichment showed that DEG cluster 1 had a tightly relationship with in metabolic process, protein localization and cell cycle regulation, which demonstrated that those cuproptosis-related DEGs might influence UCB progression by regulating metabolic and cell cycle-related molecular processes and pathways (Supplementary Figures S5A–D).




3.5 Construction and validation of cuproptosis scoring system

The previous studies clearly linked cuproptosis to the immune and metabolic environment of tumors in the UCB patient population. However, considering the complexity among individuals and the heterogeneity of cuproptosis in various cell infiltration characteristics in TME, after comprehensively analyzed the expression of selected DEGs (N=29), we constructed the CSS model to evaluate cuproptosis patterns in individual tumor patients. Combining CSS model risk maps and Kaplan-Meier curves, we observed the patients with higher scores had a better survival (Figure 5A, Supplementary Figure S5E). The cuproptosis cluster 2 and the DEG cluster 2 exhibited higher CSS scores compared to other clusters respectively, which was in accordance with prior findings (Figures 5B, C). The Sankey diagram visualized the attribute changes of individual patients while linking the cuproptosis cluster, DEG cluster and CSS score (Figure 5D). According to the results of univariate and multivariate regression analysis, the CSS model might be as an independent prognostic factor for UCB patients (Figures 5E, F). Besides, we further verified the stability and efficacy of CSS model by experiments. Based on the results of univariate COX regression analysis (Supplementary Table S2) for selecting DEGs related to prognosis, the expression levels of genes with hazard ratio (HR) value greater than 1, such as P4HB, PRDX1, Calreticulin and EIF1, were associated with poor survival outcomes in patients of UCB. Genes like TXNIP had HR values under 1 indicating the exact opposite. The results of IHC staining was consistent with this analysis, further supporting that the CSS model had reliable efficacy in predicting prognosis of UCB patients (Figure 5G). To better understand the biological functions of DEGs in vitro, we performed cell proliferation and migration assays. After designed and synthesized the sh-RNA sequences which specifically silenced target genes (P4HB, PRDX1and Calreticulin), we validated the knockdown efficiency by qRT-PCR and selected the best one for subsequent experiments (Supplementary Figures S6A, B). By CCK-8 assay and colony formation assay, we discovered the proliferative capacity of bladder cancer cells significantly reduced when the expression levels of target genes were downregulated. The number of migration cells in knockdown group were dramatically lower than control group, according to transwell migration assay (Supplementary Figures S6C–H). The findings revealed the function of target genes in promoting tumor growth and metastasis. Additionally, we created ROC curves and calculated the AUC at different time points (Supplementary Figure S5F), as well as used the GSE19915 dataset as an independent validation set (Supplementary Figures S7A–D). These results demonstrated the CSS model had a significant prediction potential.




Figure 5 | Construction and validation of the cuproptosis scoring system (CSS) model in the training set. (A) Survival analysis between high and low CSS score groups by Kaplan–Meier curves. (B) The differences in the CSS score among four cuproptosis clusters. (C) The differences in the CSS score between two DEG clusters. (D) Sankey diagram visualizing the changes of cuproptosis cluster, DEG cluster and CSS score. (E, F) The univariate (E) and multivariate (F) Cox regression analysis of OS. (G) Validation the expression of the prognostic DEGs in tumors with various pathological grades by immunohistochemical staining (magnification 200×, the scale bar is 100μm, *p< 0.05, **p< 0.01, ***p< 0.001).



Then, we investigated the relationship between CSS model and clinical characteristics of UCB patients. After statistical analysis, we found the CSS scores were linked with the grade, TNM category, final survival status, molecular type and age (Figures 6A–G, Supplementary Figures S8A–G). Specifically, patients with higher CSS scores were younger, had lower tumor grade, lower TNM categories, and longer survival times. Moreover, the luminal subgroup had the highest CSS score, followed by neuronal subgroup and basal subgroup. However, there was no significant difference of CSS score with age (Supplementary Figures S8H, I). Furthermore, we performed the survival analysis based on CSS scores and clinical features, and the results indicated the CSS model was a reliable survival predictor for patients with all ages and T stage classifications, especially for male patients with high grade and low NM category (N0, M0) (Supplementary Figures S9A–O).




Figure 6 | The relationship between CSS model and clinicopathological features, as well as tumor somatic mutation. (A–G) The differences in high and low CSS score groups among various clinical feature subgroups of grade (A), T stage (B), N stage (C), M stage (D), survival status (E), molecular type (F), age (G). (H) Survival analysis for low and high TMB patient groups in TCGA-BLCA cohort using Kaplan–Meier curves. (I) Survival analysis for four groups classified according to TMB and CSS score in TCGA-BLCA cohort using Kaplan–Meier curves. (J) Linear regression analysis for tumor mutational burden (TMB) and CSS score. The dot represented each sample, and the color of the dot represented cuproptosis cluster. (K) Linear regression analysis for TMB and CSS score. The dot represented each sample, and the color of the dot represented DEG cluster.






3.6 CSS model was associated with tumor mutation burden and cell infiltration characteristics in TME

We further investigated the relationship between the CSS model and molecular mutation as well as cell infiltration features in TME. First, we discovered the patients with elevated TMB had a better prognosis (Figure 6H). Although the regression analysis revealed there was no significant correlation between the CSS score and TMB (Figures 6J, K), the combination of TMB and CSS model exhibited powerful predictive efficacy for clinical outcomes in UCB patients (Figure 6I).

Next, we examined how somatic mutation distribution varied between the high and low CSS score subgroups. There was no significant difference in the TMB distribution between the groups with high and low CSS score, according to comparison of Figures 7A, B. However, there was still a more than 10% variation in the mutation frequencies of KDM6A, TP53 and RB1, three of the most frequently mutated genes in MIBC (37). While TP53 and RB1 had higher mutation frequencies in low CSS score group, KDM6A had a higher mutation frequency in high CSS score group. Supplementary Figure S7E exhibited the distribution of genes with CNV alterations on chromosomes. We discovered the frequency and amplitude of gain and loss were similar between the two groups.




Figure 7 | The connection between CSS model and cell infiltration characteristics in TME, as well as chemotherapy response. (A, B) The waterfall plot of tumor somatic mutation of high CSS score group (A) and low CSS score group (B). (C) The comparison of the abundance of immune cells infiltration in high and low CSS score groups by ssGSEA (*p< 0.05, **p< 0.01, ***p< 0.001, ****p< 0.0001; ns, no significance). (D–G) The differences in half-maximal inhibitory concentration (IC50) of chemotherapy drugs between high and low CSS score groups in the training set. Cisplatin (D), Gemcitabine (E), Mitomycin C (F), Methotrexate (G). (H–K) Linear regression analysis for chemotherapy drugs sensitivity and CSS score. Cisplatin (H), Gemcitabine (I), Mitomycin C (J), Methotrexate (K).



The results of ssGSEA revealed that the characteristics of immune cell infiltration in TME varied across high and low CSS score groups. Almost all immune cell types, including TILs, neutrophils, MDSC and Tregs, were infiltrated more in patients with lower CSS scores (Figure 7C). The analysis by executing CIBERSORT and XCELL algorithms suggested similar results (Supplementary Figures S10A, B). We also performed KEGG enrichment analysis between high and low CSS score groups. As shown in Supplementary Figure S7F, the group with high CSS score considerably enriched pathways associated with drug metabolism Cytochrome P450, lipid biosynthesis and metabolism pathways. The group with low CSS score enrichment exhibited in pathways related to tumor, nucleotide mismatch repair, metabolism of glucose, lipid and amino acid. These results further suggested the cuproptosis might be closely connected to immune and metabolic microenvironments in UCB patients.




3.7 Predictive significance of CSS model for chemotherapy and immunotherapy

First, we explored whether the CSS score was related to the chemotherapy response. We selected several frequently applied chemotherapeutic drugs in UCB, including gemcitabine, mitomycin C, cisplatin and methotrexate, then investigated the correlation between IC50 and CSS score. As shown in Figures 7D–K, the IC50 of above four drugs was lower in the group with low CSS score, and there was a significant positive association between the two variables. The findings demonstrated that chemotherapy might provide more therapeutic benefits for patients in low CSS score group.

Next, we investigated whether the CSS model could predict the outcome of immunotherapy. We found the expression of several common immune checkpoints, such as PD-1, PD-L1, CTLA-4 and LAG-3, were obviously decreased in patients with high CSS score group (Figures 8A–D). Depending on the usage of anti-PD-1 and anti-CTLA-4 immunotherapy, the UCB patients were divided into four distinct subgroups. As shown in Figures 8E–H, in patients with the CTLA4-negative PD-1 negative and CTLA-4-positive PD-1 negative subgroups, the higher CSS score was significantly associated with better immunotherapy response. However, there was no correlation between CSS score and immunotherapy efficacy in patients with the CTLA-4-negative PD-1 positive and CTLA-4-positive PD-1 positive subgroups, suggesting the cuproptosis was more closely related to the patients who had negative response against PD-1 immunotherapy. TIDE score is linked to tumor immune escape characteristics and can predict the effect of immune checkpoint blockade (ICB) therapy. We discovered that the UCB patients with lower CSS scores had higher TIDE scores (Figure 8I), suggesting these patients might be more vulnerable to immune escape and had an unsatisfactory therapy effect. Additionally, we found the individuals with no response to immunotherapy generally had lower CSS scores (Figures 8J, K). A multicenter, phase II clinical trial for patients with advanced or metastatic urothelial carcinoma using the PD-L1 inhibitor atezolizumab reported the effective outcome (IMvigor 210, NCT02108652) (38). In this cohort, we discovered that the UCB patients with high CSS scores had longer life expectancies (Figure 8L). The response to immunotherapy was classified into complete response (CR), partial response (PR), stable disease (SD) and progressive disease (PD). As exhibited in Figure 8M, patients with CR and PR had higher CSS scores. When combining CR and PR, as well as SD and PD to create an integrative outcome, the difference between CSS scores and treatment outcomes would have been more obvious (Figure 8N). Overall, patients in the high CSS group showed a greater therapeutic advantage and clinical response to immunotherapy. Finally, we investigated the relationship between CSS score and immunophenotype. In high CSS score group, the proportion of patients with three immunophenotypes was approximately equal. More than half of the patients in low CSS score group exhibited an immune-excluded phenotype, indicating they might have a poor response to immunotherapy (Figure 8O). Furthermore, we also observed the patients with immune-inflamed and immune-desert phenotypes had higher CSS scores (Figure 8P). Taken together, these findings demonstrated that CSS model could serve as an indicator for predicting chemotherapy and immunotherapy efficacy.




Figure 8 | The predictive efficacy of CSS model in immunotherapy. (A–D) The differences in the expression of immune checkpoint between high and low CSS score groups in the training set. (E–H) The differences of response index between high and low CSS score groups among four subgroups. (I) The differences in the Tumor Immune Dysfunction and Exclusion (TIDE) score between high and low CSS score groups in the training set. (J) The differences in CSS scores between groups with response and non-response to immunotherapy in the training set. (K) The proportion of patients who response to immunotherapy in high or low CSS score groups. (L) Survival analysis between high and low CSS score groups by Kaplan–Meier curves in the IMVigor-210 cohort. (M) The differences in CSS scores among four different immunotherapy responses in the IMvigor 210 cohort. (N) The differences in CSS scores among two combination immunotherapy responses in the IMvigor 210 cohort. (O) The proportion of three immune phenotypes in high or low CSS score groups. (P) The differences in CSS score among immune-excluded phenotype, immune-inflamed phenotype and immune-desert phenotype.







4 Discussion

The crucial function of copper in tumorigenesis has gradually been recognized with the advancement of trace element detection technology, making it become an attractive target for the development of novel drugs. Some scholars have proposed that copper may be a vulnerable point in the progression of cancer (29). Cuproptosis, as a novel and unique mechanism of cell death, was considered to have potential value in cancer treatment. Ji et al. (39) found cuproptosis was associated with development of kidney renal clear cell carcinoma (KIRC) and established a score system based on CRGs for predicting prognosis. Zhang et al. (40) reported FDX1, the key regulator of cuproptosis, was down-regulated in hepatocellular carcinoma (HCC) and correlated with longer OS. Furthermore, Yang et al. (41) identified eight cuproptosis-related lncRNAs signature of head and neck squamous cell carcinoma (HNSC) as prognostic indicator. Previous studies concentrated on the prognostic value of CRGs, but neglected to deeply explorer the comprehensive effect of cuproptosis in tumors and its interaction with cell infiltration in TME, which was significant for the application of cuproptosis in clinical therapy strategies.

In our study, we initially discovered the differently expression of CRGs in UCB samples with various grades. We observed the expression of CDKN2A was significantly elevated in high-grade samples, and it had the highest frequency of somatic mutation and copy number loss. As a tumor suppressor gene, its mutation has been identified as a risk factor for tumorigenesis and development of MIBC (42). Additionally, CDKN2A was a crucial cuproptosis-facilitating gene, indicating the cuproptosis might related to regulate the progression of UCB. Then, we identified four different cuproptosis clusters, and found the differences among clusters in TME immune cell infiltration characteristics, clinical features and prognostic of patients. Cuproptosis cluster1 could be considered as “hot” tumor, because it infiltrated the largest number of immune cells in TME, as well as the patients had better survival status and clinicopathological characteristics. Cuproptosis cluster 2 and 3 characterized by lacking immune cells infiltration in TME, especially the patients in cluster 3 were more likely to have poorer prognosis. Surprisingly, patients in cuproptosis cluster 4 had worse prognosis despite a majority of immune cells infiltration in TME. We discovered there were abundant MDSCs and Tregs simultaneously, which are crucial immunosuppressive cells that considerably inhibited the infiltration and function of CTLs (43), and we inferred they might predominate in TME of cuproptosis cluster 4. Depending on the status of tumor immune response, TME could be divided into three immune phenotypes: immune-inflamed phenotype, immune-excluded phenotype and immune-desert phenotype (44). The immune-inflamed phenotype generally referred to tumors with a majority of activated immune cells infiltrated in TME, particularly CTLs. The immune-excluded phenotype also infiltrated a variety types of immune cells, but the strong inhibitory microenvironment prevented cells to penetrate the stroma into tumor, resulting in lack of immune cells infiltration in the tumor stroma and parenchyma, meanwhile limiting the migration and function of CTLs. Therefore, cuproptosis cluster 1 was attributed to immune-inflamed phenotype and expected to benefit more from immunotherapy. Cuproptosis cluster 2 and 3 belonged to immune-desert phenotype, and cuproptosis cluster 4 belonged to immune-excluded phenotype, both of which responded weakly to immunotherapy (45). In the immune-excluded phenotype, transforming growth factor beta (TGF-β) convert the TME into an inhibitory environment by suppressing the activity of anti-tumor immune cells, while simultaneously enhancing the inhibitory function of Tregs, which was considered to be the primary immunosuppressive factor (46, 47). In addition, cytokines such as IL-8 and IL-6 also had a significant inhibitory effect (48). The results of GSVA enrichment analysis showed that cuproptosis cluster 4 significantly enriched pathways involved in TGF-β, IL-6 and tumorigenesis, which corresponded to previous analysis (Supplementary Figures S11A, B). Different cuproptosis patterns had an obvious correlation with the features of immune cell infiltration in TME, indicating the immune cells and molecules were crucial in cuproptosis regulating UCB progression.

Next, we analyzed different genes between distinctive cuproptosis clusters and generated DEGs with prognostic value. After accumulating information regarding related pathways of DEGs, we inferred the cuproptosis might have impact on signaling transduction pathway. The results of cuproptosis-related DEG clusters further revealed cuproptosis was deeply involved in the progression of UCB via modulating immune cell infiltration in TME and regulating metabolic and cell cycle-related pathways. Then, we constructed the CSS model to quantify the cuproptosis patterns of individual UCB patients and validated the scoring system from multiple perspectives, which showed reliable prediction efficacy. Subsequently, we discovered the CSS model was tightly connected to several clinical characteristics, indicating the CSS model has widespread clinical application prospects.

The biological functions of DEGs related to prognosis were verified by cell proliferation and migration assays and IHC. The expression of P4HB was significantly increased in both UCB tissues and cell lines. Some researchers have suggested that P4HB could be served as a biomarker to predict the progression and prognosis of UCB (49, 50). A study had reported the UCB patients with elevated urinary PRDX1 levels were more likely to experience recurrence (51). Similarly, the quantity of Calreticulin in urine has been proposed as a diagnostic indicator for UCB (52). Since the CSS model was constructed by analyzing the expression of DEGs, it also indicated the predictive efficacy of CSS model was consistent and dependable.

TMB has been served as a potential marker for predicting response to immunotherapy and significantly associated with clinical features of patients (53, 54). Our result demonstrated the combination of TMB and CSS model was an effective biomarker for predicting prognosis of UCB patients. The mutation frequencies of some genes were slightly different between high and low CSS score groups. The deficiency of KDM6A promoted the polarization of M2 macrophages and coordinated with p53 dysfunction to cause bladder cancer (55). Additionally, Qiu et al. found that KDM6A loss triggered an epigenetic switch that disrupted urothelial differentiation and induced a neoplastic state characterized by increased cell proliferation during bladder carcinogenesis (56). Co-mutations of RB1 and TP53 were tightly related to genomic biomarkers of response to immunotherapy in UCB patients (57). Moreover, our findings revealed the connection between CSS score and immune cell infiltration features. There were a large number of immunosuppressive cells simultaneously infiltrated in TME of the patients with low CSS score. We speculated these cells had a major impact when combined with clinicopathological characteristics and prognosis data of patients. Taken together, the CSS score could serve as an indicator to evaluate the cell infiltration characteristics of individuals in TME. Combining the CSS score with biomarkers like TMB might be an efficient method for predicting the response to treatment and prognosis of patients.

Furthermore, we evaluated the potential of the CSS model to predict the sensitivity to chemotherapy of patients. The combination of gemcitabine and cisplatin is the standard first-line chemotherapy strategy in currently clinical practice, with mild adverse reaction and reliable efficacy (58). Methotrexate is the traditional chemotherapeutic drug for MIBC patients, while mitomycin C is an effective drug for intravesical chemotherapy after TURB to prevent NMIBC recurrence (59). Our result demonstrated the patients with low CSS scores would benefit more from treatment. In addition, the CSS model was a predictor for efficacy of chemotherapy, and it was reliable for selecting suitable patients and drugs for chemotherapy in order to guide clinical treatment.

ICB therapy held widespread application prospect in the treatment of various malignancies by enhancing the effectiveness of human immune cells to kill tumor cells (60). According to the recent guidelines recommended, PD-1/PD-L1 inhibitors have been approved for second-line treatment of patients with unrespectable and metastatic MIBC, and first-line treatment for platinum-intolerant and PD-L1-positive patients, which benefit from clinical treatment (61). Despite this, a significant portion of patients discontinued the immunotherapy because of serious side effects and unfavorable treatment response. The Results of a Phase II clinical trial of patients who were advanced or metastatic urothelial carcinoma using the PD-1 inhibitor pembrolizumab (KEYNOTE-052) revealed the total effective rate was only 24% (62). Therefore, it was crucial to screen out the suitable candidates for immunotherapy. Based on the connection between CSS score and immunotherapy outcome, we discovered the patients with high CSS scores had greater immunotherapy outcomes, and PD-1 inhibitor treatment would be more effective. Additionally, we found the majority of patients with low CSS scores had immune-excluded phenotype, indicating unfavorable treatment outcomes and prognosis. Collectively, the CSS model could be used as both an effective indicator to predict immunotherapy response and a reliable signal to identify patients who would benefit from immunological treatment.

Although the study provided the unique insights in predicting the clinical outcome and immunotherapy response of UCB patients, there were still some limitations. On the one hand, all conclusions come from the processing and analysis of public database data, and more complete and comprehensive clinical data need to be collected to verify the results. On the other hand, the involved CRGs in this study were screened by genome-wide CRISPR-Cas9, and the specific roles of these genes in cuproptosis still need to be confirmed by large number of basic experiments, which would assist us in investigating the comprehensive biological functions of cuproptosis in UCB.

In conclusion, our research described and illuminated the underlying regulatory mechanisms of cuproptosis in UCB. The variations in cuproptosis patterns may significantly influence the heterogeneity of tumor clinicopathological features and TME, affecting the response to chemotherapy and immunotherapy. The CSS model was not only effective in predicting the prognosis of patient, but in assessing response to chemotherapy and immunotherapy and ultimately guiding individualized precision treatment.
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Objectives

To identify the molecular subtypes and develop a scoring system for the tumor immune microenvironment (TIME) and prognostic features of bladder cancer (BLCA) based on the platinum-resistance-related (PRR) genes analysis while identifying P4HB as a potential therapeutic target.





Methods

In this study, we analyzed gene expression data and clinical information of 594 BLCA samples. We used unsupervised clustering to identify molecular subtypes based on the expression levels of PRR genes. Functional and pathway enrichment analyses were performed to understand the biological activities of these subtypes. We also assessed the TIME and developed a prognostic signature and scoring system. Moreover, we analyzed the efficacy of immune checkpoint inhibitors. Then we conducted real-time fluorescence quantitative polymerase chain reaction (RT-qPCR) experiments to detect the expression level of prolyl 4-hydroxylase subunit beta (P4HB) in BLCA cell lines. Transfection of small interference ribonucleic acid (siRNA) was performed in 5637 and EJ cells to knock down P4HB, and the impact of P4HB on cellular functions was evaluated through wound-healing and transwell assays. Finally, siRNA transfection of P4HB was performed in the cisplatin-resistant T24 cell to assess its impact on the sensitivity of BLCA to platinum-based chemotherapy drugs.





Results

In a cohort of 594 BLCA samples (TCGA-BLCA, n=406; GSE13507, n=188), 846 PRR-associated genes were identified by intersecting BLCA expression data from TCGA and GEO databases with the PRR genes from the HGSOC-Platinum database. Univariate Cox regression analysis revealed 264 PRR genes linked to BLCA prognosis. We identified three molecular subtypes (Cluster A-C) and the PRR scoring system based on PRR genes. Cluster C exhibited a better prognosis and lower immune cell infiltration compared to the other Clusters A and B. The high PRR score group was significantly associated with an immunosuppressive tumor microenvironment, poor clinical-pathological features, and a poor prognosis. Furthermore, the high PRR group showed higher expression of immune checkpoint molecules and a poorer response to immune checkpoint inhibitors than the low PRR group. The key PRR gene P4HB was highly expressed in BLCA cell lines, and cellular functional experiments in vitro indicate that P4HB may be an important factor influencing BLCA migration and invasion.





Conclusion

Our study demonstrates that the PRR signatures are significantly associated with clinical-pathological features, the TIME, and prognostic features. The key PRR gene, P4HB, s a biomarker for the individualized treatment of BLCA patients.





Keywords: platinum resistance, bladder cancer, molecular subtypes, immune microenvironment, immunotherapy, prognosis, P4HB




1 Introduction

Bladder cancer (BLCA) is a prevalent malignancy of the urinary system, with an estimated 573,000 new cases and 212,000 deaths occurring annually worldwide (1). Three-quarters of newly diagnosed BLCAs are non-muscle invasive BLCAs (NMIBCs), which are usually treated by transurethral resection followed by intravesical chemotherapy or bacilli Calmette-Guerin (BCG) therapy (2). However, nearly 10 to 20% of NMIBC cases eventually progress to muscle-invasive BLCA (MIBC), an aggressive disease (3). Radical cystectomy plus pelvic node dissection remains the basic management for MIBC; however, the 5-year survival rate ranges from only 20% to 40%, and nearly 50% of cases progress to a metastatic state within three years (4).

Platinum-based chemotherapy has become a critical adjuvant therapy for metastatic BLCA patients since the late 1980s (5). However, drug resistance is a significant obstacle to successful treatment. Platinum-based chemotherapy is supported by level 1 evidence as the first-line management strategy against advanced urothelial cancer with relatively high objective response rates of 36-65% (6). Despite its objective efficacy, they fail to improve survival rates for metastatic BLCA patients, with only 13-15% achieving a 5-year overall survival rate (6). This is consistent with the development of chemoresistance seen in nearly all BLCA patients as the disease progresses, which obstacles to successful treatment and contributes to poor prognosis.

Tumor heterogeneity is a major challenge in oncology, as it is one of the hallmarks of cancer and a leading cause of drug resistance, ultimately resulting in therapeutic failure. The complex nature of tumor heterogeneity can influence drug resistance by directly affecting therapeutic targets or shaping the tumor microenvironment (TME) by defining unique transcriptomic and phenotypic profiles (7). As tumors evolve and progress, tumor heterogeneity can change spatially and temporally, leading to a constantly evolving TME that can challenge effective treatment strategies (7). Therefore, a better understanding of the TME and its role in platinum resistance could provide important insights into the resistance mechanisms and help identify new therapeutic targets for BLCA patients.

This study aims to investigate the role of the platinum-resistance-related (PRR) signatures in the tumor immune microenvironment (TIME) and prognostic features for BLCA patients through molecular subtypes and scoring system. By understanding the complex relationship between platinum resistance and the immune microenvironment in BLCA, we hope to provide new insights into the pathogenesis of platinum resistance and improve clinical management for BLCA patients at risk of platinum resistance.




2 Materials and methods



2.1 BLCA datasets and preprocessing

We collected open gene expression data with full annotation of clinical information of 687 samples from the public databases of The Cancer Genome Atlas (TCGA; n=431) database (https://portal.gdc.cancer.gov/) and Gene Expression Omnibus (GEO; n=256) database (GSE13507; https://www.ncbi.nlm.nih.gov/geo/). We obtained the PRR genes from the HGSOC-Platinum database (http://ptrc-ddr.cptac-data-view.org). We accessed The Cancer Immune Atlas (TCIA) database (https://www.tcia.at/home) to download the results of CIBERSORT using gene expression of the TCGA-BLCA dataset. We used the “limma” package of R software to construct a differential gene expression matrix for the PRR genes in BLCA patients.




2.2 Identification of PRR molecular subtypes

We took the intersection of the expressed genes of BLCA in the TCGA and GEO databases and the PRR genes in the HGSOC-Platinum database to obtain initial intersection genes. Then, the PRR genes were recognized by univariate Cox proportional hazards analysis based on the threshold of p<0.05. We performed unsupervised clustering analysis on BLCA samples based on the expression levels of these PRR genes. We used consensus clustering algorithms to determine the number of clusters of the samples. We used the “ConsensusClusterPlus” package in R to perform a cluster analysis on all samples. We applied the empirical Bayesian method in the “limma” R package to identify differentially expressed genes (DEGs) between the PRR clusters (p<0.05). Finally, the DEGs were used to perform cluster analysis to validate the accuracy of the clustering further. Principal component analysis (PCA) was performed with the “prcomp” function in the “stats” R package for dimensionality reduction. The results of PCA were visualized with the “ggbiplot” R package.




2.3 Assessment of TIME

Utilizing the CIBERSORT algorithm in R software, we analyze the RNA-Seq data of BLCA samples and the gene expression feature set of immune cell subtypes to determine the relative proportions of infiltrating immune cells for each BLCA patient. Then, we employed the ESTIMATE method in R to evaluate each sample’s immune and ESTIMATE scores. Furthermore, to identify the TIME cell infiltration, we used the single-sample Gene Set Enrichment Analysis (ssGSEA) algorithm to assess the enrichment of 28 immune cells in each patient.




2.4 Development of the PRR scoring system

The optimal PRR genes were subsequently determined by least absolute shrinkage and selection operator (LASSO)-penalized Cox regression. Then, these PRR genes with the best predictive value were entered into the multivariate Cox proportional hazards regression model. The PRR scoring system was developed based on a linear combination of the regression coefficients derived from the multivariate Cox proportional hazards regression model coefficients multiplied by normalized PRR gene expression levels. We divided the BLCA patients into the high PRR score group and the low PRR score based on the optimum cutoff value from the score obtained by the surv_cutpoint function of the “Survminer” R package. The Kaplan–Meier (K-M) survival analysis was performed between the groups through the R packages “survival” and “survminer”, and the results were visualized with K-M curves. The area under the curve (AUC) of the receiver operating characteristic (ROC) curve obtained by the “survival ROC” R package was used to estimate the predictive performance of the PRR scoring system.




2.5 Functional and pathway enrichment analysis

We applied “GSVA” R packages, a non-parametric and unsupervised method, to assess the enrichment of gene sets to ascertain the potential differences in biological functions among the high- and low-PRR score groups. The GSVA algorithm was performed to score each gene set comprehensively. The gene sets in our study were obtained from the Molecular Signatures Database. Additionally, we used the “ClusterProfiler” to get functional annotation of the PRR signatures based on Gene Ontology (GO) terms and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways. Differences were indicated statistically significant in GO when p values were less than 0.05.




2.6 Identification of cohorts with immune-checkpoint blockade

We downloaded survival, follow-up, and immunotherapy effect information of patients with metastatic urothelial cancer treated with prephenate dehydratase 1/programmed cell death 1 ligand 1 (PD1/PD-L1) from the IMvigor210 database (http://research-pub.gene.com/IMvigor210CoreBiologies). We exclude the patients without complete clinical information. We applied the DEseq2 R package to normalized raw count data.




2.7 Validation of prolyl 4-hydroxylase subunit beta (P4HB) expression in BLCA cell line

The expression levels of key PRR genes were verified using real-time fluorescence quantitative polymerase chain reaction (RT-qPCR). RNA extraction was performed using TRIzol reagent (Qiagen, USA), followed by reverse transcription using the Takara PrimeScript RT kit (Qiagen, USA). Subsequently, RT-qPCR was conducted on the Roche LightCycler96 RT-qPCR system using the SYBR premix Ex Taq kit (Takara Bio, Inc., Otsu, Japan). The FC in messenger ribonucleic acid (mRNA) expression was calculated using the 2^−ΔΔCt method. Primer sequences:

P4HB_F: TCACCAAGGAGAACCTACTGGA.

P4HB_R: GGCAAGAACAGCAGGATGTGAG.




2.8 Cell culture and small interference ribonucleic acid (siRNA) transfection

Human BLCA cell lines 5637 and EJ were obtained from the cell bank of Type Culture Collection of Chinese Academy of Science (Shanghai, China) and T24 were obtained from Procell Life Science&Technology Co., Ltd (Wuhan, China). Cells incubated at 37°C in a 5% CO2 humidified incubator. 5637 and EJ cells were cultivated in RPMI-1640 (Gibco, USA), and T24 cell was cultured in Dulbecco’s modified eagle medium (DMEM) (Gibco, USA). All the media were replenished with 10% fetal bovine serum (FBS, Gibco, Australia) and 1% penicillin-streptomycin (New Cell Molecular Biotech Co., Ltd, China). Cells were plated into a 6-well plate at a density of 70–90%. siRNA of P4HB and its siRNA control were synthesized by RiboBio Co., Ltd. (Guangzhou, China) and then transiently transfected using Lipofectamine 2000 (Invitrogen) according to the manufacturer’s description. The sequences of siRNA sequences were P4HB siRNA-1 (5’-CCAUCAAGUUCUUCAGGAAUGTT-3’), P4HB siRNA-2 (5’- GUGACGUGUUCUCCAAAUACCTT-3’), and NC siRNA (5’-UUCUCCGAACGUGUCACGUTT-3’).




2.9 Cell migration by wound−healing and transwell assays

The wound healing and transwell assays were conducted to assess the migratory capacity of cells. Cells were seeded overnight at a density of 30% per well in 2 mL of medium in 6-well plates. Following siRNA transfection, a straight linear wound was created in each well using a 1 mL pipette tip. Subsequently, the cells were gently rinsed with PBS to eliminate cellular debris and cultured in DMEM supplemented with 5% FBS. Finally, wound healing images were captured at 0 and 24 hours using an inverted microscope (Olympus CKX41). 5637 and EJ cells were seeded at a density of 1×10^5 cells per well onto the upper chambers (8 μm pore size, Corning Inc., NY-Corning, USA) with 200 μL of serum-free medium, while the lower chambers were filled with 500 μL of medium containing 10% FBS. The cells were allowed to migrate for 24 hours. Subsequently, five random fields were selected for image capture, and the number of cells passing through the chamber was quantified.




2.10 Cell counting kit-8 (CCK8) assay

CCK-8 assay was performed to evaluate cell viability and proliferation. Cells (T24, PRR-T24, and siP4HB-PRR-T24) were seeded in 96-well plates at a density of 4000 cells per well and allowed to adhere overnight. The methodology for generating platinum-resistant T24 cells can be found in our previous study (8). The culture medium was replaced with a fresh medium containing CCK-8 reagent (Nanjing Keygen Biotech Co., Ltd., Nanjing, China). Following incubation for a 2h, the absorbance was measured using a microplate reader at a wavelength of 450 nm. The absorbance values of siP4HB-PRR-T24 were used to calculate the relative cell viability and proliferation compared to the control group (T24 and PRR-T24 groups).




2.11 Statistical analysis

A two-sided Wilcoxon rank-sum test was used to analyze the difference for continuous variables with the nonnormal distribution. The one-way ANOVA and Kruskal-Wallis tests were performed for differential analysis between the groups. Univariate and multivariate Cox proportional hazards regression analyses were used to determine the independent prognostic factors. Survival curves were visualized using the K–M method, and the Log-rank test evaluated the difference. Spearman’s correlation test assessed the correlations between continuous variables. In comparisons among groups, p<0.05 was indicated to be statistically significant differences. The R software (v4.2.2) was used to perform all statistical analyses.





3 Results



3.1 The genetic characteristics of the PRR signatures in BLCA

The overall design of the construction of the PRR patterns and the signature in BLCA was shown in Figure S1. In this study, we included 594 BLCA samples (TCGA-BLCA, n=406; GSE13507, n=188) with complete clinical and survival information (Table S1). We initially obtained 846 PRR genes associated with BLCA by intersecting the expression genes of BLCA in the TCGA and GEO databases with the PRR genes in the HGSOC-Platinum database (Figure 1A, Table S2). After univariate Cox proportional hazards regression analysis, 264 PRR genes were identified that were associated with prognosis in BLCA (p<0.05, Table S3). The network of the interaction and regulatory relationships of the PRR genes with significant prognostic relevance (n=22, p<0.001) is shown in Figure 1B, and the expression of their differentially expressed (n=16) between the normal and tumor tissue was visualized by box plot (Figure 1C).




Figure 1 | Analysis of the PRR gene expression and prognosis in BLCA. (A) The intersection genes between the TCGA, GEO databases and the PRR genes from the HGSOC-Platinum database. (B) The network of the interaction and regulatory relationships of the PRR genes with significant prognostic relevance. (C) Differential expression analysis of the prognosis-related PRR genes between normal and tumor tissues. (*p< 0.05; **p< 0.01; ***p< 0.001).






3.2 Identification of the PRR molecular subtypes in BLCA

We performed the unsupervised clustering analysis of the expression of 264 PRR genes in 594 samples to explore the classification of BLCA by increasing the clustering matrix (k) from 2 to 4. As a result, consensus clustering was most suitable when k=3, and three molecular subtypes were identified and named Cluster A-C (Figures 2A-C). Cluster A contained 237 cases, Cluster B contained 174 cases, and Cluster C contained 183 cases. The relationship between the three molecular subtypes and the clinical features, including the TNN stage, grade, and age, was shown in the heatmap (Figure 2D). Additionally, the PRR gene expression levels amongst the three molecular subtypes are notably different, with cluster C being highly downregulated compared to the other two subtypes, according to the heatmap data. Three unique PRR molecular subtypes were confirmed by PCA (Figure 2E). The three PRR molecular subtypes have different prognoses, as seen by the K-M curves, with the C cluster having a clear prognostic advantage (p<0.05; Figure 2F). In addition, clusters A and B displayed more muscular immune cell infiltration than clusters C (Figure 2G).




Figure 2 | Identification of the PRR molecular subtypes in BLCA. (A-C) The consensus matrix heatmap demonstrated that the optimal clustering solution for consensus clustering was K=2 (D) The heatmap visualizing differential expression of the 264 PRR genes between three different molecular subtypes (E) Principal component analysis of the PRR genes identified three different molecular subtypes. (F) K-M curves for overall survival of the three PRR clusters in BLCA patients (G) Immune cell infiltration abundance of the three PRR molecular subtypes. (*p< 0.05; **p< 0.01; ***p< 0.001).






3.3 Functional enrichment analyses of the PPR genes

The intersection of DEGs between the different PRR clusters was generated (n=494, Table S4, Figure S2A) for functional enrichment analysis to explore the potential biological activities of the PRR molecular subtypes in BLCA. Using GO functional enrichment analysis (Figure 3A), we discovered that alterations in the TME, specifically in the regulation of the immune system process, extracellular matrix, and cell-cell adhesion, were the primary causes of the heterogeneity of PRR molecular subtypes. As a result of the KEGG analysis (Figure 3B), we discovered various biological processes and signaling pathways connected to molecular subtypes and BLCA. The PI3K-Akt pathway, the NF-B pathway, the Toll-like receptor pathway, and the TNF pathway are enriched in BLCA. In addition, we found that the intestinal immune network for IgA synthesis, cytokine-cytokine receptor connections, and cell adhesion molecules were all linked to the TIME infiltration. These findings provide insights into the mechanisms underlying platinum resistance and TIME in BLCA.




Figure 3 | GO (A) and KEGG (B) analysis of DEGs between the three PRR molecular subtypes.






3.4 Comprehensive analysis of the platinum-resistant DEGs in BLCA

To further confirm the reliability of the PRR molecular subtypes, we conducted the clustering analysis on DEGs. The results were similar to the PRR molecular subtypes, identifying three gene-molecular subtypes named gene clusters A-C (Figures S2B-D). Similarly, the visualization of PCA suggested that the three molecular subtypes could be clearly distinguished based on the expression levels of DEGs (Figures S2E). Survival analysis showed significant differences in overall survival between the three clusters, with patients in cluster C having a significantly better prognosis than those in clusters A and B (Figures S2F). Next, we investigated the immune microenvironment of the three gene clusters. We found that the immune cell infiltration in gene cluster C was significantly lower than in the other two clusters (Figure S2G). All these results were similar to the findings of the PRR molecular subtypes.




3.5 Development of the PRR scoring system

Based on the 264 PRR genes identified by univariate Cox proportional hazards regression analysis, we performed LASSO regression analysis and multivariate Cox proportional hazards regression analysis. Finally, we identified seven key genes to construct the PRR score system (Figure S3). The PRR score of each BLCA patient was calculated based on the following formula: PRR score= ALDH1A1*0.177833963780602 + DSG1*0.154877476230398 + IFNG*(-0.308143329982385) + IL17A*(-0.60024462463256) + LDLR*0.204175159362262 + NRP2*0.194069051932148 + P4HB*0.376758654397122. We classified BLCA patients into the high and low PRR score groups using the median value of 0.967. By combining the hazard ratios and expression heat map of 7 PRR genes, we found that the expression levels of genes with a hazard ratio of 1, such as aldehyde dehydrogenase 2C4 (ALDH1A), desmoglein 1 (DSG1), low-density lipoprotein receptor (LDLR), neuropilin 2(NRP2), and P4HB, were higher in the high-score group. In contrast, genes with a hazard ratio of 1, such as interferon-gamma (IFNG) and interleukin 17A (IL17A), were more highly expressed in the low-score group (Figure 4A). In addition, there was a significant correlation between the PRR molecular subtypes and the scoring system. Specifically, the PRR cluster C and the PRR gene cluster C were significantly associated with low scores, while A and B clusters demonstrated the opposite trend (Figures 4C, D). The alluvial diagram was utilized to effectively visualize the relationship between the PRR clusters, gene clusters, PRR score, and survival status (Figure 4B). In addition, barplots were used to visualize the relationship between the PRR score and the clinical-pathological features (Figures 4E-H). The results demonstrated that the high PRR score group was significantly associated with high grade, T3-4 stage, and N1 stage, all indicators of poor prognosis.




Figure 4 | Comprehensive analysis of the PRR scoring system. (A) The heatmap visualizes the expression of the seven key PRR genes in the PRR scoring system. (B) The alluvial diagram reveals the relationship between the PRR clusters, gene clusters, PRR score, and survival status. (C, D) The relationship between the PRR scoring system with the PRR clusters and gene clusters. (E-H) The relationship between the PRR scoring system with the clinical-pathological features.



We then explored the relationship between the PRR score and prognosis. The survival analyses demonstrated that BLCA patients with a high PRR score had significantly worse survival than those with a low PRR score (Figures 5A, B). The PRR score as a single predictor for patients 1, 3, and 5-year survival rates exhibited ROCs of 0.720, 0.697, and 0.705, respectively (Figure 5C). Moreover, the univariate and multivariate Cox proportional hazards regression analyses revealed that age (HR=2.269, 95%CI=1.70−3.029, p < 0.001), T stage (HR=1.585, 95%CI=1.237−2.032, p < 0.001), N stage (HR=1.498, 95%CI=1.234−1.818, p < 0.001) and PRR score (HR=1.100, 95%CI=1.066−1.1351.0, p < 0.001) were the significant independent prognostic predictors for BLCA (Figures 5D, E). Subsequently, according to these independent prognostic factors, we constructed a prognostic model for BLCA (Figure 5F). The model has demonstrated more accuracy in predicting the 1, 3, and 5-year survival rates of BLCA than the single factor PRR score, with AUCs of 0.792, 0.796, and 0.824, respectively (Figure 5G). Furthermore, the calibration curves showed good agreement between the actual observation and the calculated probability (Figure 5G).




Figure 5 | Prognostic analysis of the PRR scoring system. (A) The relationship between the PRR scoring system with survival time and status. (B) The K-M curve revealed that BLCA patients with a high PRR score had significantly worse survival than those with a low PRR score. (C) The ROCs demonstrated that the PRR score as a single predictor for patients 1, 3, and 5-year survival rates had good predictive performance. (D) Univariate and (E) Multivariate Cox regression analysis of BMR scores and clinicopathological characteristics. (F) The prognostic nomogram for predicting the 1-, 3- and 5-year overall survival of BLCA patients. (G) The calibration curves and ROCs are used for evaluating the predictive performance of the nomogram.



Next, patients were randomly divided into training and testing cohorts in a 1:1 ratio to assess the reliability and validity of the PRR scoring system. It was found that the key PRR gene expression characteristics were consistent between the training and testing cohorts (Figure 6A). The negative correlation between the PRR score and survival status in BLCA patients was shown in both the training and testing cohorts (Figures 6B, C). The K-M survival curve indicated significant differences between groups. Higher mortality rates and shorter survival times were observed in all cohorts (Figure 6D). The AUC values for 1, 3, and 5-year survival were calculated and found to be high in all cohorts (Figure 6E).




Figure 6 | Assessment of the reliability and validity of the PRR scoring system. (A) The heatmap visualizes the expression of the seven key PRR genes in the training and testing cohorts. (B) The relationship between the PRR score, survival time, and status of BLCA patients in the training and testing cohorts. (C) The relationship between the PRR score and the survival status of BLCA patients in the training and testing cohorts. (D) The K-M cure for the different PRR score groups in the training and testing cohorts. (E) The ROCs of predicting 1, 3, and 5-year survival rates of BLCA patients in the training and testing cohorts.



All these results demonstrated that the PRR signature holds significant implications for characterizing BLCA. The prediction model based on the PRR score exhibits good reliability and stability, thereby providing a potential avenue for clinical implementation.




3.6 Relationship between the PRR scoring system and immune microenvironment

This study utilized multiple immune analyses to evaluate the association between the PRR scoring system and the TIME in BLCA. Firstly, we explored the correlations between the PRR score and infiltrating immune cells. The CIBERSORT analysis found a significant positive correlation between PRR score and M0 macrophages, mast cells resting, and cluster of differentiation 4+ (CD4+) memory T cells resting. In contrast, a significant negative correlation was observed between the PRR score and natural killer (NK) cells resting, CD4+ memory T cells activated, and luster of differentiation 8+ (CD8+) T cells (Figures 7A-G). The higher abundance of immunosuppressive cells in the high PRR score group suggested an immunosuppressive TME, consistent with a poor prognosis. The ESTIMATE score was calculated to evaluate the immune cell infiltration in tumor tissues. The result shows that the high RPP score group had a significantly increased ESTIMATE score compared to the low RPP score group, which is consistent with the results of CIBERSORT (Figure 7H). We generated a heatmap to investigate the relationship between the PRR signature and immune cells. Our results revealed a significant positive correlation between risk factors (ALDH1A1, DSG1, LDLR, NRP2, and P4HB) and M0 macrophages, M2 macrophages, resting mast cells, and neutrophils. In contrast, favorable factors (IFNG and IL17A) are significantly positively correlated with M1 macrophages, resting NK cells, activated CD4+ memory T cells, and CD8+ T cells (Figure 7I). We subsequently compared somatic mutations in the high and low PRR score groups and used waterfall plots to visualize the top 20 genes with the highest mutation frequency (Figures S4A, B). The results indicated no significant difference in tumor mutation burden between the groups. These findings provided important insights into the potential role of the PRR signatures in regulating the immune microenvironment, highlighting new avenues and directions for clinical treatment of BLCA patients with a risk of platinum resistance.




Figure 7 | The relationship between the PRR scoring system and immune microenvironment. (A-G) The visualization of the relationship between immune cell infiltration and the PRR scoring system using CIBERSORT analysis (p<0.05). (H) Correlations between the PRR scoring system and Stromal Score, Immune score and ESTIMATE score. (I) The heatmap visualizing the correlations between the 7 key PRR genes and immune cell infiltration. (*p< 0.05; **p< 0.01; ***p< 0.001).






3.7 Relationship between the PRR scoring system and immunotherapy

We then shifted our focus to evaluating the association between the PRR scoring system and immune checkpoint expression levels. The results revealed a positive relationship between PRR scoring and most immune checkpoint-associated molecules, particularly the popular checkpoints CD274, programmed cell death 1 ligand 2 (PDCD1LG2), cytotoxic T-lymphocyte associated protein 4 (CTLA4), and lymphocyte activating 3 (LAG3), which exhibited significantly higher expression in the high PRR score group (Figure 8A). The upregulated expression of immune checkpoint-related molecules in the high-score group provided further evidence that the poor prognosis observed in these patients might be attributed to an immunosuppressive microenvironment. Subsequently, we explored the relationship between the PRR scoring system and immunotherapy in BLCA patients using data from the TCIA database. The results showed that regardless of the immune checkpoint molecules CTLA-4 and PD1 expression, the low PRR score group exhibited a much better response to immunotherapy than the high PRR score group (all p<0.001; Figure 8B). To further validate our results, we analyzed the data from a clinical trial conducted by the IMvigor210 cohort of metastatic urothelial cancer treated with anti-PD-1/PD-L1 therapy. Compared to the high PRR score group, the low PRR score group was associated with a higher proportion of immune cell (IC)2+ (41% vs. 28%), and a similar trend was observed for tumor cell (TC)2+ levels (16% vs. 13%) (Figures 8C, D), which once again confirmed the close relationship between the PRR signatures and the TIME. Figures 8E, F showed that the low PRR score group was significantly associated with a higher complete remissions/partial remissions (CR/PR) ratio (28% vs. 17%) and a lower stable disease/progressive disease (SD/PD) ratio (72% vs. 83%) compared with another group. In addition, the K-M curve analysis revealed that the low PRR score group had a better prognosis than the high PRR score group (p=0.002; Figure 8G). These results suggested that the PRR scoring system might have potential as a prognostic biomarker for BLCA patients with a risk of platinum resistance undergoing immunotherapy.




Figure 8 | The relationship between the PRR scoring system and immunotherapy. (A) The expression of immune checkpoint-associated molecules in the low and high PRR score groups. (B) The efficiency of immunotherapy in BLCA patients with different expression of CLA-4 and PD1 by analysis of the TCIA dataset. (C) The IC and (D) TC levels of patients in the low and high PRR score groups. (E, F) The relationship between the PRR scoring system and treatment efficacy between the different score groups by using data from a clinical trial conducted by the IMvigor210 cohort. (G) The K-M curve analysis of the low and high PRR score groups in the IMvigor210 cohort. (*p< 0.05; **p< 0.01; ***p< 0.001).






3.8 P4HB in BLCA progression and platinum resistance

To investigate the role of the PRR gene in cellular functions and its impact on the sensitivity of BLCA to platinum-based chemotherapy, we conducted a comparative relative expression analysis and prognosis assessment, ultimately selecting P4HB as the target for our study (Figures S5A, B). The expression levels of P4HB were significantly elevated in BLCA cell lines compared to normal bladder epithelial cells (SV-HUC-1) by qPCR experiment (Figure 9A). To investigate the role of P4HB in BLCA progression and platinum resistance, we established a siRNA transfection model for P4HB knockdown, and the inefficiencies were confirmed in 5637 and EJ cells by qPCR experiment (Figure 9B). The wound-healing and transwell assays showed that decreased P4HB expression in 5637 and EJ cells impaired cell migration ability (Figure 9C). Furthermore, P4HB knockdown in platinum-resistant T24 cells decreased the half maximal inhibitory concentration (IC50) to platinum-based chemotherapy drugs compared with platinum-resistant T24 cells by CCK8 assay (Figure 9D). These findings suggest that P4HB plays a crucial role in promoting BLCA progression and platinum resistance, highlighting its potential as a therapeutic target for personalized treatment approaches.




Figure 9 | P4HB in BLCA Progression and Platinum Resistance. (A) Expression levels of P4HB in BLCA cell lines. qPCR analysis was performed to assess the expression levels of P4HB in various BLCA cell lines (5637, BIU, J82, EJ, T24 and UM-UC-3) and normal bladder epithelial cells (SV-HUC-1). (B) Knockdown efficiency of P4HB in 5637 and EJ cells. Representative images (C) and corresponding quantitative analysis (D) of the results were obtained from the wound healing assay, demonstrating the effects of P4HB knockdown in cell migration. Similarly, representative images (E) and corresponding quantitative analysis (F) of the results were acquired from the transwell assay, illustrating the impact of P4HB knockdown on cell migration. (G) CCK8 assay demonstrated the impact of P4HB knockdown on drug-sensitivity of platinum in BLCA cell. (*p< 0.05; **p< 0.01; ***p< 0.001; ****p< 0.0001).







4 Discussion

Due to the biological and molecular genetic differences, BLCA patients may have different treatment responses and resistance outcomes to platinum-based chemotherapy (7, 9). The advent of molecular pathology diagnostic testing techniques has paved the way for a molecular-level approach to BLCA diagnosis and treatment. BLCA molecular subtypes are an important indicator of personalized tumor treatment, which holds immense clinical significance in prognosis and treatment selection (10). To investigate the relationship between platinum resistance and tumor heterogeneity in BLCA, the PRR genes were identified that related to prognosis. We classified BLCA into three PRR molecular subtypes, Cluster A, B, and C. Furthermore, we established a predictive risk model based on seven key PRR genes, which was found to be a strong independent prognostic tool closely associated with the immune inhibitory microenvironment. Our results may facilitate the development of precise immunotherapies for BLCA patients with a risk of platinum resistance.

In this study, we used a bioinformatics approach to identify the PRR signatures in BLCA. We performed consensus clustering, an unsupervised clustering analysis, to classify the tumors into three molecular subtypes based on their gene expression profiles (11). Cluster C had significantly downregulated expression of the PRR genes compared to the other two clusters. Furthermore, we used the CIBERSORT algorithm to analyze the immune cell infiltration in the three molecular subtypes. We found that cluster C had lower immune cell infiltration with a better prognosis. Therefore, we hypothesize that the heterogeneities of BLCA may be closely related to the TIME.

GO and KEGG analyses suggested that the TME is closely related to the regulation of cell adhesion, extracellular matrix organization, and negative regulation of immune system processes. Specifically, the positive regulation of cell adhesion and extracellular matrix organization may promote tumor growth, invasion, and drug resistance (12–15), while the negative regulation of immune system processes may inhibit immune surveillance and clearance of tumor cells (16). The extracellular matrix structural constituent and collagen binding may play important roles in maintaining the stability of the TME and promoting tumor progression (15). In addition, the KEGG analysis revealed several pathways potentially involved in tumor pathogenesis and progression, such as the PI3K-Akt signaling pathway, TNF signaling pathway, and Toll-like receptor signaling pathway (17–19). These findings better explain the molecular mechanisms underlying platinum resistance and tumor progression.

Considering the potential association between platinum resistance with the tumor heterogeneity and clinical outcomes of BLCA, we developed the PRR scoring system based on seven key genes associated with platinum resistance. More specifically, ALDH1A1, DSG1, LDLR, NRP2, and P4HB were considered risk factors, while IFNG and IL17A were favorable genes for platinum resistance, which is consistent with the current studies (20–23). As expected, cluster A exhibited the highest PRR score, while cluster C had the lowest PRR score, and cluster B showed a moderate PRR score. Furthermore, patients with a low PRR score demonstrated superior overall survival rates compared to those with a high PRR score. Following adjustment for confounding factors, the PRR score demonstrated potential as an independent prognostic biomarker in BLCA. The ROC analyses revealed that the PRR score exhibited a favorable ability to predict 1-, 3-, and 5-year overall survival rates with high accuracy. Therefore, the PRR scoring system may represent a robust prognostic tool for BLCA.

The alterations in the TIME have been demonstrated to play a crucial role in platinum resistance in various types of tumors (24–26). Tumor-associated macrophages (TAMs) are critical in tumor progression and chemotherapy resistance (27). The TME and stage affect the two different phenotypes of TAMs, M1 and M2 macrophages. While M1 macrophages can induce an inflammatory response to inhibit tumor growth, M2 macrophages suppress the immune response and promote tumor progression (28). T cells are the primary component of the antitumor adaptive immune response in the TME. Higher infiltration of CD8+ T cells is associated with better prognosis and treatment response (29). CD8+ cytotoxic T cells (CTLs) can secret cytotoxic enzymes, including perforin and granzyme, exerting tumor-killing mechanisms (30, 31). The expression of inhibitory receptors such as PD-1 and CTLA-4 is related to the severity of dysfunctional T cell phenotype. If the tumor cells activate immune checkpoint signaling pathways (e.g., CTLA-4 and PD-1), they can escape from CTLs attacks (28). CD4+ T cells can promote the proliferation of CTLs, increase antigen presentation by dendritic cell (DC), facilitate CTLs activation, and promote the formation of memory CTLs (32). NK cells are a critical component of the innate immune system and are highly effective in recognizing and eliminating undifferentiated or poorly differentiated tumor cells (33). During tumor development, tumor-associated inflammation induces the accumulation of neutrophils in the TME. In the later stages, these neutrophils undergo a polarization switch to N2 neutrophils and significantly infiltrate the tumor tissue, thereby promoting tumor growth and progression (34, 35). Our study observed a significant negative correlation between the PRR score and the abundance of resting NK cells, activated CD4+ memory T cells, and CD8+ T cells. Furthermore, the risk genes associated with platinum resistance exhibited significant positive correlations with immunosuppressive cells, such as M0 and M2 macrophages, resting mast cells, and neutrophils. Conversely, the favorable genes were significantly positively correlated with M1 macrophages, resting NK cells, activated CD4+ memory T cells, and CD8+ T cells. These findings supported the important role of tumor-associated immune cells in BLCA.

Based on the high expression of immune checkpoint-related molecules in the high PRR score group, we hypothesized that there might be a correlation between the PRR score group and immunotherapy efficacy. We conducted analyses of the relationship between the PRR scoring system and treatment efficacy using data from a clinical trial conducted by the IMvigor210 cohort of metastatic urothelial cancer treated with anti-PD-1/PD-L1 therapy. The high PRR score group had a higher expression of immune checkpoint-related molecules, such as CD274, PDCD1LG2, CTLA4, and LAG3, which are known to be upregulated in the immunosuppressive microenvironment and dysfunctional immune cells and are associated with poor prognosis (36, 37). Patients with high PRR scores had a lower CR/PR ratio (17% vs. 28%) and shorter overall survival than those with low PRR scores. Although the high PRR score group had higher expression of the immune checkpoints, the significant suppression of CD8+ cells enabled the tumor cells to escape from immune cell attack, which confirms the significantly reduced effectiveness of immunotherapy and poor prognosis in BLCA patients with a high PRR score.

Our findings revealed significantly elevated expression levels of P4HB in BLCA cell lines compared to normal bladder epithelial cells, suggesting its potential involvement in BLCA development. The recent meta-analysis containing the data of 4121 cancer patients by Wang, F. et al. demonstrated that high P4HB expression was significantly correlated with shorter OS (HR = 0.681; 95% CI, 0.560–0.802; P < 0.001) (38). The siRNA-mediated knockdown of P4HB in 5637 and EJ cell lines resulted in a substantial decrease in their migration abilities, indicating the critical role of P4HB in promoting cell migration and predicting survival in BLCA.

Drug resistance is a significant obstacle to successful treatment of cancers. It has been reported that P4HB played an important role in modulating chemoresistance in liver cancer, BLCA, and malignant glioma (39–41). In our study, the enhanced sensitivity of T24 platinum-resistant BLCA cells to platinum-based chemotherapy drugs upon P4HB knockdown suggests that P4HB may contribute to platinum resistance in BLCA. Platinum-based chemotherapy is a widely used treatment for BLCA, but resistance to these drugs remains a significant clinical challenge. Our study suggests that targeting P4HB could potentially overcome platinum resistance and improve treatment outcomes for BLCA patients.

Our study has several limitations. Firstly, it was a retrospective study, and the results need to be validated in prospective studies. Secondly, the sample size of the IMvigor210 cohort was relatively small, and more clinical trials with larger sample sizes are needed to further evaluate the relationship between PRR score and the efficacy of immunotherapy. Thirdly, the mechanisms underlying the role of the PRR signatures in the development of BLCA need to be further investigated.




5 Conclusion

In conclusion, our study demonstrated that the PRR molecular subtypes and the scoring system were significantly associated with clinical-pathological features, the TIME, and prognostic features, highlighting their potential as clinical tools for personalized therapy for BLCA patients.
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IL-1B Rats EAP&Normal Prostate Tissue Up (87)
TNF-0. Rats EAP&Normal Prostate Tissue Up (87)
IL-4 Rats EAP&Normal Prostate Tissue Up (87)
IL-13 Rats EAP&Normal Prostate Tissue Up (87)
IL-17 Mice EAP&Normal Prostate Tissue Up (88)
IL-12 Mice EAP&Normal Prostate Tissue Up (89)
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1L-6 Homo Sapiens Chronic Bacterial Prostatitis patients&Normal Seminal Fluid Up o1
IL-17 Rats EAP&Normal Prostate Tissue Up (92)
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EAP, Experimental Autoimmune Prostatitis; CBPP, Chronic Bacterial Prostatitis patients; Up, Up-regulation of cytokine levels; Down, Down-regulation of cytokine levels.
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1L-6 Homo Sapiens Infertility with VC & Normal Seminal Fluid Up (18)
TNF-o. Homo Sapiens Infertility with VC & Normal Seminal Fluid Up (18)
IL-8 Homo Sapiens Infertility with VC & Normal Seminal Fluid Up (19)
1L-8 Homo Sapiens Infertility with VC & Normal Seminal Fluid Up (20)
IL-1B Homo Sapiens Infertility with VC & Normal Seminal Fluid Up 1)
1L-6 Homo Sapiens Infertility with VC & Normal Seminal Fluid Up (22)
TNF-o. Homo Sapiens Infertility with VC & Normal Seminal Fluid NSS (23)
IFN-y Homo Sapiens Infertility with VC & Normal Seminal Fluid Down (24)
TGF-B Rats Infertility with VC & Normal Testicular Tissue Up (25)

VG, varicocele; Up, Up-regulation of cytokine levels; Down, Down-regulation of cytokine levels; NSS, No statistical significance.
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IL-1B Rats EAO&Normal Testicular Tissue Up

IL-6 Rats. EAO&Normal Testicular Tissue Up (50)
IL-6 Rats EAO&Normal Testicular Tissue Up (46)
TNEF-0. Rats EAO&Normal Testicular Tissue Up (46)
TNF-o. Rats. EAO&Normal Testicular Tissue Up (51)
IL-17A Rats EAO&Normal Testicular Tissue Up (52)
IL-17A Mice EAO&Normal Testicular Tissue Up (53)
IL-6 Mice EAO&Normal Testicular Tissue Up (53)
IFN-y Mice EAO&Normal Testicular Tissue Up (53)
TNEF-0. Mice EAO&Normal Testicular Tissue Up (53)
IL-1B Mice EAO&Normal Testicular Tissue NSS (53)
IL-6 Mice EAO&Normal Testicular Tissue Up (54)
TNEF-0. Mice EAO&Normal Testicular Tissue Up (54)
IL-1B Mice UPEC&Normal Testicular Tissue Up (55)
IL-1B Rats. UPEC&Normal Testicular Tissue Up (56)
IL-1B Rats. UPEC&Normal Testicular Tissue Up (57)
IL-6 Mice UPEC&Normal Testicular Tissue Up (55)
TNF-0. Mice UPEC&Normal Testicular Tissue Up (55)

NSS, No statistical significance; EAO, Experimental Autoimmune Orchitis; UPEC, Uropathogenic Escherichia Coli-induced orchitis; Up, Up-regulation of cytokine levels.
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Embryonal carcinoma Mixed germ cell tumor Seminoma Sum (%)

Characteristics

n/26 (%) n/30 (%) n/68 (%) (n=124)
Age
<=30 16/26 (61.5) 18/30 (60.0) 25/68 (36.7) 59 (47.6)
>30 10/26 (38.5) 12/30 (40.0) 43/68 (63.3) 65 (52.4)
P(Fisher) 0.1238 0.1127 0.0095
Topography (T)
T1 7/26 (26.9) 18/30 (60.0) 42/68 (61.8) 67 (54.0)
T2-T3 19/26 (73.1) 12/30 (40.0) 25/68 (36.7) 56 (45.2)
Tx 0/26 (0.0) 0/30 (0.0) 1/68 (1.5) 1(0.8)

P(Fisher) 0.0033 0.7138 0.0253

Lymph node (N)

No 7126 (26.9) 13/30 (43.3) 22/68 (32.4) 42 (33.8)
NI1-N2 7126 (26.9) 3/30 (10.0) 3/68 (4.4) 13 (10.5)
Nx 12/26 (46.2) 14/30 (46.7) 43/68 (63.2) 69 (55.7)
P(Fisher) 0.0273 0.1773 0.1026

Metastasis (M)

Mo 22/26 (84.6) 24/30 (80.0) 61/68 (89.7) 107 (86.3)
Ml 1/26 (3.9) 3/30 (10.0) 0/68 (0.0) 4(32)
Mx 3/26 (11.5) 3/30 (10.0) 7/68 (103) 13 (10.5)
P(Fisher) 1 0.0310 0.0377

Stage

Stage I 10/26 (38.5) 15/30 (50.0) 52/68 (76.5) 77 (62.1)
Stage II-I11 15/26 (57.7) 13/30 (43.3) 14/68 (20.6) 42 (33.9)
Not reported 1/26 (3.8) 2/30 (7.2) 2/68 (2.9) 5(4.0)
P(Fisher) 0.0092 0.1125 0.0004

Serum markers

S0 8/26 (30.8) 3/30 (10.0) 29/68 (42.6) 40 (32.3)
S1-83 17/26 (65.4) 27/30 (90.0) 26/68 (38.2) 70 (56.5)
Sx 1/26 (3.8) 0/30 (0.0) 13/68 (19.2) 14 (11.3)
P(Fisher) 0.6381 0.0005 0.0006

Fisher’s exact test was performed between patients in each TGCT subtype and patients in other TGCT subtypes for each clinical characteristic. P<0.05 was considered significant.
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24 h after surgery

Control group

Treatment group

(n=55) (n=35)
IL-6(pg/ml), median [IQR] 20.25[13.805,45.49] 26.37[17.955,85.59] 0.077
PCT(ng/ml),median [IQR] 0.05[0.03,0.07] 0.05(0.04,0.065) 0.643
‘ hs-CRP(mg/L),median [IQR] 1.5(0.785, 4.075] 4.54(2.695, 12.4] 0.000
SIRS(%) 6(10.9) 11(31.4) 0.015
‘ Sepsis (%) 0 0 -
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Treatment

group
n=11
Heart rate> 90 counts/minute 6 9
Body temperature>38°Cor < 36°C 4 9
PaCO,< 32 mmHg or respiration rate> 20 4 3

counts/minute

Peripheral Blood Leukocyte 1 6
Count>12x10/L or< 4x10°/L
Or immature cells> 10%
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Pre-operative

Control group

Post-operative

Treatment group

Pre-operative

Post-operative

CD3+T

CD4+T

CD8+T

DNT
CD4+CD8+DPT
B

NKT

NK
HLA-DR+T
CD4+/CD8+
15G

IgA

IgM
complement C3

complement C4

70.1147 + 9.04614
38.7382 + 7.46683
25.5782 + 7.72992
6.88(4.445,9.39]
0.4885 + 0.39375
12.27(7.535,15.875)
27671 + 1.94983
154 [1135,19.1]
3.4[2.45,535)
1.47[1.23,2.02]
12,4100 + 4.18440
1.92[1.55,2.575]
1.02[0.705,1.33]
0.97 + 0.14625

0.2333 + 0.06605

67.3339 + 12.44194
364836 + 10.82307
24,9582 + 7.80998
6.36(4.6,10.045]
05625 + 0.45954
11.78[7.38,14.495]
33378 + 2.45798
16.5(12,25.65)
32(1.75,5.7)
1.36(1.085,2.015]
102713 + 3.99802
1.68(1.28,2.165]
0.83[0.645,1.05]
0.8153 + 0.15302

0.1918 + 0.05348

67.8657 + 10.18144
37.1030 + 5.57091
26.1057 + 8.61998
6.08(4.655,8.435]
06673 + 0.51074
10.43(8.125,14.355)
27217 + 1.70340

18.1[14.9,26.05]
4[2.85,5.25)
157(1.115,2.01]

13.0169 + 2.64993

2.5[1.945,3.14]
1.05[0.76,1.46]
09766 + 0.15939

0.2503 + .06573

66.099 + 1239672
36.0314 + 8.64461
25.6229 + 920195
6.17(5.08,7.765)
11755 + 134047
10.08[7.16,13.55]
2.9969 + 2.9969
19.2[15.5,28.1)
3.6[1.9,5.15]
1.6[1.015,2.03]
103074 + 2.06988
1.86[1.42,2.535]
0.86[0.655,1.255]
08531 + 0.13554

0.206 + .06852

The units of items in the lymphocyte subpopulation test are % except for CD4+/CD8+; the units of the five immunoglobulin items are mg/L except for IgG units which are g/L.
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Control group Treatment group

Project (GEYE)) (n=42) P Value
age(yr),mean + SD 47.97 + 10.69 50.64 +7.72 0.159
gender (%) woman 23(31.5) 20(47.6) 0.129
man 50(68.5) 22(52.4)
BMILmean + SD 24.09 +3.57 24.34 +£3.36 0711
stone diameter(cm),median [IQR] 1.8 [1.5,2.7] 2.65[1.97,3.10] 0.003
creatinine(ttmol/L),median [IQR] 85.0[75.0, 100.0] 81.0[69.0, 94.0] 0.135
Urine leukocyte count without antimicrobial therapy(/uL),median 7[IQR] 210.3[112.8, 673.2] 274.3[125.85,1157.62] 0.111
positive urine cultures(%) 17(23.3) 14(33.3) 0.242
numbers of white blood cells(x10°/L),median [IQR] 6.51[5.65,7.89] 6.845(5.77,8.1425] 0.296
IL-6(pg/ml), median [IQR] 2.58(1.49, 8.5] 6.2[2.6775, 9.775] 0.036
PCT(ng/ml),median [IQR] 0.04[0.03,0.06] 0.045[0.03,0.0675) 0.526
hs-CRP(mg/L),median [IQR] 2.51[1.11,8.7) 4.455(2.315,12.5525] 0.156
Days of preoperative antimicrobial therapy(d),median [IQR] 3[2,5] 4[3,6] 0.160
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Control group Treatment group

Project (n=55) (n=35) P value
age(yr),mean + SD 50.09 + 9.49 50.57 £ 7.4 0.8
gender (%) Woman 18 (32.7) 14 (40.0) [ 0.634
‘ ‘ Man 37 (67.3) 21 (60.0) v
‘ BMI,mean + SD 23.97 + 345 2421 £2.99 0.735
‘ stone diameter (cm),median [IQR] 22 [1.6,29] 2.3 [1.8,2.96] 0.303
‘ Urine leukocyte count without antimicrobial therapy (/uL),median [IQR] 2384 [124.2,742.15] 239.7 [119.5,801.15] 0.888
‘ positive urine cultures (%) 16(29.1) 11(31.4) 0.813
numbers of white blood cells (x10°/L),median [IQR] 6.48[5.62,7.645] 6.81[5.705,7.85] [ 0.495
‘ 1L-6(pg/ml), median [IQR] 2.58(1.49,6.545] 5.11[2.41,6.97] 0.076
‘ PCT(ng/ml),median [IQR] 0.04[0.025,0.06) 0.04[0.025,0.06] 0.706
hs-CRP(mg/L),median [IQR] 3.53[1.095,8.43] 4.23(1.79,9.855] 0.387
creatinine (mol/L),median [IQR] 85.0 [74.5,105.5] 82.0 [72.0,101.0] 0.376

Days of preoperative antimicrobial therapy (d),median [IQR] 3[2.5,5] 4[3,5.5] 0.215






OPS/images/fimmu.2023.1181688/table3.jpg
pre-OP vs. post-OP Treatment group vs control group

Control group Treatment group Pre-operative Post-operative
CD3+T 0.013* 0.226 0.277 0369
CD4+T 0.099 0.434 0.269 0.835
CD8+T 0.099 0487 0.764 0714
DNT 0491 0.459 0.691 0.646
CD4+CD8+DPT 0305 0.017* 0.083 0.013*
B 0.175 0451 0.464 0487
NKT 0.048* 0.504 0.910 0.509
NK 0.011% 0516 0.075 0245
HLA-DR+T 0272 0417 0.474 0924
CD4+/CD8+ 0541 0.600 0.637 0947
1gG 0.000* 0.000* 0.446 0961
IgA 0.000* 0.000* 0.066 0.067
IgM 0.000* 0.000* 0.369 0396
complement C3 0000 0.000* 0.841 0236
complement C4 0.000* 0.000* 0.236 0.071

*The difference between each group was statistically significant (P<0.05).
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Metabolin

Metabolic organs

Pathway

Function

or cells
23833257 | 2013 Ohana et al. Oxalate / SLC26A6 Regulate oxalate and induce stones formation
24956378 | 2014 Liang et al. Oxalate/AR / NADPH oxidase-P22-phox Regulate oxalate biosynthesis and oxidative
stress
25175550 | 2014 Sasakumar oxalate Intestine / Reduce oxalate excretion
etal.
27612997 = 2017 Mulay et al. Oxalate Kidney tubule TNEFR signaling pathway Promote the adhesion of calcium oxalate
crystals
29272854 | 2018 Patel et al. Oxalate / / Affect the mitochondrial function of
monocyte
29395336 | 2018 Amin et al. Oxalate Intestine A6mRNA/total protein Reduce oxalate and stones formation
31117291 2019 Lietal. COM/OA ! NOX4/ROS/P38MAPK Inhibit kidney stones formation
30894518 | 2019 Zhu et al. Oxalate/AR Kidney tubule MiRNA-185-5p Inhibit the phagocytosis of CaOx crystals
31475403 2019 Peerapen et al. Oxalate/ Kidney tubule Annexin Al/c-enolase Affect oxalate metabolism and prevent kidney
Estrogen stones
31178964 = 2019 Zhu et al. Oxalate/ERB Liver AGT1 Inhibit oxalate biosynthesis and prevent
stones formation
34433051 2020 Gianmoena Oxalate/ Liver Downregulate Promote kidney stones formation and CKD
etal. Glyoxylate hypermethylation
and Agxt
32317970 | 2020 Shimshilashvili Oxalate/ / SLC26A6 - STAS domain Affect citrate and oxalate homeostasis
etal. Citrate structure and induce CaOx stones
34783577 | 2021 Liu et al. Oxalate/SCFA  Intestine SLC26A6 Reduce urinary oxalate and renal CaOx stones
18804815 2008 Tsujihata et al. ROS/ATO Kidney tubule / Inhibit oxidative stress and kidney tubule
injury
29843125 | 2018 Sun et al. ROS/MUC4 Kidney tubule ERK signaling pathway Inhibit oxidative stress
29849862 | 2018 Qin et al. ROS Kidney tubule NADPH oxidase/Ang II/ATIR | Reduce the expression of stone-related
proteins
31408871 = 2019 Liu et al. ROS HK-2 P38MAPK/NADPH Reduce the production of ROS and apoptosis
of HK-2 cells
30599261 = 2019 Zhu et al. ROS/DMF ! Nrf2 Inhibit inflammation and regulate oxidative
stress.
31735555 2019 Liu et al. ROS / HMGB1/TLR4/NF-kB Promote kidney tubule injury
30995115 | 2019 Sugino et al. ROS Kidney / Inhibit kidney stones formation
31926579 2019 Lietal. ROS HK-2 APE up-regulation and Stimulate reactive oxygen species and
redistribution apoptosis in cells
32945480 2020 He et al. ROS / GLUD1 Reduce oxidative stress
31733571 | 2020 | Kangetal. ROS/SOD / Autophagy-ERs response Reduce kidney stones formation and prevent
kidney
34512861 2021 Lvetal ROS/Oxalate Kidney NLRP3/Caspase-1/IL-1B Induce inflammatory response and ROS
production
34211634 | 2021 Wu et al. ROS/Calcium Kidney tubule ROS/NF-kB/MMP-9 Promote calcium crystal deposition
34506233 | 2021 Jia et al. ROS/UA Kidney NRF2/HO-1/TLR4/NF-kf3 Inhibit oxidative stress
34204866 = 2021 Guzel et al. ROS/ Kidney P38-MAPK Reduce the damage caused by hyperoxaluria
Quercetin
33718378 | 2021 | Wuetal ROS Kidney TFEB Regulate inflammation and oxidative injury
24578130 | 2014 Taguchi et al. M2 Kidney tubule CSF-1 Inhibit renal crystal formation
30588609 = 2019 Xi et al. M2/SIRT3 Kidney FOXO1 Inhibit kidney calcium oxalate crystal
formation
32641994 2020 Liu et al. M2 / Nrf2-miR-93-TLR4/IRF1 Inhibit inflammatory injury
11490302 | 2001 | Yagisawaetal | Androgen Kidney / Promate kidney stones formation
27260493 2016 Changtong Androgen Kidney Increase 0--enolase Increase COM crystal cell adhesion
etal.
27857889 | 2016 Gupta et al. Androgen ! / Enhance kidney stones formation
29953960 | 2018 | Singhto et al. Exosome Macrophage IL-8 production and Exosomes are involved in the inflammatory
neutrophil migration response in COM
29535716 | 2018 Singhto et al. Exosome Macrophage / Enhance the phagocytic activity of
macrophages
31342142 2019 Sueksakit et al. Androgen ! / Inhibit kidney stones formation
33845860 = 2019 Peng et al. Androgen kidney HIF-10/BNIP3 Induce renal tubular epithelial cells death
33852977 2021 Yuan et al. AR/ Kidney tubule AR/NOX2 Inhibit oxidative stress and inflammation
Kaempferol
35500753 = 2022 Lee et al. Estrogen / SLC26A6 Dysregulate oxalate transport
30548662 2018 Xi et al. Sirtuin 3 / NRF2/HO-1 Inhibit kidney stones formation
31639794 = 2019 Lietal VK-1 ! MGP Inhibit renal crystals formation
34675921 | 2021 Jin et al. SCFA Kidney CX3CR1CD24 macrophage Inhibit calcium oxalate crystal formation
34606628 | 2021 Wei et al. LPN1 Intestine / Prevent hyperoxaluria
34630369 = 2021 Liu et al. Arginine Intestine / Reduce renal CaOx crystals
33718066 = 2021 Hong et al. Sodium / / Increase the formation of stone
24948743 | 2014 | Yuetal Calcium Kidney tubule Claudin 14 Mediate hypercalciuria pathogenesis
31449775 | 2019 Bouderlique Calcium/Vit- ! / Accelerate Randall’s spots formation
etal. D
32149733 | 2020 Curry et al. Calcium Kidney tubule Claudin 2 Mediate calcium reabsorption
32197346 2020 Plain et al. Calcium Kidney tubule Claudin 12 Mediate calcium reabsorption
25600098 | 2015 Whiteside et al. | Microbiome Intestine / Diagnose and treat kidney stones
35524736 2022 Tian et al. Microbiota Intestine TLR4/NF-kB/COX-2 Reduce kidney stones formation

AR, androgen receptor; A6mRNA, SLC26A6 mRNA; Agxt, alanine-glyoxylate aminotransferase; AGTI, glyoxylate aminotransferase 1; ATO, atorvastatin; Ang 11, angiotensin Il; ATIR,
angiotensin receptor; APE, apurinic/apyrimidinic endonuclease; COM, calcium oxalate monohydrate; CaOx, calcium oxalate; CKD, chronic kidney disease; CSF -1, colony-stimulating; COX-2,
Cyclooxygenase 2; DME, dimethyl fumarate; ERB, estrogen receptor B; ERK, extracellular signal-regulated kinase; ERS, endoplasmic reticulum stress; FOXOI, forkhead box Ol; GLUDI,
glutamate dehydrogenase 1; HK-2, human kidney epithelial cell line; HMGBI, high-mability group box 1; IL1B, interleukin 1 beita; IRF1, interferon regulatory factor 1; IL-8, interleukin 8 LPN,
lactiplantibacillus plantarum N-1; MUC4, mucin 4 MMP-9, matrix metalloproteinase-9; M2, M2 macrophages MGP, matrix Gla protein; NADPH, nicotinamide adenine dinucleotide phosphates
NOX4, nicotinamide adenine dinucleotide phosphate oxidase 4; Nrf2, nuclear factor (erythroid-derived 2)-like 2; NF-KB, nuclear factor kappa B; NLRP3, NOD-like receptor protein 3; NE-kB,
nuclear factor kappa-light-chain-enhancer of activated B cell; NOX2, nicotinamide adenine dinucleotide phosphate oxidase 2; OA, obcordata A; ROS, reactive oxygen species; STAS, sulfate
transporter and anti-sigma factor antagonist; SCFA, short-chain fatty acids SOD, Superoxide dismutase; Sirt3, sirtuin 3; SLC26A6, Solute Carrier Family 26 Member 6; TNER, TNF receptor;
'TLR4, toll-like receptor 4; TFEB, transcription factor EB; UA, ursolic acid; VK-1, Vitamin K1; Vit-D, Vitamin D.
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Gel Primer Sequence (5'-3')

GAPDH (Rat) Forward ACAGCAACAGGGTGGTGGAC 250
Reverse TTTGAGGGTGCAGCGAACTT

MMPI (Rat) Forward GCTTAGCCTTCCTTTGCTGTTGC 136
Reverse GACGTCTTCACCCAAGTTGTAGTAG

MMP3 (Rat) Forward CCACAGAATCCCCTGATGTC 103
Reverse CTGACTGCATCGAAGGACAA

MMP9 (Rat) Forward GCTGGGCTTAGATCATTCTTCAGTG 109
Reverse CAGATGCTGGATGCCTTTTATGTCG

MMP10 (Rat) Forward TGGTTCCTGTGCCCTCTGTCTC 148
Reverse TCGGGATTCCACTGGGTTCTACG

MMP12 (Rat) Forward GGCAACTGGACACCTCAACTCTG 107
Reverse CCGCTTCATCCATCTTGACCTCTG

B-actin (human) Forward GTCATTCCAAATATGAGATGCGT 105
Reverse TGTGGACTTGGGAGAGGACT

MMP1 (human) Forward CTGGGAGCAAACACATCTGACCTAC 93
Reverse TGGAAGGCTTTCTCAATGGCATGG

MMP3 (human) Forward GACAAAGGATACAACAGGGAC 81
Reverse GCTGAGTGAAAGAGACCCA

MMP9 (human) Forward AGACCTGGGCAGATTCCAAAC 94
Reverse CGGCAAGTCTTCCGAGTAGT

MMP10 (human) Forward GAGATGCCAGCCAAGTGTGATCC 126
Reverse AAATTCAGGTTCAGGGTTCCAGTGG

MMP12 (human) Forward GATCCAAAGGCCGTAATGTTCC 86

Reverse TGAATGCCACGTATGTCATCAG
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Abbreviation

Full name

APM Anoikis prognostic model

ARGs Anoikis-related genes

ATCC American Type Cultural Collection

AUC Area under curve

BNIP3 Bcl-2/adenovirus E1B 19kDa interacting protein 3
CCND1 Cyclin D1

c«cRCC Clear cell renal cell carcinoma

CEBPB CCAAT/enhancer-binding protein beta
CPTAC Clinical Proteomic Tumor Analysis Consortium
EARS2 Glutamyl-tRNA synthetase 2

EDS Extracellular matrix deprivation system
ERBB2 Epidermal growth factor receptor 2

FAIM2 Fas apoptotic inhibitory molecule 2

FBS Fetal bovine serum

GO Gene Ontology

GTEx Genotype-Tissue Expression

IHC Immunohistochemistry

KEGG Kyoto Encyclopedia of Genes and Genomes
KLF5 Kruppel-like factor 5

K-M Kaplan-Meier

LASSO Least absolute shrinkage and selection operator
[eN] Overall survival

PECAM1 Platelet endothelial cell adhesion molecule-1
RCC Renal cell carcinoma

ROC Receiver operating characteristic

TCGA The Cancer Genome Atlas

TIMP1 Tissue inhibitor of metalloprotease 1

TME Tumor microenvironment

TPGs Tumor prognostic genes

TrKB Tyrosine receptor kinase B

UBE2C Ubiquitin-conjugating enzyme E2C
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