

[image: image]





FRONTIERS EBOOK COPYRIGHT STATEMENT

The copyright in the text of individual articles in this ebook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers. 

The compilation of articles constituting this ebook is the property of Frontiers. 

Each article within this ebook, and the ebook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this ebook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version. 

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or ebook, as applicable. 

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with. 

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question. 

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-8325-4430-3
DOI 10.3389/978-2-8325-4430-3

About Frontiers

Frontiers is more than just an open access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers journal series

The Frontiers journal series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers journal series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view. By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics? 

Frontiers Research Topics are very popular trademarks of the Frontiers journals series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area.


Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers editorial office: frontiersin.org/about/contact





Remote sensing for field-based crop phenotyping

Topic editors

Jiangang Liu – State Key Laboratory of Vegetable Biobreeding, Institute of Vegetables and Flowers, Chinese Academy of Agricultural Sciences, China

Zhenjiang Zhou – Zhejiang University, China

Bo Li – Syngenta UK Limited, United Kingdom

Citation

Liu, J., Zhou, Z., Li, B., eds. (2024). Remote sensing for field-based crop phenotyping. Lausanne: Frontiers Media SA. doi: 10.3389/978-2-8325-4430-3





Table of Contents




Editorial: Remote sensing for field-based crop phenotyping

Jiangang Liu, Zhenjiang Zhou and Bo Li

Remote sensing for field pea yield estimation: A study of multi-scale data fusion approaches in phenomics

Afef Marzougui, Rebecca J. McGee, Stephen Van Vleet and Sindhuja Sankaran

Significant increases in Donghong kiwifruit yield by a novel umbrella-shaped trellis system and identification of associated molecular mechanisms

Honghong Deng, Yao Li, Changqing Pang, Kun Zhang, Xinbo Tian, Tong Wang, Yan Liang, Zunzhen He, Yuxuan Lang, Jinbao Fang, Lijin Lin, Jin Wang, Xiulan Lv, Hui Xia and Dong Liang

Non-destructive monitoring of maize LAI by fusing UAV spectral and textural features

Xinkai Sun, Zhongyu Yang, Pengyan Su, Kunxi Wei, Zhigang Wang, Chenbo Yang, Chao Wang, Mingxing Qin, Lujie Xiao, Wude Yang, Meijun Zhang, Xiaoyan Song and Meichen Feng

Row selection in remote sensing from four-row plots of maize and sorghum based on repeatability and predictive modeling

Seth A. Tolley, Neal Carpenter, Melba M. Crawford, Edward J. Delp, Ayman Habib and Mitchell R. Tuinstra

A fast phenotype approach of 3D point clouds of Pinus massoniana seedlings

Honghao Zhou, Yang Zhou, Wei Long, Bin Wang, Zhichun Zhou and Yue Chen

Phenological stage and vegetation index for predicting corn yield under rainfed environments

Amrit Shrestha, Raju Bheemanahalli, Ardeshir Adeli, Sathishkumar Samiappan, Joby M. Prince Czarnecki, Cary Daniel McCraine, K. Raja Reddy and Robert Moorhead

Methodological evolution of potato yield prediction: a comprehensive review

Yongxin Lin, Shuang Li, Shaoguang Duan, Yanran Ye, Bo Li, Guangcun Li, Dianqiu Lyv, Liping Jin, Chunsong Bian and Jiangang Liu

Using crop intercepted solar radiation and vegetation index to estimate dry matter yield of Choy Sum

Yiyin He, Zhao Wang, Sashuang Sun, Lijun Zhu, Yu Li, Xiaoxiao Wang, Jiang Shi, Si Chen, Dunchang Qi, Junxiang Peng and Zhenjiang Zhou

Remote sensing continuity: a comparison of HTP platforms and potential challenges with field applications

Andrew W. Herr and Arron H. Carter

Estimating yield-contributing physiological parameters of cotton using UAV-based imagery

Amrit Pokhrel, Simerjeet Virk, John L. Snider, George Vellidis, Lavesta C. Hand, Henry Y. Sintim, Ved Parkash, Devendra P. Chalise, Joshua M. Lee and Coleman Byers

LAI estimation based on physical model combining airborne LiDAR waveform and Sentinel-2 imagery

Zixi Shi, Shuo Shi, Wei Gong, Lu Xu, Binhui Wang, Jia Sun, Bowen Chen and Qian Xu

Field phenotyping for African crops: overview and perspectives

Daniel K. Cudjoe, Nicolas Virlet, March Castle, Andrew B. Riche, Manal Mhada, Toby W. Waine, Fady Mohareb and Malcolm J. Hawkesford

Hyperspectral estimation of chlorophyll content in jujube leaves: integration of derivative processing techniques and dimensionality reduction algorithms

Nigela Tuerxun, Jianghua Zheng, Renjun Wang, Lei Wang and Liang Liu

Optimizing window size and directional parameters of GLCM texture features for estimating rice AGB based on UAVs multispectral imagery

Jikai Liu, Yongji Zhu, Lijuan Song, Xiangxiang Su, Jun Li, Jing Zheng, Xueqing Zhu, Lantian Ren, Wenhui Wang and Xinwei Li

Combining spectral and texture feature of UAV image with plant height to improve LAI estimation of winter wheat at jointing stage

Mengxi Zou, Yu Liu, Maodong Fu, Cunjun Li, Zixiang Zhou, Haoran Meng, Enguang Xing and Yanmin Ren

Estimating the frost damage index in lettuce using UAV-based RGB and multispectral images

Yiwen Liu, Songtao Ban, Shiwei Wei, Linyi Li, Minglu Tian, Dong Hu, Weizhen Liu and Tao Yuan

Enhancing estimation of cover crop biomass using field-based high-throughput phenotyping and machine learning models

Geng Bai, Katja Koehler-Cole, David Scoby, Vesh R. Thapa, Andrea Basche and Yufeng Ge





EDITORIAL

published: 26 January 2024

doi: 10.3389/fpls.2024.1368694

[image: image2]


Editorial: Remote sensing for field-based crop phenotyping


Jiangang Liu 1, Zhenjiang Zhou 2 and Bo Li 3*


1 State Key Laboratory of Vegetable Biobreeding, Institute of Vegetables and Flowers, Chinese Academy of Agricultural Sciences, Beijing, China, 2 College of Biosystems Engineering and Food Science, Zhejiang University, Hangzhou, Zhejiang, China, 3 Syngenta, Jealott’s Hill International Research Centre, Bracknell, United Kingdom




Edited and Reviewed by: 

Peng Chen, Anhui University, China

*Correspondence: 

Bo Li
 bo.li-1@syngenta.com


Received: 11 January 2024

Accepted: 16 January 2024

Published: 26 January 2024

Citation:
Liu J, Zhou Z and Li B (2024) Editorial: Remote sensing for field-based crop phenotyping. Front. Plant Sci. 15:1368694. doi: 10.3389/fpls.2024.1368694



Keywords: smart agriculture, remote sensing, crop phenotyping, computer vision, machine learning, data fusion


Editorial on the Research Topic 


Remote sensing for field-based crop phenotyping


With the population predicted to increase to over 9.6 billion by 2050, and food demand anticipated to increase by between 60 and 100%, sustainable and resilient agricultural production with a minimised impact on the environment is crucial particularly at the context of global climate change. Breeding and identifying crop varieties with high production and adopted specific environmental conditions requires considerable efforts to assess crop phenotypic traits (e.g., LAI, plant height, biomass, yield et al.), which contribute to the stable increased productivity and efficient use of resources. Traditional methods for determining crop phenotypic traits are mainly based on destructive field sampling, hand-held instrument measurement, which are characterized as time-consuming, limited representative. Remote sensing provides a novel solution to quantify crop structural and functional traits in a timely, rapid, non-invasive, and efficient manner for field crops. With the development of sensors and diversified algorithms, a range of crop phenotypic traits have been determined in a manner of high-throughput, including morphological parameters, spectral and textural characteristics, physiological traits, and responses to abiotic/biotic stresses under different environments.

This Research Topic presents 15 research articles and 2 reviews with an insight into the recent advances in crop phenotyping using remote sensing to address some high-priority challenges including comparing ground-based handheld and remote aerial system, plant biophysical parameters estimation with innovative traits, imagery data fusion and investigating the impact of experimental design on the performance of traits extraction.

The current state of art high-throughput phenotyping platform including ground-based and aerial platforms. The integrated imaging sensors such as visible light, 3D, hyperspectral and fluorescence sensors were reviewed by Cudjoe et al., and pointed out that the lack of appropriate field phenotyping infrastructures is impeding the development of new crop cultivars with improved traits and will eventually have a negative impact on the agricultural sector and African food security. Due to the operational complexity and limited funding, the deployment of efficient and low-cost high-throughput phenotyping methods are still highly demanded in Africa. In addition to ground-based and aerial-based remote sensing, Lin et al. also described satellite-based remote sensing in potato yield prediction. Furthermore, strategies for potato yield prediction including remote sensing, crop growth models (CGM) and yield limiting factors were discussed in depth, and the application of different CGMs were analysed. As data from solely single sensor source often limits the performance of prediction model, Lin et al. proposed that multi-source data fusion and time-series data have enormous potential for future potato yield prediction. Marzougui et al. investigated two data fusion methods for unmanned aerial systems (UAS) multispectral imagery and high-resolution satellite imagery in field pea yield prediction, showing the improved model performance by fusing multiple time point and multiple sensor source information. With using only UAS, Liu et al. implemented feature fusion between texture features extracted from RGB imagery and spectral features from multispectral imagery for estimating the frost damage index in lettuce. Bai et al. applied more comprehensive sensor data fusion in an existing Field-based High-Throughput Plant Phenotyping (FHTPP) system and combined morphological, spectral, thermal, and environmental features as the inputs of the machine learning models to estimate the cover crop biomass. Shi et al. recognised the limitation of using single-source remote sensing spectral or LiDAR waveform data for Leaf Area Index (LAI) estimation and presented another example showing the advantage of data fusion. Rather than using empirical model that always requires sufficient amount of field measurements and does not provide a good explanation of the fusion mechanism, physical model geometric-optical and radiative transfer (GORT) integrating both spectral imagery and LiDAR waveform showed an enhancement in LAI estimation comparing with using spectral or LiDAR data alone. As a critical physiological and biochemical parameter indicating crop growth status and yield potential, LAI estimation was also investigated for winter wheat and maize in another two studies by Zou et al. and Sun et al. Although both studies use single multispectral imaging sensor equipped on UAS, both spectral and texture features were extracted and fused as the input variables of machine learning model. Multiple multivariate statistical regression models were constructed and compared, and all presented high performances. All the texture features mentioned above are based on the grey level co-occurrence matrix (GLCM) method, however, window size and direction texture parameters are highly sensitive to texture metrics and default parameter values are always applied in previous studies. As a result, Liu et al. conducted a detailed study to understand the optimum window size and directional parameters at different growing stages of rice. As most of the prediction models were developed for a specific growth stage in previous studies, Pokhrel et al. integrated growing degree days (GDD) with VIs extracted from UAV-based multispectral imagery for estimating intercepted photosynthetically active radiation (IPARf), radiation use efficiency (RUE) and harvest index (HI), which were three yield-contributing physiological parameters of cotton. The incorporation of GDD allowed the prediction to be reliably made throughout the whole growing season.

Many VIs were developed in the past decades showing correlation with crop physiological parameters, however, none of the previous studies investigated VIs that can be applied to predict the corn yield throughout the season. Shrestha et al. applied both correlation analysis and random forest model to identify the VIs with the most consistency and highest predictive power for corn yield prediction.

Crop traits evaluation on a row segment basis within plots is common in field phenotyping. Tolley et al. conducted UAS flights and extracted crop traits using RGB, LiDAR and VNIR (visible and near infrared) sensors and concluded that significant difference was observed between different row selections, and with large plot size, excluding outer rows could lead to more robust model performance. It is believed that this study can support long-standing principles of experiment design in both agronomy and crop breeding with remote sensing.

Apart from aerial platform, ground-based system is also popular in crop phenotyping due to the high resolution imaging across a wide range of wavelengths. Tuerxun et al. used a portable spectroradiometer to obtain the hyperspectral data, and multivariate regression model was developed for chlorophyll content estimation in jujube leaves after feature reduction. He et al. applied a handheld spectrometer to generate VIs and a light quantum sensor to measure photosynthetic active radiation, which showed fairly good relationships with the dry mater of Choy Sum. Although the same VIs can be derived from both ground-based and aerial-based systems, it was interesting that Herr and Carter found poor correlation across remote sensing platforms, which suggested that data collected from different systems should not be used interchangeable.

Crop phenotyping not only can assess the crop growth status, but also support the decision of the crop management strategy. Deng et al. collected phenotypic data to support the conclusion that the umbrella-shaped trellis system largely improved the production of Donghong Kiwifruit while maintaining the fruit quality.

Zhou et al. presented the only research of ground-based 3D model reconstruction and analysis in this topic. New algorithm was proposed for skeleton point search, which facilitated the stem and leaf segmentation, further leading to the five phenotypic parameters estimation including plant height, stem diameter, main stem length, regional leaf length and leaf number.

The studies published in this Research Topic present novel computer vision algorithms and provide new knowledge in the broad field of crop phenotyping. It is obvious that UAS integrating with imaging sensors has shown great advantages in crop phenotyping. Future studies should investigate more on multi-sensor data fusion and multiple time point data fusion for more reliable crop traits estimation under various environmental conditions. As data collected from different remote sensing systems cannot be used interchangeable, standardisation of remote sensing pipeline for crop traits estimation needs to be investigated in the future to provide re-usable data and reduced operational cost. We hope the studies presented in this Research Topic will help consolidate the integration between remote sensing and crop phenotyping, resulting in more reliable and affordable phenotyping tools under dynamic environments.
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Introduction

Remote sensing using unmanned aerial systems (UAS) are prevalent for phenomics and precision agricultural applications. The high-resolution data for these applications can provide useful spectral characteristics of crops associated with performance traits such as seed yield. With the recent availability of high-resolution satellite imagery, there has been growing interest in using this technology for plot-scale remote sensing applications, particularly those related to breeding programs. This study compared the features extracted from high-resolution satellite and UAS multispectral imagery (visible and near-infrared) to predict the seed yield from two diverse plot-scale field pea yield trials (advanced breeding and variety testing) using the random forest model.





Methods

The multi-modal (spectral and textural features) and multi-scale (satellite and UAS) data fusion approaches were evaluated to improve seed yield prediction accuracy across trials and time points. These approaches included both image fusion, such as pan-sharpening of satellite imagery with UAS imagery using intensity-hue-saturation transformation and additive wavelet luminance proportional approaches, and feature fusion, which involved integrating extracted spectral features. In addition, we also compared the image fusion approach to high-definition satellite data with a resolution of 0.15 m/pixel. The effectiveness of each approach was evaluated with data at both individual and combined time points.





Results and discussion

The major findings can be summarized as follows: (1) the inclusion of the texture features did not improve the model performance, (2) the performance of the model using spectral features from satellite imagery at its original resolution can provide similar results as UAS imagery, with variation depending on the field pea yield trial under study and the growth stage, (3) the model performance improved after applying multi-scale, multiple time point feature fusion, (4) the features extracted from the pan-sharpened satellite imagery using intensity-hue-saturation transformation (image fusion) showed better model performance than those with original satellite imagery or high definition imagery, and (5) the green normalized difference vegetation index and transformed triangular vegetation index were identified as key features contributing to high model performance across trials and time points. These findings demonstrate the potential of high-resolution satellite imagery and data fusion approaches for plot-scale phenomics applications.





Keywords: high-resolution satellite, unmanned aerial system, multispectral, yield prediction, pan-sharpening, high-throughput field phenotyping, plant breeding




1 Introduction

Crop improvement efforts focus on developing new cultivars with increased yield potential, stable agronomic traits, and better environmental adaptability. Genomic tools and technologies have played a major role in advancing plant breeding programs by enabling “accurate” quantitative trait loci mapping and genome-wide association studies (Varshney et al., 2021). However, locating associated genes depends on the accuracy of the phenotypic data (Pratap et al., 2019). The acquisition of phenotypic data needs accurate, rapid, and efficient tools to bridge the relationship between the genotype and phenotype and the interactions of the genotype with the environment and management practices. Phenomics or high-throughput plant phenotyping technologies have enabled accurate and rapid phenotyping at different scales and resolutions (Yang et al., 2020).

The rise of field phenomics is driven by the advances in sensing technologies that can be deployed using drones or unmanned aerial systems (UAS) (Sankaran et al., 2015; Pieruschka and Schurr, 2019; Zhao et al., 2019a; Yang et al., 2020; Guo et al., 2021). Such systems have been used for various phenomics applications – from spotting ideotypes (Roth et al., 2022) to studying latent heat flux (Tauro et al., 2022) in crops. The success of UAS-based sensing techniques for measuring crop phenotypes in breeding trials is contributed to the following: (i) low altitude flights enable acquisition of high spatial resolution data (Zhang et al., 2020; Jin et al., 2021), ideal for imaging the small-size plots; (ii) UAS equipment and cameras are small, light, and easily portable (Zhao et al., 2019a; Zhang et al., 2020); (iii) the flexibility of UAS in selecting the date and time for data acquisition (Zhang et al., 2020) or collecting data at different times within a day (Valencia-Ortiz et al., 2021); and (iv) the ability of the system to be integrated with single or multiple on-board sensors such as RGB, multispectral, hyperspectral, thermal, and/or light detection and ranging (LiDAR) sensing systems, which facilitates the measurements of a wide range of crop traits (Yang et al., 2017; Zhao et al., 2019a; Jin et al., 2021).

One of the key performance traits in crop breeding programs is yield and its components. As these traits are complex and influenced by the environment, there is a continuous and ongoing effort to identify novel approaches, including remote sensing applications, to predict yield and yield-associated traits. These applications rely on retrieving image-based features that can be indirectly associated with yield. A large body of literature reports the accuracy of vegetation indices (VIs) in predicting yield and other important agronomic and stress-tolerant traits at breeding plot level for multiple crops such as wheat (Kyratzis et al., 2017; Hassan et al., 2018; Hassan et al., 2019; Li et al., 2019; Fu et al., 2020; Shafiee et al., 2021; Zeng et al., 2021), soybean (Zhang et al., 2019; Maimaitijiang et al., 2020a; Maimaitijiang et al., 2020b; Roth et al., 2022; Santana et al., 2022), maize (Buchaillot et al., 2019; Adak et al., 2021; Sankaran et al., 2021), and pulse crops (Sankaran et al., 2018; Marzougui et al., 2019; Vargas et al., 2019; Valencia-Ortiz et al., 2021; Zhang et al., 2021; Tefera et al., 2022). While yield prediction using UAS-based sensing approaches has shown promising results, scaling up the application to cover large areas and/or multi-environment trials is still a major challenge (Zhang et al., 2020; Jin et al., 2021; Smith et al., 2021). To determine yield stability, crop breeders need to evaluate the breeding plant materials at different geographical locations and assess genotype to environment and management (G x E x M) interactions. In addition, it is important to note that the breeding cycle may require 10 or more years from the first genetic cross to commercial release of new varieties (Tracy et al., 2020; Kholová et al., 2021). This factor strongly depends on the crop type and environments (Watt et al., 2020). For instance, in the United States Department of Agriculture Agricultural Research Services’ (USDA-ARS) pea breeding program in the Pacific Northwest USA, the total number of locations that each breeding plant material is evaluated in a given season can range from 4-15 (Supplementary Materials Figure 1) depending on whether it is entered in local, state-wide, or regional trials within the USA. Thus, scaling up the UAS-based phenomics is not only limited by the spatial coverage, and depends on several factors such as personnel, equipment, and travel time. In addition, other limitations could result from the airspace regulations, especially if trials are within a short distance of an airport (Yang et al., 2020; Zhang et al., 2020), limited access to remote locations (Zhang et al., 2020), and finite battery capacity and flight time (Guo et al., 2021). Therefore, to address some of these limitations, in this research, our major focus is towards exploring the potential of low-orbiting high-resolution satellite imagery as a tool and its capacity for multi-scale, multi-sensor (with UAS data) and multi-modal (spectral and texture) data integration to improve the scalability of field phenomics applications.

The availability of low-orbiting high-resolution satellite imagery offers a great opportunity to measure phenotypic traits at the breeding plot scale. Such application was not previously possible due to spatial and temporal resolution constraints. For example, in the Pacific Northwest region of the USA, the size of breeding plots in spring wheat, pea, and chickpea breeding programs is about 1.5 x 6 m (Sangjan et al., 2021; Zhang et al., 2021). Segmenting each plot with coarse resolution imagery data was not possible. Nevertheless, as described in Zhang et al. (2020), there is a potential to leverage the very high-resolution satellite imagery for field phenomics applications, particularly utilizing the available commercial imagery with a spatial resolution of 0.30-0.50 m/pixel. In addition, these sources have a high temporal resolution, and the image acquisition time points can be tasked to the desired time window within a short period (less than a week), as long as cloud cover is not a limitation. The applications are particularly promising for crop breeding programs in the semi-arid agricultural production areas due to the preponderance of cloud-free days.

Combining multi-modal, multi-scale, multi-sensor data from satellite and UAS sources can also offer a more robust solution, especially for agricultural monitoring. Alvarez-Vanhard et al. (2021) reviewed the different scenarios of satellite-UAS information synergies for agricultural and non-agricultural applications and proposed four strategies that will benefit from satellite-UAS integration. These strategies include data comparison, multi-scale explanation, model calibration, and data fusion. In terms of data comparison, Sankaran et al. (2021) demonstrated that satellite-based vegetation indices were significantly correlated with those from UAS imagery and seed yield in a maize breeding trial. Multi-scale explanation in agriculture may include anomaly detection using satellite data, with deeper and precise assessment of underlying anomaly using UAS imagery. In Selvaraj et al. (2020), banana plantations were identified using machine learning approaches applied to satellite imagery (Planet and WorldView2), while UAS data were used to identify the major diseases in the canopy within those satellite imageries identified banana plantations. Examples of model calibration are the integration of satellite (with mixed pixels) and UAS data (with unmixed pixels) to develop a spectral un-mixing approach for improving the mapping of different plant communities (Alvarez-Vanhard et al., 2020), and improving the classification accuracies (irrigated area mapping) of the satellite-based data using the labeled dataset acquired with the UAS imagery (Nhamo et al., 2018). For the data fusion, both image and feature-based fusion can be explored. For example, Malamiri et al. (2021) enhanced the accuracy in classifying six pistachio cultivars (with precise weed and soil separation) using pan-sharpened Landsat 8 imagery with a UAS RGB image, which increased the spatial resolution of satellite imagery to 20 cm/pixel. Similarly, Zhao et al. (2019b) fused UAS RGB images with Sentinel-2A to improve the accuracy of crop mapping with an enhanced spatial resolution of 10 cm/pixel. Maimaitijiang et al. (2020a) found that the combination of canopy structure features extracted from UAS RGB data and canopy spectral features extracted from satellite multispectral data improved the estimation of soybean above ground biomass, leaf area index, and leaf nitrogen content compared to just a single sensor approach. Even if such studies in the literature that investigate the integration of satellite and UAS data are increasing, the studies exploring such synergies in the context of field phenomics involving small plot applications, especially in field pea, with low-orbiting high-resolution satellite imagery are limited.

Therefore, to help bridge this gap, in this study, we evaluated multiple approaches involving the integration of UAS and high-resolution satellite imagery to predict seed yield of field pea entries in breeding trials. We hypothesize that: (i) the quality of satellite-based features will be comparable to UAS-based features (to determine the suitability of satellite imagery for phenotyping applications in small plot research), (ii) the feature fusion from both sensing approaches will capture the temporal change of crop growth, and (iii) the fusion of satellite and UAS imagery will improve satellite image spatial resolution and thus the accuracy of the extracted features. The aspects mentioned above were evaluated by developing machine learning models for seed yield prediction and assessing information gains utilizing data from multiple sensors (versus a single sensor), and single and multiple time points. We explored the integration of satellite and UAS vegetation metrics extracted from multispectral imagery to enhance the seed yield estimation at both feature and image levels.




2 Materials, data acquisition, and pre-processing



2.1 Study site and experimental design

This study evaluated two field pea-breeding trials in two consecutive years (Figure 1). The advanced breeding trial, which we denote as ‘Site 1’ hereafter in this text, refers to the USDA-ARS replicated advanced yield trial at the end of the crop breeding cycle, prior to releasing a new cultivar. This trial was evaluated in 2019 near Pullman, Washington, USA. The variety testing trial (termed ‘Site 2’) was evaluated in 2020 at Johnson, Washington, USA. This trial comprises plant materials from both private and public breeding programs, including some commercial varieties. Both trials were planted using a randomized complete block design with three and four replications for Site 1 and Site 2, respectively. The advanced yield trial at Site 1 contained three adjacent trials – one in which all entries had green seeds, one in which all entries had yellow seeds, and one in which the entries had either yellow or green seeds. There were 65 entries total. The Site 2 trial included 33 entries with a 24% overlap with the Site 1 trial (8 common entries). The entries had either green or yellow seeds. In this trial, all seeds were inoculated with Rhizobium bacteria before sowing. For both trials, seeds of each entry were planted in separate plots. Each plot was 6.1 m long and 1.5 m width and had 6 rows. There was 0.75 m between plots.




Figure 1 | Location of the pea breeding field trials located in the Pacific Northwest region of USA in the state of Washington, USA: advanced yield trial grown in Pullman, Washington (including check varieties used as reference) evaluated in 2019 season (Site 1) and variety test trial grown in Johnson, Washington (including check varieties used as reference) evaluated in 2020 season (Site 2).






2.2 Ground reference data

The seed yield (kg/ha) was collected from each plot at physiological maturity in August 2019 and 2020. The seed yield for both trials (Site 1 and Site 2) had a normal distribution (Supplementary Materials Figure 2). The summary statistics of seed yield collected across the two years are presented in Table 1. Plots without yield data points and plots recognized as outliers (low yield) were excluded from further analysis. Moreover, some check varieties had more than three or four replicates. The 2020 field season was a longer season, with favorable weather conditions resulting in high yields and lower yield variance than the 2019 field season.


Table 1 | Summary statistics of field pea seed yield (kg/ha) from two locations.






2.3 Satellite and UAS data acquisition

Multispectral images were collected using a quadcopter UAS (AgBot, ATI Inc., Oregon City, Oregon, USA), equipped with a five-band multispectral camera (RedEdge MX, Micasense Inc., Seattle, Washington, USA; Figure 2A and Supplementary Materials Tables 1, 2). Images were acquired with a resolution of 1.2 MP and dynamic range of 12-bit, at flying altitude of 25 m in 2019 (ground sampling distance (GSD) = 0.02 m/pixel) and 30 m in 2020 (GSD = 0.03 m/pixel). The flying speed was set to 2.5 m/s and the forward and side overlap to 80% in 2019 and 70% in 2020. Images covering the area of interest were stitched to generate an orthomosaic using Pix4Dmapper (Pix4D Inc., Lausanne, Switzerland). The description of the UAS image pre-processing technique can be found in Zhang et al. (2021). The UAS data collection was conducted twice at each season (17 June 2019 and 16 July 2019 at Site 1, 02 June 2020 and 06 July 2020 at Site 2). These time points coincided with two different growth stages of field pea (flowering and pod development at Site 1, vegetative stage and pod development at Site 2, Figure 2B). The orthomosaic bands [5 bands x 2 time points (TP 1 and TP 2) x 2 locations (Site 1 and Site 2)] were radiometrically calibrated by converting the raw imagery values (digital numbers) to surface reflectance using a Spectralon reflectance panel (99% reflectance; Spectralon, SRS-99-120, Labsphere Inc., North Sutton, NH, USA).




Figure 2 | Spectral range of satellite and UAS multispectral imagery acquired in this study (A). The data acquisition time points of remote sensing data (B). Details about spectral resolution and acquisition dates are summarized in Supplementary Materials Table 1. DAS refers to days after sowing.



Satellite imagery from WorldView (-2 or -3) were obtained at the closest time to the UAS acquisition dates (11 June 2019 and 19 July 2019 at Site 1, 04 June 2020 and 24 July 2020 at Site 2, Figure 2B and Supplementary Materials Tables 1, 2). The satellite revisit frequency at a specific location is determined by factors such as the satellite’s altitude, orbit, desired coverage area and location, as well as weather conditions. On average, the revisit time for WorldView satellites is approximately one day at 1 m GSD. The data were delivered by Maxar Technologies (Westminster, Colorado, USA) as standard level 2A with atmospheric compensation, which accounts for atmospheric scattering effects on the data. The imagery products were delivered as surface reflectance and comprised eight spectral bands in the visible near-infrared region (Figure 2A). The spatial resolution of the eight spectral bands in WorldView-2 or -3 ranges from ~1.8 to 1.2 m, while the panchromatic band has a resolution of ~ 0.50 or 0.30 m, respectively, depending on the sensor. The high-resolution panchromatic bands were then combined with the lower resolution multispectral bands to create a pan-sharpened image with improved spatial resolution and the final products were acquired with a GSD of about 0.30-0.50 m/pixel. In this study, the coastal bands were not included, resulting in [7 bands x 2 time points (TP 1 and TP 2) x 2 locations (Site 1 and Site 2)].

The images from both satellite and UAS sources were co-registered and aligned using the Georeferencer tool in QGIS (QGIS.org, 2021, version 3.10.16). The images were then cropped to the same region of interest covering the breeding trials. At each site, two shapefiles were manually created using the Digitizing tool in QGIS to delineate the boundaries of each plot. The alignment of satellite and UAS imagery facilitated the segmentation of plot boundaries.





3 Data processing and analysis



3.1 Overview of data analysis

The study explored the impact of different spatial resolutions and data fusion techniques on field pea seed yield estimation using remote sensing data. The analysis workflow was structured into three levels, as depicted in Figure 3.




Figure 3 | Image processing workflow for analyzing data extracted from satellite and UAS imagery. The top, middle and lower boxes refer to the evaluations in Level 1, Level 2, and Level 3, respectively. Level 1, 2, and 3 included feature extraction and yield prediction using extracted features from original resolution of the satellite and UAS imagery, pan-sharpening of satellite imagery using UAS imagery and feature extraction from the pan-sharpened imagery for yield prediction, and comparison of yield prediction using pan-sharpened image-based features and HD image features, respectively.



The first level (Level 1) involved utilizing the surface reflectance imagery at its original spatial resolution. The GSD of satellite imagery was 0.30-0.50 m/pixel and the UAS imagery had a GSD of 0.02-0.03 m/pixel. The multispectral imagery was further processed to extract features that describe the spectral and texture information. Using these features as input, random forest models were trained to predict field pea seed yield. The performance of the models was evaluated using features extracted from multi-scale data (satellite and UAS), as well as features from single- and multi-time points. The assessment of the models incorporating features from multi-time points refers to the fusion of multi-modal (spectral and textural) and multi-scale vegetation features, extracted from both satellite and UAS imagery at combined time points.

The second level (Level 2) focused on evaluating the impact of image fusion on field pea seed yield estimation. This was achieved by enhancing the spatial resolution of satellite imagery using two pan-sharpening techniques with UAS data to reach a satellite image GSD of 0.02-0.03 m/pixel. The panchromatic bands were simulated by averaging the five UAS spectral bands. The quality of the resulting synthesized pan-sharpened satellite imagery was evaluated using five image evaluation metrics, which are described in more detail in the next section. Additionally, the spectral quality of the pan-sharpened imagery was assessed by training random forest models to predict seed yield using spectral features (vegetation indices) derived from these pan-sharpened satellite imagery. These evaluations were conducted for both Site 1 and Site 2 data.

The final analysis level (Level 3) focused on comparing between two techniques of satellite image spatial resolution enhancement for seed yield estimation. The two techniques for enhancing satellite image spatial resolution were super-resolution and pan-sharpening. The super-resolution images were acquired as “High-Definition” products (HD) with a GSD of 0.15 m/pixel from Maxar Technologies. The HD products were generated using their proprietary super-resolution technique, which enhances the spatial details of the satellite image during post-processing using a machine learning approach. Since the HD satellite imagery was only available for Site 2 (two–time points), this aspect was assessed only for this location. These images were compared to the pan-sharpened satellite imagery (similar to those described in Level 2) but with a spatial resolution of 0.15 m/pixel and four spectral bands – RGB and NIR to match the HD image spatial resolution.




3.2 Satellite pan-sharpening

Image fusion is the process of combining multiple images taken at different times or with different sensors to create a single image that contains more information than the original imagery. Pan-sharpening is a type of image fusion approach, which combines the high spatial resolution of the panchromatic band (having a high spatial resolution) with a lower resolution multispectral imagery (RGB or multispectral images) to enhance the spatial resolution of the latter. The result is a single image that with usually a high spatial and spectral resolution. This technique is commonly used to enhance the quality and resolution of the satellite imagery. There are multiple approaches that have been developed for image fusion, each with varied performance efficiencies (Ehlers et al., 2010; Yokoya et al., 2017; Gašparović et al., 2019; Ghamisi et al., 2019; Dadrass Javan et al., 2021). In general, image fusion can be broadly characterized into component substitution, multi-resolution analysis, variational optimization-based techniques, and machine learning-based approaches (Vivone et al., 2019; Vivone et al., 2021). This study selected a technique representing the component substitution and the multi-resolution approaches. These techniques were adopted from the MATLAB Pan Sharpening toolbox (Vivone et al., 2015).

The intensity-hue-saturation (IHS) transformation is a component substitution approach, where the bands of the low-resolution multispectral imagery are converted to IHS components. The intensity component is replaced by the panchromatic band after histogram matching (Al-Wassai et al., 2011; Johnson et al., 2014). In general, the extraction of the intensity component is performed by averaging the bands in the visible region (red, green, blue). In this study, we computed the intensity component by averaging all the spectral bands from the low-resolution satellite imagery (Yilmaz et al., 2019), excluding the coastal band. Similarly, additive wavelet luminance proportional (AWLP) pan-sharpening, which is a multi-resolution analysis approach, was utilized for image spatial enhancement. In the AWLP approach, a low-spatial resolution image is decomposed into scale levels while injecting the panchromatic band matched by each decomposed layer and applying an inverse transformation (Dadrass Javan et al., 2021).

The ideal pan-sharpened imagery should have the same spatial properties as the high-resolution panchromatic band and the same spectral properties as the multispectral input bands, though the process can lead to spectral and/or spatial distortions (Siok et al., 2020). The assessment of the quality of the resulting pan-sharpened imagery can be conducted using Wald’s protocol, which states that the pan-sharpening process is reversible, and that the original multispectral imagery can be obtained by degrading the pan-sharpened imagery (Wald et al., 1997; Vivone et al., 2015). In this study, the spectral and spatial qualities of the pan-sharpened imagery were assessed using five statistical metrics (correlation coefficient CC, structural similarity index measure SSIM, spectral angle mapper SAM, erreur relative globale adimensionnelle de synthese ERGAS, and peak signal to noise ratio PSNR), after degrading their spatial resolution to match that of the original satellite multispectral imagery (Borra-Serrano et al., 2015; Luo et al., 2018; Li et al., 2020; Siok et al., 2020).




3.3 Background removal and feature extraction

Background segmentation and soil removal were conducted prior to feature extraction. A threshold based on the soil adjusted vegetation index (SAVI) pixel values was utilized for UAS imagery. However, for satellite imagery, segmentation was based on histogram distribution of SAVI pixel intensity. Thresholds were set as 15% for satellite imagery at spatial resolution of 0.15, 0.30, and 0.50 m/pixel and 25% for the pan-sharpened satellite imagery at 0.02 and 0.03 m/pixel. These thresholds were selected based on visual observations of the SAVI intensity distribution and implemented to eliminate spectrally mixed pixels. Median reflectance values from each vegetation index (normalized difference vegetation index NDVI, green normalized difference vegetation index GNDVI, normalized difference red-edge index NDREI, soil adjusted vegetation index SAVI, atmospherically resistant vegetation index ARVI, transformed triangular vegetation index TVI, infrared percentage vegetation index IPVI, renormalized difference vegetation index RDVI, two-band enhanced vegetation index EVI2, normalized difference red-edge index – with yellow band NDRE2, and normalized difference vegetation index – with NIR2 band NDVI2) were extracted as canopy spectral features. Additionally, texture features were extracted from the individual spectral bands (5 bands for UAS data and 7 bands for satellite data) using the GLCM (grey level co-occurrence matrix) approach. These features included contrast (CO), homogeneity (HO), correlation (CR), and energy (EN). A detailed summary of extracted features is provided in Supplementary Materials Table 3. All image-related analyses were conducted using a customized script in MATLAB (Matlab, 2021b; MathWorks Inc., Natick, Massachusetts, USA).




3.4 Statistical analysis, yield prediction, and feature importance

The statistical analysis, model development and validation, feature assessment, and visualization were performed in R (http://www.r-project.org/; release 4.0.5). The correlation analysis was performed to evaluate the similarity between the extracted imagery-based features and harvested seed yield at each time point and for each type of imagery data (satellite and UAS). Moreover, machine learning algorithms were applied to estimate harvested seed yield and evaluate the importance of the extracted features. Random forest models were constructed using randomForest implementation in caret (Kuhn, 2008). The models were trained using non-scaled data. The coefficients of determination (R2) and root mean square error (RMSE) were computed to evaluate the performance of the yield prediction model. The mean ± standard deviation computed from multiple runs was reported for both R2 and RMSE.

Each type of data was divided into training and testing sets (80/20). At the beginning of our analysis, two training frameworks were tested: random holdout plot and random holdout entry. For the random holdout plot (plots were held back for testing irrespective of entry), 80% of the data were randomly chosen. For the random holdout entry (all replicates from an entry were held back for testing), 80% of the entries were randomly chosen. The models trained with random holdout entry showed stable performance with lower variation in the testing set than those trained with random holdout plot (Supplementary Materials Tables 4, 5). Therefore, we selected the random holdout entry as a data resampling technique.

The random forest hyperparameters were kept at the default level, and only the number of variables at each split was tuned using 3-fold internal cross-validation repeated 15 times. The data split was repeated 10 times by setting 10 random seeds in each run (referred to as 10 random runs henceforth) to assess the variability of model performance with different data splits. The input spectral features used to train the models are summarized in Supplementary Materials Table 6. In addition to spectral features extracted from individual sensor UAS and satellite at original spatial resolution at each time point and combined time points, integrating spectral and texture features was also evaluated. Before training the model for each random run, feature selection was conducted on the training dataset to remove highly correlated features with a correlation coefficient threshold of 0.99.

Feature importance was evaluated using a permutation-based method (increased mean squared error IncMSE after removing one feature). Three ranks were created based on three factors to create a new metric reflecting feature importance across all experiments. This new metric was denoted as the adjusted rank (%) hereafter in the text. The first factor (R1, ranking of the numeric score) was the minimum value of feature importance computed by extracting the minimum values of IncMSE from 10 random runs, which was ranked such that a lower rank would indicate high importance of the feature across multiple runs. The second factor was based on the coefficient of variation (CV) of the feature importance across 10 random runs, where the factor was also ranked (R2, ranking of the CV percentage). A high CV indicates that the variability of feature importance score is high. The third factor (R3, ranking of the frequency) was the occurrence of the feature during 10 random runs after feature selection using a correlation filter. The third factor was ranked so that the lowest rank indicates consistent selection of the feature (for example, rank 1 would indicate the presence of the feature in all 10 random runs). In summary, a lower rank of the first factor would indicate a higher feature importance, a lower rank of the second factor would indicate a lower CV of feature importance across multiple random runs, and a lower rank of the third factor would indicate a higher frequency of feature occurrence used to train the models. The ranks were converted to adjusted rank by dividing the sum of the ranks (all factors) for each feature by the sum of maximum ranks within each category (all factors) and subtracting this ratio from one (Eq. 1).

 

where,   is the adjusted rank for each feature;   are the ranks of each factors; and max refers to maximum rank within each category. This equation holds only when the specific feature was selected more than once within multiple runs. The adjusted rank was normalized (normRFA) and presented as a percent (Eq. 2).

 

Feature comparison was performed by observing the normalized adjusted rank data.





4 Results



4.1 Spectral features from remote sensing data and seed yield

The satellite-based features were comparable to UAS-based features in both trials, where the vegetation indices from both sources were significantly and positively correlated (Pearson correlation coefficient, 0.14 ≤ |r| ≤ 0.78, p< 0.05) (Figure 4A). This relationship (Pearson correlation coefficient = 0.50 ≤ r ≤ 0.78 and p< 0.0001) was consistent across time points and sites for eight VIs (except NDREI for Site 1).




Figure 4 | Correlation coefficient between spectral features extracted from satellite and UAS imagery (A), and with seed yield (B). White cells indicate non-significant correlation (p ≥ 0.05), *(0.01< p ≤ 0.05), **(0.001< p ≤ 0.01), and ***(p ≤ 0.001).



The seed yield varied between the two sites as a function of the environment, location, and the evaluated entries. The yield recorded at Site 2 in 2020 (4514 ± 783 kg/ha, n = 131) was higher than at Site 1 in 2019 (1938 ± 489 kg/ha, n = 203). It was encouraging to note that the correlation between the extracted spectral features from satellite and UAS imagery and seed yield data showed similar patterns (Figure 4B). Satellite- and UAS-based VIs with the combination of red and NIR bands (e.g., EVI2, RDVI, IPVI, ARVI, SAVI, and NDVI) were significantly and positively correlated with yield data (satellite: 0.38 ≤ r ≤ 0.80, UAS: 0.20 ≤ r ≤ 0.72, and p< 0.05). Correlation between other spectral features with yield data varied depending on time point (~ crop growth stage) and location. On the other hand, the correlation analysis between texture features extracted from both sensing platforms and seed yield data showed a weak to no correlation (Supplementary Materials Figure 3). The relation between these features and seed yield were further assessed in training random forest models to predict the final seed yield in the following sections.




4.2 Yield estimation using remote sensing data (Level 1)



4.2.1 Yield estimation using multi-modal data at separate time points

During the analysis of individual time points, the satellite- and UAS-based features were evaluated based on the performance of random forest models, trained with these features, to predict harvested seed yield (Figure 5; training results and spatial distribution of yield differences in Supplementary Materials Table 7 and Figure 4, respectively). On average, UAS data-based models performed better (higher R2, lower RMSE) compared to satellite data-based models (R2 = 0.36 ± 0.23; RMSE=523 ± 197 kg/ha for satellite, R2 = 0.46 ± 0.16; RMSE=486 ± 173 kg/ha for UAS). However, the difference between the results from the two sensing approaches (two image scales) varied with the crop growth stage during data acquisition (individual time point or combined time points), the breeding trial and its yield variability (Site 1 and Site 2), and the type of features (spectral or spectral + texture) used as input in the models.




Figure 5 | Model performance based on data source (satellite and UAS), type of features used in model (spectral and spectral + texture), and time points (individual and combined time points). The number of input features represented as labels of the x-axis indicates the number of features before the correlation filter. The colored numbers above the x-axis represent the total number of features retained after the correlation filter, which were used to build the random forest models.



Models trained on features extracted from imagery acquired at TP 1 (crop growth stage around flowering at Site 1 and early vegetative growth at Site 2) had weaker performance than TP 2 (pod development). For instance, models developed with features extracted from UAS imagery at TP 2 showed better performance compared to those extracted at TP 1 (R2 = 0.25 ± 0.15; RMSE=570 ± 180 kg/ha for TP 1, R2 = 0.45 ± 0.17; RMSE=489 ± 189 kg/ha for TP 2). At this growth stage at Site 1 (TP 2), satellite data-based models showed an improved performance compared to UAS data-based models (R2 = 0.63 ± 0.09; RMSE=295 ± 37 kg/ha for satellite, R2 = 0.53 ± 0.11; RMSE=335 ± 58 kg/ha for UAS). However, at Site 2, satellite data-based models did not outperform UAS data-based models.

Satellite and UAS data-based models performed similarly even when texture features or the two unique bands, yellow (~ 585 – 625 nm) and NIR2 (~ 860 – 1040 nm), were added to the common nine VIs. In both cases (satellite and UAS), the model performances did not improve significantly, although small increases or decreases were occasionally observed (Figure 5 and Supplementary Materials Table 7). Overall, for satellite data-based models, adding texture information reduced the accuracy of models, particularly for the dataset at TP 1. This could be due to the spectral mixing and additional noise. The sample size with respect to the increasing feature space could also contribute to these results.

When the time points were combined, the accuracy of random forest models in predicting seed yield increased in most cases at both sites and for both types of datasets (satellite and UAS). At Site 1, the accuracy of satellite data-based models was slightly better than UAS data-based models (R2 = 0.65 ± 0.10; RMSE=284 ± 45 kg/ha for satellite, R2 = 0.64 ± 0.06; RMSE=296 ± 55 kg/ha for UAS) when using the combined dataset (TP 1 + TP 2). In fact, combining features from the two time points extracted from satellite or UAS imagery improved the model performance regardless of the image scale (Figure 5 and Supplementary Materials Table 7).

In summary, the satellite data-based models performed poorly compared to UAS-based models, especially at early pea growth stages (prior to canopy closure). The gap in performance was reduced at the later TP 2 and was further improved with combining the data from two time points (especially for Site 1, which could be associated with the crop growth stage). Moreover, the texture information did not improve the performance of the model. Since texture data did not improve the model performance, only spectral data was used for evaluating image and feature fusion henceforth.




4.2.2 Yield estimation using fused features datasets

Table 2 summarizes the performance of the random forest models resulting from data fusion (three scenarios) of spectral features extracted from satellite and UAS imagery (spatial distribution of yield differences in Supplementary Materials Figure 5). The overall trend depicts that combining information from the two sensing approaches improved the prediction accuracy compared to individual time points and/or individual sensors. Particularly, at Site 1, combining features extracted from UASTP1 and SatelliteTP2 improved the performance of random forest models by a mean increase of R2 ranging between 3–50% (decrease in RMSE by 1–26%) compared to the single sensor approach. However, for Site 2, the performance of the random forest models did not improve with integrated features from UASTP1 and SatelliteTP2 imagery. When compared with the model performance of UASTP1+TP2 dataset, combining the features extracted from the scenario of UASTP1 and SatelliteTP2 decreased the prediction accuracy (R2 = 0.47 ± 0.08; RMSE=587 ± 57 kg/ha for UASTP1+TP2, R2 = 0.41 ± 0.14; RMSE=621 ± 75 kg/ha for UASTP1 + SatelliteTP2). Nevertheless, when all the features extracted from both sources (satellite and UAS) and both time points were integrated, the prediction accuracy surpassed the best result acquired from the individual sensor (UASTP1+TP2) with an increase in R2 and a decrease in RMSE. This increase in performance could be attributed to the addition of features extracted from UASTP2.


Table 2 | Performance evaluation of models using multi-scale/sensor input features.







4.3 Evaluation of multi-scale image fusion (Level 2)



4.3.1 Qualitative and quantitative spectral evaluation of pan-sharpened imagery

Qualitative evaluation of the pan-sharpening methods was based on visual inspection of the resulting images. Figures 6 and 7 illustrate image fusion results using UAS as a panchromatic band at their original resolution for each time point at Site 1 and Site 2, respectively (correlation with yield presented in Supplementary Materials Figure 6).




Figure 6 | Visual comparison of RGB from the original satellite and UAS imagery, and pan-sharpened satellite imagery generated using IHS and AWLP approaches from Site 1 at TP 1 (A) and TP 2 (B).






Figure 7 | Visual comparison of RGB from the original satellite and UAS imagery, and pan-sharpened satellite imagery generated using intensity-hue-saturation (IHS) and additive wavelet luminance proportional (AWLP) approaches from Site 2 at TP 1 (A) and TP 2 (B).



Spectral distortion (based on color) can be noted in images obtained using the IHS technique, while the AWLP technique preserved the spectral quality of the satellite imagery in most cases. On the other hand, the spatial quality and resolution of the IHS technique were visually better than the AWLP technique. Overall, we notice that the IHS technique generated images that were very similar to the panchromatic bands (UAS imagery).

Table 3 summarizes the results of the evaluation metrics of the pan-sharpened imagery. The AWLP method showed comparable image evaluation metrics (CC, SSIM, PSNR, and ERGAS) to the IHS method. The major difference was observed in SAM values, where images pan-sharpened with the AWLP approach had 1.33 times lower SAM values compared to the images pan-sharpened with the IHS approach (averaged over all case studies). This indicates better spectral quality comparison between the pan-sharpened image and reference image (original satellite imagery).


Table 3 | Image comparison metrics correlation coefficient (CC), the structural similarity index measure (SSIM), the peak signal to noise ratio (PSNR), the erreur relative globale adimensionnelle de synthese (ERGAS), and the spectral angle mapper (SAM) comparing different pan-sharpened imagery (GSD = 0.02-0.03 cm/pixel) generated using intensity-hue-saturation (IHS) and additive wavelet luminance proportional (AWLP) approaches with original satellite imagery.






4.3.2 Yield estimation using satellite pan-sharpened imagery

In terms of image evaluation metrics, especially SAM, the AWLP approach was better than the IHS approach. However, models trained with features extracted from satellite imagery pan-sharpened with the IHS approach were more accurate in predicting seed yield than models trained with features extracted from satellite imagery pan-sharpened with the AWLP approach (Figure 8 and Supplementary Materials Table 8).




Figure 8 | Model performance based on spectral data (pan-sharpened imagery developed using integration of satellite and UAS imagery using AWLP and IHS approaches), and time points (individual and combined time points). The number of input features represented as labels of the x-axis indicates the number of features before the correlation filter. The colored numbers above the x-axis represent the total number of features retained after the correlation filter, which were used to build the random forest models.



The potential reasons for this observation could include the following: (i) image spatial quality was critical in addition to spectral quality for yield prediction (IHS approach displayed higher spatial quality than AWLP approach), (ii) the image evaluation metrics do not necessarily indicate statistical quantitative assessment (Yokoya et al., 2017, specified in reference to component substitution approach such as IHS transformation), which in this case is yield prediction, (iii) the image evaluation metrics were mainly developed for satellite to satellite image comparisons, and (iv) it was observed that the AWLP approach produced small anomalies during image pan-sharpening that may have affected the results. It should be noted that at Site 1 and with TP 2 and TP 1 + TP 2 datasets, the performance of models built with the features extracted from pan-sharpened imagery with the two approaches did not differ.

When the models were trained with satellite-based features extracted at original resolutions, model performance with features extracted from SatelliteIHS increased, particularly at TP 1. For example, the mean increase in R2 ranged between 67% at Site 1 (R2 = 0.21 ± 0.09; RMSE=442 ± 62 kg/ha for SatelliteTP1 at GSD = 0.50 m/pixel, R2 = 0.35 ± 0.07; RMSE=397 ± 49 kg/ha for SatelliteTP1 at GSD = 0.02 m/pixel) to 92% at Site 2 (R2 = 0.12 ± 0.06; RMSE=747 ± 47 kg/ha for SatelliteTP1 at GSD = 0.30 m/pixel, R2 = 0.23 ± 0.08; RMSE=702 ± 43 kg/ha for SatelliteTP1 at GSD = 0.03 m/pixel). Our results show that although the models with pan-sharpened imagery had weaker performance than those obtained from UAS-based models at original resolution, the performance of satellite-derived features, in general, improved after pan-sharpening (spatial enhancement).





4.4 Comparison of high definition and pan-sharpened imagery (Level 3)

The pan-sharpened imagery was developed by fusing the satellite and UAS images to a resolution (GSD = 15 cm) similar to HD imagery (correlation with yield presented in Supplementary Materials Figure 7) for Site 2 datasets. Figure 9 and Supplementary Materials Table 9 present the visual representation and spectral and spatial quality metrics variation upon image fusion, respectively. On average, all spectral metrics were comparable between IHS and AWLP approaches, although IHS or AWLP approach may be better in some cases depending on the time points. Nevertheless, in terms of SAM values, the AWLP approach resulted in better results than the IHS approach, similar to the previous section (Table 3).




Figure 9 | Visual comparison of the high definition (HD) and pan-sharpened satellite imagery generated using intensity-hue-saturation (IHS) and additive wavelet luminance proportional (AWLP) approaches from Site 2 at TP 1 (A) and TP 2 (B).



Comparing image evaluation metrics (with original satellite imagery as reference image) of HD images with pan-sharpened images developed using IHS and AWLP approaches, the CC, SSIM, PSNR, and ERGAS values were better, while SAM values were higher. The yield prediction accuracy (Figure 10) varied based on the image fusion approach. The random forest model developed with features extracted from SatelliteIHS showed the highest mean accuracy (especially TP 2 and TP 1 + TP 2) in comparison to the model developed using features extracted from SatelliteAWLP and SatelliteHD images.




Figure 10 | Model performance based on spectral data (pan-sharpened imagery developed using integration of satellite and UAS imagery using AWLP and IHS approaches with GSD = 0.15 m), and time points (individual and combined time points). The number of input features represented as labels of the x-axis indicates the number of features before the correlation filter. The colored numbers above the x-axis represent the total number of features retained after the correlation filter, which were used to build the random forest models.



As previously discussed, all models evaluated with features extracted from TP 1 imagery performed poorly and are probably associated with the early growth stage. For the combined time points dataset, the model developed with features extracted from the SatelliteHD image performed poorly (Supplementary Materials Table 10). The models trained with features extracted from the SatelliteIHS approach gave a comparable performance to those trained with UAS-features (original resolution retrained using the same number of features); with an average increase in R2 of only 3% for UAS data-based models. These models outperformed the satellite-based features (original resolution retrained with the same number of features) by 57%.




4.5 Feature importance

The evaluation of feature importance based on the adjusted rank takes into account different sources of variability that might influence the assessment instead of relying solely on the feature importance scores (permutation feature importance). These ranks (presented as percentages) reflected feature importance scores, consistency across 10 random runs, and the correlation between features (which was translated as the frequency of occurrence). Therefore, in this section, we focus on reporting the variation of adjusted rank as a metric to capture the stability of these features (Figure 11).




Figure 11 | Adjusted rank (%) extracted to evaluate the feature importance from random forest models developed using different datasets. The comparison was made with respect to original (satellite and UAS) and pan-sharpened imagery across multiple time points and trials. In each square, there are two numbers, the top one indicates adjusted rank (%) and bottom one in, italics, is indicative of mean importance (%IncMSE).



Both satellite- and UAS-based models indicate that VIs with NIR and G spectral bands (e.g., GNDVI and TVI; Supplementary Materials Figure 8) are the most relevant and consistent features in this study. We found that VIs that are computed with the NIR and R spectral bands are more likely to be collinear (highly correlated with each other) in at least one of the random runs and, as a result, were eliminated before the random forest model training step. With a correlation coefficient threshold of 0.99, SAVI, ARVI, NDVI, RDVI, and EVI2 were found to be highly correlated with each other. When combining features extracted from imagery acquired at both time points, features from TP 2 were selected more frequently during model training, which indicates the importance of early pod development stages for capturing differences in crop performance between entries (Zhang et al., 2021).





5 Discussion

UAS-based phenomics is an accurate and efficient tool for providing quality features that supplement traditional field phenotyping. This study demonstrates that high-resolution satellite imagery with a spatial resolution of 0.30 m/pixel can provide quality features as good as UAS-based imagery when evaluating the harvested seed yield of field pea genotypes in small (~9 m2) breeding plots at later growth stage. The vegetation indices extracted from satellite imagery can be associated with seed yield at the breeding plot level. These results are in agreement with other studies (Tattaris et al., 2016; Sankaran et al., 2021). However, at earlier growth stages, there was no association between canopy reflectance extracted using satellite imagery and the harvested seed yield, which could be explained by the spatial resolution (pixel size) and the problem of spectral mixing. During this stage, ~50 DAS at Site 2, the pea plants are still in vegetative stage. Spectral mixing with soil adds noise and may reduce the quality of vegetation indices extracted from satellite imagery. Dalla Marta et al. (2015) found similar results when evaluating satellite-based features to estimate the nitrogen concentration of durum wheat at an early stage. In our study, the accuracy of predicting harvested seed yield can be related to the data acquisition time and the crop’s growth stage for breeding plots of 9 m2 (25 to 50 pixels per plot) compared to >1000 pixels per plot, as is the case for the UAS imagery. However, another factor that might have played a role in the low model accuracies at Site 2 is the data size. We hypothesized that the features extracted from images are proxies of the plant traits, which follow a non-linear trend with field pea seed yield. The choice of random forest models stems from the fact that this model was extensively used for seed yield prediction in remote sensing applications. The R2 during prediction at Site 1 was up to 0.60, with a total number of observations or plots of 203 (data from ~164 plots used to train the models). The lower accuracy at Site 2 can be attributed to small data size (data from ~103 plots used to train the models). Mkhabela et al. (2011) found that the R2 between NDVI (extracted from satellite MODIS) and field pea grain yield on the Canadian Prairies was ranging between 0.53 and 0.89, depending on the agro-climatic zone.

When we enhanced the spatial resolution of satellite imagery through pan-sharpening techniques, the accuracy of seed yield prediction increased at both sites compared to the results obtained from models trained with satellite based-features at original resolution. However, it is important to note that it was challenging to separate the soil from the canopy, even with enhanced spatial resolution. Thus, the satellite may be a better option after canopy closure than early growth stages. In future work, we can also explore better approaches to segment the pan-sharpened satellite imagery, such as spectral un-mixing with the assistance of UAS imagery, as reported in Alvarez-Vanhard et al. (2020).

The assessment of feature importance revealed that not all features showed consistency across time points and field pea breeding trials. Sankaran et al. (2021) reported similar results with different features selected for maize yield prediction using UAS and satellite imagery. This change in feature selection between time points can be associated with changes in canopy structure and the resulting changes in reflectance properties. For example, at advanced growth stages, some pea lines develop a taller and denser canopy and, as a result, become more susceptible to lodging, creating more shadowed areas or intertwining with adjacent plots. Many studies have reported that the association of VIs with yield depends on the growth stage (Kyratzis et al., 2017; Fu et al., 2020; Adak et al., 2021; Sankaran et al., 2021; Shafiee et al., 2021). This finding on the importance of the growth stage was further demonstrated by our experiment while investigating the feature fusion approach from multi-scale sensing sources. Even if the integrated features were extracted from different spatial resolution datasets, adding satellite-based features at later growth stages provided more information to capture the change of crop growth dynamics compared to single time point and growth stage models. Fu et al. (2020) and Adak et al. (2021) also found that temporal phenotyping using UAS-based features was more accurate in estimating wheat grain yield.

These insights, in turn, may help to scale-up field phenomics applications. Therefore, to enhance field pea breeding with remote sensing-assisted procedures, high-resolution satellite and UAS can be used separately to derive spectral features associated with yield performance at critical growth stages (flowering and pod filling) or integrated (feature fusion) to provide additional temporal features.




6 Summary

High-resolution satellite and UAS-based-multispectral features were evaluated to estimate seed yield using a random forest model in different breeding lines from two diverse (advanced yield and variety testing) trials. Satellite and UAS image features and image fusion approaches were explored in this study. The major potential implications from the study can be described as: (i) High-resolution satellite imagery can be used to estimate seed yield at breeding plot level depending on the growth stage (after canopy closure). (ii) Multi-time points data fusion can be explored to capture crop growth patterns with the temporal features. (iii) And pan-sharpening (multi-source image fusion) is another tool to improve satellite spatial resolution, which could help plant breeders to study historical performance with archived satellite imagery and/or explore satellite hyperspectral imagery (hyper-sharpening) for field-based phenomics.
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China is the largest kiwifruit producer in the world, accounting for more than half of the total. However, in terms of yield per unit area, China is much lower than the global average and lags behind that of other countries. Yield improvement is of critical importance for the current kiwifruit industry in China. In this study, an improved overhead pergolas trellis (OPT) system, namely, the umbrella-shaped trellis (UST) system, was developed for Donghong kiwifruit, which is now the second most popular and widely cultivated red-fleshed kiwifruit in China. Surprisingly, the estimated yield on the UST system was more than two times higher than that with a traditional OPT, while the external fruit quality was maintained and the internal fruit quality was improved. One of the mechanisms contributing to the yield improvement was the significant promotion of the vegetative growth of canes at 6 ~ 10 mm in diameter by the UST system. The upper canopy of the UST treatment served as a natural shading condition for the lower fruiting canopy and thus had positive effects on the accumulation of chlorophylls and total carotenoids in the fruiting canopy. The most productive zones on the fruiting canes (6 ~ 10 mm in diameter) contained significantly higher (P < 0.05) levels of zeatin riboside (ZR) and auxin (IAA) and ratios of ZR/gibberellin (GA), ZR/abscisic acid (ABA), and ABA/GA. A relatively high carbon/nitrogen ratio may promote the flower bud differentiation process of Donghong kiwifruit. The outcomes of this study provide a scientific basis for manifold increase in production of kiwifruit and contribute to the sustainability of the kiwifruit industry.
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Introduction

Kiwi fruit is the berry of a woody deciduous climbing vine species belonging to the genus Actinidia Lindl. of the family Actinidiaceae (Ferguson, 2016). It has gained enormous popularity in recent decades due to its exceptionally high levels of vitamin C and a balanced nutritional profile of carbohydrates, proteins, lipids, minerals, vitamins, organic acids, chlorophylls, phenolic compounds, and carotenoids (Wang et al., 2021). Because of its nutritional qualities, kiwifruit has been considered as the “king of fruits” for centuries (Huang et al., 2013).

Kiwifruit is believed to have originated in the Yangzi and Pearl Rivers and mountainous ranges in China (Huang et al., 2013). Historical records of kiwifruit vine cultivars trace back to the 7th century A.D. during the Tang Dynasty. In the early 20th century, kiwifruit cultivation spread from China to New Zealand, where the commercial planting of this fruit was initiated (Huang and Ferguson, 2007). Its commercial cultivation has since spread to other significant producing countries. China is now the world’s largest kiwifruit producer and presented an annual production of approximately 2.20 million tons in 2019, followed by New Zealand (0.56 million tons), Italy (0.52 million tons), Iran (0.34 million tons), and Greece (0.29 million tons), with these countries accounting for 50.52, 12.84, 12.06, 7.92, and 6.57% of the global annual production (4.35 million tons), respectively. However, in terms of yield per unit area, China (120,325 hg/ha) is much lower than the world average (161,764 hg/ha) and ranks at approximately the 20th among the kiwifruit producing countries, and it lags behind that of New Zealand (374,073 hg/ha) and Greece (277,804 hg/ha) (FAOSTAT, 2019). This phenomenon has substantially restricted the economic output. Thus, improving the yield per unit area is of critical importance for the current kiwifruit industry in China (Fang and Zhong, 2019; Qi et al., 2020).

Yield formation can be controlled by the integration of various factors, such as genotypes, environmental conditions, and cultural practices. Kiwifruit vines are best trained upward on trellises because they can become unruly within one season and require sturdy support to protect the vines from tangling and shadowing one another. The tangled and shaded vines yield less fruit. T-bar and overhead pergola structures are two main types of support trellis systems commonly used in commercial kiwifruit production (Costa and Biasi, 1991). T-bar trellis is easier to build, less labor-intensive, and better for bee pollination, and it reduces the risk of contracting Botrytis compared with the pergola trellis (Strik and Cahn, 2000). However, the pergola trellis may increase productivity and reduce the vulnerability of resulting fruit to wind damage. Additionally, once the complete pergola canopy is in place, the shade slows the growth of weeds (Hartmann, 2018).

Kiwifruit has become a mainstream fruit crop and advantageous characteristic industry in Sichuan Province, where the traditional overhead pergolas trellis (OPT) is used. In our previous study, we developed an improved overhead pergolas trellis, the umbrella-shaped trellis (UST) system, for Sichuan kiwifruit production. Surprisingly, UST has been found to be effective at enhancing kiwifruit yield based on more than 5 years of observations by local growers. However, the mechanisms underlying the high yield of the UST are still unclear.

To study the mechanisms of high yield of the UST, a two-consecutive-years comparative study of the effects of the UST and OPT on kiwifruit yield was performed in this work. The newly developed cultivar, ‘Donghong’ (DH) kiwifruit (A. chinensis), which descended from the F1 offspring of open-pollinated ‘Hongyang’ (A. chinensis) kiwifruit (Zhong et al., 2016), was selected as experimental material. DH is now the second most popular and widely cultivated red-fleshed kiwifruit in China (Huang et al., 2022). To understand mechanisms underlying the high yield of the UST, the shoot growth, photosynthetic capacity, flower bud differentiation, and fruit quality and yield were evaluated. Elucidation of the regulatory mechanism will provide a scientific basis for the efficient increase in kiwifruit production.





Materials and methods




Plant materials and experimental site

An experimental trial was conducted over two consecutive years in 2020 and 2021 at a commercial kiwifruit orchard of the Xian Nong Fen Xiang Organic Agriculture Development Co. Ltd., which is located at Pujiang County (30°27′N, 103°42′E) of Sichuan Province, China. The climate was a subtropical monsoon climate with a wild summer and mild winter, and annual average rainfall, sunshine and temperature of 1,117.3 mm, 1,107.9 h and 16.3°C, respectively. Five-year-old plants (grafted onto wild A. deliciosa) bearing kiwifruit with uniform health, size, and vigor were used. The planting density was 667 vines/ha, with 3.0 m spacing between plants and 6.0 m spacing between rows. The row orientation was from north to south. All plants were subjected to identical standard orchard management practices for DH kiwifruit in this area throughout the experiment, including winter pruning, pest and pathogen control, basal fertilization, and irrigation.





Experimental design and treatment

The OPT was constructed with a number of vertical posts with a horizontal beam attached at the top that runs continuously between and perpendicular to the rows (Figure 1A). As an improved OPT system, the UST included a bamboo pole stands at the top center of four vertical posts with wires attached to the center wires of the OPT and the top of the bamboo pole (Figure 1B). The detailed parameters are shown in the schematic diagrams (Figures 1A, B) drawn using SketchUp software (https://www.sketchup.com). Their phenotypic characteristics in the field are shown in Figures 1C–F. The trees were trained with a straight vertical trunk approximately 1.5 m high and two central leader vines. The horizontal central leader produced the fruiting framework, which was made up primarily of one-year-old canes (Figure 1C). The vegetative canes (lateral branches) ran along the wires to the top, thus forming a canopy that resembled an “umbrella”. The fruited canes during the previous season as well as any dead, diseased, or twisted canes were pruned during winter, while those canes on the “umbrella” canopy were pulled down to horizontal in the following year to continue growing into flowering and fruiting canes (Figures 1D–F). Each treatment had three biological replicates, which each consisted of at least ten canes that were randomly chosen and tagged. Each flower on the tagged canes received supplementary pollination during blooming by being dusted with commercial bee-collected male pollen.




Figure 1 | Schematic representations and field phenotypic characteristics of the traditional overhead pergolas trellis (OPT) and umbrella-shaped trellis (UST). (A) Schematic diagram illustrating the cane configuration (tree architecture) of the OPT, (B) schematic diagram illustrating cane configuration (tree architecture) of the UST, (C) field performance of the OPT, and (D–F) field performances of the UST.







Chemicals and reagents

High performance liquid chromatography (HPLC)-grade regents, including zeatin riboside (ZR), auxin (IAA), abscisic acid (ABA), and gibberellin (GA), were purchased from Sigma–Aldrich (St Louis, MO, USA). Aqueous solutions were prepared using ultra-purified water (18.2 MΩ cm) from a Milli-Q gradient water purification system (Millipore Corporation, Bedford, MA).





Determination of cane length and diameter, bud number, and percentages of budbreak and flower bud

The length of current-year canes with diameters of 6 ~ 8 mm (slender), 8 ~ 10 mm (medium), > 10 mm (thick) were recorded on June 28, July 11, July 24, August 10, and August 24, 2020, while those with diameters less than 6 mm were not measured because they were heavily curled and too thin. The cane thickness was measured using calipers. The numbers of buds, budbreak, and flower buds on one-year-old slender, medium, and thick canes were counted at the flowering season (April 9, 2021). The corresponding proportion of budbreak and flowering shoots were calculated.





Determination of leaf gas exchange parameters and photosynthesis pigment contents

The gas-exchange parameters included the net photosynthetic rate (Pn), stomatal conductance (Gs), intercellular CO2 concentration (Ci), and transpiration rate (Tr). The measurements performed on the completely expanded leaves of the third to fifth node of canes on the UST upper canopy, fruiting canopy, and OPT fruiting canopy at the same time (09:00 am ~ 11:00 am at the end of June and the beginning of July of 2021) using a Li-6400XT portable photosynthesis system (Li-COR Inc., Lincoln, NE, USA). The upper canopy doesn’t bear fruit in UST system. The photosynthetic pigments, including chlorophyll a (Chl a), chlorophyll b (Chl b), and total carotenoids (TC), were extracted using fresh mature leaves (30 mg) in 95% ethanol (v/v, 3 ml). The photosynthetic pigment contents were determined using equations developed in a previous report (Molnárová and Fargašová, 2009).





Determination of endogenous hormones using HPLC coupled with ultraviolet (UV) detection

Extraction and quantification of the endogenous hormones, including ZR, IAA, ABA, and GA, in the buds were performed using HPLC coupled with UV detection following our previously published protocol (Liang et al., 2019) with minor modifications. Briefly, samples were ground to a fine powder in liquid nitrogen. Then, 300 mg of powder was transferred into 2.0 mL conical-bottom plastic tubes and 1.5 mL of ice-cold extraction solvent containing 80% aqueous methanol and 0.5% formic acid was added. The samples were extracted by sonication for 5 min in an ultrasonic bath (Branson Ultrasonic Corporation, Connecticut, USA), cooled with ice water, and then agitated for 15 min at 4°C in a refrigerator using a rotator at 50 rpm. The homogenates were centrifuged (12,000 rpm, 10 min, 4°C) and the resultant supernatant was carefully collected into a clean amber vial. This extraction procedure was performed in triplicate. Thereafter, the combined supernatants were evaporated to water phase under vacuum at 37°C using an N-EVAP analytical evaporator (Organomation Associates Inc., South Berlin, MA, USA). The residue was dissolved in 200 μL of 30% (v/v) acetonitrile. Each extract was purified via a 0.22 μm porosity polytetrafluoroethylene membrane prior to injection in the HPLC system.

The HPLC system consisted of an Agilent 1260 HPLC instrument and a diode array detector (Agilent, Santa Clara, CA, USA). Chromatographic separation was achieved using a ZORBAX StableBond C18 column (inner diameter × length: 4.6 mm × 150 mm; particle size: 5 μm) (Agilent). Water containing 45% methanol and 0.6% acetic acid was used as the mobile phase, with a flow velocity of 1.0 mL min-1. The column temperature over was maintained at 35°C, and the injection volume was 20 μL. Peaks were detected using a UV-visible detector at 270, 218, 200, and 270 nm for ZR, IAA, ABA, and GA3, respectively. The peak area of each endogenous hormone was quantified by comparing with the corresponding peak area of authentic standard containing known concentration.





Determination of carbon (C) to nitrogen (N) ratio of bud

The anthrone colorimetric method was employed to measure the content of the soluble sugar and starch (Dubois et al., 1956). A Braford assay utilizing Coomassie brilliant blue G-250 was used to quantify the content of soluble protein (Bradford, 1976). The C/N ratio was defined as the sum contents of soluble sugar and starch to the sum content of soluble protein.





Determination of the physicochemical parameters of fruit quality and yield

One hundred fruit samples from each treatment were randomly harvested at the end of August, which corresponds to the commercial ripening stage based on the total solid soluble (TSS) content > 7.5°Brix. These samples were randomly divided into five biological replicates. The single fruit weight was obtained from an average of 20 fruits of each biological replicate. The fruit shape index was calculated by dividing the fruit vertical length with transverse diameter. Dry weight was defined as the weight recorded after drying fruity slices at 60°C. TSS was determined using a digital refractometer (Model PAL1 0~53%; Atago Co., Ltd., Tokyo, Japan), and the corresponding result was expressed as °Brix. The soluble sugar content (SSC) was determined using the anthrone colorimetric method. Titratable acidity (TA, also called total acidity) was determined by standard acid-base titration methods following (Horwitz and Latimer, 2006), and the result was expressed as percentage of citric acid.





Data processing and statistical analysis

All data are shown as the means ± SD of at least three replicates. One-way analysis of variance (ANOVA) and Tukey’s honestly significant difference (HSD) test (P < 0.05) were applied to examine the statistical significance of responses of kiwifruit to the OPT and UST systems. All statistical analyses were conducted with Minitab software v19.0 (Minitab, State College, PA, USA).






Results




Effect of the OPT and UST on the yield and quality of DH kiwifruit

The schematic representations and field phenotypic characteristics of the traditional OPT and UST systems were shown in Figure 1. The effects of the OPT and UST systems on DH kiwifruit yield and its components (fruit weight, fruit number per fruiting cane, and fruiting cane number per plant) were evaluated (Table 1). The estimated yield (3528.6 kg/667 m2) in the UST-treated group was 264.81% greater than that in the OPT control group (1332.5 kg/667 m2). The single kiwifruit weight or fruiting cane number per plant was not affected (P > 0.05) by the treatments. The average kiwifruit number per fruiting cane in the OPT control group was 36.7 ± 1.15, while it significantly increased (P < 0.05) by 70.03% in the UST-treated group (62.4 ± 6.80). Changes in the estimated yield paralleled those of the average kiwifruit number per fruiting cane, although even greater differences were observed due to the minor increment in fruiting cane number per plant under the UST treatment (Table 1).


Table 1 | Effects of the OPT and UST on the estimated yield of Donghong kiwifruit.



The extrinsic quality (fruit shape index) was similar (P > 0.05) in DH kiwifruit from OPT- (control) and UST-treated trees at both the harvest and ripening stages. At harvest, DH kiwifruit grown on the UST had significantly lower (P < 0.05) TA content (1.36 ± 0.03c g 100 g-1) than that in the control treatment (1.58 ± 0.02b g 100 g-1). The increases in TSS and SSC observed in all samples were due to fruit ripening after storage, although significant differences were not observed (P > 0.05) between those of the OPT- and UST-treated DH kiwifruit at both the harvest and ripening stages. The TSS/TA levels increased after storage in all treatments. At the ripening stage, the UST-treated DH kiwifruit showed significantly higher (P < 0.05) TSS/TA (7.54 ± 0.06a) compared to the control (6.40 ± 0.01b). Dry matter slightly decreased in all groups during storage, although significant differences were not observed between the different samples (Table 2).


Table 2 | Extrinsic and intrinsic quality parameters in the OPT and UST-treated Donghong kiwifruit at harvest and after storage (ripening).







Effect of OPT and UST on cane and bud growth of DH kiwifruit

The total one-year-old cane length of the UST-treated trees during the whole period was significantly higher (P < 0.05) than that of the OPT control trees. Similar trends in the slender and medium canes were observed, and the maximum values of 145.11 ± 2.17 cm and 104.69 ± 3.55 cm were found on June 28 and August 24 in the UST-treated trees and controls, respectively, which accounted for 62% and 38% of their total one-year-old cane length, respectively. However, an opposite trend was observed in the thick canes throughout the whole period, with a significantly lower (P < 0.05) maximum value (52.35 ± 1.57 mm, 19%, recorded on August 24) of the UST-treated trees compared with the control (115.08 ± 2.72 mm, 56%) (Table 3).


Table 3 | Effects of the OPT and UST on one-year-old cane length of Donghong kiwifruit.



The bud number per meter on canes with different diameters of the UST-treated group was significantly higher (P < 0.05) than that of the control. The highest amounts were recorded at August 24 (18.29 ± 1.92), July 24 (19.95 ± 2.07), and August 10 (18.53 ± 1.65) in the slender, medium, and thick canes of the UST-treated trees, respectively, which were 1.25, 1.29, and 1.21 times higher than those of the OPT control group (Table 4).


Table 4 | Effects of OPT and UST on bud number per meter of Donghong kiwifruit.



UST-treated trees had significantly higher (P < 0.05) total lengths of slender canes (156.33 ± 2.31 mm) and medium canes (115.72 ± 2.69 mm), bud number per fruiting cane (60.4), budbreak number (31.83), and flower bud number (31.32) on the fruiting cane, which were 2.39, 2.34, 1.78, 1.94 and 2.00 times higher than that of the OPT control group. No significant differences in these parameters for the thick canes were observed between trees treated with the OPT or UST system (Table 5).


Table 5 | Effects of the OPT and UST on fruiting canes of Donghong kiwifruit.







Effect of the OPT and UST on the leaf gas exchange parameters and photosynthesis pigment content of DH kiwifruit

The UST system significantly (P < 0.05) increased the Pn, Gs, Ci, and Tr of the upper canopy by 64.25, 141.80, 23.47, and 51.93% compared with that observed for the OPT fruiting canopy. There was no significant (P > 0.05) change in the leaf gas exchange parameters of the UST fruiting canopy compared to the OPT fruiting canopy except for Pn (Figure 2).




Figure 2 | Effects of the OPT and UST on (A) net photosynthetic rate (Pn), (B) stomatal conductance (Gs), (C) intercellular CO2 (Ci), and (D) transpiration rate (Tr) of Donghong kiwifruit. The lower-case letters on the bars indicate significant differences (P < 0.05).



As shown in Figure 3, the UST system enhanced the Chl a, Chl b, and TC contents of the fruiting canopy by 39.38, 48.11, and 44.63%, respectively, compared to those of the OPT fruiting canopy, while the Chl a, Chl b, and TC contents of the UST upper canopy was lower than those of the OPT fruiting canopy (Figure 3).




Figure 3 | Effects of the OPT and UST on (A) chlorophyll a (Chl a), (B) chlorophyll b (Chl b), (C) total carotenoid (TC), and (D) chlorophyll a/chlorophyll b of Donghong kiwifruit. The lower-case letters on the bars indicate significant differences (P < 0.05).







Effect of the UST on bud endogenous hormones of DH kiwifruit

Different endogenous hormones underwent a series of changes throughout the measurement period. As shown in Figure 4, the endogenous ZR and IAA contents showed a declining trend while the GA content increased over time. The ABA content changes were irregular and initially increased, peaking on July 11 before sharply decreasing and further increasing. The ZR and IAA contents of the slender and medium canes were significantly higher (P < 0.05) than those of the thick canes at most time points, whereas the GA and ABA contents of the slender and medium canes were significantly lower (P < 0.05) than those of the thick canes (Figure 4).




Figure 4 | Effect of the UST on (A) zeatin riboside (ZR), (B) auxin (IAA), (C) abscisic acid (ABA), and (D) gibberellin (GA) content in buds of the upper canopy. The lower-case letters indicate significant differences (P < 0.05).



The variation tendencies of the ratios of different endogenous hormones are shown in Figure 5. Overall, ZA/GA, ZA/ABA, and IAA/IBA roughly decreased with a similar pattern and timing but to different extents, while ZR/IAA and ABA/GA initially increased and then decreased. Significantly higher (P < 0.05) levels of ZR/GA, ZR/ABA, ABA/GA, and IAA/ABA were found on the slender and medium canes compared to the thick canes. For ZR/IAA, the opposite behavior was observed, with thick canes containing significantly higher (P < 0.05) levels of ZR/IAA compared to the slender and medium canes (Figure 5).




Figure 5 | Effect of the UST on the (A) zeatin riboside (ZR)/gibberellin (GA), (B) ZR/auxin (IAA), (C) ZR/abscisic acid (ABA), (D) ABA/GA, and (E) IAA/ABA ratios in the bud on upper canopy. The lower-case letters indicate significant differences (P < 0.05).







Effect of the UST on the C/N ratio of DH kiwifruit

The C/N ratio showed decreasing trends similar to that of the soluble sugar, soluble carbon, and soluble nitrogen contents. The soluble starch content peaked transiently at the initial measurement period, declined rapidly to undetectable levels, then increased over the time course, and gradually decreased thereafter. On July 11, the C/N ratio of slender canes reached the maximum value of 0.74 at July 11, which was 1.38 and 1.80 times higher than that of the medium and thick canes, respectively (Figure 6).




Figure 6 | Effect of the UST on the (A) soluble sugar content, (B) soluble starch content, (C) soluble carbon content, (D) soluble protein content, and (E) C/N ratio in the bud on upper canopy. The lower-case letters represented significant difference (P < 0.05).








Discussion

Kiwifruit has been renowned as the “king of fruits” due to its nutritional characteristics (Huang et al., 2013). The present global production of kiwifruit stands at 4.35 million tons, with China accounting for more than half of the total. However, in terms of yield per unit area, China is much lower than the global average, placing roughly 20th among kiwifruit producing countries (FAOSTAT, 2019). Improving the yield per unit area is a more profitable approach for the whole kiwifruit industry. Here, we consider the potential of the UST system to address yield challenges in our kiwifruit industry. Surprisingly, the estimated yield of the UST treatment is more than two times higher than that of the traditional OPT. In addition, significant differences were observed in the internal fruit quality. These outcomes of this study may contribute to the sustainability of the kiwifruit industry.




Vegetative growth of one-year-old canes

In its natural habitat, the kiwifruit plant is a fast-growing climbing vine that needs to be properly trellised under for commercial production (Costa and Biasi, 1991; Cieslak et al., 2011). In this study, UST system significantly (P < 0.05) promoted the vegetative growth of slender and medium canes with diameters of 6 ~ 10 mm, but inhibited the vegetative growth of thick canes with diameters > 10 mm (Table 3). The kiwifruit plant presents rapid growth and large biomass and is not self-supporting. Its cane weight increases as it grows, resulting in cane bending, which hinders apical dominance by stimulating the growth of lateral and axillary buds. A plausible explanation for the observed significantly vigorous growth of one-year-old canes is that when the canes were treated upward on the UST system, the cane weight was supported, the scrambling vegetative growth was managed, and the preferred apical dominance of one-year-old fruiting canes was maintained (Barbier et al., 2017).





Leaf photosynthesis

The upper umbrella-shaped canopy of the UST served as a natural shading condition for the lower fruiting canopy (Figure 1). In previous studies, proper shading has been shown to positively affect the kiwifruit yield and quality and alleviate the high temperature and intense sunlight stresses (Biasi et al., 1995; He et al., 2007). In this study, the UST system significantly (P < 0.05) increased the leaf gas exchange parameters of the upper canopy (Figure 2). An intriguing interpretation is that the UST system allows the canopy to better exploit both the upper and lower spaces with sufficient light and ventilation. Significant (P > 0.05) changes were not observed between the UST and OPT fruiting canopies (Figure 2), which is consistent with previous studies (Rosenqvist et al., 1991; He et al., 2007). One potential explanation is that the shading function of the upper canopy to the lower fruiting canopy is still within the range of proper shading and the fruiting canopy is still capable of capturing sufficient sunlight for photosynthesis under summer conditions (Rosenqvist et al., 1991).

Photosynthesis is a main process in plant development and physiology that is closely linked to crop yield. Leaf chlorophyll molecules are essential pigments that determine photosynthesis rates (Croft et al., 2017). In this study, the UST treatment had positive effects on the accumulation of Chl a, Cl b, and TC in the fruiting canopy, while negative effects on these parameters were observed in the upper canopy (Figure 3). The excessive sunlight stress can be especially severe in summer, when a lack of available water combined with high temperatures severely limits the foliar ability to use radiant energy for photosynthesis. The intense sunlight in summer might promote photosynthetic pigment degradation (Miller et al., 2010; Pinheiro and Chaves, 2011; Flexas et al., 2014). With help of the upper canopy architecture, a relatively weak light condition was generated in the lower fruiting canopy, which triggered the plants to synthesize more photosynthetic pigments to maintain efficient light harvesting.





Endogenous hormones, carbon-nitrogen ratio, and flower bud differentiation

The UST had a significant effect on one-year-old fruiting cane length (Table 3), bud number per meter (Table 4), budbreak number, and flower bud number (Table 5). The most productive zone was on the fruiting canes with a diameter of 6~10 mm (Tables 1-5). Flower bud differentiation is a critical step in the plant fruiting process, and endogenous hormones are key elements that contribute to flower bud differentiation (Sandoval-Oliveros et al., 2017; He et al., 2018); however, their effects on flower differentiation vary depending on the plant species. For example, GA has a promoting effect on flower formation of long-day and biennial plants (Mutasa-Göttgens and Hedden, 2009), but an inhibitory effect on Arabidopsis thaliana (Yamaguchi et al., 2014). In this study, the slender and medium fruiting canes on UST-treated trees with significantly higher (P < 0.05) budbreak and flower bud numbers (Table 5) contained significantly higher (P < 0.05) levels of ZR and IAA (Figure 4). The thick canes with significantly lower (P < 0.05) budbreak and flower bud numbers (Table 5), however, contained significantly higher (P < 0.05) levels of GA and ABA (Figure 4).

A single hormone cannot exert a substantial impact on plant flower bud differentiation. As a complex physiological and biochemical process, the bud differentiation is generally coordinated by various hormones and is greatly influenced by the content and ratio of hormones (Domagalska et al., 2010). In this study, the slender and medium fruiting canes on UST-treated trees with significantly higher (P < 0.05) budbreak and flower bud numbers (Table 5) contained significantly higher (P < 0.05) levels of ZR/GA, ZR/ABA, and ABA/GA (Figure 5). This suggests that high levels of ZR/GA, ZR/ABA, and ABA/GA ratios might be beneficial to flower bud differentiation of DH kiwifruit.

The C/N ratio is considered an indicator of plant growth and flower quality characteristics. High C/N ratios are capable of promoting reproductive growth, whereas low C/N ratios are thought to promote early vegetative growth or even inhibit flowering (Tsai and Chang, 2022). The results here (Figure 6) showed that a relatively high C/N ratio may promote the flower bud differentiation process of DH kiwifruit.






Conclusions

The current kiwifruit yield per unit area in China is not keeping pace with its global production ranking. In this study, an UST system was developed with the aim of increasing kiwifruit yield. Surprisingly, UST-treated trees were twice as productive than traditional OPT-treated system. UST-treated trees also presented improved fruit quality. The UST system significantly (P < 0.05) promoted the vegetative growth of fruiting canes with diameters of 6 ~ 10 mm and had positive effects on the accumulation of chlorophyll and total carotenoid contents in the fruiting canopy. The high yield may also be due to the improvements in ZR and IAA contents and ZR/GA, ZR/ABA, and ABA/GA ratios. A high ratio of C/N might be beneficial to promoting the flower bud differentiation process.
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Leaf area index (LAI) is an essential indicator for crop growth monitoring and yield prediction. Real-time, non-destructive, and accurate monitoring of crop LAI is of great significance for intelligent decision-making on crop fertilization, irrigation, as well as for predicting and warning grain productivity. This study aims to investigate the feasibility of using spectral and texture features from unmanned aerial vehicle (UAV) multispectral imagery combined with machine learning modeling methods to achieve maize LAI estimation. In this study, remote sensing monitoring of maize LAI was carried out based on a UAV high-throughput phenotyping platform using different varieties of maize as the research target. Firstly, the spectral parameters and texture features were extracted from the UAV multispectral images, and the Normalized Difference Texture Index (NDTI), Difference Texture Index (DTI) and Ratio Texture Index (RTI) were constructed by linear calculation of texture features. Then, the correlation between LAI and spectral parameters, texture features and texture indices were analyzed, and the image features with strong correlation were screened out. Finally, combined with machine learning method, LAI estimation models of different types of input variables were constructed, and the effect of image features combination on LAI estimation was evaluated. The results revealed that the vegetation indices based on the red (650 nm), red-edge (705 nm) and NIR (842 nm) bands had high correlation coefficients with LAI. The correlation between the linearly transformed texture features and LAI was significantly improved. Besides, machine learning models combining spectral and texture features have the best performance. Support Vector Machine (SVM) models of vegetation and texture indices are the best in terms of fit, stability and estimation accuracy (R2 = 0.813, RMSE = 0.297, RPD = 2.084). The results of this study were conducive to improving the efficiency of maize variety selection and provide some reference for UAV high-throughput phenotyping technology for fine crop management at the field plot scale. The results give evidence of the breeding efficiency of maize varieties and provide a certain reference for UAV high-throughput phenotypic technology in crop management at the field scale.
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1 Introduction

Maize is one of the essential food crops in the world, and its production mode and planting area are related to world food security (Tester and Langridge, 2010). Leaf area index (LAI) refers to the ratio of total green leaf area per unit land area to the unit land area (Ke et al., 2016), which is one of the important indexes for evaluating crop growth and ecological environment research (Richardson et al., 2011). It is not only closely related to crop photosynthesis (Duncan, 1971) and transpiration (Kang et al., 2003), but also often used as one of the basis for yield estimation (Duan et al., 2019; Fu et al., 2020). Therefore, efficient and precise monitoring of maize LAI is crucial for gaining insights into maize growth dynamics and optimizing maize breeding strategies.

However, the traditional methods to obtain LAI are mostly destructive sampling methods, using leaf area meters to measure isolated blades and calculate them (Yang et al., 2021). This method is time-consuming, laborious and inefficient. Although non-destructive monitoring of LAI can be achieved using handheld instruments such as the SunScan Canopy Analyser (Oguntunde et al., 2012) and the LAI-2200 (Wilhelm et al., 2000), the data obtained using handheld instruments only represent LAI at a small scale, making it difficult to realize rapid and nondestructive monitoring at field scale (Liu et al., 2016). Satellite remote sensing enables rapid and non-destructive monitoring of crop LAI at a regional scale. (Chen et al., 2010). However, its susceptibility to adverse weather conditions, low temporal and spatial resolution limits its ability to meet the quantitative monitoring requirements at the field and plot scales. The ground platform is mainly suitable for small-scale crop growth monitoring, which is affected by the scope of data acquisition and the cost of use, and cannot achieve rapid monitoring at spatial scales.

In recent years, the continuous development of UAV flight platforms and airborne sensor technology has promoted the application of UAV remote sensing technology in agricultural and forestry information monitoring. UAV remote sensing platforms have the advantages of low cost, simple structure, high mobility and high spatial and temporal resolution to make up for the shortage of satellite and ground-based remote sensing platforms (Xie and Yang, 2020). The UAV platform, equipped with visible, multispectral, and hyperspectral cameras, is used to acquire image data. Image processing techniques are applied to extract essential information, such as spectral features, texture, and point clouds, which are subsequently used to build models for crop growth parameter monitoring and yield estimation. (Liu et al., 2018; Sarkar et al., 2021; Jiang et al., 2022). The model construction process often involves a combination of non-linear relationships that affect the model’s universality. Machine learning methods can effectively solve the modelling problem of non-linear relational combinations and have been widely used in remote sensing monitoring. Wang and Jiang (2021) used UAV multispectral remote sensing data to achieve the monitoring of soybean leaf area index, and the support vector machine (SVM) had better predictions compared to the linear model (R2 = 0.688, RMSE = 0.016). Qi et al. (2020) achieved accurate estimation of peanut LAI (R2 = 0.968, RMSE = 0.165) using Back Propagation neural network algorithm (BPNN) combined with UAV spectral features. Kanning et al. (2018) extracted wheat canopy spectra based on UAV hyperspectral images and constructed a model for monitoring wheat LAI and chlorophyll using Partial Least Squares Regression (PLSR), demonstrating the feasibility of UAV hyperspectral imaging technology for monitoring crop growth parameters at the field scale. Although spectral features combined with machine learning algorithm can better estimate crop LAI, when LAI is high, the estimation model constructed by various vegetation indexes will appear “over-fitting” phenomenon (Hang et al., 2021). In addition, UAV multispectral images offer limited spectral information, and relying solely on spectral parameters such as reflectance or vegetation index may result in “same spectrum and different things” or “same thing and different spectrum” scenarios (Liu et al., 2018). Thus, crop growth monitoring should incorporate multiple data dimensions, such as time and space, to account for spectral, temporal, and spatial resolutions.

Texture features are also one of the image features of UAV remote sensing imagery (Yang et al., 2021), and are widely used for image classification and monitoring of crop growth physiological indicators (Haralick et al., 1973; Coburn and Roberts, 2004; Li et al., 2019). Chen et al. (2019) used spectral information and texture information to estimate chlorophyll content of potatoes and found that the fusion of vegetation index and texture features could significantly improve the estimation accuracy of the model. Zhu et al. (2022) developed a machine learning model for remote sensing monitoring of Wheat Scab using multispectral and texture features. Their results demonstrated that the fusion of vegetation indices and texture parameters improved the accuracy of Wheat Scab detection. However, little is known about field-scale remote sensing monitoring of maize LAI using spectral and texture features extracted from UAV multispectral imagery.

Based on the above problems, this study attempts to extract and optimize the spectral and texture features from UAV multispectral images. It combines the optimized features with SVM, Random Forest (RF), BPNN and PLSR to build a field-scale corn LAI remote sensing monitoring model. We compared the effects of spectral features and texture features on LAI estimation. Furthermore, we explored the influence of machine learning method synergistic spectral and texture features on LAI estimation potential.




2 Materials and methods



2.1 Experimental design

This experiment was conducted in the maize experimental field of Shanxi Agricultural University, Jinzhong City, Shanxi Province (37°25′ N, 112°29′ E) (Figure 1).




Figure 1 | Overview of the study area. (A) Geographical location of Taigu District (B) the location of the experiential area (C) the design of the field experience.



The experimental area is located in Taigu District, with an average altitude of about 780 m, belonging to a temperate continental monsoon climate, with an average annual temperature of 6-10 °, an average annual rainfall of 410-450 mm and a frost-free period of 160 days. The climatic conditions such as light, heat and water are suitable for maize growth.

The experiment was conducted in a single-factor design with 140 maize varieties (Xinyu 303, Jinfeng 278, RP818, etc.), each planted on an area of 75 m2, total 140 plots. In five key growth periods of maize, namely, tasseling period (24 July, 2021), silking period (4 August, 2021), flowering period (14 August, 2021), filling period (25 August, 2021) and milk ripening period (8 September, 2021), LAI was measured in areas with high vegetation coverage and consistent growth.




2.2 UAV multispectral image acquisition

In this study, a Meridian M210 V2 quadcopter UAV (DJI Innovations, Shenzhen, China) (Figure 2A) with a RedEdge-MX imaging system (MicaSense, Seattle, WA, USA) (Figure 2B) was used as a high-throughput remote sensing platform to acquire multispectral images of maize during critical fertility periods. RedEdge-MX dual-camera imaging system has 10 spectral channels with a spectral range of 444-842 nm and can simultaneously obtain 10 discontinuous multispectral images with a resolution of 1280 × 960 pixels. The detailed band parameters are shown in Table 1. The flight time is between 10:00 and 12:00, the flight altitude is set to 60 m, and the forward overlap rate and side overlap rate are set to 85%.




Figure 2 | UAV near ground remote sensing platform. (A) Four rotors UAV (B) Multispectral imaging system (C) The calibration panel.




Table 1 | RedEdge-MX Dual multispectral cameras bands.






2.3 UAV multispectral image processing

After the flight, the original multispectral images acquired by the UAV and the calibration plate (Figure 2C) images taken before takeoff were imported into Pix4D mapper (Pix4D S.A., Lausanne, Switzerland) together for image stitching and radiometric calibration. After the stitching was completed, the software automatically completed the radiometric calibration according to the DN value of the calibration gray plate and the reflectance calibration fitting equation. After completing the above processing process, the orthoimage of each waveband were obtained. The orthoimages were processed using ENVI Classic 5.5 (Harris Geospatial Solutions, Inc., Broomfield, CO, USA) for band fusion to obtain multispectral image data.




2.4 Field data collection

In this study, we selected the SunScan Canopy Analyser to measure maize LAI data while acquiring UAV multispectral images. During the data collection process, maize leaf area index was measured by selecting three inter-row shaded locations of 1 meter in length at random within each plot. The average of the three measurements was used as the LAI value for the plot.




2.5 Multispectral image features extraction



2.5.1 Selection of vegetation index

By combining different bands linearly or nonlinearly, the vegetation indices constructed has certain indicative significance for the dynamic changes of vegetation canopy information, which not only reduces the influence of atmospheric and soil environmental factors but also enhances the sensitivity of LAI to canopy reflectivity. According to the previous research results (Qi et al., 2020; Hang et al., 2021), we selected eight commonly used vegetation indices to estimate LAI, and the specific calculation formulas are shown in Table 2.


Table 2 | Formula for calculating vegetation indices.






2.5.2 Texture features extraction

To improve computational efficiency, we select three bands of red 650 nm, red edge 705 nm and near-infrared 842 nm for texture feature extraction. Grey level co-occurrence matrix (GLCM) is one of the most widely used methods in texture feature extraction (Haralick et al., 1973). This method was proposed by Haralick in 1973, and is mainly used in machine vision, image classification, image recognition and so on (Kavdir and Guyer, 2004; Adjed et al., 2018; Vani et al., 2018). After radiation correction and image fusion, eight texture features such as Mean (mean), variance (var), homogeneity (hom), contrast (con), dissimilarity (dis), entropy (ent), second moment (sm) and correlation (cor) were extracted using the GLCM. A total of 24 texture feature values were selected and the mean value extracted from the region of interest was used as the texture feature value for the corresponding image.

In order to fully explore the application potential of texture features in UAV multispectral images in maize LAI estimation, this study used Matlab 2020a software(MathWorks, Natick, Massachusetts, USA) to traverse and combine eight texture feature values of three-band images and calculates three texture indexes: normalized difference texture index(NDTI) (Zheng et al., 2019), ratio texture index(RTI) and difference texture index(DTI) (Hang et al., 2021). The specific calculation formulas are as follows:







In the formula, T1 and T2 are texture eigenvalues of random bands.





2.6 Model construction and evaluation

In this study, a total of 700 datasets were collected from five key fertility periods of maize, each containing ground-truthed LAIs and UAV image features such as vegetation indices and texture indices. To ensure that each dataset could be involved in modeling and validation, the datasets were randomly divided into 10 parts using ten-fold cross-validation, with 90% (630 datasets) used for modeling and 10% (70 datasets) for model validation. Each model was trained 10 times to ensure robustness.

We developed 12 LAI estimation models for multiple fertility stages by combining ground truth LAIs with various inputs using four machine learning algorithms, namely SVM, RF, BPNN, and PLSR. The model inputs consisted of univariate and multivariate factors, where the former comprised vegetation indices and texture indices, and the latter involved their combination.

	(1) The support vector machine is a popular machine learning algorithm for pattern recognition and nonlinear regression(Cortes and Vapnik, 1995). In this study, we used the SVM algorithm with a radial basis function (RBF) to construct maize LAI estimation models using various predictors. The SVM model requires tuning of the penalty factor c and the kernel function parameter g. After continuous testing, we determined the optimal values of c=1.00 and g=3.03.

	(2) Random forest is a nonlinear regression modeling method based on multiple decision trees. It consists of two methods, Bootstrap sampling and Random subspace(Breiman, 2001), and is effective in handling high-dimensional data and covariance problem among variables, with strong noise resistance. The number of decision trees (ntrees) and the number of predictors randomly selected for each split (mtry) are the main parameters that need to be tuned to optimize the performance of a random forest model. After repeated testing, this study set the random forest parameters to ntrees=200 and tuned mtry according to different input variable types.

	(3) Back Propagation (BP) based neural network consists of three parts: input layer (input), hidden layer (hidden), and output layer (output). To ensure the model monitoring accuracy, the BPNN model was trained several times and the model parameters were iteratively tuned. Finally, the learning rate of 0.01, 10 hidden layers and 1 output layer were used as the best parameters.

	(4) PLSR originates from the nonlinear iterative partial least squares (NUPALS) algorithm proposed by Herman Wold et al. (2001). The number of latent variables (LV) is one of the important influencing factors to determine the prediction accuracy of the PLSR model, and in this study the model automatically adjusted the number of latent variables according to the input variable types.



In this study, coefficient of determination (R2), root mean square error (RMSE) and relative percent error (RPD) were used as evaluation indexes to evaluate the model performance. When the estimated model has higher R2, RPD and smaller RMSE in modeling and validation datasets, it indicates that the model has higher goodness of fit, accuracy and stability.





3 Results



3.1 Correlation analysis between spectral parameters and LAI

The correlation analysis of the 18 spectral parameters with LAI is shown in Figure 3. The correlation between LAI and canopy reflectance was significantly negative (p < 0.01) in the range of 444-717 nm and positive (p < 0.01) in the range of 740-842 nm. All eight selected vegetation indices were highly significantly positively correlated with LAI (P < 0.01), with RVI being the most strongly correlated with LAI (r = 0.784) and NDVI, OSAVI, NDRE and CIred edge being more strongly correlated with LAI, with correlation coefficients above 0.700. All five vegetation indices included the three bands, red, red edge and NIR, indicating that the band combinations could be better for maize LAI monitoring.




Figure 3 | Correlation coefficient between specific parameters and maize LAI. * and * * are significant at 0.05 and 0.01 levels, respectively. The red area indicates positive correlation, the blue area indicates negative correlation. Darker colors and larger circles mean a stronger correlation between LAI and spectral parameters.






3.2 Correlation analysis between LAI and texture features

The correlation analysis of the three bands of texture features with LAI (Table 3) showed that the mean texture values in the Red and NIR band were significantly correlated with LAI, with a strong correlation (r = -0.687 and -0.703).


Table 3 | Correlation coefficients between texture features of the three bands and LAI.



Due to the weak correlation between most texture features and LAI, this study constructed three texture indices composed of different texture feature values in order to improve the potential application of texture features in monitoring maize LAI. The results shown in Figure 4 indicated that the correlation between the linearly transformed texture features and LAI was significantly enhanced. Among them, the RTI (mean705, ent705) had the strongest correlation with LAI, with a correlation coefficient of -0.804, which was a 14.370% increase in the absolute value of the correlation coefficient compared to the red edge mean.




Figure 4 | Correlation coefficient matrix between LAI and three types of texture index indices (A) the ratio texture index, (B) the normalized difference texture index, (C) the difference texture index. Each cell in the figure represents the correlation coefficient between the texture index, which is obtained by linearly transforming the original texture parameters corresponding to the x and y coordinates of each cell, and the LAI.






3.3 Comparison of LAI estimation models based on vegetation indices and texture indices

In order to fully investigate the potential of combining UAV spectral and texture features with machine learning algorithms for LAI estimation. Based on the strength of the correlation between different image features and LAI, we selected five vegetation indices (RVI, NDVI, OSAVI, NDRE and CIred edge) and three texture indices (RTI (mean705, ent705), DTI (mean705, con705) and NDTI (mean650, ent705)) as independent variables, and constructed LAI estimation models by using four machine learning algorithms: SVM, RF, BPNN and PLSR respectively. Table 4 shows the training results of machine learning models with different input variables. In the single variable model, from the perspective of modelling methods, RF performed best in the dataset of vegetation indices and SVM performed best in the dataset of texture indices; From the perspective of the different input variables, the estimation model based on the texture indices performs better overall than the vegetation indices when using the same modelling approach. On the whole, the estimation of the SVM model based on TIs was optimal (R2 = 0.790, RMSE = 0.312, RPD = 2.010).


Table 4 | Summary of the results of estimating LAI by machine learning models based on different inputs.



Using vegetation and texture indices as multivariate input variables to construct the LAI estimation model. From the perspective of modelling method, the RF model in the calibration set performed the best from the perspective of the modelling approach (R2 = 0.906, RMSE = 0.208, RPD = 3.149), with the SVM model performing second best (R2 = 0.806, RMSE = 0.315, RPD = 1.856). However, in the validation set, the SVM model performed best (R2 = 0.813, RMSE = 0.297, RPD = 2.084). In contrast, the R2 of the RF model plummeted from 0.906 to 0.786, the RMSE increased by 66.827% and the RPD decreased by 40.044%. Although the monitoring effect of BPNN and PLSR is slightly weaker than that of SVM and RF, the estimation accuracy and model stability are also better (R2 > 0.75, RPD > 1.75). The above results show that the SVM model has the best estimation accuracy and stability, and the other three models also have great prediction results.

When analyzed from the perspective of the input variables, the machine learning models constructed by fusing the two types of indices explained significantly more variance in the LAI compared to the single-factor input variables of the vegetation or texture indices. Combining the VIs with the TIs resulted in R2 means of 0.817 and 0.788, RMSE means of 0.292 and 0.330, and RPD means of 2.165 and 1.921 for the calibration and validation sets, respectively. Compared with the single vegetation indices data source model, R2 increased by 14.810% and 19.757%, RMSE decreased by 19.337% and 19.118%, and RPD increased by 33.807% and 29.622%. Compared with the single texture indices model, R2 increases by 11.507% and 11.142%, RMSE decreases by 16.092% and 14.063%, and RPD increases by 31.212% and 15.237%. The above results show that the estimation effect of the model is obviously improved and more stable after fusing different image features.

The scatter plot in Figure 5 showed good consistency between the predicted LAI values from the machine learning estimation model and the measured LAI values in the validation dataset, with an RMSE ranging from 0.297 to 0.433 and an RPD ranging from 1.328 to 2.084. Combining vegetation indices and texture indices resulted in the best estimation results among the four types of machine learning models.




Figure 5 | Accuracy evaluation results of LAI estimation models based on vegetation indices (VIs), texture indices (TIs) and combined vegetation indices and texture indices (VIs+TIs) in the validation set. The models evaluated are SVM, RF, BPNN, and PLSR, shown respectively in (A–C), (D–F), (G–I), and (J–L).







4 Discussion

UAV remote sensing has great potential in the process of crop phenotype information mining and analysis due to its high spatial and temporal resolution and simple operation (Xie and Yang, 2020). In this study, multispectral images of the study area were acquired by using a UAV with a multispectral camera. The non-destructive and rapid estimation of maize LAI at the plot scale was achieved by extracting different types of image features and combining them with machine learning algorithms.



4.1 Analysis of monitoring LAI by vegetation indices

Vegetation indices are widely used in crop chlorophyll content (Jiang et al., 2022), LAI (Li et al., 2019), biomass (Gnyp et al., 2014) and yield prediction (Fu et al., 2020; García-Martínez et al., 2020). Crop canopy reflectance is easily influenced by leaf pigmentation in the visible bands, which can lead to “oversaturation” of the vegetation indices (Hatfield et al., 2008). In contrast, red-edge and near-infrared reflectance are mainly influenced by canopy structure and have a stronger penetration effect. Hence, researchers usually choose red-edge and near-infrared bands to construct vegetation indices. Shi et al. (2022) demonstrated that vegetation indices based on red light bands and near-infrared bands correlate well with LAI and AGB of red and green beans, allowing for growth monitoring of intercropped crops in plot tea plantations. Zheng et al. (2019) found that the vegetation indices based on red-edge bands were important parameters for rice biomass estimation before tasseling. However, the estimation was significantly reduced after tasseling, mainly because canopy leaf biomass was sensitive to red-edge bands but not stems. Qi et al. (2020) used fixed-wing UAV to monitor peanut growth, and found that red light and near-infrared bands were sensitive bands of peanut LAI, which can effectively predict the changes of peanut LAI. In this study,we found strong correlations (r > 0.700) between maize LAI and five vegetation indices: RVI, NDVI, OSAVI, NDRE, and CIred edge. These indices were identified as effective for monitoring LAI in various maize varieties. The results are in general agreement with the results of previous studies, indicating that spectral indices based on red light, red edge and near-infrared bands are of good application in crop monitoring and can achieve rapid and non-destructive monitoring of crop growth parameters.

In this study, DVI and MTCI performed poorly in estimating LAI, and the correlation coefficients were only 0.550 and 0.475. There may be two possible reasons for this result: (1) the influence of other disturbing factors such as soil background and vegetation shading on the multispectral reflectance; (2) the high LAI level in the middle and late stages of maize growth, resulting in an underestimation of some vegetation indices. In the process of monitoring crop growth using UAV multispectral imagery, the use of spectral features alone may not achieve satisfactory results (Zheng et al., 2019; Yang et al., 2021; Fei et al., 2022). The use of vegetation indices alone can only quantitatively analyze the structural characteristics, biochemical components and productivity trends of crop canopies from a spectral perspective. It cannot deeply explore the effective information of other data dimensions in UAV multispectral imagery.




4.2 Estimation potential analysis of texture features

Texture features can reveal changes in crop canopy information from the data dimension of image spatial features. Previous work has used texture parameters from satellite remote sensing data combined with spectral and topographic features to estimation above-ground biomass in forests, demonstrating the feasibility of applying texture parameters in agricultural remote sensing (Lu and Batistella, 2005; Li et al., 2008). In this study, most of the texture parameters had poor correlation with LAI. However, the correlation between the constructed texture indices and LAI were significantly improved after linear processing. The texture indices RTI (mean705, ent705), DTI (mean705, con705) and NDTI (mean650, ent705) effectively improved the estimation of LAI. Similar conclusions were obtained by Hang et al. (2021) and Fei et al. (2022) when using texture parameters for rice growth monitoring and yield estimation of wheat. This is mainly because the texture is linearly combined and transformed to reduce the influence of soil background, vegetation shading and topographic factors, which can better highlight the changing patterns of feature characteristics.




4.3 Influence of UAV image features fusion on LAI estimation potential

The multi-input model based on vegetation and texture indices in this study was superior to the model with a single input variable, with significant improvements in fit, estimation accuracy and stability. In particular, the model combining UAV texture and spectral features outperformed the model using only the vegetation indices, with a 19.757% increase in R2, a 19.118% decrease in RMSE and a 29.622% increase in RPD in the validation set. The results of this study are similar to those of previous studies. Ma et al. (2022) used color indices and texture features from UAV RGB images to accurately estimate cotton yield, with the RF_ELM model based on color indices and texture features having the highest accuracy (R2 = 0.911). Yang et al. (2021) used vegetation indices and texture features to achieve an estimation of LAI for rice at full fertility. The combination of spectral features and texture features had superior predictive power than vegetation indices. In summary, combining the UAV spectral features with texture features is an effective method to improve the accuracy of LAI estimation.




4.4 Comparison of different machine learning models

Machine learning algorithms combined with remote sensing data have been widely used in areas such as crop growth monitoring(Li et al., 2019; Zheng et al., 2019; Zhang et al., 2021), yield estimation (Fu et al., 2020; García-Martínez et al., 2020; Ma et al., 2022) and disease identification (Guo et al., 2021; Zhu et al., 2022). This study used four machine learning algorithms, SVM, RF, BPNN and PLSR, to construct LAI monitoring models for different maize varieties. The results show that the SVM model performs best as a whole, and the model’s training results and verification results have a high degree of explanation for the variation of LAI. In the machine learning models constructed based on vegetation and texture indices, the validation sets R2 and RPD of SVM were improved and RMSE decreased compared to RF, PLSR and BPNN models, indicating the high performance of SVM modelling. Zhu et al. (2022) realized high-precision monitoring of wheat scab by using machine learning method combined with spectral and texture features of drones, and the model built by SVM in collaboration with VIs + TFs can provide the most accurate monitoring results; Omer et al. (2016) used WorldView-2 multispectral imagery combined with SVM and ANN algorithms to achieve monitoring of LAI of forest endangered tree species, where the SVM model showed excellent prediction accuracy and model stability. The excellent performance of SVM model in LAI estimation may be related to the model structure. SVM uses the principle of structure minimization (Camps-Valls et al., 2006) to solve the nonlinear mapping problem between input variables and response variables. However, to address the issue of unstable RF model performance, a similar situation has been found in other studies, Han et al. (2019) used the cooperative machine learning algorithm of canopy structure information and spectral information to construct maize AGB, the performance of RF model in the training set and test set was quite different. There are two main reasons for the instability of the RF model: (1) the amount of data in the validation set is far less than that in the calibration set, and RF will perform better in extensive sample data; (2) the existence of outliers in the validation set due to human measurement problems reduces the stability of the model.

In this paper, when using different machine learning algorithms to estimate LAI with multivariate input variables, all four machine learning models achieved good performance, indicating that there is a non-linear relationship between the response variables and the various predictors. However, the input variables were selected without deeper mining of the input variable feature selection, and the contribution of different predictors to the LAI estimation model was not considered. To improve the monitoring accuracy of LAI, it is necessary to study the above shortcomings in future research.





5 Conclusions

Rapid and non-destructive plot-scale maize LAI estimation is important for UAV remote sensing monitoring of crop growth as well as precise agricultural management. In this study, we used image analysis techniques to extract spectral and texture features from UAV multispectral images and used machine learning methods (SVM, RF, BPNN, PLSR) to achieve fast and accurate estimation of maize LAI. Most Vegetation indices based on red, red-edge, and NIR bands exhibited strong correlation with LAI, whereas most texture features demonstrated limited association with LAI. Nevertheless, after applying linear transformation, texture indices displayed a substantially enhanced correlation with LAI. Among the different types of estimation models, the model constructed by SVM method combined with vegetation indices and texture indices was the best for LAI estimation (R2 = 0.813, RMSE=0.297, RPD=2.084), and this result revealed that there was a non-linear relationship between LAI and spectral parameters and texture parameters. The results of this study show that the use of UAV near-ground remote sensing combined with image analysis techniques can achieve accurate monitoring of the growth of different maize varieties and provide guidance for maize variety selection.
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Remote sensing enables the rapid assessment of many traits that provide valuable information to plant breeders throughout the growing season to improve genetic gain. These traits are often extracted from remote sensing data on a row segment (rows within a plot) basis enabling the quantitative assessment of any row-wise subset of plants in a plot, rather than a few individual representative plants, as is commonly done in field-based phenotyping. Nevertheless, which rows to include in analysis is still a matter of debate. The objective of this experiment was to evaluate row selection and plot trimming in field trials conducted using four-row plots with remote sensing traits extracted from RGB (red-green-blue), LiDAR (light detection and ranging), and VNIR (visible near infrared) hyperspectral data. Uncrewed aerial vehicle flights were conducted throughout the growing seasons of 2018 to 2021 with data collected on three years of a sorghum experiment and two years of a maize experiment. Traits were extracted from each plot based on all four row segments (RS) (RS1234), inner rows (RS23), outer rows (RS14), and individual rows (RS1, RS2, RS3, and RS4). Plot end trimming of 40 cm was an additional factor tested. Repeatability and predictive modeling of end-season yield were used to evaluate performance of these methodologies. Plot trimming was never shown to result in significantly different outcomes from non-trimmed plots. Significant differences were often observed based on differences in row selection. Plots with more row segments were often favorable for increasing repeatability, and excluding outer rows improved predictive modeling. These results support long-standing principles of experimental design in agronomy and should be considered in breeding programs that incorporate remote sensing.
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1 Introduction

Maize (Zea mays L.) and sorghum (Sorghum bicolor (L.) Moench) are among the most important crops in the world that are utilized for food, animal feed, biofuels, and other applications. These crops are desirable because of their C4 photosynthetic pathways that enable greater photosynthetic potential in hot, dry environments. These crops are likely to be of increasing global importance in the coming years and continued crop improvement are needed to improve food security (Ray et al., 2013).

Remote sensing using sensors attached to uncrewed aerial vehicles (UAV) enables in-season field measurements with high spatial and temporal resolutions necessary for small-plot research (Maes and Steppe, 2019; Ravi et al., 2019; Masjedi et al., 2020). Remote sensing has been used for plant phenotyping for a number of crops including maize (Zaman-Allah et al., 2015; Pugh et al., 2018; Anderson et al., 2019; Anche et al., 2020), sorghum (Watanabe et al., 2017; Pugh et al., 2018; Masjedi et al., 2020; Yang K. et al., 2021), soybean (Moreira, 2020), and wheat (Tattaris et al., 2016; Crain et al., 2018; Hassani et al., 2023). Various sensors are now widely flown on a UAV including RGB (red-green-blue) cameras, multispectral/hyperspectral sensors, and LiDAR (light detection and ranging) units. With an onboard Global Navigation Satellite System/Inertial Navigation System (GNSS/INS) and system calibration, data from these sensors can be georeferenced directly with high spatial accuracy (Ravi et al., 2019). These sensors collect large amounts of data that provide opportunities for the measurement, estimation, or prediction of a wide range of attributes such as grain yield, biomass productivity, leaf area index, canopy cover, plant counts, nitrogen content, and disease detection (Yang et al., 2007; Zarco-Tejada et al., 2012; Mathews and Jensen, 2013; Ribera et al., 2017; Li et al., 2018; Toledo et al., 2022; Hassani et al., 2023).

In maize and sorghum breeding programs, experimental hybrids are evaluated in field trials, and the genotypes with the most desirable combinations of traits are selected and advanced in the respective breeding programs. Nevertheless, traditional hybrid testing programs are time consuming and expensive; creating a phenotyping bottleneck for progress in crop improvement (Cobb et al., 2013; Yang et al., 2017). Phenotyping by remote sensing has the potential to relieve the phenotyping strain on breeding programs by reducing the time-consuming and laborious nature of low-throughput phenotyping while simultaneously increasing the throughput on the number of plots that can be evaluated (Furbank and Tester, 2011; Araus and Cairns, 2014; Araus et al., 2018). However, given the observation geometry and sensor technologies, certain traits cannot be computed directly from remotely sensed data, as with traditional phenotyping methods.

High-throughput phenotyping by remote sensing enables the evaluation of more plots and can improve genetic gain in plant breeding. More genotypes can be evaluated in the same land area by either decreasing the plot size or by maintaining plot size and increasing land area and consequently cost. Often, this tradeoff is balanced in a breeding program by using small plots in preliminary trials and larger plots in advanced breeding trials where yield is a primary trait of interest (Acquaah, 2012). A common agronomic practice is to make phenotyping measurements on the inner rows of a multi-row plot to minimize border effects between competing genotypes. The border row effects have been well defined and as a result these outer plot rows are harvested separately or ignored in yield trials (Bird, 1929; Genter, 1958; Gomez, 1972, Kramer et al., 1982; Bowman, 1989; Petersen, 1994; Ceccarelli and Grando, 1996; Reynolds & Braun, 2022) (Supplemental Figure 1). Zhang et al. (2019) found that soybean yield was best predicted where hyperspectral data was analyzed for a subset of 20 to 80% of the plot area. More work is needed to understand the border effect on remote sensing traits and their use in breeding programs.

Trait repeatability is an important factor in plant breeding programs (Bernardo, 2014). Repeatability is defined as the signal to noise ratio for phenotypic measurements, indicating the relative importance of genetic effects in comparison to environmental effects in phenotypic observations. Proper experimental design including replication, blocking, randomization, and plot size all influence the trait repeatability. Barmeier and Schmidhalter (2016) demonstrated that high-throughput spectral phenotyping can be used in small-plot research comprising single or multiple rows. However, no study has evaluated the impact of row selection or plot trimming on the repeatability of remote sensing traits. Additionally, a primary goal of in-season remote sensing is to predict end-season yield (biomass or grain). Selection of rows from remote sensing data products could be an important consideration impacting the results of predictive modeling.

In this study, experimental hybrids of maize and sorghum were evaluated in four-row plots in field trials from 2018 to 2021. Remote sensing flights were conducted with RGB, LiDAR, and VNIR (visible near infrared) hyperspectral sensors throughout the growing season. Biomass and grain yield were evaluated in sorghum and maize, respectively, at the end of the growing seasons. The objectives of this experiment were to (1) determine the impact of row selection on repeatability based on remote sensing traits, (2) compare repeatability of remote sensing-based traits with end-trimming and no trimming, and (3) demonstrate the impact of row selection on end-season biomass and grain yield prediction.




2 Materials and methods



2.1 Field experiment and germplasm

Field trials were conducted from 2018 to 2021 in West Lafayette, Indiana, US at the Agronomy Center for Research and Education at Purdue University (40°28’37.18”N, 86°59’22.67”W). The experiments were planted as four-row plots with a length of 3.05 m by 3 m with 76 cm row spacing (Figure 1). Alleys were 76 cm in length between ranges. Nutrients, herbicides, and insecticides were applied according to best agronomic practices to not limit plant growth and development in these experiments. In each study, the experiments were planted in a crop rotation with soybean.




Figure 1 | Hyperspectral orthophoto colored as red-green-blue showcasing the 2020 sorghum (large, blue box) and maize (small, red box) experiments used in this study.



In 2018, 2019, and 2020, 619 inbred lines from the sorghum diversity panel were assessed for their testcross hybrid performance with ATx623 (sorghum reference genome). This experiment was planted on May 8, 2018; June 4, 2019; and May 12, 2020 with a consistent seeding rate of 220,000 seeds ha-1. On June 7, 2018, 28% liquid UAN was applied at 16 g N m-2. In October 2018, 34 g m-2 of potash (0-0-60) and 1,121 g m-2 of lime for the 2019 growing season. Additionally, 18 g N m-2 of anhydrous ammonia was applied on May 9, 2019. On April 6, 2020, 18 g N m-2 of anhydrous ammonia was applied. The sorghum experiments followed a randomized complete block design with 2 replications. End-season biomass was harvested from rows two and three of each plot on August 14, 2018; September 12, 2019; and August 19, 2020 using a Wintersteiger Cibus Biomass Harvester (Wintersteiger Inc., Salt Lake City, UT, USA). Moisture content was determined by sampling ~500 g of chopped biomass from each plot from which fresh weight and dry weight (after samples were dried for ten days at 72°C) were recorded. Moisture content was used to adjust biomass from fresh weight to dry weight.

In 2020 and 2021, a maize field experiment was grown comprised of ten temperate and ten tropical inbred lines evaluated for their testcross hybrid performance with PHP02. This experiment was planted on May 12, 2020 and May 23, 2021 at a population of 74,000 seeds ha-1 using a randomized complete block design with 3 replications. On April 6, 2020, 18 g N m-2 of anhydrous ammonia was applied. On April 14, 2021, 28% liquid UAN was applied at 16.25 g N m-2. Grain yield was harvested from rows two and three of each plot on October 14, 2020 and October 21, 2021 using a Kincaid plot combine (Kincaid 8-XP, Haven KS, USA) with grain yields adjusted to 15% moisture.




2.2 Sensors

A DJI M600 pro equipped with an onboard Applanix APX-15 GNSS/INS unit, which allowed for direct-georeferencing, and integrated RGB, LiDAR, and VNIR sensors, was used in each of the studies. Boresight calibrations were performed for each sensor for co-alignment of the sensors and flight dates as described by Habib et al. (2018); Ravi et al. (2018), and LaForest et al. (2019). RGB data were collected using a Sony Alpha 7R digital mirrorless camera with a Sony Sonnar T* FE 35 mm lens. The Sony Alpha 7R camera features a full-frame 36.4 MP sensor delivering high-resolution images. Georeferenced orthophotos were generated using a structure-from-motion strategy introduced by He et al. (2018) and Hasheminasab et al. (2020). LiDAR data were collected with a Velodyne VLP-16 instrument, which has 16 beams and a 360-degree horizontal field of view with a maximum range of 100 m. It can scan up to 300,000 points second-1 with a typical accuracy of ±3cm. VNIR data were collected with a Headwall Photonics Nano-Hyperspec, a hyperspectral push-broom scanner collecting data in 272 spectral bands at 2.2 μm band-1 from 400 nm to 1000 nm. It has 640 spatial channels with a7.4μm pixel pitch. Spectral targets calibrated using re Spectra Vista SVC 1024i were used in post-processing to convert from radiance to reflectance via the Empirical Line Method. VNIR orthophotos were obtained using the digital surface model from the georeferenced LiDAR point cloud through the approach developed by Lin and Habib (2021).




2.3 Flight information

Flight information including date, growing degree days (GDD), and sensor data collection is given in Table 1 and Supplemental Tables 1, 2. Flights were conducted at an altitude of ~40 m with a speed of ~4 m s-1 for a ground sampling distance of ~1 cm in RGB orthophotos and ~4cm in VNIR orthophotos. Generally, flights were conducted around solar noon on clear days with little wind. GDD for each day was calculated using the formula, GDD = [(Tmax+Tmin)/2]-10. When the maximum and minimum temperatures were greater than 30°C or less than 10°C, then Tmax and Tmin were set to 30°C and 10°C, respectively (Gilmore and Rogers, 1958). Flights were organized across years based on GDD into vegetative (0-650 GDD), flowering (650-900 GDD), and grain filling (900+GDD) growth stages. These GDD windows were based on the average beginning and end of flowering across the years of the maize and sorghum experiments, although there were a few late maturing sorghum genotypes that did not begin flowering until later in the growing season each year.


Table 1 | Number of flights with RGB (red-green-blue), LiDAR (light detection and ranging), and VNIR (visible near infrared hyperspectral) at each growth stage (vegetative, 0 – 650 GDD; flowering, 650 – 900 GDD; grain filling (900+ GDD) in maize and sorghum experiments from 2018 – 2021.






2.4 Remote sensing traits

Remote sensing traits were collected from RGB, LiDAR, and VNIR sensors and were extracted for each row segment (RS) of a plot 2D canopy cover (CC) was estimated from RGB imagery as the ratio of the number of pixels attributed to vegetative material, based on thresholds in the HSV (Hue, Saturation Value) color space, to the total number of pixels in a RS (Chen, 2019) and 3D canopy cover by LiDAR as the number of points above the 10th (CC10) percentile divided by the total number of points in each RS (Masjedi et al., 2020). LiDAR was also used to quantify variation in height and plot volume. Height was determined at the 95th (Height 95%) percentile of the nonground points. Plot volume was estimated by assigning cell sizes 8 cm x 8 cm to each plot. Within each grid, height was calculated as the average of the 95th percentile height and the minimum height of nonground points. Average height was multiplied by the cell size to estimate the volume of vegetation in a plot. Vegetation indices were calculated from the plant material in hyperspectral orthophotos where the ground was masked using thresholds of vegetation indices (Table 2).


Table 2 | Summary of vegetation indices obtained from the VNIR-hyperspectral sensor used in predictive modeling.






2.5 Row selection and plot trimming

Row segmentation was performed as described by Yang et al. (2021a) to enclose the vegetation in rectangles. Briefly, the intersections of vertical and horizontal lines result in a grid of N x M coordinates where N is the number of ranges in the field and M is the number of rows. These grids result in bounding boxes around each individual RS of each plot in an early season RGB orthophoto (Figure 2). Bounding boxes do not all have exactly the same size because of variations in the location of emerging plants at the ends of the row segment. The plot means of a given remote sensing trait can be computed from all four RS (RS1234), the inner RS (RS23), the outer RS (RS14), and individual RS (RS1, RS2, RS3, RS4). For this study, plots were trimmed by removing 40 cm from the two ends of the RS boundary (Supplemental Figure 2).




Figure 2 | Row segmentation from a section of the sorghum experiment in 2018. Plots were planted as four-row plots. Row segments (1, 2, 3, and 4) within each plot were individually segmented. Row segment length was automatically determined based on the proximal and terminal ends of the plants in the individual row segments. Plot trimming was performed by removing 40 cm from the top and bottom of each row segment.






2.6 Repeatability

Broad-sense heritability was calculated on an entry-mean basis (H2) to estimate repeatability of representative geometric and spectral remote sensing traits including: CC, CC10, plant height 95th percentile (Height 95th), plot volume, and the normalized difference vegetation index (NDVI) (Nyquist and Baker, 1991; Piepho and Möhring, 2007). Variance components were estimated through restricted maximum likelihood (REML) from Equation 1 using R package ‘lme4’ (Bates et al., 2015). As remote sensing traits were observed on different dates across years and experiments, variance components were predicted for each year individually using the following model:

 

where Yij is the phenotypic measurement of the ith hybrid in the jth rep. Components of the model include µ that represents the grand mean, Hi as the random effect of the ith hybrid, Rj as the fixed effect of the jth replicate, and ϵij as the residual error for the ith hybrid in the jth rep. Variance components for the random effects, hybrid and error, were estimated from Equation 1 and used to evaluate repeatability using Equation 2.

 

where H2 represents repeatability of a given trait. Hybrid and error variance components are denoted by   and  , respectively. The number of replications (2, sorghum; 3, maize) were rep in Equation 2.




2.7 Predictive modeling

Classical machine learning models including Support Vector Regression (SVR) and Partial Least Squares Regression were evaluated, and SVR was selected for further analysis based on its predictive performance as previously shown in Masjedi et al. (2020). Nevertheless, the goal of this study was to understand the impact of row selection and plot trimming on repeatability and predictive models, not to develop an optimum predictive model. SVR is a non-parametric regression technique with no statistical assumptions. SVR transforms the original feature space to find a linear hyperplane in a higher dimension for predictive modeling (Cristianini and Shawe-Taylor, 2000). Optimal values of hyperparameters sigma and cost were determined through cross-validation in a grid search. Parameters evaluated included sigma (0.001, 0.001, 0.01, 0.1) and cost (10, 50, 100, 150, 200, n) where n is the number of features used in the model (Masjedi, 2020). The correlation (r) of predicted yield with known yield in the testing set was used to assess model performance. SVR models were developed in R package ‘caret’ (Kuhn, 2008) implementing the model from R package ‘kernlab’ (Karatzoglou et al., 2004).

Remote sensing traits throughout the growing season were standardized (centered and scaled) and used to predict end-season biomass in sorghum and end-season grain yield in maize. In sorghum, 10-fold cross-validation repeated 100 times was used to assess model accuracy. In maize, 3-fold cross-validation repeated 500 times was used to assess model accuracy. An equal number of temperate and tropical germplasms were selected in each fold of cross validation to ensure similar population structures of training and testing datasets in maize. Plots of the same genotype from different replicates were considered as unique entries, and this was not a factor controlled in cross validation. Maize was repeated more than sorghum because of computational efficiency of the smaller experiment and to improve the precision of the prediction accuracy estimates.




2.8 Statistical analysis

Statistical analyses were performed in R (R Core Team, 2022). For the repeatability of a remote sensing trait from different dates and years, data were grouped based on GDD for degrees of freedom in analysis of variance (ANOVA). Flights were grouped as from 0 to 650 GDD representing vegetative growth stage, 0 to 900 GDD for flowering growth stage, and greater than 900 GDD for grain filling growth stage. Multiple flights in each growth stage interval in each year provide a robust dataset to perform statistical analyses (Table 1). ANOVA was used to determine the presence of significant interaction effects between year, row selection, and plot trimming in maize and sorghum. Where there was a significant difference between year, row selection, plot trimming, or the interaction effects in ANOVA results, a Least Significant Difference Test in R package ‘agricolae’ (de Mendiburu, 2021) was used to determine which treatments were significantly different at ρ< 0.05. Remote sensing data, yield data, and R code used for this study are available at the Purdue University Research Repository (10.4231/PF9S-4G38).





3 Results



3.1 Impact of row selection and plot trimming on repeatability

The repeatability of remote sensing traits was evaluated in multi-year sorghum (Table 3) and maize (Table 4) experiments. The average repeatability of all remote sensing traits was 0.84 in maize and 0.67 in sorghum. The repeatability values of remote sensing traits increased at later stages of development. The average repeatability values in sorghum were 0.54, 0.71, and 0.76 during the vegetative, flowering, and grain filling growth stages respectively. The average repeatability values in maize similarly increased at later growth stages with values of 0.81, 0.84, and 0.87 during the vegetative, flowering, and grain filling growth stages, respectively. Plot trimming and interaction effects involving plot trimming never resulted in a significant change in repeatability in either maize or sorghum.


Table 3 | Repeatability of remote sensing traits from RGB (red-green-blue), LiDAR (light detection and ranging), and VNIR (visible near infrared hyperspectral) sensors in sorghum experiments from 2018, 2019 and 2019.




Table 4 | Repeatability of remote sensing traits from RGB (red-green-blue), LiDAR (light detection and ranging), and VNIR (visible near infrared hyperspectral) sensors in maize experiments from 2020 and 2021.



The interaction effect between row segment and year was significant in sorghum for CC10 (ρ<0.05) at flowering stage and NDVI (ρ< 0.01) at flowering stage (Supplemental Table 3). The repeatability value of CC10 at flowering growth stage was best in RS1234 in 2018, RS1234 in 2019, and RS23 in 2020. The least repeatable value for CC10 at flowering was from RS4 in 2018, RS3 in 2019, and RS1 in 2020. While the interaction effect was significant for NDVI at flowering stage in sorghum, the most and least repeatable data came from RS1234 and RS4, respectively, in all years of the sorghum experiment. NDVI at the vegetative growth stage was the only trait with a significant (ρ< 0.001) row segment x year interaction in maize with RS4 in 2020 being worse than other row segment combinations in either year (Supplemental Table 4).

The row segments used to extract remote sensing data was a significant factor impacting repeatability for ten of the fifteen (five traits at three growth stages) remote sensing traits in sorghum (Table 3). Average repeatability across all remote sensing traits was 0.83 in RS1234, 0.82 in RS23, 0.79 in RS2, 0.79 in RS3, 0.77 in RS14, 0.72 in RS4, and 0.71 in RS1. The highest repeatability values were generally observed for RS1234, but repeatability for RS1234 was only significantly greater than RS23 for NDVI at flowering growth stage. Repeatability from RS14 was significantly lower than repeatability of RS1234 for nine of the fifteen remote sensing traits. Repeatability from a single outer row was significantly less repeatable than RS14 (outer rows) for eight of the fifteen traits for RS1 and six of the fifteen traits for RS4. Often, repeatability of traits measured in the inner row segments (RS2 and RS3) was significantly higher than repeatability of traits from the outer row segments (RS1 and RS4).

Row segment was a significant factor impacting repeatability for nine of the fifteen (five traits at three growth stages) remote sensing traits in maize (Table 4). Average repeatability across all remote sensing traits in all three growth stages was 0.90 in RS1234, 0.89 in RS23, 0.89 in RS3, 0.88 in RS14, 0.87 in RS2, 0.84 in RS1, and 0.83 in RS4. Repeatability of traits from RS1234 and RS23 were never significantly different, and repeatability of traits from RS14 was only significantly lower for PV at the grain filling stage. Repeatability of traits extracted from RS1 and RS4 (outside single rows) was significantly lower than repeatability of traits from RS1234 for seven and eight remote sensing traits, respectively, and significantly less repeatable than RS14 for four and eight remote sensing traits, respectively. Often, repeatability of traits from the inner row segments (RS2 and RS3) was significantly higher than traits measured in the outer row segments (RS1 and RS4).




3.2 Impact of row selection on predictive modeling

End-season sorghum biomass yield averaged 1,737 g m-2 (range: 745 to 3,989) in 2018; 1,720 g m-2 (range: 1,039 to 2,879) in 2019; and 1,746 g m-2 (range: 619 to 2,653) in 2020. The interaction effect between row segment and year was significant for both sorghum and maize. Thus, the effect of row segment was assessed for each year individually (Figure 3). Prediction accuracy of sorghum biomass ranged from 0.74 to 0.76 in 2018, 0.64 to 0.68 in 2019, and 0.69 to 0.75 in 2020. The highest prediction accuracy in 2018 used data from RS1234, though not significantly different from RS23. In 2019 and 2020, prediction accuracy using data from RS23 was significantly greater than all other row segment combinations. Remote sensing data from outer rows (RS14, RS1, or RS4) generally resulted in a significant decrease in prediction accuracy compared to remote sensing data including inner rows (RS23, RS1234, RS2, or RS3), except in 2018 where prediction accuracy from RS14 and RS23 and RS2, RS3, and RS4 were not significantly different.




Figure 3 | Prediction accuracy based on correlation (r) of support vector regression using all remote sensing traits from various row segments throughout the growing season to predict end-season biomass in sorghum or grain yield in maize. Error bars represent the standard deviation of the prediction accuracies. Letters above the bars represent significant differences between row segments using LSD (ρ< 0.05). Different letters represent significant differences between different row segments.



Average maize grain yield was 10.9 Mg ha-1 (range: 3.2 to 14.8) in 2020 and 9.3 Mg ha-1 (range: 4.8 to 12.9) in 2021. Prediction accuracy of maize grain yield ranged from 0.53 to 0.68 in 2020 and 0.48 to 0.66 in 2021. Remote sensing data from RS3 and RS4 resulted in a prediction accuracy significantly higher than all other row segment combinations evaluated in 2020. Prediction accuracy using remote sensing data from RS23 was significantly greater than RS1234 which was significantly greater than RS14. The prediction accuracy of maize grain yield using data from RS1 was significantly lower than all other row segment combinations in 2020. However, prediction accuracy of maize grain yield in 2021 from RS1234 was significantly greater than all other RS combinations. Prediction accuracy from remote sensing data from RS14 was significantly greater than RS23. Prediction accuracy from RS3 was not significantly different from RS23, but it was significantly greater than RS1, RS2, and RS4. Remote sensing data from RS14 (outer rows) resulted in a significantly higher prediction accuracy when compared to RS1 and RS4 (single outer rows).





4 Discussion



4.1 Implications of row selection and plot trimming in remote sensing

Phenotyping capabilities have been the limiting factor to greater genetic gain in breeding programs based on the time consuming, laborious, costly, and often destructive nature of the endeavor (Cobb et al., 2013; Yang et al., 2017). Additionally, some traits, such as canopy cover, are difficult to quantitatively measure and are reduced to subjective estimates. High-throughput phenotyping through remote sensing can be used to produce large quantities of data on breeding plots that can be used per se or in end-season yield predictions to increase genetic gain in plant breeding. Key research questions related to processing of remote sensing data in breeding trials include the impact of row selection, plot trimming, and number of RS in a plot have not been quantitatively explored.

The border effect has been well documented in previous agronomic studies and has led to an emphasis on measurements of traits from the inner rows of multi-row plots (Bird, 1929; Genter, 1958; Gomez, 1972; Kramer et al., 1982; Bowman, 1989; Ceccarelli and Grando, 1996; Petersen, 1994; Reynolds – Braun, 2022) (Supplemental Figure 1). Nevertheless, border effect of remote sensing traits has been less documented. In this experiment, the border effect was evaluated based on repeatability and yield prediction accuracy using representative remote sensing traits related to geometric and chemistry-related responses (Tables 3, 4; Figure 3). The impact of border rows can be observed by comparing all rows RS1234, inner rows (RS23), and outer rows (RS14) or comparing single inner rows (RS2 and RS3) with single outer rows (RS1 and RS4). Repeatability of remote sensing traits was often improved or not significantly different when considering whole plots rather than inner-plot rows. Prediction accuracy of end-season yield was often improved by considering just the inner-rows of a four-row plot. These results agree with Zhang et al. (2019) where soybean yield was best predicted when 20 to 80% of the plot area was used as it minimized border effect. Since yield was harvested from the inner rows in our study, it is possible that prediction accuracy from the inner-row segments was favorably biased and different results could have been obtained if yield had been determined using the harvest of all rows. Nevertheless, as yield is often harvested from the inner-plot rows in breeding experiments, this comparison has the most relevance. A follow-up study of interest could be to harvest each row of a plot individually to better associate yield and remote sensing data collection.

The significance of row selection indicated the presence of a border effect, which suggested that trimming the two ends of the plots could similarly impact results. Anderson et al. (2019) did not use any plot trimming technique. Malambo et al. (2017) trimmed 20 cm from the proximal and terminal ends of plots with a length 7.6 m in maize and 5.6 m in sorghum. Masjedi et al. (2018) trimmed 40 cm from the proximal and terminal ends of each plot of length 3 m in sorghum. Krause et al. (2019) trimmed 50 cm from the proximal and terminal ends of each plot in wheat experiments with plot lengths of 2.8 to 4 m. Tirado et al. (2020) created 20 bins within each row segment and evaluated the middle 12 bins for their analysis in maize with plot lengths of 3.65 m. While various methods have been used, none of these studies evaluated differences between plot trimming techniques. In our study, there was not a significant difference in repeatability values in all remote sensing data with and without 40 cm removed from the proximal and terminal ends of the plot boundary (Tables 3, 4). The row selection grid in our experiment was created early in the growing season (V2-V4) when row segments were clearly visually separated. The plot segmentation process created segments that were defined by the end plants in each row. While plants continue to grow throughout the growing season, the grid remained unchanged. One hypothesis that explained the non-significant plot trimming effect was that plants grew outside of the bounding boxes developed early in the growing season, and this material was not included in the bounding box for trait measurements. Nevertheless, there is limited downside to plot trimming and it remains an effective measure to eliminate potential alley effect.

The number of row segments in a plot is an important consideration in experimental design constrained by the number of genotypes, replications, seed, and land area available. Generally, fewer row segments are used in the early stages of a breeding program to evaluate many genotypes and remove unfavorable genotypes based on highly heritable traits (i.e. disease resistance, plant height, etc.) (Acquaah, 2012). More row segments are used in advanced stages of a breeding program where yield performance is of primary concern. Nevertheless, remote sensing could enable researchers to evaluate plots with fewer row segments with greater accuracy and remove the necessity of plots with more row segments. In our study, RS1 and RS4 (single outer rows) and RS14 (outer rows) best represent one-row and two-row plots, respectively, as the border effect was present in these row segments. Remote sensing trait repeatability and prediction accuracy of either biomass in sorghum or grain yield in maize were generally improved as the number of RSs increased in both maize and sorghum. While this study only evaluated a maximum of four-row plots, it is likely that repeatability of remote sensing traits and prediction accuracy could be further increased using plots with more RS.




4.2 Implications and future work

The results of this study indicate that basic agronomic principles should be implemented to maximize the value of remote sensing data for plant breeding purposes. Plot trimming and excluding exterior rows should be used to limit the border effect from the alleys and neighboring plots. The number of RS in a plot is an important consideration when designing an experiment and should be increased when possible. Nevertheless, this experiment did not evaluate the tradeoff value of increasing the number of RS in a plot in comparison to increasing the number of replications in the experiment. Additionally, future studies should evaluate larger plot sizes extending beyond the four-row plot size used in this study. Finally, while plot trimming was not a significant factor in this study, it should be evaluated in experiments with different plot lengths or using other row segmentation techniques.





5 Conclusions

Remote sensing is a rapidly advancing area of phenomics enabling an increase in the amount of in-season data that can be evaluated. Within breeding programs, this data can be used per se or to predict end-season yield in the growing season. This study was performed to evaluate the importance of a border effect, plot trimming, and number of row segments used in remote sensing data in maize and sorghum. Generally, repeatability was improved when remote sensing data from more row segments was used in the analysis, and prediction accuracy was improved when excluding outer rows. While results in this study obtained using trimmed plots were not significantly different from when they were not trimmed, it should be considered in future studies to minimize any potential alley effect. Implementing these basic practices could help to maximize the value of remote sensing data and increase selection efficiency in a breeding program.
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The phenotyping of Pinus massoniana seedlings is essential for breeding, vegetation protection, resource investigation, and so on. Few reports regarding estimating phenotypic parameters accurately in the seeding stage of Pinus massoniana plants using 3D point clouds exist. In this study, seedlings with heights of approximately 15-30 cm were taken as the research object, and an improved approach was proposed to automatically calculate five key parameters. The key procedure of our proposed method includes point cloud preprocessing, stem and leaf segmentation, and morphological trait extraction steps. In the skeletonization step, the cloud points were sliced in vertical and horizontal directions, gray value clustering was performed, the centroid of the slice was regarded as the skeleton point, and the alternative skeleton point of the main stem was determined by the DAG single source shortest path algorithm. Then, the skeleton points of the canopy in the alternative skeleton point were removed, and the skeleton point of the main stem was obtained. Last, the main stem skeleton point after linear interpolation was restored, while stem and leaf segmentation was achieved. Because of the leaf morphological characteristics of Pinus massoniana, its leaves are large and dense. Even using a high-precision industrial digital readout, it is impossible to obtain a 3D model of Pinus massoniana leaves. In this study, an improved algorithm based on density and projection is proposed to estimate the relevant parameters of Pinus massoniana leaves. Finally, five important phenotypic parameters, namely plant height, stem diameter, main stem length, regional leaf length, and total leaf number, are obtained from the skeleton and the point cloud after separation and reconstruction. The experimental results showed that there was a high correlation between the actual value from manual measurement and the predicted value from the algorithm output. The accuracies of the main stem diameter, main stem length, and leaf length were 93.5%, 95.7%, and 83.8%, respectively, which meet the requirements of real applications.
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Introduction

Pinus massoniana is the main timber tree species in southern China; its roots are rich in resin and can be used for flavor synthesis, which is widely used in the construction, papermaking, and artificial fiber industries. After the standardized cultivation of Pinus massoniana seedlings, the obtained adult plants provide high economic benefits. Pinus massoniana is one of the main tree species for afforestation in barren hills in China, and its wood is also used to make furniture and landscape decorations. At present, one of the most important problems in ecology is the local-scale coexistence mechanism driving plants of the same genus (Silvertown, 2004). By researching the phenotypic parameters of Pinus massoniana, the coexistence mechanism can be investigated, which is significant in ecological research. Simultaneously, the phenotypic morphology of Pinus massoniana seedlings can be used to predict the future growth of plants by selecting healthy seeds for cultivation. However, manually measuring phenotypic parameters is time-consuming and laborious and errors can easily occur. Three-dimensional (3D) plant models and automatic phenotypic algorithms provide an efficient and convenient method for plant structural digitization. Therefore, developing an automated method to obtain plant phenotypic parameters from 3D plant models greatly improves measurement efficiency.

In phenotypic applications, two-dimensional (2D) images or 3D point clouds are widely used to characterize the individual morphology of plants (Vázquez-Arellano et al., 2016). 2D images have been widely used in phenotypic analysis; however, due to the limitation of dimensions, 2D images cannot accurately include plant information as well as 3D data (Kaminuma et al., 2004; Gibbs et al., 2018). In particular, phenotype measurements of the leaf area, stem diameter, stem volume, and other parameters require 3D information on plants to obtain more accurate results. Usually, there are two methods of obtaining the 3D phenotypic data of plants. One method is to reconstruct 3D models by synthesizing multi-view 2D images (Park, 2005), and this method has been successfully applied to the 3D reconstruction of wheat and paddies (Pound et al., 2014). However, the limitation of this method is that the 3D reconstruction of the plant surface lacks information from texture and light changes (de Moraes Frasson and Krajewski, 2010). Another approach is to obtain the 3D modeling of plant phenotypes directly from 3D-based sensors, such as lidar, 3D laser scanners, time-of-flight (ToF) cameras, and structured light cameras. These devices have the advantages of high precision, high signal update, and strong robustness. Applications of lidar include extracting plant skeletons from images captured by lidar scanners to estimate the leaf length, leaf inclination, leaf tip length, leaf azimuth (Jimenez-Berni et al., 2018; Wu et al., 2019), leaf area index (LAI) (Zhao and Popescu, 2009), and stand volume (Dziubich et al., 2016). Laser scanners are used to estimate the leaf area, leaf angle, chlorophyll content (Eitel et al., 2010), plant height, leaf width, and main stem volume (Paulus et al., 2014), while the ToF camera is used to evaluate plant traits (Xiang et al., 2019) and classify crops (Li and Tang, 2018). Some research groups have reported that structured light cameras are also a useful tool to extract plant phenotypic data (Nguyen et al., 2015) and predict farm crop growth conditions (Rosell-Polo et al., 2015).

According to the actual environment and the phenotypic features of plants and compared with the 3D images of plants obtained by cameras based on different principles, it was found that the 3D images obtained by ToF cameras were more suitable for our study. The Microsoft Azure Kinect camera, which has high color and depth resolution and performs well in displaying 3D images of Pinus massoniana in plant phenotype applications, is a common camera that is based on the ToF principle. Teng et al. (2021) developed a 3D image acquisition system for oilseed rape plants using an Azure Kinect camera. This system collected point cloud images from six angles and obtained complete point cloud images of plants by rotating the registration. Combined with this system and the hardware facilities of the experimental environment, a set of similar image acquisition devices that obtain three-dimensional images of different plants through non-destructive methods was built.

In agricultural and forestry applications, such as plant biomass analysis, some phenotypic parameters, such as plant height, stem diameter, and leaf length, are important indicators for evaluating plant health, growth status, and effective photosynthesis ability. Because of the morphological characteristics of Pinus massoniana, its leaves grow along the main stem. To obtain the phenotypic parameters of leaves and stems, separation is very important in the whole extraction process. Some algorithms, such as the locally convex connected patches (LCCP) algorithm (Hu et al., 2020), random sample consensus (RANSAC) cylinder fitting algorithm (Fischler and Bolles, 1981), color-based region growth segmentation algorithm (Tang, 2010), curvature-based region growth segmentation algorithm (Besl and Jain, 1988), and skeletonization-based methods, are widely used in leaf and stem segmentation. Wang et al (2020). used the LCCP algorithm to segment the registered vegetable seedlings and then calculated the length, width, and surface area of segmented leaves. However, the limitation of this method is that some leaves cannot be separated from the main stem and require manual segmentation. Another segmentation method is to use RANSAC to fit the cylinder as the main stem of plants (Ghahremani et al., 2021). This method has a good effect on direct-stem plants; however, the main stem of Pinus massoniana is bent, and part of the main stem can be extracted by this method. This method also needs to manually set the RANSAC searching radius without knowing any main stem information, which is still difficult to perform. The application of curvature-based region growing segmentation is to calculate the curvature of the leaf and stem and set a threshold to separate the leaf and stem (Lin et al., 2016). This method will set different thresholds for different individuals of the same plant; thus, this method cannot be universally used. Regarding skeletonization, recent developments adopt slice clustering as the skeleton points of a plant. Then, a Hough plane (Dalitz et al., 2017) is searched according to the skeleton points, and the distance threshold to the Hough plane is used to find the main stem (Xiang et al., 2019). Another application of skeletons is to use the Laplace transform (Cao et al., 2010) to shrink the point cloud of plants to obtain the skeleton graph (Wu et al., 2019). There are also some novel algorithms, such as the raindrop algorithm, that also achieve leaf and stem separation (Zermas et al., 2020). All the above algorithms provide a reference for the phenotypic analysis of Pinus massoniana seedlings.

Since they have a special morphological structure, Pinus massoniana has significant structural differences from traditional woody plants. At present, most of the phenotypic measurements of Pinus massoniana and plants with similar structures can be made through manual estimation. In a small number of papers, the plant height, ground diameter, and crown width parameters are simply estimated using depth cameras. However, the XOY plane is used in these papers as the projection plane to calculate the stem diameter. Because the near soil part of the stem of Pinus massoniana is not parallel to the soil plane, selecting the XOY plane as the projection plane will cause a position shift of the stem on the plane and ultimately cause the low accuracy of the ground diameter, with a value of approximately 75%. Moreover, no research on the other phenotypic parameters of the leaves has been conducted in these studies. Therefore, in our research, we aim to find a more accurate method to predict these parameters and improve the prediction performance. Moreover, effectively estimating the leaf length and leaf number is proposed in our study.

In this study, based on the idea of the skeletonization of slice clustering, slices in the horizontal direction were added, and slices with skeleton points of the main stem were selected with grayscale values. Combining the idea of the projection method, the regional leaf length and leaf number of Pinus massoniana seedlings were estimated. Finally, an automated method for obtaining plant phenotypic parameters from the 3D models of plants is proposed. The overall objective of this study is to automatically extract phenotypic parameters of Pinus massoniana seedlings through 3D point cloud analysis. The specific objectives are (1) to reconstruct a 3D point cloud model of plants; (2) to develop a set of processing flows to analyze the structural characteristics of plants; and (3) to automatically extract phenotypic parameters, including plant height, stem diameter, main stem length, leaf number, and regional leaf length.





Materials

A set of non-destructive 3D image collection devices, including an Azure Kinect camera, precision rotary table, bracket, black curtain, and computer, was obtained and assembled by our research group. The configuration of the computer was Intel CPU E5-2670/16G/1TB/Quadro K2000 4G DDR4, the operating system was Windows 10 Professional, and the required software was Microsoft Visual Studio 2017, OpenCV4.5.3, and PCL1.8.1. The Aruze Kinect camera integrated a color camera of 4096×3072 pixels, a depth camera of 1024×1024 pixels, and an infrared camera of 1024×1024 pixels, and it was based on the principle of ToF (L. J. T. w. p. Li, 2014). The point cloud collection device is shown in Figure 1. The camera position was fixed, and the Pinus massoniana seedlings were placed on the turntable, while the camera height was set to 0.5 meters, and the camera angle at the bracket was adjusted to 20 degrees down to the horizontal plane. The distance between the camera and the plant was approximately 0.4-0.5 meters. The whole plant was in the center of the camera vision view, and appropriate adjustments were made artificially according to different plants. The distance between the turntable and the curtain was 1.2-1.5 meters, and the back shadow of the plant was within the scope of the black curtain to reduce other background interference. The point cloud image was acquired every 180 degrees, and two point clouds were obtained for one plant by registration. The whole acquisition was completed by the self-developed program based on the software development kit (SDK) of the camera.




Figure 1 | Nondestructive 3D image acquisition setup. (A) Curtain. (B) Plant placement. (C) Experimental platform. (D) Rotary table. (E) Yunteng691 bracket. (F) Aruze Kinect camera. (G) Computer.







Methods

The pipeline for phenotypic parameter acquisition involved three main steps, namely, (1) point cloud preprocessing, (2) stem and leaf segmentation, and (3) morphological trait extraction. Among them, the point cloud preprocessing step used pass-through filtering, RANSAC fitting plane and removal, radius filtering method to remove the background, experimental platform, and flowerpots. Then, the improved iterative closest point (ICP) algorithm based on feature point consistency was proposed to register the point cloud images of two angles, and complete plant point cloud images were obtained. In the stem and leaf segmentation step, the slices in the vertical direction and horizontal direction were sliced, and the skeleton points were extracted by clustering each slice. Then, the alternative skeleton points of the main stem were extracted by the directed acyclic graph (DAG) longest path algorithm, and the canopy length was estimated by local plane projection and convex hull fitting. The skeleton points of the canopy contained in the alternative skeleton points of the main stem were removed according to the canopy length, and the remaining skeleton points were regarded as points at the main stem. Finally, the skeleton points of the main stem were interpolated, and the point cloud of the main stem was obtained by k-nearest search to perform stem and leaf separation. In the morphological evaluation step, five phenotypic parameters (plant height, stem diameter, main stem length, regional leaf length, and leaf number) were estimated from the point cloud after stem and leaf separation. Our research used the Point Cloud Library (Rusu and Cousins, 2011) and OpenCV Library (Bradski and Kaehler, 2008) to implement these steps in our program.




Point cloud preprocessing

The pipeline presented involved six steps, namely, (1) 3D point cloud generation, (2) background removal, (3) experimental platform removal, (4) discrete point removal, (5) soil and flowerpot removal, and (6) registration. In the first process, the depth image obtained by the image acquisition device was converted into 3D point cloud data. In the second step, the background curtain was removed by pass-through filtering. The third step extracted and removed the experimental platform by the RANSAC fitting plane. The fourth stage used the radius filter method to remove the discrete points in the image. The fifth stage removed the soil and the parts below the soil. Finally, the point clouds processed in the first five stages were registered by the improved ICP algorithm.




3D point cloud generation

The image acquisition device obtained the depth image of the plant. For further analysis and study, the depth image was transformed into 3D point cloud data according to Equations (1) to (3) through coordinate axis transformation.



 

 

where   and   represent the 2D coordinates provided by the depth image according to the camera coordinate system,   represents the depth value information directly provided by the depth image,   and   represent the coordinates on the X-axis and Y-axis of the lens aperture center, respectively, and   and   are the focal lengths on the X-axis and Y-axis of the camera, respectively. The three-dimensional coordinates   of the corresponding cloud points could be obtained by combining the above formula, the X-axis represents the horizontal information of the point cloud, the Z-axis represents the height information of the point cloud, the Y-axis represents the depth information of the point cloud. The real image of the plant is shown in Figure 2A, and the depth image of the plant is shown in Figure 2B. The point cloud image of the plant is shown in Figure 2C.




Figure 2 | Image of point cloud preprocessing. (A) Real image. (B) Depth image. (C) 3D point cloud image. (D) Background removed point cloud image. (E) Experimental platform removed point cloud image; parts of discrete points are marked by red circles. (F) Discrete points removed point cloud image. (G) Soil detect image; point clouds in the soil are marked in red. (H) Registered point cloud image of 0 degrees. (I) Registered point cloud image of 180 degrees.







Background removal

The main object was the plant, but the point cloud data generated contained some background objects, such as background curtains, loading platforms, and flowerpots. These background objects were not the targets to be measured and interfered with the point cloud analysis of subsequent plants. The background was removed by pass-through filtering. The upper and lower boundaries of the pass-through filtering were obtained using Equations (4) and (5):



 

where   and   represent the near-far boundary in the depth direction of the direct filtering, as well as the distance between the lens to the curtain and the distance between the loading platform to the curtain, respectively.   represents the distance between the camera and the experimental curtain,   represents the distance between the camera and the plant, and   represents the maximum value of the depth direction of all points in the point cloud. Hence,   and   were two boundaries, and the point clouds outside of the boundaries were removed. Data obtained from the above two formulas were used as the input parameters to perform direct filtering to remove the background. The background removed point cloud image is shown in Figure 2D.





Experimental platform removal

The loading platform, which is considered an irrelevant variable, had no effect on the measurement process and interfered with the point cloud analysis of subsequent plants. The point cloud of the experimental platform was detected by RANSAC plane fitting (Fischler and Bolles, 1981). The experimental platform removed point cloud was obtained by subtracting the background removed point cloud from the experimental platform point cloud. The experimental platform removed point cloud image is shown in Figure 2E.





Discrete point removal

Due to the limitations of the camera accuracy and the RANSAC plane fitting algorithm, the point cloud without the background and loading platform objects contained some sparse noise points, which had low point density. A radius-based outlier filter was used to remove these discrete noise points. The setting parameters of the radius filter were a custom search radius   and the number of adjacent points   in the search radius  . If the number of points in the search radius was less than the specified value  , the point was removed as a noise point (Dziubich et al., 2016). In this study,   and   were tested to effectively reduce the number of noise points without damaging the original point cloud image structure. The point cloud after removing discrete points by radius filtering is shown in Figure 2F.





Soil and flowerpot removal

In the next registration step, the method of feature point consistency was used; however, the flowerpots interfered with the registration step, and it was necessary to remove the soil of the plant and the flowerpots below the soil. The height of the flowerpots was fixed at 0.12 m in our experiment, and 0.07 m to 0.12 m above the experimental platform was selected as the soil area for pass-through filtering. The points above the soil, which are regarded as the point cloud area after the soil and flowerpot were removed, were the inputs of the registration step, as shown in Figure 2G.





Registration

This step registered point clouds collected from two angles after the preprocessing step. The registration step processed coarse registration first and then fine registration. Two preprocessed point clouds, the source point cloud, and the target point cloud, were the input of the registration step. In the coarse registration process, the KD-tree search method was used to find   adjacent points at a point in the point cloud, and the   points were fitted to the minimum quadratic plane, where the   value was set to 10. Principal component analysis (PCA) (Feng et al., 2014) was applied to the cloud points of the quadratic plane, and the normal vector corresponding to the nonzero minimum eigenvalue was considered the local normal vector. The above steps were looped until all points of the source and target point clouds were traversed. After the normal vectors of all points were obtained, the angle of normal vectors between the self-point and its adjacent points was calculated, and the mean value of these angles was obtained at the same time. The appropriate angle mean threshold was set, and if the angle mean was greater than the threshold, the point was used as the feature point in the source point cloud and the target point cloud. The fast point feature histogram (FPFH) descriptors of the feature point cloud were calculated, and the coarse registration of the target point cloud was carried out using the sampling consistency method (SAC-IA) (Rusu et al., 2009).

Improved ICP registration based on the KD-tree adjacent search algorithm was used for fine registration of the target point cloud after coarse registration (Zhang, 1994). Finally, the target point cloud and source point cloud after registration and rotation were combined into a complete point cloud image. The registered point clouds of 0 degrees and 180 degrees are shown in Figures 2H, I, respectively.






Stem and leaf segmentation

The pipeline presented involved four steps, namely, (1) skeletonization, (2) main stem alternative skeleton point extraction, (3) main stem skeleton point extraction, and (4) main stem cloud point restoration. In the first stage, the preprocessed point cloud was sliced, clustering was performed on each slice, and the slice of the stem was selected by grayscale values. In the second stage, the minimum spanning tree (MST) was established according to the skeleton points, and the alternative skeleton points of the main stem were extracted by the DAG longest path algorithm. In the third stage, the length of the plant canopy was estimated by the local projection method. According to the length of the canopy, the canopy skeleton points contained in the alternative skeleton points of the main stem were removed, and the skeleton points of the main stem were obtained. Finally, the skeleton points of the main stem were interpolated, and the point cloud of the main stem was obtained by k-nearest search searching. The remaining point cloud was regarded as the area in which the leaf part was located to perform stem and leaf segmentation.




Skeletonization

An improved skeletonization method based on the phenotypic characteristics of Pinus massoniana seedlings was proposed. First, the slice along the Z-axis of the point cloud was performed, and a total of 30 slice layers were obtained. Then, Euclidean clustering was applied to the point clouds of each slice layer, and the corresponding clusters in each slice layer were obtained (Rusu and Cousins, 2011). However, due to the structural characteristics of Pinus massoniana, the clusters of Z-axis slices involved leaves and main stem parts. It was difficult to distinguish whether the cluster was from the leaf part or the main stem part, while the centroid was extracted from the different clusters of the slice layer. Therefore, further processing was needed at the slice layer along the X-axis.

The maximum differential value of the X-axis coordinates of the point cloud along the Z-axis of each slice layer in the cluster was calculated, and the corresponding cluster along the Z-axis slice layer, whose differential value was greater than the threshold, was sliced twice along the X-axis direction (the number of slices along the X-axis was 5). The slicing point cloud image along the Z-axis and its horizontal direction subdivision for each Z-axis slice layer is shown in Figure 3A. The average grayscale values of all slice layers in the same cluster along the X-axis were calculated. The slice layer with the largest average grayscale value of five horizontal slice layers was taken as the main stem location. The centroid of this X-slice layer was calculated and used as the skeleton alternative point of the corresponding cluster for the main stem of Pinus massoniana on this Z-axis slice. If the maximum differential value of the X-axis coordinates was less than the threshold, the centroid of the cluster was directly calculated and used as the skeleton alternative point of the cluster corresponding to the main stem of Pinus massoniana on this Z-axis slice. According to the above steps, traversing all slice layers along the Z-axis, the skeleton alternative points of the main stem were collected. The algorithm for skeletonization is shown in Figure 4.




Figure 3 | Image of the stem and leaf segmentation. (A) Point cloud slices along the Z-axis and X-axis with adjacent slice layers distinguished by different colors. (B) Diagram of the relationship between the skeleton points. The green point, red point, and blue point represent the junction, vertex, and internal node, respectively. (C) Skeleton points of the main stem with the canopy; the red circle represents the canopy. (D) The green line represents a normal composed of a fifth skeleton point and the adjacent skeleton points above it. The gray normal represents a projection plane perpendicular to the normal. (E) The red part represents the projection of the top canopy on the tangent plane. (F) Skeleton point of the main stem after removing the canopy. (G) Main stem skeleton points before interpolation. (H) Main stem skeleton points after interpolation. (I) Point cloud after removing the main stem.




 






Figure 4 | Algorithm for skeletonization.







Main stem alternative skeleton point extraction

The alternative skeleton point clouds obtained after the skeletonization step were discrete, and it was necessary to establish adjacent relationships between the skeleton points. The MST was used to establish this relationship for alternative skeleton point clouds, and the Kruskal algorithm (Kruskal, 1956) was used to build the MST of all alternative skeleton point sets of the main stem. By searching up from the root node of the MST, the directed acyclic graph between the points was generated according to the adjacent relation formed by the MST. The diagram of the relationship between the skeleton points is shown in Figure 3B. Then, the DAG longest path algorithm was used to search the longest path from the root node in a directed acyclic graph (Healy and Nikolov, 2001). The skeleton points in the longest path were set as the skeleton points of the main stem with canopy, which is shown in Figure 3C.





Main stem skeleton point extraction

As shown in Figure 3C, the top of Pinus massoniana is a canopy, and it did not belong to the main stem part. As a result, it was necessary to remove the canopy part involved in the skeleton points of the main stem with the canopy. Therefore, according to the distance information between the skeleton points provided by the MST, the canopy length was estimated, and the skeleton points in the canopy range were removed from the top based on the estimated length. Thus, the skeleton points of the main stem and the canopy were separated.

In this study, the number of point clouds of the main stem skeleton with a canopy was investigated. It was found that the boundary point between the canopy and the main stem was near the fourth or fifth point of the skeleton points with the canopy from top to bottom in our samples. Therefore, the fifth point was selected as the center of the following local projection method. The highest point of the point cloud in the main stem skeleton without the canopy was the starting point, and the MST was traversed down to the position of the fifth skeleton point. Then, the plane was formed under the centroid of the fifth skeleton point and the skeleton point above it, which was perpendicular to the normal. The normal and projection planes are shown in Figure 3D. The point cloud above the plane was projected onto the plane. Points projected onto the plane are shown in Figure 3E. The convex boundary of the 2D projection point cloud was extracted based on the convex hull algorithm (Cupec et al., 2020). The average distance from all points on the boundary to the search center (fifth point) was determined to be the threshold of the specified canopy length. From the top of the skeleton point set of the main stem with the canopy, the sum of the paths between the skeleton points according to the distance relationship provided by the MST was calculated. During searching, if the sum of the paths was greater than the threshold, the search was stopped. The skeleton point from this point to all the collections from the top was discarded, and the remaining skeleton points were the skeleton points of the main stem. The skeleton point of the main stem is shown in Figure 3F. The algorithm for main stem skeleton point extraction is shown in Figure 5.


 






Figure 5 | Algorithm for main stem skeleton point extraction.







Main stem point cloud restoration

The purpose of this step was to restore the main stem according to the skeleton point cloud of the main stem. The k-nearest search method was used to search the point cloud along the skeleton points of the main stem within the set radius range, and if the search radius was set too large, the point cloud of the leaf part might be wrongly restored to the main stem. The distance between the main stem skeleton points was uniform, and the large distance caused leaf point cloud loss in the search. Therefore, in this study, the main stem skeleton points were interpolated to solve the above problem.

Because the near-soil parts of the main stem of Pinus massoniana had no leaves, the point cloud of the main stem extracted by the k-nearest search method did not involve the leaf point cloud, and the diameter of the main stem in this region was calculated using the algorithm mentioned in the morphological evaluation step and used as an interpolation step length. The number of new skeleton points inserted between the two skeleton points was determined from the distance between the two skeleton points divided by the interpolation step length, then linear interpolation was carried out. All the adjacent skeleton points were traversed to complete the interpolation expansion of the whole skeleton point set. The main stem skeleton points before and after interpolation are shown in Figures 3G, H. For the expanded main stem skeleton points after interpolation, a k-nearest search was used to search the points within the radius (the search radius was the main stem diameter), and all the searched points could be regarded as the main stem part. When the preprocessed point cloud was subtracted from the point cloud of the main stem, the point cloud of leaves was obtained, and the stem and leaf segmentation step was realized. Point clouds that did not contain the main stem are shown in Figure 3I. The algorithm for main stem point cloud restoration is shown in Figure 6.


 






Figure 6 | Algorithm for main stem point cloud restoration.








Morphological trait extraction

Five phenotypic parameters, including the plant height, stem diameter, main stem length, regional leaf length, and leaf number, were calculated automatically using the point cloud in the output of the stem and leaf segmentation step. The stem diameter was calculated using the local projection method. Part of the main stem was projected onto the tangent plane formed along the skeleton point above the soil. The stem diameter was represented by the short axis length of the ellipse by 2D ellipse fitting. The main stem length was obtained by calculating the distance between adjacent skeleton points. For the regional leaf length, we took a region along the skeleton point of the main stem every 5 cm, and the point cloud in the region was projected to the local tangent plane. The convex hull method was used to estimate the length of the projection boundary to the center, and the estimated length was used as the local leaf length. The number of leaves can also be determined by searching along the main stem skeleton point, and every 5 cm was regarded as a region. The distance density of this region was calculated, and the number of leaves in this region was estimated by the linear relationship between the distance density and leaves. Then, the total number of leaves was estimated from the density.




Plant height

The plant height was defined as the distance between the soil plane and the top of the canopy, which is a useful and frequently measured trait in agronomic research (Moles et al., 2009). Using the highest point of the whole plant as the top of the plant, the plant height was calculated using Eq. 6:

 

where   and   represent the Z-axis of the highest point of the point cloud after preprocessing and the Z-axis of the soil plane, respectively.





Stem diameter

The measurement position of the stem diameter was close to the soil, and the measurement value of this position was for the whole stem. The routine method selected the part 2-5 cm above the soil and sliced along the Z-axis with a thickness of 1 cm. The point cloud of each selected slice layer was projected onto the XOY plane, a 2D ellipse was fitted using these 2D projected points, and the minor axis of the ellipse was taken as the estimated value of the stem diameter. However, the slice layer of the plant along the Z-axis was not perpendicular to the XOY plane, leading to a certain deviation of the points on the XOY plane. Therefore, we proposed an improved algorithm for skeletonization and projection and for calculating the stem diameter.

The expanded skeleton points of the main stem were used, and all skeleton points in the 2-4 cm region above the lowest skeleton point were selected. At the initial stage, the normal was formed by the skeleton point at the lowest position. Then, the plane that was perpendicular to the normal was generated while the lowest skeleton point was the center, and the generated plane was denoted as the lower plane. The skeleton point above the lowest skeleton point was taken as another center, and the normal was generated with the skeleton point above another center. Another plane perpendicular to the normal was generated and was denoted as the upper plane. The upper and lower planes are shown in Figures 7A, B, respectively. The points between the upper plane and the lower plane were projected to the lower plane after the preprocessing step. Every 1 cm was sliced as a layer. Then, the 2D ellipse fitting operation was performed on these projection points, the short axis length of the fitted ellipse was used as the diameter, and the average value of the diameters was the stem diameter of the main stem. The projection of points is shown in Figure 7C.




Figure 7 | Image of the morphological traits extraction. (A) Upper plane. (B) Lower plane. (C) 2D projection of the main stem point cloud, short-axis of the ellipse as the stem diameter. (D) Main stem skeleton points for calculating the main stem length. (E) 2D points projected onto the lower plane. (F) Convex boundaries and links between the boundaries and center point.







Main stem length

The stem is an important organ that connects the transport path; Pinus massoniana seedlings have only one main stem, and leaves grow around the main stem (Zhuo et al., 2010). The main stem skeleton point cloud is shown in Figure 7D. By traversing from the lowest point of the skeleton to the highest point, the distance between the adjacent points in the MST was determined, and the sum of all the distances was the main stem length.





Regional leaf length

Since the growth conditions of different parts of Pinus massoniana were different, the average leaf length of different parts was estimated in this study. The region of the skeleton point cloud of the main stem was taken every 5 cm along the main stem direction. The lowest position of the skeleton points in the region and its adjacent skeleton points were selected and used to form one normal vector. Then, the plane that was perpendicular to the normal vector was generated where the lowest position skeleton point was the center and was denoted as the lower plane. The highest skeleton point of the region was the center, with its adjacent skeleton points below the form of a normal vector, generating a plane perpendicular to the normal that is denoted as the upper plane. The points between the upper plane and the lower plane were vertically projected to the lower plane, as shown in Figure 7E. The convex boundary of the 2D projection point cloud was extracted by the convex hull algorithm (Cupec et al., 2020), which is shown in Figure 7F.

The average distance from all points on the boundary to the center of the lower plane was determined, and the calculated stem diameter was the threshold. If the average distance was greater than the threshold, the average distance was used for the average leaf length of the region. If it was less than or equal to the threshold, it was considered that there were no leaves in this region. The above algorithm could be used to estimate the average leaf length of the parts below the canopy of Pinus massoniana along every 5 cm interval of the main stem.





Leaf number

The Pinus massoniana leaves were dense and large in number. It was difficult to obtain separate leaf images even using a high-precision scanner. The point cloud distance density is an important analysis index and can be used to analyze plant phenotypic characteristics. For example, by using the different densities of the point clouds of stems and leaves in the horizontal direction, the support vector machine can be applied to classify the stems and leaves by density (Liu et al., 2020). In our study, the same regional segmentation method as the regional leaf length step was used to calculate the average distance density of the point cloud in different segmentation regions, and the number of leaves in corresponding regions was counted. It was found that the distance density of the point cloud had a certain linear relationship with the number of regional leaves. Based on this relationship, we proposed a plant leaf estimation algorithm based on the distance density method (C.-H. Lin et al., 2018). Moreover, the average distance density of the point cloud can be expressed by Eq. 7 and Eq. 8:

 

 

  represents the Euclidean distance between Point p and any other point q in a point cloud with N point numbers, and   is the minimal value of all the distances. The smaller   is, the sparser the point cloud distribution; the larger   is, the denser the point cloud distribution. Based on the above formula, the algorithm for calculating the number of each leaf was as follows. The skeleton point cloud region of the main stem was used for estimating every 5 cm along the main stem, and the lowest position of the skeleton points in the region was selected as the center. With one upper adjacent skeleton point, a normal vector can be formed, and the plane that was perpendicular to the normal vector was generated and denoted as the lower plane. If there were leaves in this region (the determination method was the same as the determination method in the local leaf length step), the average distance density between these points can be calculated. Through the linear relationship between the average distance density and the number of regional leaves, the number of leaves in this region can be obtained. The leaf number of each region was calculated, and the total leaf number of Pinus massoniana was obtained by the summation of all the regions.







Results

Figure 8 shows the stem and leaf segmentation results of three representative Pinus massoniana plants with height ranges of 25-30 cm, 20-25 cm, and 15-20 cm. The three-dimensional surface visualization found that the 3D model was close to the real sample, and the skeleton of the main stem from the point cloud model is mostly consistent with the skeleton of the actual plant. We can note that the skeleton points of the third plant in Figure 8 have a small deviation from the real stem because this deviation has many leaves and shelters the main stem. Thus, the skeleton points of this part that were found by the grayscale value clustering deviate; however, no more than 5% of the skeleton points had this deviation, and the actual impact was not significant. Overall, the results show that the stem and leaf segmentation algorithm could effectively separate the main stem and leaf from the 3D point cloud of Pinus massoniana plants.




Figure 8 | Stem and leaf segmentation procedure visualization of different heights. (A) Input cloud point. (B) Slice in the X-axis and Z-axis. (C) Extracting alternative skeleton points of the main stem according to the centroid and generating MST according to the skeleton points. (D) DAG longest path algorithm searches for the skeleton points of the main stem with a canopy. (E) Main stem skeleton points after removing the canopy. (F) Main stem skeleton points after interpolation expansion. (G) After removing the main stem point cloud, the plant point cloud only contains leaves.






Accuracy assessment

In this study, 100 Pinus massoniana seedlings at 15–30 cm were collected as part of the experiment. The accuracy of the algorithm was evaluated by the correlation coefficient (R), root mean square error (RMSE), and mean absolute error (MAE). RMSE and MAE were defined as Eq. 9 and Eq. 10.

 

 

where   and   denote the estimated values and actual values from manual measurements, respectively.

A comparison of the estimates and manual measurements of the phenotypic parameters is shown in Figure 9. The results showed that this set of algorithms was suitable for the phenotypic parameter extraction of Pinus massoniana seedlings, especially for plant heights and main stem lengths. Among them, the R between the estimated plant height and the artificially measured value was 0.96, and the RMSE and MAE were 1.35 cm and 1.21 cm, respectively; the R between the estimated plant height and the artificially measured value was 0.93, and the RMSE and MAE were 2.27 mm and 2.07 mm, respectively; the R between the estimated main stem length and the artificially measured value was 0.95, and the RMSE and MAE were 2.21 cm and 2 cm, respectively; the R between the estimated leaf numbers and the artificially measured value was 0.75, and the RMSE and MAE were 52 cm and 48 cm, respectively; the R between the average leaf length 0-5 cm below the canopy and the measured values was 0.74, and the RMSE and MAE were 1.13 cm and 0.96 cm, respectively; the R between the average leaf length 5-10 cm below the canopy and the measured values was 0.78, and the RMSE and MAE were 1.16 cm and 1.04 cm, respectively; the R between the average leaf length 10-15 cm below the canopy and the measured values was 0.73, and the RMSE and MAE were 0.89 cm and 0.8 cm, respectively; the R between the average leaf length 15-20 cm below the canopy and the measured values was 0.79, and the RMSE and MAE were 0.63 cm and 0.58 cm, respectively.




Figure 9 | Comparison of the six phenotypic parameters system estimates and manual measurements. (A–H) line of regression represents the straight line fitted by the estimated value. r = 1 represents estimated value is equal to actual value and regards as a reference line.



Regarding the plant height, the regression line of the data points was in good agreement with the reference line of the diagonal (R = 1), as shown in Figure 9A, which verified that the algorithm was suitable for measuring the plant height of Pinus massoniana. The average height of all artificially measured plants was 21.75 cm, and the average absolute error was 5.5% of the average. The reason for this error was that the soil plane was slightly uneven, resulting in the overestimation or underestimation of the lowest soil plane. However, this error can be ignored.

Regarding the stem diameter, Figure 9B shows that the estimated value of the system is generally greater than the measured value, which was caused by the ToF principle of the Aruze Kinect camera. Moreover, the reflection of the edge leads to the expansion of the point cloud around the stem.

Regarding the stem diameter calculation step, we have shown that the average absolute error of the stem diameter calculated by selecting the tangent plane of the local skeleton point of the main stem as the projection plane was 26.6% of the manual measurement average, while the average absolute error of stem diameter calculated using the XOY plane as the projection plane was 42.2% of the manual measurement average. Therefore, using the projection plane used in this study to calculate stem diameter greatly improves the accuracy.

Regarding the length of the main stem, Figure 9C shows that the correlation between the estimates and manual measurements is close to 1. The average length of the main stem of all plants measured manually was 25.6 cm, and the average absolute error was 7.8% of the average. It was proven that this algorithm is applicable to the length of the main stem. The random error may be caused by the following two reasons. First, the main stem might be partially blocked by the leaves, resulting in a deviation between the slice layer of the main stem selected by the grayscale value and the slice layer of the actual main stem. Second, the grayscale of withered Pinus massoniana leaves was similar to that of the main stem, thus interfering with the system. However, the object of this study was to analyze the seedling stage, with few or no withered leaves, and this impact factor can be ignored.

Regarding the leaf number, we proposed the density method to estimate the leaf number of Pinus massoniana. The regional leaf number and density of Pinus massoniana seedlings were calculated, and the linear relationship between the leaf number and density was obtained using the least square method. The relationship between the estimates and manual measurements is shown in Figure 9D. Because of the least square method (linear relationship), the number of leaves deviated from the actual value for the nonlinear relationship. The average number of leaves measured by hand was 259, and the average absolute error was 18.5% of the average measured by hand. It was proven that this estimation method had certain feasibility. This method could avoid the high cost caused by using a high-precision scanner and reduce the time consumed by manual measurement.

Regarding the regional leaf length, Figure 9E–H shows the average leaf length of 0-5 cm, 5-10 cm, 10-15 cm, and 15-20 cm below the canopy. The average absolute errors were 22.2%, 22.3%, 20.1%, and 23% of the average manually measured values, respectively. The main reason for these errors was that there are few long leaves, and these leaves would be included by the convex hull method, causing corresponding errors. In general, the estimated leaf length of the system was close to the actual leaf length, which also proved that the algorithm in this study was feasible.

We also used a box plot for analysis. However, in the measurement of each phenotypic parameter, there were mostly no discrete points with values that were too large or too small. The line chart could show all the information of the box plot and showed some information that the box plot did not have. Therefore, in this paper, we used a line chart for analysis.






Discussion

In this study, a set of automated methods that measure the phenotypic parameters of Pinus Massoniana seedlings was developed to process images collected by a 3D image acquisition device through non-destructive means. The five parameters of interest were plant height, stem diameter, main stem length, regional leaf length, and leaf number, and they were automatically obtained from the original image. Because of the complex phenotypic characteristics of Pinus massoniana, there have been few studies on such plants. Our study focuses on the stem-leaf separation steps and phenotypic parameter extraction.

As an important step, stem and leaf segmentation could provide great convenience for the extraction of phenotypic parameters of subsequent plants. We also used three kinds of skeletonization methods to analyze Pinus massoniana seedlings based on skeleton contraction, local feature, and slicing. One of the typical skeleton contractions was Laplace skeletonization, and the core idea of Laplace skeletonization was to search the plant point cloud in the stem direction through matrix transformation, which had a good effect on gramineous plants, but it is not applicable for curved main stem. The second kind of skeletonization method was based on feature; however, the leaf part and stem part of Pinus massoniana were overlapping, and it was difficult to find the proper feature. The third type was based on slicing. However, the main stem of Pinus massoniana was curved, and some of the skeleton points of the main stem were out of the range of the extracted Hough plane, resulting in some main stem skeleton points being missed (comparative tests are included in the Supplementary Materials).

However, the idea of slicing provided much inspiration for our skeletonization, for Pinus massoniana, the Z-axis slice layer contained both the stem part point cloud and the leaf part point cloud. Then, slice subdivision was performed along the X-axis. We compared the features of each slice layer and found the characteristics of the slice layer where the main stem was located.

Regarding the phenotypic parameters, the accuracy of the plant height, stem diameter, and main stem length reached 96.3%, 84.9%, and 95.7%, respectively. Regarding the leaf length, the leaves in different regions of this study were analyzed. The growth direction of Pinus massoniana leaves was mostly perpendicular to the main stem, so the projection method was used to project the 3D point cloud to 2D for calculation to reduce the complexity of the calculation.

Although we could not obtain the accurate regional leaf length, the estimation accuracy was 83.8%, which proved that our estimation method still had feasibility. Regarding the leaf number, by comparing the local density and local leaf number of multiple groups of samples, it was found that there was a certain linear relationship between the density and leaf number. Thus, an algorithm based on distance density was designed to estimate the leaf number. Overall, there would be approximately a 15% error, but the Pinus massoniana seedling itself had hundreds of leaves; even if artificially counted, there was still approximately a 10% error. Thus, this range of error was reasonable.





Conclusion

In this study, a low-cost 3D phenotypic system based on the Azure Kinect camera was built, and an automatic measurement method for five phenotypic parameters of Pinus massoniana with a height range of 15–30 cm was proposed. The experimental results in this study provide an efficient and economical solution for plant phenotypic feature extraction, which could promote genome research and plant breeding programs.

Our future work will focus on applying this algorithm to a three-dimensional imaging platform developed by our group. In the growth process of Pinus massoniana, our algorithms were unable to handle certain lateral stems. Moreover, if there are multiple plants in the platform at the same time and the leaves of the plants overlap, the accuracy of the algorithm will also be affected. Due to the imaging technique itself, the problem of overlapping plants and the distance between the plants and the camera is far, the information of  plants collected by the imaging technique will be lacked. In this regard, we may select cameras with higher imaging accuracy, optimize the algorithms to solve the problem of overlapping stems, or use segmentation methods. This set of proposed algorithms can be applied to plant seedlings with similar structures to Pinus massoniana, such as black pine, cedar, and Pinus quinquefolius. It was proven that these algorithms can be used for these plant seedlings with some feasibility. However, every structure of plant seedlings still has slight differences, and it is also necessary to optimize the internal parameters of the algorithm and carry out more tests to improve the approaches for each plant seedling.
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Uncrewed aerial systems (UASs) provide high temporal and spatial resolution information for crop health monitoring and informed management decisions to improve yields. However, traditional in-season yield prediction methodologies are often inconsistent and inaccurate due to variations in soil types and environmental factors. This study aimed to identify the best phenological stage and vegetation index (VI) for estimating corn yield under rainfed conditions. Multispectral images were collected over three years (2020-2022) during the corn growing season and over fifty VIs were analyzed. In the three-year period, thirty-one VIs exhibited significant correlations (r ≥ 0.7) with yield. Sixteen VIs were significantly correlated with the yield at least for two years, and five VIs had a significant correlation with the yield for all three years. A strong correlation with yield was achieved by combining red, red edge, and near infrared-based indices. Further, combined correlation and random forest an alyses between yield and VIs led to the identification of consistent and highest predictive power VIs for corn yield prediction. Among them, leaf chlorophyll index, Medium Resolution Imaging Spectrometer (MERIS) terrestrial chlorophyll index and modified normalized difference at 705 were the most consistent predictors of corn yield when recorded around the reproductive stage (R1). This study demonstrated the dynamic nature of canopy reflectance and the importance of considering growth stages, and environmental conditions for accurate corn yield prediction.
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1 Introduction

Feeding the growing population is an urgent challenge for the agriculture sector. However, over-fertilization to improve yield has resulted in negative consequences like water contamination and deterioration of soil health (Halliday and Wolfe, 1991; Singh, 2018). Fertilizer efficiency can be improved by applying the right amount at the right time based on the crop’s seasonal needs, and variable rate technologies (VRT) have that potential. For VRT, input decisions are usually based on a prescription map based on either intensive soil sampling (Kitchen et al., 2005; Servadio et al., 2017) or historic yield information (Lark, 1998; Jaynes et al., 2005). Spatially dense soil sampling (i.e., ≤ 2.5-acre grid which is the industry standard) is costly and not guaranteed to accurately represent soil conditions across space. At the same time, historic yield information is not reliable information for in-seasonal management decisions as yield varies from season to season (Maestrini and Basso, 2018). Therefore, in-season estimation of yield can improve management decisions for agricultural inputs.

It is estimated that 1.2 billion tons of corn was produced globally in 2021 (FAO, 2022) and the United States alone produced 382.9 million tons, worth of 82.6 billion USD (USDA, 2022). Corn is one of the important cereal crops, which is cultivated across the globe with the highest fertilization rate (IFA, 2022). The requirement for agricultural inputs (fertilizer and water) can be estimated by monitoring canopy optical properties. Green canopy has high absorption in the visible portion of the light spectrum and high reflectance in the near-infrared portion (Ustin and Jacquemoud, 2020). Plants absorb the maximum amount of light in the visible portion for photosynthesis where blue (B) and red (R) are strongly absorbed by the chlorophyll and carotenoid pigments (Lichtenthaler, 1987; Ustin and Jacquemoud, 2020), while, red edge (RE) and near-infrared (NIR) values are found to be associated with plant health (Horler et al., 1983; Fahrentrapp et al., 2019; Zahir et al., 2022). Additionally, leaf optical signatures are highly responsive to changes in soil and canopy nitrogen (Wood et al., 1992; Ziadi et al., 2008; Yang et al., 2012). Any detrimental events that change chlorophyll pigment reduce the potential assimilation capacity which adversely affects the growth, development and yield (Bheemanahalli et al., 2023). Consequently, changes in crop biochemical and physiological properties can be measured by monitoring canopy reflectance properties. The advancement of science and technologies has revolutionized high-throughput phenotyping, especially with UASs. The greatest boon has been its ability to collect high-resolution spatial and temporal information quickly, as well as flexibility on revisiting time and choice of sensor. Such high-resolution data can divulge the spatial and temporal variability (Matese et al., 2015) present in the crop during the growing season which can be integrated with VRT for management decisions. In addition, the adoption of VRT in combination with in-season spectral data for nitrogen application has promoted an increase in profitability and nitrogen saving as compared to traditional practices (Kitchen et al., 2010; Scharf et al., 2011).

A UAS comprises an uncrewed aerial vehicle (UAV), potentially one or more sensors or payloads, and a communicating and controlling device. The choice of sensor is an important consideration. A multispectral sensor that consists of blue, green (G), red, red edge, and near-infrared bands has been the first choice for studying crop bio-physiological parameters for many researchers (Yao et al., 2019; Bheemanahalli et al., 2022; Bheemanahalli et al., 2023). Various other spectral, thermal, and light detection and ranging (LiDAR) sensors have been deployed on UAV-based plant phenotyping (Xie and Yang, 2020). Both spectral and thermal sensors have been used for studying plant health (Geipel et al., 2014; Simic Milas et al., 2018) and LiDAR data has been used for plant structure (Yuan et al., 2018; Wu et al., 2019; ten Harkel et al., 2020; Luo et al., 2021). Santana et al. (2021) deployed a four-band multispectral sensor mounted on a UAV for the estimation of corn yield. Vong et al. (2021) used a red-blue-green (RGB) sensor to estimate corn stand count. Barzin et al. (2020) used a five-band multispectral sensor (blue, green, red, RE, NIR) for the estimation of corn yield. Chivasa et al. (2021) used a four-band multispectral sensor (green, red, RE, NIR) for the prediction of corn streak virus severity and yield. Zhang et al. (2019) used hyperspectral imagery collected from a UAV for detecting yellow rust disease in wheat. Crusiol et al. (2020) used a thermal sensor mounted on a UAV for determining water status of soybean plants.

The sensor is mounted on a UAV and deployed to collect the imagery data. These data are generally transformed into a ratio or combination of normalized differences of spectral bands known as a vegetation index (VI) to study crop health and performance. Vegetation indices (VIs) have been found highly related to physiological parameters (Bannari et al., 1995; Xue and Su, 2017; Ma et al., 2019) and less sensitive to atmospheric effects compared to spectral bands (Myneni and Asrar, 1994; Gitelson et al., 2002). The normalized difference vegetation index (NDVI) is commonly used to measure vegetation health. It exhibits a strong association with leaf dry biomass (Kross et al., 2015), yield (Hassan et al., 2019; Maresma et al., 2020), and leaf area index (LAI) (Shafian et al., 2018). However, its usefulness has been limited due to saturating tendency at the higher LAI (Sellers, 1985; Carlson and Ripley, 1997). Various other VIs are found to have a strong association with crop bio-physiological parameters: normalized difference spectral index (NDSI) and soil adjusted vegetation indices (SAVI) are found to have a strong correlation with leaf nutrition index (Zhao et al., 2018), modified normalized difference water index (MNDWI) with LAI (Zarate-Valdez et al., 2012), MERIS terrestrial chlorophyll index (MTCI) with chlorophyll (Dash and Curran, 2007), wide dynamic range vegetation index (WDRVI) with yield (Maresma et al., 2016), and crop water stress index (CWSI) with water status (Gonzalez-Dugo et al., 2014; Santesteban et al., 2017). In addition, different techniques were used to select vegetation indices based on variance inflation factor, recursive feature elimination, random forest, correlation, Bayesian variable selection, and genetic algorithm for yield estimation (Maya Gopal and Bhargavi, 2019; Barzin et al., 2020; Aditya Shastry and Sanjay, 2021; Saravi et al., 2021; Barzin et al., 2022). A random forest was widely used to select VIs to estimate different crop traits (Maya Gopal and Bhargavi, 2019; Barzin et al., 2020; Li et al., 2022; Luo et al., 2022) due to its robustness to outliers and noise (Breiman, 2001).

To our best knowledge, none of the studies have reported suitable VIs that can be used throughout the growing season to predict yield in corn. Thus, the objectives of our research were to i) identify the potential VIs that significantly correlate with yield across the growing season, ii) identify the suitable phenological stage for yield prediction and iii) identify the best predictive VI for yield estimation under rainfed environments.




2 Materials and methods



2.1 Site description

The field experiment was conducted for three consecutive years 2019-2022 in the R. R. Foil Plant Science Research Center, Mississippi State University (33°28’21.0”N 88°46’25.5”W), Figure 1.




Figure 1 | Research site location (A) and experiment design (B).






2.2 Experimental design and crop husbandry

Corn - and - cotton was grown as a rotation cash crop during the growing season under rainfed conditions. Best management practices were adopted to establish the crops: cover crops were grown during the fallow period with minimum or no tillage and cash crop was planted in mid-April. The experiment consisted of three cover crop treatments, Austrian winter pea (Pisum sativum L.), Daikon radish (Raphanus sativus L. subsp. longipinnatus), cereal rye (Secale cereale L. var. Elbon), and a no cover crop (NCC) treatment. In 2022, radish was replaced with a mixture of winter pea, radish, and rye. The experiment was designed as a split-plot randomized complete block, with the cash crop as the main factor and the cover crop species as the sub-factor. Each subplot had four rows of 90 m length × 3.8 m width, with four replicates (Figure 1). Cover crops were planted in October and terminated in March across three years. Prior to the cover crop planting, two tons per acre of poultry litter was surface broadcasted. After the termination of the cover crop, corn was planted on April 14, 2020, April 07, 2021, and March 28, 2022. A split fertilization procedure was adopted and divided into two parts. No cover crop (NCC) treatment received 56 kg N ha-1 as a starter fertilizer at the V3 and 168 kg N ha-1 at the V12 growth stage. The cover crop treatments did not receive starter fertilizer, but 168 kg N ha-1 was applied to cover crop treatments at the V12 growth stage. The source of N fertilizer was urea ammonium nitrate (UAN solution, 32% N). Corn plots were harvested in September 2020-2022 after completing physiological maturity. It is important to note that, in this study, the cover crop treatment’s influence on corn yield was not the major focus. Instead, the study aims to determine the ideal phenological stages and likely highest predictive power VIs for corn yield prediction under rainfed conditions.




2.3 Data collection



2.3.1 Yield

The middle two rows of each subplot were harvested using a mechanical corn harvester and the yields were adjusted to a 15.5% moisture level. The obtained yield was then converted into the mega-gram per hectare (Mg ha-1).




2.3.2 Data acquisition

A UAV mounted with a five-band multispectral camera (Rededge MX, Micasense Inc., Seattle, USA) was flown at an altitude of 61 m (200 ft) above ground level producing a spatial resolution of approximately 4 cm. The sensor has the following central wavelengths(bandwidths): 475(20) nm, 560(20) nm, 668(10) nm, 717(10) nm, and 842(40) nm for blue, green, red, RE, and NIR bands, respectively. A mission planning software (DJI GSPro, DJI LLC., Shenzen, China) was used to create the UAV flight plan in a single grid pattern. Images were acquired by setting the sensor in automatic exposure mode with 80% frontal overlapping and 70% side overlapping. The data was stored in 16-bit raw format. Before and after each flight, an image of the reference reflectance calibration tile provided by the sensor manufacturer was taken, which was later used for reflectance calibration following guidance from the sensor manufacturer. The data were collected weekly throughout the year as the weather permitted within ±2 hours of local solar noon. The UAV data were collected between the vegetative stage (V3) and the reproductive stage (R5) as shown in Supplementary Table S1. Specifically, data were collected at various time points, including V5, V6, V7, V10, V11, and V13, which represent the number of visible leaf collars on the main stem, where Vn refers to leaf collars greater than 13. In addition, data were collected at the reproductive stage, including R1, R2, R3, R4, and R5, which correspond to the silk, blister, milk, dough, and dent stages, respectively (Nleya et al., 2016).





2.4 Data preprocessing

A commercial image stitching software Pix4D Mapper (Pix4D SA, Lausanne, Switzerland) was used to generate a single orthomosaic image of the whole field. The mosaic image was geo-rectified using the ground control points that were placed around the edge of the experimental field. The accuracy of the GPS device (Trimble Geo7x, Trimble Inc., CA, USA) was ±2cm. The image digital number was converted into reflectance value using the reference reflectance calibration tile provided with the sensor. To extract the corn pixels, a support vector machine algorithm was employed using geospatial software (ENVI, version 5.6, Exelis Visual Information Solution, Boulder, CO, USA). The orthomosaic image can be classified into three major classes: corn, soil and weed pixels. For each class, at least five thousand pixels were selected for classification. The accuracy for the classification of corn pixels for all the images was greater than 0.95.




2.5 VI extraction and selection

Orthomosaic images that were affected by clouds were removed from the analysis. After removing the background pixels (i.e., soil, stubble and weeds) from orthomosaic, the middle two rows of each subplot were first digitized and split into individual subplots using ArcGIS (Environmental Systems Research Institute, Inc. (ESRI), Redland, CA, USA). Each subplot was loaded in Python using the GDAL library to compute the average spectral information. This spectral information was then used to calculate the VIs that are related to crop health, photosynthesis, biochemical, and physiology. The list of VIs used in this study is given in Supplementary Table S2. Correlation analysis between VIs and yield was performed for each flight or during the corn growing season. Further, to select the VI with the best predictive power we followed three criteria: i) any VI that had a significant correlation (absolute value of correlation coefficient r ≥ 0.7) with yield for each date was assigned a score of 1, ii) only those VIs that scored 1 were summarized in each year, and iii) the top three VIs with the maximum cumulative score were identified as stable across stages of growth as well as the VIs with the best predictive power. We repeated the same analysis for three growing seasons and selected the VIs that were unique and common across years as the best predictors of yield. In previous studies (Asuero et al., 2006; Akoglu, 2018; Kogan et al., 2018), a correlation coefficient with an absolute value greater than 0.7 has been widely regarded as a strong correlation. Therefore, we chose a threshold limit of 0.7 to assign a score of 1.

In addition, to determine the best VI at a given phenology stage, a machine learning technique based on random forest (RF) algorithm was implemented. A RF is collection of decision trees that are trained independently. The prediction from each decision tree is averaged to a single output (Breiman, 2001). Initially, the RF model parameters were tuned by implementing a randomized search cross-validation method. In this method, a set of predefined values were randomly chosen as a possible candidate, and a hundred sets of hyperparameters were considered. Next, cross-validation was performed for each set of hyperparameters, and five-fold cross-validation was chosen. Then finally, the model returns the best set of hyperparameters. The tuned hyperparameters were the number of trees, number of samples required to split the internal node, minimum samples required to be a leaf node, and maximum feature to be considered while splitting the node (full feature and square root of total number of feature). A bootstrap technique was selected for generating tree samples. After tuning the RF model, the model was fitted with the best set of hyperparameters. To rank the variables, a permutation-based feature importance method was implemented utilizing all the variables, and a simple linear model was developed with the top-ranked variable. Geospatial software, ArcGIS and ENVI were used for data manipulation. The modeling was done with Python (version 3.9) using the stats models (version 0.13.5) library for linear regression analysis and the sci-kit-learn library (version 1.0.2) for random forest analysis.




2.6 Yield modeling

A simple linear regression model was employed to develop a linear relationship between corn yield and selected variables as discussed above. The model performance was compared with the coefficient of determination (R2) and mean absolute percentage error (MAPE). The variable with high R2 with significantly lower MAPE (p<0.01) was considered the highest predictive power VI across the growing season. The modeling was done with Python (version 3.9) using the sci-kit-learn library (version 1.0.2).





3 Results

During the corn growing season in 2020, 2021 and 2022, the observed average air temperature was 24.2, 23.7, and 24.7°C, respectively, and precipitation was 523 mm (optimum), 859 mm (high) and 481 mm (low), respectively (Figure 2). The year 2022 was observed to be relatively drier than 2020 and 2021. There were significant differences in corn yield between treatments and years (Figure 3). Plots with winter pea and cereal rye treatments recorded higher yields than radish treatment in 2020. Cover cropping treatments (radish or mix and rye) yielded significantly lower than control plots in 2021 and 2022 except winter peas. The growing season with optimum rainfall (2020) was associated with a higher yield, while maximum rainfall (2021) during the growing season was associated with a lower yield. The annual mean yield for 2020, 2021 and 2022 were 10.72, 6.34 and 9.22 Mg ha-1, respectively (Figure 3).




Figure 2 | Observed daily air temperature and precipitation variability during the experimental period (2020 – (A), 2021 – (B) and 2022 – (C). Weather data were obtained from the Delta Agricultural Weather Center (http://deltaweather.extension.msstate.edu/) for the experiment site.






Figure 3 | Corn yield variability in response to cover crop treatments. Vertical bars denote mean ± standard deviation (SD). Bars with common letters are not statistically significant at p<0.05 (LSD test) within a year.





3.1 Correlation analysis

Results indicated a set of VIs (12 in 2020 and 2021, and 28 in 2022) with correlation coefficients |r| ≥ 0.7 at least twice in the same growing season (Figure 4, Supplementary Table S3). In 2020, MTCI and leaf chlorophyll index (LCI) had the strongest positive correlation with the yield at four timings (R1, R2, R3, and R5 growth stages) and were ranked first. The modified normalized difference at 705 (mND705), modified simple ratio at 705 (mSR705), and red edge chlorophyll reflectance index (RIrededge) had significant correlations with corn yield at three timings. While seven VIs such as enhanced vegetation index (EVI), modified chlorophyll absorption ratio index (MCARI2), soil adjusted vegetation index (SAVI), modified SAVI (MSAVI), optimized SAVI (OSAVI), renormalized difference vegetation index (RDVI), and green chlorophyll reflectance index (RIgreen) had significant correlations with yield at only two timings. The MCARI2 showed the highest correlation with yield at R1 growth stage (r=0.81) (Figure 4). In 2021, CVI, LCI and MTCI had strongest correlations across all (V5, V7, V11, Vn, R1, R2, and R5) growth stages (first tier). The second tier was dominated by RE-based VIs, while third tier includes green chlorophyll index (CIgreen) and triangular greenness index (TGI) (Figure 4). A strong negative correlation (r=-0.91) was noted between TGI and the yield at R5 (119 DAP). At R1 (83 DAP), the highest correlation (r=0.96) between yield and MTCI was observed. In 2022, there were 20 VIs that fall under top tier. This group was dominated with RE-based indices and showed a strong correlation with yield across the six (V6, V10, V19, V1, V3 and V5) growth stages. The second tier VIs such as EVI, LCI and MTCI showed significant correlations with yield for five times. The third-tier VIs were TCARI/OSAVI, TVI, ARI CRIrededge and mARI. Further, green normalized difference vegetation index and leaf chlorophyll index showed strong positive correlations (r=0.91) with yield at Vn (67 DAP) and R1 (78 DAP), respectively. At R5 (108 DAP), a significant negative correlation (r=-0.95) was found between SR445 and yield (Figure 4).




Figure 4 | Heat map showing the significant correlation coefficient (r≥0.7) between corn yield and vegetation index at different growth stages in 2020 (A), 2021 (B) and 2022 (C). Darker color signifies a high correlation, while lighter color signifies a weaker correlation between yield and corresponding vegetation index.






3.2 Unique and common VIs across the year for yield prediction

Across all three years, the five VIs (mND705, mSR705, RIrededge, LCI, and MTCI) with the highest predictive power were identified (Figure 5). In 2021, two unique VIs were identified, while thirteen were noted in 2022. Six VIs (EVI, MCARI2, MSAVI, OSAVI, RDVI and SAVI) were unique to 2020 and 2022; CIgreen, PBI, reNDVI and SR705 were unique to 2021 and 2022. RIgreen was common in both 2020 and 2021 (Figure 5). Five VIs common to all growing seasons were used to build linear regression models for each growing season (Table 1). The results of the models revealed improvement in yield estimation as the season progressed with the best prediction at the R1 stage: with mND705 (R2 = 0.62) in 2020, with MTCI (R2 = 0.92) in 2021, and with LCI (R2 = 0.82) in 2022. Thereafter, the performance became relatively weaker (Table 1). The R2 and mean absolute percentage error (MAPE) of various models ranged from 0.04 to 0.92 and 3.01% to 11.85%, respectively (Table 1). A higher error was generally noted at the early or late growth stages. Although the association was weaker, RIrededge, mSR705 and mND705 performed better than LCI and MTCI at the early growth stage. However, mND705 had higher predictive power throughout the growing season compared to RIredege and mSR705 (Table 1). In addition, MTCI had 8 times the highest performance (high R2 with low MAPE), while LCI and mND705 had the highest performance for six times. All common VIs that are sensitive to changes in chlorophyll content had the ability to separate cover crop treatments at the R1 growth stage across years (Figure 6). In general, higher values of VIs at the R1 stage were associated with higher yields and vice versa. In 2021, all VIs followed a similar trend of yield response to cover crop treatment. At the reproductive stage, RIrededge, mSR705 and MTCI had a higher ability to differentiate cover crop treatments (winter pea and cereal rye) from the control (no cover crop) under rainfed conditions (Figure 6). Lower MTCI values in radish or mix and rye treatments at R1 were associated with lower yields (Figure 6E).




Figure 5 | A Venn diagram showing the vegetation indices (VIs) with the highest predictive power within (unique VIs) or between years (common VIs). Full form of acronyms is given in Figure 4 and the formulation are given in Supplementary Table 2.




Table 1 | Association between stable VIs collected at different phenological stages and corn yield under rainfed environments.






Figure 6 | Influence of cover crop on the spectral properties of corn at R1 growth stage. Leaf Chlorophyll Index (LCI, A), Modified Normalized Difference at 705 (mND705, B), Modified Simple Ratio at 705 (mSR705, C), Red Edge Chlorophyll Reflectance Index (RIrededge, D), and MERIS Terrestrial Chlorophyll Index (MTCI, E). Vertical bars denote mean ± SD. Treatments with common letters are not statistically significant at p<0.05 (LSD test) within a year.






3.3 Variable assessment

A RF machine learning algorithm was implemented to identify the VIs with the highest predictive power (best) at different growth stages (Table 2). The R2 and MAPE of the various model considered with the RF method ranged from 0.25-0.89 and 2.82-9.20%, respectively (Table 2). In 2020, the highest predictive power of VIs at V5 and V13 were the visible atmospherically resistant index (VARI), while at Vn, R1, R2, R4, and R5 were visible MSAVI, soil cover, triangular vegetation index (TGI), LCI, and MTCI, respectively. In 2021, the most predictive power VIs were MTCI (V5), RVI (V7), DATT (V11), CVI (Vn and R1), LCI (R2), and TGI (R5). However, in 2022, the VIs with the highest predictive power were RIgreen, TCARI/OSAVI, SR445, CVI, SAVI, and SR445, corresponding to growth stages V6, V10, Vn, R1, R3, and R5. Particularly, the reproductive stage exhibited the strongest prediction power for these VIs. At the R1 stage, the best variables ranked by the RF method had a strong association with yield (Table 2): soil cover (R2 = 0.56) in 2020, CVI (R2 = 0.82) in 2021, and CVI (R2 = 0.76) in 2022. However, at the same growth stage, the VIs selected from correlation analysis had higher predictive power in estimating yield: (mND705, R2 = 0.62) in 2020, (MTCI, R2 = 0.80) in 2021, and (LCI and mND705, R2 = 0.81) in 2022 (Table 1).


Table 2 | A simple linear regression model statistic developed with the top-ranked vegetation index selected by a random forest based variable selection method for three years of study.







4 Discussion

Crop yield is a complex result of genetics, environmental factors, and management practices. Researchers aim to improve yield through strategic selection of genotypes/hybrids, while farmers focus on optimizing inputs. In both scenarios, the common goal is to maximize crop yield, which is viewed as important because of its association with economic value. Studies, including the one presented herein, show significant variability in yield from year to year, with greater variability within a year rather than between years (Dhillon et al., 2022). This variability is primarily due to environmental factors such as soil (Bresler et al., 1981) and rainfall (Or and Hanks, 1992). To complement the ongoing season-based studies to make more informed management decisions, this study identified suitable growth stages and VI/s for predicting corn yield. The intention is that such a method can serve as an alternative and improvement to relying solely on historical data.

Mapping yield early help diagnose plant health or yield variability and create management zones for in-season decision making. For example, with this knowledge, a farmer can allocate sampling resources to regions of interest, reducing overall cost while improving knowledge gained from the activity. With corn being heavily reliant on fertilization, the yield map can serve as a prescription map for VRT for agricultural input management. A UAS can collect information at high resolution in contrast to satellite remote sensing, which can be beneficial for finer-scale management. Nevertheless, the extraction of information from imagery and the selection of VI have a significant effect on yield prediction or mapping. This study used a correlation-based feature selection method and compared it to a random forest approach. Results indicated that different variables are important at different growth stages and can vary by year (Table 1, 2), as seen in previous studies (Barzin et al., 2020). In addition, the results of feature selection using correlation analysis demonstrated an ability to make early predictions, compared to the RF approach.

This three-year study indicated that the VIs’ ability to predict yields is weaker at the early vegetative stage compared to the reproductive stage due to slower growth and canopy. This study identified five VIs (LCI, MTCI, mND705, mSR705, and RIrededge) that had a significant correlation with yield across years (Figure 5). The commonality in these VIs are NIR and RE bands. Although reNDVI is based on NIR and RE, this VI was not selected due to a weaker correlation in 2020 (Figure 4). However, this VI has been correlated with canopy chlorophyll and LAI around the reproductive stage in corn (Simic Milas et al., 2018). In addition, Li et al. (2014) and Zhao et al. (2007) reported that three-band indices were better estimators of plant nitrogen concentration and uptake compared, and LAI and above-ground biomass, respectively, compared to two-band indices. In this study, LCI, MTCI and mND705 were found to be superior compared to mSR705 and RIrededge in yield estimation at the R1 stage (Table 1).

Chlorophyll content in leaves reaches its peak during the R1-R3 stages and is a vital pigment for photosynthesis (Schepers et al., 1992; Brewer et al., 2022). Thus, LCI (Datt, 1999), MTCI (Dash and Curran, 2004) and mND705 (Sims and Gamon, 2002) have been used as proxies for canopy greenness or chlorophyll content. High correlations were reported for LCI with chlorophyll a (r = 0.86), and chlorophyll a+b (r=0.84) (Datt, 1999). Similarly, MTCI had strong relationships with chlorophyll content (Dash et al., 2010), photosynthesis (Maleki et al., 2020), nitrogen uptake (Li et al., 2021) and yield (Zhang and Liu, 2014). mND705 has also been utilized to track the senescence dynamics of wheat accessions (Anderegg et al., 2020). The blue reflectance signal from crops is a combination of chlorophyll and carotenoid pigments, while the red reflectance is mainly dominated by chlorophyll. The prevalence of chlorophyll and photosynthesis information in MTCI likely led to better prediction results when combined with the RE and NIR bands, compared to the combination of blue, RE, and NIR in mND705, mSR705, and RIrededge. Further, the prediction ability of MTCI were comparable or better than the prediction ability of the preferred VIs by the RF algorithm.

We investigated the use of various VIs as indicators of canopy greenness or photosynthetic pigments to examine crop health (Figure 6) and yield (Figure 3) responses to management. Identified five high predictive VIs (LCI, mND705, mSR705 RIrededge and MTCI) found to be linked to the plant’s ability to capture and use light energy for growth and development (Boyd et al., 2011; Dong et al., 2015; Barnes et al., 2017; Tan et al., 2018). Moreover, these VIs are also sensitive to changes in chlorophyll content and canopy structure (Sims and Gamon, 2002; Wang et al., 2017; Croft et al., 2020). For instance, a higher LCI value indicates greater photosynthetic efficiency and nitrogen content in corn, which is often associated with higher yields. On the other hand, lower MTCI values under radish or mix and rye treatments at R1 indicate lower chlorophyll content and poor canopy structure, thus lower yields compared to other treatments (Figure 6). Similarly, higher values of other VIs were also associated with increased chlorophyll content and greater yields across years. It is evident that VIs that are sensitive to changes in pigments can assist in mapping differences in plant health and yield potential in corn in response to cover cropping systems under rainfed conditions (Supplementary Table 4). Identified five promising VIs can help monitor plant health and yield potential, which can be used to guide effective crop management practices, such as fertilization, irrigation, and pest management.

In summary, a combination of either blue or red, RE, and NIR-based vegetation indices had a strong correlation with corn yield. Our results showed that certain vegetation indices demonstrated high consistency in predicting corn yield. Specifically, the indices LCI, MTCI, mND705, mSR705, and RIrededge showed the strongest predictive capabilities. Among them, MTCI emerged as the most promising VI and can be effectively used to predict corn yield during the reproductive stage. Further, weekly cloud-free imagery can be used for real-time monitoring of yield estimation under different cropping systems, which can support both research and farm decision-making as UASs become increasingly ubiquitous.
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Timely and accurate prediction of crop yield is essential for increasing crop production, estimating planting insurance, and improving trade benefits. Potato (Solanum tuberosum L.) is a staple food in many parts of the world and improving its yield is necessary to ensure food security and promote related industries. We conducted a comprehensive literature survey to demonstrate methodological evolution of predicting potato yield. Publications on predicting potato yield based on methods of remote sensing (RS), crop growth model (CGM), and yield limiting factor (LF) were reviewed. RS, especially satellite-based RS, is crucial in potato yield prediction and decision support over large farm areas. In contrast, CGM are often utilized to optimize management measures and address climate change. Currently, combined with the advantages of low cost and easy operation, unmanned aerial vehicle (UAV) RS combined with artificial intelligence (AI) show superior potential for predicting potato yield in precision management of large-scale farms. However, studies on potato yield prediction are still limited in the number of varieties and field sample size. In the future, it is critical to employ time-series data from multiple sources for a wider range of varieties and large field sample sizes. This study aims to provide a comprehensive review of the progress in potato yield prediction studies and to provide a theoretical reference for related research on potato.
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1 Introduction

Global food security is encountering significant challenges from climate change and increasing resource competition (Godfray et al., 2010). Potato (Solanum tuberosum L.), a tuberous crop, is cultivated worldwide due to its stable and high yield, wide adaptability, and complete nutritional composition. Furthermore, it is a pivotal crop for realizing the United Nations (UN) Sustainable Development Goals (SDGs). Yield of potato and other crops is determined interactively by genotype (G), environment (E), and management practices (M) (Cooper et al., 2021). Analysis and modeling of key parameters can effectively predict crop yield, providing crucial guidance and decision support for various stakeholders, such as farmers, policy makers, and agribusinesses. In addition, these predictions substantially impact optimizing planting structure, optimizing trading policies, allocating resources efficiently, and conducting precision management.

There have been significant strides in both theoretical and practical aspects of predicting potato yield. Early on, such prediction relied on field sampling, whereby the number and weight of potatoes per unit area were measured to calculate the yield (Dyke and Avis, 1953). Other agronomic traits in subsequent studies, including petiole potassium content (Holm and Nylund, 1978), also served as useful indicators for potato yield. Nevertheless, these destructive methods require substantial labor for field sampling and do not provide complete spatial or temporal coverage.

Remote sensing (RS) has emerged as a popular tool in crop phenotyping (Araus and Cairns, 2014), growth monitoring (Liu et al., 2021), and yield prediction (Ma et al., 2021), attributed to it being non-destructive, high-throughput, and having large spatial coverage. In 1974, the Large Area Crop Inventory Experiment (LACIE) program, which showed the possibility of RS for yield prediction for the first time, was used to assess wheat acreage in the United States, Canada, and the former Soviet Union combined with Landsat (MacDonald et al., 1975). In 1977, the LACIE accurately predicted a declining trend in spring wheat production in the Soviet Union with precision of 90% leading to a positive impact on the United States economy (Hill et al., 1980). From 1980 to 1986, multiple departments involved in the LACIE program collaborated in the Agriculture and Resources Inventory Surveys Through Aerospace Remote Sensing (AgRISTARS) initiative (Doraiswamy et al., 1979). This effort aimed to predict yield for eight crops (not including potato) within the United States and other countries worldwide. Satellite-based potato yield prediction commenced later in the 1980s. Potato acreage was estimated to predict production in Canada by Landsat (Ryerson et al., 1985). In 1987, the European Union proposed the Monitoring Agricultural Resources (MARS) project, which utilized satellite and aerial imagery to continuously monitor the planting area and growth status of several staple crops including potatoes (Van der Velde and Nisini, 2019). It also provided timely prediction results of crop yields for the European Union.

Although satellites have the advantage of covering large areas of farmland, they are greatly affected by the revisit interval and low resolution. To address the growing demand for site-specific crop monitoring and yield prediction among farmers, research into proximal RS technologies such as unmanned aerial vehicle (UAV) and ground-based RS has increased rapidly. In contrast to satellites, UAVs possess tremendous potential for site-specific phenotype acquisition, yield prediction, and precision management, which is attributed to their low cost, convenience, and high spatial resolution (Yang G. et al., 2017). Additionally, ground-based methods are increasingly being utilized for more detailed phenotypic analyses in a variety of specific scenarios. In general, RS is capable of rapidly monitoring fields without damaging them. However, it employs empirical modeling methods most of which lack a robust mechanism.

Crop growth model (CGM) aim to describe the process of potato development before harvest. POTATO (Ng and Loomis, 1984) is the first CGM for potato with a complete mechanism. Between the 1990s and early 2000s, potato CGM became more comprehensive with the incorporation of additional parameters, such as water and nitrogen modules (Tang et al., 2021). During this period, various models were developed, including DSSAT-SUBSTOR (Ritchie et al., 1995) and LINTUL-NPOTATO (Van Delden et al., 2003). Although these models are mechanistic and have high precision, they require a substantial number of input parameters. Furthermore, the calibration and validation of these models rely on ground-truth data, which can be laborious to acquire.

During the 2010s, sensor technology, machine learning (ML), digital image analysis, and data mining techniques developed rapidly. Additionally, mechanisms underlying potato growth and development, yield quality formation principles, and interactions between crop-environment-management measures were better understood, encouraging improvement in theories of potato yield prediction.

Yield prediction requires multidisciplinary knowledge at the intersection of agronomy, meteorology, statistics, economics, and computer science. Several studies have reviewed the advancements made in yield prediction for diverse crops such as rice (dela Torre et al., 2021) and maize (Tandzi and Mutengwa, 2020). In contrast, yield prediction for potato differs from other major crops because its edible part is located belowground. Currently, there is no comprehensive literature survey of potato yield prediction due to complex model types and application scenarios. To tackle these issues, this paper provides an overview of the advancements in and prospects for potato yield prediction. First, we present a summary of the commonly used methodologies and compare them. Second, after thoroughly evaluating the existing methods, we envision the future development of potato yield prediction. This review comprehensively evaluates the progress made in potato yield prediction and provides the corresponding theoretical references.




2 Literature survey

A total of 276 articles including the keywords “potato”, “yield or production or output”, and “estimat* or forecast* or predict* or simulat*” were identified in the Web of Science™ database (Clarivate Analytics) through January 11, 2023. To encompass a broader scope of relevant studies, we also conducted a literature survey with the abovementioned keywords on the Scopus database and retrieved 152 publications. After eliminating duplicates and irrelevant studies, 160 publications were included in this study. As depicted in Figure 1A, the number of pertinent studies has progressively increased since the 2010s. Furthermore, Figure 1B demonstrates a growing number of annual citations for these publications, indicating increased interest in this research domain.




Figure 1 | Literature counts (A) and citations (B) for potato yield production since 2003 to 2023.



Through literature review, we classified studies on potato yield prediction into three categories including methods based on RS, CGM, and yield limiting factor (LF). Methods with LF include those based on agronomic and environmental parameters. Figure 2 displays the numbers of the three approaches in potato yield prediction studies over the past 50 years. Initially, RS and CGM were less used for potato yield prediction. CGM-based methods have a long history with the key period of research and development occurring in the 1980s and 1990s. Since the 21st century, CGM have been widely applied, with research efforts focused on the parameterization of models under various conditions. The CO2 response module is integrated with climate models to assess the impact of climate change on future yields. With the development of advanced information technology, RS-based methods have emerged in the study of crop yield prediction, utilizing next-generation sensors, UAVs, and ML algorithms. For instance, in 2020, there were 17 publications relating to potato yield prediction, of which ten were dedicated to RS-based methods. These publications contain RS-based yield prediction at multiple carrying platforms for sensors, ranging from satellites and aerial, to ground-based methods (Figure 3), achieving site-specific yield prediction across multiple spatial scales. Finally, to facilitate comprehension of readers, we have produced a nomenclature (Table 1).




Figure 2 | Distribution of strategies for potato yield prediction using CGM, RS, and LF-based methods since 1970s to 2020s.






Figure 3 | Distribution of RS Platforms adopted for potato yield prediction.




Table 1 | Nomenclature: abbreviations and corresponding full names.






3 Remote sensing for potato yield prediction

Agricultural RS was primarily applied in the resource survey, and in crop growth monitoring, yield prediction, disaster estimation, and loss assessment (Weiss et al., 2020). The LACIE program in the 1970s was representative of RS-based yield prediction in other crops; related applications in potatoes have been relatively delayed. In the 1980s, researchers employed satellite imagery to estimate potato acreage and combined it with yield data to estimate production (Ryerson et al., 1985). Nonetheless, during this period, yield data were still obtained through interviewing farmers, rather than direct evaluation of RS imagery. In 1992, potato yield was estimated by combining process-based crop models with leaf area index (LAI) data collected by handheld multispectral sensors (Finke, 1992). However, the spatial coverage of the handheld instruments was incomplete, which made it challenging to capture the yield variability of the entire field. In the early 21st century, several studies were conducted using non-destructive and convenient UAVs and satellites, which provided more comprehensive spatial coverage, for potato yield estimation (Yokobori et al., 2004; Bala and Islam, 2009). Currently, the technology for RS-based potato yield prediction has significantly advanced with the emergence of new-generation platforms, sensors, and advanced algorithms.

In this section RS-based yield prediction methods were reviewed from three perspectives: the acquisition of RS information, the selection of modeling parameters and the evolution of yield prediction models.



3.1 Acquisition of RS information

The RS system is comprised of a platform and integrated sensors. Different types of RS platforms offer unique benefits for specific application scenarios. According to the type of platform, we divided the potato yield prediction method based on RS into satellite-based, aerial-based, and ground-based methods for evaluation.



3.1.1 Satellite-based RS

Primarily, satellites equipped with spectral sensors can obtain ground vegetation spectral information over large areas for the purposes of land resource surveying, crop growth monitoring, and yield prediction (Nakalembe et al., 2021). Since 1972, satellites such as the Landsat-1, which is equipped with a Multispectral Scanner (MSS) containing four spectral bands, have been successfully launched. As a result, humanity began monitoring global resources and environmental factors on a large scale. Landsat imagery was used to estimate potato acreage by Statistics Canada in New Brunswick from 1980 to1982. They found that potato acreage could be estimated accurately using Landsat images, with a coefficient of variation of around 5.5% (Ryerson et al., 1985). A series of weather observation satellites, such as NOAA-6 with the Advanced Very-High-Resolution Radiometer (AVHRR), has been operated by the National Oceanic and Atmospheric Administration (NOAA) since 1979. These satellites have provided an ample amount of RS imagery for accurate potato yield prediction (Akhand et al., 2016).

Even the revisit time of NOAA satellites equipped with AVHRR sensors is 12 hours, the spatial resolution is only 1.1 km. In 1999, the Earth Observing System (EOS) program launched Terra, which carries five specially designed sensors for monitoring environmental and climate change. Terra carries a Moderate Resolution Imaging Spectroradiometer (MODIS) capable of receiving spectral information of 36 bands between 0.4 and 14.4 μm with a spatial resolution of 250-1000 m. The potato yield was estimated using Normalized Difference Vegetation Index (NDVI), LAI, and Fraction of Absorbed Photosynthetically Active Radiation (FPAR) extracted from Terra-MODIS with an average error rate at 15% compared with actual yield by Bala and Islam (2009).

Despite significant enhancements in the resolution of MODIS imaging sensor compared with the NOAA satellites, the mixed image components comprising of different objects such as soil and potato canopy remain challenging to be discriminated. Low-resolution satellite imaging encounters the obstacle in estimating potato yields in relatively smaller regions. Landsat 4 and subsequent satellites equipped with Thematic Mapper (TM), Enhanced Thematic Mapper Plus (ETM+), or Operational Land Imager (OLI), featuring a spatial resolution from 30 to 120 meters. The ongoing Landsat 8 and Landsat 9 observation missions each offer a revisit cycle of around 16 days. The joint utilization of both satellites has the potential to halve the revisit period to 8 days. Similarly, the Sentinel-2 of Copernicus Programme captures images of the same region every 10 days with a high spatial resolution ranging from 10 to 60 meters. Furthermore, the successful integration of Sentinel-2A and Sentinel-2B has the capability to reduce the revisit interval to a mere 5 days.

Satellites with greater spatial resolution and shorter revisit cycles showed better potential in predicting potato yield. Al-Gaadi et al. (2016) compared the accuracy of yield estimation for potato using Landsat-8 and Sentinel-2. Landsat-8 exhibited a range of prediction errors, ranging from 7.9% to 13.5%, along with R2 values ranging from 0.39 to 0.65 at different sites. In contrast, Sentinel-2 demonstrated a lower prediction error, falling between 3.8% and 10.2%, though there was no significant improvement in R2, which was between 0.47 and 0.65.

Ultra-high-resolution satellites with meter and sub-meter spatial resolution have emerged in recent years providing high-quality RS imaging data for monitoring crop development. RS employed in satellites has recently undergone substantial development, resulting in significant advancements in spatial, spectral, and temporal resolution. Nevertheless, the current cost of high-precision images acquired by commercial satellites remains high, and it is challenging for free satellite imagery at low spatial resolution to provide high-accuracy yield prediction. Moreover, apart from resolution and cost, weather conditions like cloud cover can also limit the data quality of obtained vegetation spectra. Site-specific potato dry matter yield was estimated using GeoEye-1 with an R2 value of 0.60 (Elmetwalli et al., 2014). Due to the cost reduction in satellite launch, a number of commercial companies have launched small satellites that can be leveraged for Earth observation. PlanetScope, launched by Planet comprising 130 small satellites that can capture daily multispectral images at 3-meter resolution. PlanetScope images were utilized to develop potato yield prediction models in Idaho and applied them to assess yield differences between Norkotah and Russet varieties in Lebanon (Abou Ali et al., 2020). Table 2 displays several satellites and sensors that have been utilized for potato yield prediction in recent times. Meanwhile, we present some cases of potato yield prediction with satellites in Table 3.


Table 2 | Satellites that have previously been used to predict potato yields.




Table 3 | Summary of satellite-based potato yield prediction.



For the past decades, RS employed in satellites has undergone substantial development, resulting in significant advancements in spatial, spectral and temporal resolution. Nevertheless, the current cost of high-precision images acquired by commercial satellites remains high, and it is challenging for the free satellite imagery at low spatial resolution to provide high-accuracy yield prediction. Moreover, apart from resolution and cost, weather conditions like cloud cover can also limit the data quality of obtained vegetation spectra.




3.1.2 Aerial-based RS

Aerial-based RS platforms include aerial vehicles at high altitudes and UAVs at low altitudes. A fixed-wing aerial plane Piper Seneca equipped with multispectral cameras was used to capture images of southern Idaho to estimate irrigated potato yield, which can be performed as a flexible and effective tool for yield prediction (Sivarajan, 2011). However, the cost for fuel and professional pilot is high. Recently, UAVs has become an important tool for RS-based yield prediction owing to its advantages of high resolution, high throughput, and low cost (Yang G. et al., 2017). Compared with satellites and manned aircraft, UAVs equipped with high-resolution sensors are able to acquire more detailed vegetation phenotypic information to predict yield. Most of the UAVs for field phenotyping fly at an altitude of below 150 m (Stöcker et al., 2017), and the image resolution can reach the centimeter level. There are several kinds of UAVs used in agriculture, such as multi-rotor UAVs, fixed-wing UAVs and unmanned helicopters. Multi-rotor UAVs are able to hover and turn flexibly in the air (Fu et al., 2020) but with high power usage, which lead to short battery life mostly within 30 minutes. In addition, multi-rotor UAV can carry limited number and types of sensors due to the small payload. Fixed-wing UAVs can fly at high speed with longer battery life, allowing them to cover a large area of farmland in a short period of time. In addition, fixed-wing UAVs with large wings typically have larger payloads which can offer a wider sensor option. However, it is impossible for fixed-wing UAV to capture data in small-scale farms because of the long runways required for takeoff and landing, and the inability to hover and turn flexibly in the air. Multi-rotor UAV is mostly used for potato yield forecasting, which is also for current mapping operations. Although we have not yet found the application of fixed-wing drones in potato yield prediction, they have great potential for large-scale potato field monitoring due to their high speed, long endurance, and large loads.

Compared to satellites that carry a fixed number and type of sensors, UAVs can readily change to appropriate sensors to meet specific needs. For example, it is feasible to extract information such as vegetation structure and reflectance from high-resolution RGB images for growth monitoring and biomass estimation. In contrast to digital RGB cameras that can function in the visible range, multispectral (MS) cameras obtain images at multiple spectral bands, including near infrared, which provides supplemented spectral information to estimate yield by calculating vegetation indexes (VIs). With the relatively low price of RGB and MS cameras, researchers often choose affordable small or medium-sized UAVs to conduct field trials. Most MS can only acquire a small amount of spectral information with low spectral resolution in the visible and near-infrared bands. In contrast, hyperspectral (HS) cameras provide higher spectral resolution with more continuous spectral information than MS. The above-mentioned spectral sensors have specific requirements for weather conditions when performing their tasks; in particular MS and HS need to acquire images in clear and cloud-free conditions.

Relative to passive sensors, active sensors can obtain highly accurate phenotypic information, such as plant height and biomass, independent of sunlight (ten Harkel et al., 2020). Light Detection and Ranging (LiDAR) and Synthetic Aperture Radar (SAR) are typical active sensors available on the market today. LiDAR obtains 3D and echo intensity information of vegetation to monitor crop growth based on the backward scattering characteristics of the light feature (Raj et al., 2020). SAR is a high-resolution active microwave imaging detection sensor that can penetrate clouds to obtain crop phenotypic information independent of atmospheric conditions and solar radiation (Lyalin et al., 2018). Active sensors such as LiDAR and SAR have not been applied in potato yield prediction. Due to the high cost of HS imaging sensor, reliable UAVs, such as the DJI Matrice 600 Pro (DJI Technology Co., Shenzhen, China) is preferred. Despite the advantages of UAVs for yield estimation at a large scale, there are still fewer studies on the application of UAV for potato yield prediction comparing to other staple crops. For reference, we summarize some previous studies of potato yield prediction combined with UAVs in Table 4.


Table 4 | Summary of aerial-based potato yield prediction.






3.1.3 Ground-based RS

Ground-based methods provide higher resolution and more angular image data for crop field phenotype. Many ground-based platforms have been developed, such as handheld or bracketed devices, ground carriers, tracks, ropeways, and fixed towers. They have their own unique advantages for different applications. Handheld or bracketed devices are simple and flexible in acquiring data. Tracks, ropeways, and fixed towers provide continuous observation of the same plot with high-precision sensors. However, they can only acquire data of specific plant samples. In contrast, ground carriers can perform data acquisition tasks over relatively larger areas.

According to our literature review, handheld or bracketed devices are still the most applied ground-based platforms for potato yield prediction. Different sensors have been used to predict potato yield by correlating various factors with yield. Zaeen et al. (2020) combined chlorophyll index (CI) and multiple VIs obtained by active sensors (Crop Circle™ and GreenSeeker™) to improve the performance of potato yield prediction. Their results indicated that the 18th and 20th leaf growth stages were the optimal period for data collection. No significant difference in accuracy between active spectral sensor and passive sensor was found for yield prediction in the early season by comparing handheld active sensors (Crop Circle™ and GreenSeeker™) with the portable MS Altum (MicaSense, Seattle, WA, USA) equipped on UAVs (Jasim et al., 2020). To the best of our knowledge, active sensors such as SAR and LiDAR have not been applied in potato yield prediction.

Proximal handled thermal infrared (TIR) imaging sensors could obtain canopy temperature at higher accuracy, but the accuracy decreased to ±5°C when integrating with UAV due to the impact of environmental conditions for potato yield prediction (Kelly et al., 2019). By capturing imaging data with combining a handheld infrared camera (Ti-32, Fluke Thermography, Glottertal, Germany) and a digital RGB camera (D5100 reflex, Kodak, Tokyo, Japan), an integrated adaptive neuro-fuzzy inference system with a genetic algorithm (ANFIS-GA) was used to predict yield of two potato varieties in a dry crop trial in Egypt (Elsayed et al., 2021). Similarly, we list some studies for potato yield prediction by ground-based RS in the Table 5. Other platforms were not identified for potato yield prediction.


Table 5 | Summary of ground-based potato yield prediction.







3.2 Selection of RS-based modeling parameters

The spectral, structural, thermal, and textural information of crop canopies are important indicators to explain yield variability (Maimaitijiang et al., 2020). Reflected light from the canopy allows us to estimate the photosynthetic capacity and other crop growth conditions of plants to predict yield. VIs highlight image spectral features to analyze crop phenotypic traits by fusing reflectance information from two or more bands; the normalized difference vegetation index (NDVI) is the most used VI in agriculture RS (Huang et al., 2021). In addition to NDVI, other VIs such as Soil-Adjusted Vegetation Index (SAVI), Ratio Vegetation Index (RVI) and Enhanced Vegetation Index (EVI) are also used in the field of potato yield prediction. Recently, Potato Productivity Index (PPI), calculated based on the two bands at 490 to 945 nm bands considering the key role of water stress on potato tuber development and yield formation, was designed for potato production practices by Gómez et al. (2021). All bands of Sentinel-2, NDVI, PPI, coupled with a random forest (RF) model were adopted to predict potato yield, with the R2 of 0.77. In addition to moisture, temperature is also an important environmental factor affecting potato tuber development. TIR cameras can generate thermal indices such as normalized relative canopy temperature (NRCT) to monitor temperature change on canopy to monitor drought tolerance (Elsayed et al., 2021). The difference between canopy temperature and air temperature can also reveal the water stress status of potato. The full spectral bands obtained by HS cameras provide more spectral information in visible and near infrared region for potato yield prediction than the spectral index above. Potato yield was predicted by using full-band spectra between 400 and 1000 nm (R2 = 0.81), which had better performance than using plant height and several VIs including Red-edge Chlorophyll Index 1 (CI1), Modified Chlorophyll Absorption Ratio Index (MCARI), Ratio2, and Red-edge Chlorophyll Index 2 (CI2) (R2 = 0.69) (Li et al., 2020).

It is essential to select the best period to estimate yield because of the great variation in the predicted performance of different growth periods. The weight of values at different growing periods were determined for estimating yield of potato using a handheld hyperspectral camera (Luo et al., 2020). They believed that the tuber expansion period (about 70 days after planting in this study) was the best period for potato yield prediction with an adjusted R2 = 0.83. In addition, it has also been noted that 90 days after planting is satisfactory for potato yield prediction (Li et al., 2020). This may be caused by the great variation in species and environmental conditions selected for different studies. Meanwhile, many studies have used time series data rather than single period data to predict yields (Fernandes et al., 2017; Aghighi et al., 2018). This could be due to the more comprehensive information on crop growth and development contained within the time-series data. For potato yield prediction, three-date Integrated SAVI (ISAVI) is a better predictor of yield than single-period SAVI (Sivarajan, 2011). Time-series data can also be applied to advanced algorithms such as Long Short-Term Memory networks (LSTM) and three-dimensional Convolutional Neural Network (3D-CNN).

Compared with spectral features, canopy traits such as LAI, plant height, and canopy cover (CC) can reflect the light use efficiency on the canopy. VIs combined with structural parameters such as plant height and LAI provides a better prediction of potato yield (Sharma et al., 2017; Tanabe et al., 2019). In contrast to passive RS, active RS comes with its own radiation source and reflects the characteristics of the ground by transmitting and receiving electromagnetic waves. Their applications are less affected by ambient light and the electromagnetic wave wavelength and emission mode can be set according to different land features, allowing them to obtain the vegetation spatial structure parameters more accurately. In addition to spectral and structural parameters, adding texture features can potentially impact the performance of yield prediction (Ma et al., 2022). However, there are no publications investigating potato yield prediction with texture features extracted from image analysis.

It is also difficult to fully represent the crop growth status by RS data alone. Integrating RS parameters with other indicators of agronomy and meteorology is an effective way to improve yield prediction capability. NDVI combined with plant height provides improved estimation accuracy of potato yield compared with using NDVI alone (Tanabe et al., 2019). Combining soil parameters, such as moisture, conductivity, and nutritional parameters, with NDVI obtained from handheld instruments, potato yield was predicted by Support Vector Machine (SVM) and the determination coefficient of different datasets ranged from 0.54 to 0.72 (Abbas et al., 2020). Likewise, RS information combined with meteorological parameters provides a good prediction of yield with the determination of coefficients ranging from 0.76 to 0.86 in winter and summer growing seasons (Salvador et al., 2020).




3.3 Evolution of RS-based yield prediction methods

Empirical modeling methods, such as Simple Linear Regression (SLR), Multiple Linear Regression (MLR), and Artificial Neural Network (ANN), are mostly used for current RS-based potato yield prediction. LR clearly shows the relationship between one or more explanatory variables and yield. SLR can build a linear relationship between a single parameter and the yield. Introducing more variables including VIs, agronomic parameters, and meteorology by MLR can improve model performance. However, since the relationship between the variables of the dataset is not linear in most real-life scenarios, a non-linear approach is necessary.

With the development of artificial intelligence (AI), ML models have been increasingly applied to RS-based potato yield prediction. An ANN model was constructed with variables including Vegetation Condition Index (VCI) and Temperature Condition Index (TCI) captured by NOAA-AVHRR between 1980-2014 (Akhand et al., 2016). Percentage error was calculated as lower than 10% to quantify the difference between actual and predicted yield. In addition, there are significant differences in prediction accuracy between various ML algorithms. Six ML algorithms (PLSR, Parcial Least Squares Regression; RF, Random Forest; Ridge, Ridge Regression; OLS, Ordinary Least Squares; SVM, Support Vector Machine; GLM: Generalised Linear Model) were compared for potato yield prediction at different irrigation levels using a Headwall nano-hyperspec imager, and ridge regression showed the highest accuracy with R2 of 0.63 (Sun et al., 2020). Yield prediction performance of several ML algorithms were compared using Sentinel-2 images and svmRadial got the highest accuracy (R2 = 0.93) (Gómez et al., 2019). It is also worth noting that varietal differences can significantly impact predicted results. ML combined with cultivar information and UAV-based images was used to improve potato yield prediction (Li et al., 2021). The results showed that RF and SVM models using only RS data yield poor estimation (R2 = 0.48-0.51) but had significantly improved performance (R2 = 0.75-0.79) when variety information was included. The use of ML algorithms combined with high spatial resolution images and cultivar information can significantly improve yield prediction for different potato varieties than approaches without variety information.

The AlexNet algorithm, proposed in 2012 as the first deep learning (DL) model, generates both low- and high-level features of data through a multilayer neural network as the input of fully connected layers before a classification task (Krizhevsky et al., 2017). Compared to conventional ML with handcrafted features, which reaches a bottleneck in model performance with increasing the size of training dataset, DL can further improve model performance by enlarging the training dataset due to the huge amount of generated features. The performance of MLR and AlexNet to assess potato yield was compared and concluded that the DL algorithm was superior (Tanabe et al., 2019). However, the accuracy of the proposed model was still not high enough to meet the requirement in practice, which encouraged the investigation of more complex DL networks. With the rapid development of DL, other networks including LSTM have been widely applied in yield prediction in recent years (Muruganantham et al., 2022). Many DL-based studies have been conducted in other crops (Tian et al., 2021; Liu et al., 2022). However, there is still a lack of application of such DL methods applied to potato yield prediction.

Different from the empirical models that do not have a complete mechanism of crop development, the physical model of RS considering spectra, radiation, and scattering, are deterministic based on the laws of physics. The PROSAIL, a combination of PROSPECT (leaf optical PROperties SPECTra model) and SAIL (Scattering by Arbitrarily Inclined Leaves model), considering leaf angle, canopy structure and biochemical properties of vegetation is widely used for to estimate chlorophyll content, LAI and biomass (Berger et al., 2018). A mechanistic physical model, such as the radiative transfer model, requires a thorough understanding of vegetation structure characteristics and radiative transfer theory. Probably due to high complexity of the models, physical models have not yet been applied to potato yield prediction.

Compared with the mechanistic models based on RS, the semi-empirical models allow a compromise by estimating intermediate variables or simplifying the model. The commonly used semi-empirical approach is the light use efficiency (LUE) model, which calculates dry matter yield by estimating total primary productivity and combining it with harvest index (Monteith, 1972). According to the principle of assimilates accumulation and distribution, yield could be calculated as the product of photosynthetically active radiation (PAR), fraction of absorbed PAR (FPAR), LUE, and harvest index (HI). Calculation formula is shown below:

	





4 Crop growth model for potato yield prediction

CGM delineate crop growth and development as a function of environmental factors, such as climatic, soil, and management parameters, predicated upon the physiological and ecological tenets of crops (Raymundo et al., 2014). The mechanistic simulation of potato development is an efficacious tool for predicting potato yield.



4.1 Evolution of potato CGM

The potato growth model has evolved from establishing fundamental principles to widespread application and continuous optimization. The original CGM was established by de Wit at Wageningen University during the 1960s (Bouman et al., 1996). Development of potato CGM began in the late 1970s when researchers designed a model based on physiological characteristics and field experiments. During this stage, the model simulated the accumulation and distribution of assimilates through potential light and thermal conditions, thereby simulating the process of potato yield formation. A simulation of potato growth was conducted by utilizing temperature, photoperiod, and soil moisture during specific time intervals (Sands et al., 1979). Light interception calculated from canopy cover was used to estimate potential potato yield (Van der Zaag, 1984). Similarly, it was posited that fundamental data such as the time of sowing and harvest, soil and air temperature, and solar radiation can be used to estimate the maximum dry matter yield of potatoes (Marshall et al., 1984). The POTATO model, crafted by Ng and Loomis (1984), is the pioneer mechanistic model for comprehensively delineating the morphology and physiology of potato. During this period, models primarily focused on productivity simulations without considering the effects of environmental stress on actual yield.

In the 1990s, soil water and nitrogen dynamic modules were successively incorporated into potato CGM. For instance, SUBSTOR-potato (Griffin et al., 1993), a sub-module of DSSAT, is utilized to simulate potato growth, with its water and nitrogen dynamics module derived from CERES (Crop Environment Research Synthesis). During the same period, numerous studies explored the optimization of potato irrigation and fertilization management schemes using CGM. Additionally, some research employed models to assess the impact of climate change on potato production.

Currently, models are being widely calibrated and validated across different regions to suit the needs of potato growth simulation. Additionally, CO2 response modules have been added to the CGM (Wolf, 2002), which have been extensively used for decision support and climate change response studies (Raymundo et al., 2018; Tang et al., 2021). The uncertainty in potato models caused by model structure, model input, and model parameters has already attracted the attention of researchers (Ojeda et al., 2020). This has been extensively studied in other crops (Bert et al., 2007; Wang et al., 2020). In addition, CGM utilize data of specific samples, which cannot reflect the spatial heterogeneity of large-scale farmland. Combination of the high-throughput and full-coverage advantages of RS with the complete mechanism of CGM makes the assimilation of RS and CGM an effective way to achieve continuous spatiotemporal monitoring of potato growth dynamics. For instance, in recent years, AquaCrop has emerged to simulate crop yield using CC as an intermediate variable, which is closely related to RS. However, there is still limited research on predicting potato yield using assimilation techniques. Table 6 illustrates the application of CGM for predicting potato yield in recent years.


Table 6 | Summary of CGM-based potato yield prediction.






4.2 Representative CGM

After more than 40 years of evolution, dozens of potato growth models have been built. The principles of CGM have certain commonalities. Most models include basic crop growth, meteorology, soil, and management modules. The models also have their own focuses and have formed their own schools in various parts of the world and in different application fields. In this subsection, we will introduce some common potato CGM and systematically evaluate their applications over decades.

The potential productivity of a crop can be derived by simulating the net photosynthesis and the percentage of assimilates apportioned to the tubers (Weir et al., 1984). Multiple CGM employ this underlying principle while integrating environmental modules such as soil and climate to simulate yield. Among the early potato models, POTATO stands out as a light-driven model, which completely simulates the growth and development of the crop. Nonetheless, this model is still an oversimplified representation of the crop’s growth. Potato yield was effectively modeled by modifying the POTATO model through adjusting the photosynthetic capacity of potatoes on cloudy days (Ewing et al., 1990). In contrast to POTATO, which results in overestimated yields, NPOTATO offers more accurate yield simulation (Wolf, 2002).

SUBSTOR-Potato, a light-driven model derived from CERES, is a more comprehensive and widely used model. For improved accuracy, SUBSTOR-Potato 2.0 added water and nitrogen simulation modules (Griffin et al., 1993). Over decades of research and experimentation, researchers have identified some shortcomings in the model. As the number of studies increases, the model is constantly being refined. In a Canadian study, SUBSTOR-Potato was applied to simulate yield, but an underestimation of 15% occurred due to incorrectly simulated soil moisture content (Mahdian and Gallichand, 1997). Similarly, the model predictions may still underestimate yields under extreme weather conditions. Data from 87 field experiments was synthesized and it was proposed that it is necessary to improve SUBSTOR-Potato to capture the effects of increased atmospheric CO2 concentration and temperature rise on crop growth (Raymundo et al., 2017). In DSSAT version 4.7, this problem was solved by modifying the response function (Raymundo et al., 2018). However, this version of DSSAT still neglects the impacts of pests and diseases on yield loss caused by quality degradation (Tooley et al., 2021).

LINTUL-Potato, which is based on the light interception and utilization model, carefully considers the influence of temperature and daylength on potato yield formation (Kooman and Haverkort, 1995). Temperature is significant in seedling emergence, light energy utilization, canopy morphogenesis, tuber bulking, and yield formation, while photoperiod has a considerable effect on light energy utilization and potato tuberization (Snyder and Ewing, 1989). By assessing the effect of freezing on yield, the simulated result of LINTUL-Potato showed that an increase in the cold tolerance of potatoes from -1°C to -2°C and -3°C led to respective increases in average yield of 26% and 40% (Hijmans et al., 2003). In addition, numerous models have been derived from LINTUL-Potato that are tailored to various scenarios. Van Delden et al. (2003) simulated nitrogen dynamics and potato yield under different organic nitrogen management strategies in the Netherlands using LINTUL-NPOTATO. Similarly, the LINTUL-Potato model was optimized for simulating yield of potatoes with different genotypes in the Andes Mountains by the International Potato Center (CIP). The revised model known as SOLANUM (Condori et al., 2010) showed acceptable results (R2>0.88). LINTUL-POTATO-DSS is an enhanced version of LINTUL-Potato that reduces the potential for errors during computation by utilizing fewer parameters (Haverkort et al., 2015).

Simulating the formation and distribution of photosynthetic assimilation products is essential in the CGM. Moreover, moisture dynamics are critical in determining potato yield. Some models utilize the transpiration or evapotranspiration of the crop or soil as a driver to simulate crop growth and yield formation processes. These water-driven models can assist in the development of rational irrigation practices for efficient utilization of limited water resources. The AquaCrop model (Steduto et al., 2009), developed by the Food and Agriculture Organization (FAO) of the UN, is an example of a water-driven model that calculates biomass as the product of water productivity (WP) and cumulative evapotranspiration, multiplied by a harvest index to determine yield:

	

where Y is final crop yield (kg·m-2), B is biomass (kg·m-2), HI is harvest index (%), Tr is transpiration (mm), and WP is water production efficiency (kg·m-2·mm-1).

Compared to other models that require numerous input parameters, the AquaCrop model is relatively simple and demands fewer input parameters. Furthermore, AquaCrop employs CC rather than LAI to depict the canopy structure, which allows for direct use of RS data with this model (Steduto et al., 2009; Sun et al., 2017). AquaCrop was employed to achieve better simulation results for potato tuber yield under varying irrigation conditions (R2 = 0.98, NRMSE=0.046) (Razzaghi et al., 2017). However, it should be noted that AquaCrop demonstrated limited efficacy in simulating each indicator at higher or lower irrigation levels (Jin et al., 2019).

Another class of water-driven model integrates a CGM with a hydrological model to describe the impacts of alterations in crop water management on potato respiration and yield. A combined SWAP-WOFOST model was employed to evaluate productivity and recommended the inclusion of capillary rise and recirculation in the model to enhance the precision of potato yield prediction (Kroes et al., 2018).

The improvement of crop yields is heavily reliant on the use of fertilizers, particularly nitrogen fertilizers. Nonetheless, excessive nitrogen application can inflate production costs, harm the environment, and pose risks to human health (Zhang et al., 2015). Precise management of nitrogen fertilizer can diminish pollution while also reducing expenses. Researchers recognized the significance of accurate nitrogen management several decades ago and integrated a nitrogen simulation module into the potato model. DAISY, a one-dimensional soil-plant-atmosphere system model, can simulate crop production, soil water balance, carbon and nitrogen cycles, and so on (Plauborg et al., 2022). DAISY was employed to simulate root abscisic acid (ABA) synthesis, stomatal conductance, transpiration and yield under water-saving irrigation conditions in potato crops (Plauborg et al., 2010). Potato yield under different split-N fertigation regimes was simulated and it was observed that prolonged N fertigation consistently increased yield (Zhou et al., 2018).

The APSIM-Potato model is part of the Agricultural Production System Simulator Next Generation (APSIM) family. APSIM simulates potato development and yield formation based on radiation, temperature, photoperiod, soil water, and nitrogen balance in daily increments (Keating et al., 2003). Many studies conducted in Australia and China have focused on water, nitrogen, sowing management, and strategies for coping with climate change (Tang et al., 2021; Li et al., 2022). APSIM-Potato, however, requires additional parameters to improve model performance (Borus et al., 2018).

The World Food Studies (WOFOST) model, developed based on the SUCROS model from Wageningen University, incorporates water and soil simulation modules to primarily simulate regional-scale crop growth and yield changes (Van Diepen et al., 1989). A study that simulated the yield of early potatoes under water-limited conditions indicated that simulation results of WOFOST are sensitive to water deficits (Kulig et al., 2020). Subsequent versions of WOFOST have included a CO2 response module to better simulate the effects of climate change on potato yields.




4.3 Assimilation methods

The utilization of RS technology enables high-throughput and non-destructive acquisition of crop phenotype data in the field. However, it falls short in simulating the crop yield formation process and lacks a strong mechanistic foundation. Mechanistic CGM simulate crop growth and development as well as yield formation processes, but they use specific samples, an aspect that is lacking in spatial expansion. The assimilation of RS and CGM can leverage the advantages of both to enhance the prediction accuracy of various crop canopy state variables and yields at regional and national scales. Despite several studies being conducted on RS and CGM assimilation for other crops, limited research has been conducted in potato. LAI acquired by Gaofen-1 (GF-1) satellite data was employed as the assimilated variable coupled with DSSAT-SUBSTOR with the SCE-UA optimization algorithm for regional potato yield prediction (Duan, 2019). The mean relative error (MRE) was only 6.17%, 9.45% lower than that of unassimilated RS data. Quiroz et al. (2017) estimated single-point potato yield using CC and the weighted difference vegetation index (WDVI) corrected crop growth model SOLANUM. Current data assimilation algorithms such as Ensemble Kalman Filter (EnKF) and Four-Dimensional Variational Data Assimilation (4DVAR), have emerged, which could lead to further research progress in assimilation studies of RS and CGM. Due to the lack of application of assimilation methods, the technical gaps might increase between yield prediction of potato and other crops.





5 Methods based on yield limiting factor

In the past, agronomists predicted potato yields by the “visual method” using basic conditions of local agricultural production and the growth of potatoes. Considering the impact of yield-enhancing technical measures and the yearly climate on yields, they assessed potato yields per unit area visually and by experience. However, this method relies on the investigators’ experience with crop growth and development patterns and yield formation rules, which is highly subjective. When new situations arise, such as the adoption of new technologies, the promotion of superior varieties, or when crops suffer severe losses due to abnormal disasters, the judgment of crop growth status often exceeds the investigators’ experience. This method thus often results in large errors in yield estimates and is rarely used in current agricultural production. Instead, quantitative yield estimation models based on LFs have become an important method for predicting potato yields.



5.1 Agronomic parameters-based methods

Methods employing traditional agronomic parameters were applied in potato yield prediction before the advent of RS and CGM. Earlier studies destructively sampled tubers to record potato weight and number of potatoes to estimate yield directly (Dyke and Avis, 1953). In addition, canopy parameters could be linked to yield by reflecting the growth status. The first category is structure indicators that can directly reflect photosynthetic capacity, such as LAI and leaf number. At the canopy structure level, planting density and number of leaves were used as yield indicators and achieved a reduction of mean squared error (MSE) of 9% (Singh et al., 2020). In addition, some physiological and biochemical indicators have been adopted. The highest correlation between yield and chlorophyll content (expressed as SPAD) has been revealed with an R2 value of 0.663 (Meng et al., 2021). The nutritional status of the 4th leaf, as measured by the Mg DRIS index (Mgi) and N DRIS index (Ni) during the onset of tuberization, have demonstrated potential as yield predictors. Moreover, N content in stems has shown a strong correlation with marketable tuber yield (MTY), while the Ca:N ratio in stems has displayed the highest correlation with MTY.

Traditional regression methods often have inadequate simulation performance, while some innovative methods provide better prediction results. For instance, a Canadian study demonstrated that using a three-input multiple-layer perceptron (MLP) network with cumulative LAI, maximum LAI, and cumulative rainfall achieved a higher accuracy in yield estimation than MLR and SUBSTOR (Fortin et al., 2011).

Methods based on agronomic parameters often require tedious field sampling. In addition to the plant itself, environmental and management factors, among others, can affect yield. Therefore, the ability of a method to simulate different cultivation and management conditions varies.




5.2 Environmental parameters-based methods

Environmental factors affecting crop growth, such as meteorology, soil, pests, and diseases, could be considered yield indicators. The concept of using meteorological data to replace destructive sampling for predicting potato yield was proposed in a report in 1929 by an unknown author in the American Potato Journal. In addition, the agro-ecological zone (AEZ) model, jointly developed by the FAO of the UN and the International Institute for Applied Systems Analysis (IIASA), predicted the yield potential of different potato farming areas based on statistical data in China from 1961 to 1997 (Cai et al., 2006). In a study examining the relationship between meteorology and yield variability over multiple years, models were constructed with 35 years of data based on MLR, stepwise regression, and BP neural networks, with MREs of 6.715%, 7.811%, and 4.479% (Yang S. et al., 2017). Piekutowska et al. (2021) constructed MLR and ANN models using yield data and meteorological and management data from 2010 to 2017, with the ANN model estimating potato yield more accurately (R2 = 0.86).

Furthermore, soil indicators have been utilized as predictors of potato yield in some studies. For instance, ANN and MLR models were constructed that incorporated soil infiltration resistance, organic matter, microbial load, and tillage system, resulting in superior prediction of potato yield, with R2 values of 0.951 and 0.894, respectively (Abrougui et al., 2019). Yield was simulated based on soil apparent conductivity and achieved an R2 between 0.57 and 0.66 (Frąckowiak et al., 2020). However, yield loss due to pests and diseases also constitutes an essential component of yield prediction theory. It was reported that the rate of yield loss caused by 64 potato cyst nematode eggs per gram of soil ranged from 8.5% to 56% and 9% to 58%, for two experimental sites (Hajihassani et al., 2013).

Several environmental indicators can be used as yield indicators because their variability greatly affects potato yield. However, as with methods based on agronomic parameters, these methods do not reflect the full range of potato yield formation.




5.3 Input-output model

The approach based on input-output theory considers various agricultural inputs, including human labor, energy, fertilizer, irrigation, pesticides, and so on (Chen and Wang, 2010). Some of the input-output model for yield prediction were developed by quantifying the effects of different energy inputs on yield by combining economic mathematical models such as the Cobb-Douglas function. Potato production was estimated in Iran using input-output theory combined with ANN and ANFIS, with correlation coefficients of 0.925 and 0.987, respectively (Khoshnevisan et al., 2014). Farm potato production was compared in Iran combined with various inputs, such as manpower, machinery, diesel, fertilizer, farmyard manure, pesticides, electricity, irrigation water, and seeds (Hamedani et al., 2015). In addition, empirical statistical models consider the yield of previous years as a crucial indicator for yield estimation.

This type of model generally employs a questionnaire to acquire the different forms of energy inputs. However, the most significant aspect of questionnaire approach might be the representativeness of the respondents and the authenticity of the survey data. Additionally, there are some differences in total energy consumption and potato yield among various production models (Al-Hamed and Wahby, 2016). For instance, the energy ratio, energy productivity, and net energy of large-scale farms (>3 ha) were considerably higher than those of smaller farms (Khoshnevisan et al., 2014). These factors constrain the applicability of prediction methods at different scales.





6 Discussion

This study revealed the research progress of estimating potato yield since 1953. A systematic review of different methods provides an important reference for understanding potato yield prediction applications. In this section, application scenarios, and advantages and disadvantages of various methods are systematically discussed. Additionally, the trend of potato yield prediction is prospected.



6.1 Application scenarios for yield prediction

Different application scenarios necessitate the use of matching yield prediction methods. Yield prediction could be used to create maps of potato yield layout in various regions and to identify the most suitable planting areas within the planting structure layout. Precise pre-harvest yield prediction at the international trade level is beneficial for early adjustment of trade policies to manage evolving international trade dynamics. Furthermore, in large-scale potato production, pre-harvest yield estimation enables development of timely marketing and storage plans to ensure economic benefits. We present several application scenarios and discuss the applicable yield prediction methods below.



6.1.1 Optimal allocation of resources

Potato yield forecasts at the regional and national level can support decision-making in planning growing areas and international trade. Satellite RS is the most intuitive and effective method to meet these demands because it can monitor the extent of potato cultivation over large areas while obtaining various parameters for assessing vegetation growth and predicting final yields. In contrast to traditional statistical survey methods, satellite RS can provide accurate and real-time maps of potato yield distribution. Combining yield mapping for other crops and yield projections for different geographic spaces under future climate change conditions can identify more suitable planting areas for each crop. The integration of satellite RS technology and CGM can facilitate the prediction of crop yields over large areas with greater accuracy and precision. Satellite-based RS could predict yield about two months before harvest to allow earlier development of trade strategies and ensure economic development and food security.

From a farm perspective, potato yield prediction provides decision support for marketing and storage strategies. High-resolution satellites could be used to predict potato yield for large plantings. However, it is preferable to use UAVs to acquire high-resolution image data for slightly smaller farmlands. Companies in smart agriculture could provide these special services. In addition, long-term yield forecasting services, such as MARS Crop Yield Forecasting System (MCYFS), are necessary for all stakeholders.




6.1.2 Precision management

Estimating potential yield through crop models and simulating potato productivity under different environmental conditions can offer suggestions to potato farmers to reduce yield differentials, such as implementing better management strategies for irrigation, fertilization, and sowing period (Deguchi et al., 2016; Li et al., 2022). UAV RS provides a fast and non-destructive way to access field phenotypes and is an important tool for decision support in field management. Various yield estimation models can also be integrated with intelligent management systems to achieve accurate field management.

The image processing and model building for UAV remote sensing and CGM can be challenging and require specialized skills. However, many growers may not have the necessary professional background to conduct yield prediction using these methods. To address this issue, smart agriculture companies with expertise can provide data collection, analysis, and integrated delivery services. For instance, a user interface based on the input-output model was developed using C-sharp that enables direct potato yield prediction (Al-Hamed and Wahby, 2016). In addition, the CGM could provide decision support for precision management by simulating the potato growth process under different management and climate conditions. However, it is still necessary to use different varieties to calibrate CGM in different regions. Due to the complexity of CGM, some simplified models, such as AquaCrop, might be suitable.

As smartphones become more prevalent, one approach to site-specific yield forecasting is to deliver dependable yield projections and decision-making support by incorporating multiple sources of big data into mobile devices and designing an intuitive user interface for potato farmers. It is critical that the yield estimation technique is practical and comprehensible. It should provide unambiguous information as accurately as possible while remaining applicable to commercial farming practices. Dispelling user misunderstandings is crucial in facilitating replication. Conducting pilot studies and demonstrating the effects of yield estimation in specific regions is an effective means of promotion.




6.1.3 Responding to climate change

Assessing the impact of climate change on potato growth and yield is beneficial for selecting the most suitable varieties and management strategies under climate change conditions. However, the impact of climate change on potato production varies due to differences in cultivation areas, growing seasons, and cultivation management practices (Bender and Sentelhas, 2020; Yagiz et al., 2020).

There are many studies pointing to a possible decline in potato yields under future climate change conditions. Applying future climate change scenarios to current potato cropping systems using an improved SUBSTOR-potato, it was pointed to a small decline in global tuber production by 2055 (-2% to -6%) and a large decline by 2085 (-2% to -26%)(Raymundo et al., 2018). DSSAT was used to simulate the yields of barley and potato under future climate change conditions (Holden et al., 2003). Non-irrigated potato tuber production in Ireland is projected to decline in 2055 and 2075 due to water shortages. A study of yield changes under future climate change scenarios for a variety of crops in Mexico using AquaCrop suggests that Mexican potato yields will decline (Arce Romero et al., 2020).

Interestingly, other studies have produced the opposite result. The possible negative effects of increased temperatures and reduced water availability for potato are offset by the positive effects of increased CO2 levels on water use efficiency and crop productivity (Haverkort et al., 2013). By mid-century, potato yield variability and productivity will increase in Belgium with greater variability between climate change models than spatial variability (Vanuytrecht et al., 2016). The differences in prediction results could be attributed to the different CGM and study areas used in these investigations. In addition, different climate change scenarios also produce different simulation results (Pushpalatha et al., 2021). Despite extensive research on the impact of climate change on potato yields, validation of previous climate change impact assessment results on yields is still lacking.

According to the prediction results, it is possible to implement corresponding countermeasures, such as changing the planting area or management practices. For example, optimizing sowing and irrigation strategies can improve agro-pastoral ecotone (APE) potato yield and water productivity (Tang et al., 2018). Delayed sowing and selection of medium-maturing potato varieties are important ways to cope with warm and dry climates in the APE of northern China (Li et al., 2019). WOFOST has been integrated into the Crop Growth Monitoring System (CGMS) to assess the impacts of climate change. The impact of climate change on potential productivity of potato was studied in West Bengal using the WOFOST crop growth simulation model (Dua and Sharma, 2017). They minimized the impact of climate change by selecting appropriate varieties and changing planting dates to design management strategies.





6.2 Comparison of different prediction strategies for predicting potato yield

Various prediction methods have their own characteristics. In this section, yield prediction strategies are compared and the knowledge gaps between potato and other crops are presented.



6.2.1 RS-based methods

RS-based methods could replace other destructive sampling methods by obtaining crop phenotype through non-destructive methods to build yield prediction models. Morier et al. (2015) inferred nitrogen stress and estimated potato yield combined with a handheld hyperspectral sensor (FieldSpec handheld spectroradiometer), which obtained similar results to destructive methods. In addition, there are significant variations between different platforms and sensors for predicting potato yield.

Satellite RS can be used to monitor large areas of field with its wide coverage. However, the constraints of cloud cover and revisit cycles might limit the availability of images. Additionally, the low spatial resolution of satellite results in a blended image element composed of soil and vegetation is challenging to process. Yield prediction using satellites faces significant challenges in many regions due to small plot sizes, mixed cropping, and intercropping. Advanced satellites and image processing methods might solve these problems. Satellites used for potato yield estimation are detailed in Table 2. Currently, satellites equipped with spectral sensors are still prevalent, and there is a lack of active RS satellites, such as the C-SAR-equipped GF-3 with high resolution of 1 m, applied to related research. In addition, hyperspectral satellites have not been applied to predict potato yield.

Compared to satellites, proximal RS is more suitable for site-specific rather than regional yield prediction. UAVs are a promising solution for precision agriculture management, given their high resolution, low cost, and flexibility. According to our literature survey, studies on potato estimation with UAV RS have employed a variety of sensors, but there are few applications of UAV-based active sensors. Fixed-wing drones are also applied less in potato yield prediction, although their applications in more rapid monitoring of large areas of farms cannot be ignored. Ground-based RS can capture phenotypes with higher resolution. However, handheld instruments have incomplete spatial coverage and are time-consuming for sampling. Additionally, fixed ground-based phenotyping devices have limited coverage and come with high costs.

Potato yield formation can be described as the production of photosynthetic assimilates multiply by the harvest index (Khan, 2012). The growth dynamics of the aboveground canopy can directly reflect canopy light energy interception and thus affect the formation of photosynthetic assimilation products. Therefore, many practical applications in the studies we investigated have been conducted to predict potato yield by directly obtaining aboveground phenotypes from passive optical sensors. However, they can only obtain information from the top of the canopy and are susceptible to clouds and light. Active sensors that used controlled sources of radiation, such as SAR and LiDAR, are not affected by weather and clouds. Another method is to detect the underground tubers directly by sensors with penetrating ability. Longer wavelengths are more penetrating because the object absorbs less of the wave. There has been a study conducted on the use of sound waves for detecting sweet potatoes in sandy soil (Iwase et al., 2015). However, the research is still in its preliminary stages. Computed tomography (CT) can be used to obtain potato tuber phenotypes non-destructively using X-ray to penetrate the soil for precise yield prediction. Nevertheless, CT is mostly used in indoor pot experiments (Ferreira et al., 2010), and it is difficult to apply it in open conditions due to the associated radiation dangers and the requirements of a receiver after penetrating the tuber. Ground penetrating radar (GPR) is an effective means of non-destructive detection of underground targets. Although GPR is still at the research phase in the detection of underground tubers in potato with limited throughput, this type of tool has great potential for future potato yield prediction (Cheng et al., 2022). Currently, there are few studies comparing active and passive sensors for potato yield prediction, and more research is needed to evaluate the predictive performance of both.

There are some differences in potato RS-based yield estimation compared to other crops. For example, computer vision (CV) is widely used in intelligent yield prediction to identify and count fruits for further harvesting and marketing decisions (Ramu and Priyadarsini, 2021), but potato tubers located underground are difficult to observe directly by conventional optical sensors. Sound waves and CT could obtain tuber phenotype without the effect of soil, but most studies are limited to potted plants. In complex field conditions, there is a lack of research on obtaining potato tuber phenotype directly for predicting yield. Furthermore, the leaves of potatoes are compound, and the propagation path of light between the leaves is different from that of rice and other field crops. It is necessary to improve or establish a dedicated RS-based yield prediction methods for potatoes, taking into account the inherent characteristics of potato.

Compared to the mechanistic model, most RS-based methods build empirical models by observing aboveground phenotype directly. In addition, these complex relationships between crop growth and external environmental factors, including meteorological conditions, soil nutrients, and field management, remain difficult to accurately capture through RS.

Despite significant progress in the development of theoretical models and operational systems for RS yield estimation, the limitations of current RS technology prevent accurate and quantitative reflection of the underlying mechanisms of crop development and yield formation.




6.2.2 CGM-based methods

CGM simulate yield with comprehensive information of variety, management, meteorological parameters, and soil. CGM thus have a complete mechanism to simulate the crop growth process, which is their most significant property. In addition, along with yield prediction, CGM can simulate other elements such as water and nitrogen dynamics of crops to provide support for precision management. Finally, combining CGM with climate change models could predict the yield potential under different regions, cultivars, and cultivation strategies under future climate change conditions to make optimal decisions.

However, most CGM make accurate simulations based on numerous input parameters, which is often difficult to achieve in potato production. In addition, CGM require laborious field trials to calibrate and validate the models for different varieties in different regions. Somewhat simplified CGM, such as AquaCrop and LINTUL-POTATO-DSS, which significantly reduce the number of input parameters, have also been developed in recent years. Additionally, the establishment of a database platform of shared variety parameters helps to enhance the applicability of the models.

Compared to large scale RS methods, CGM cannot reflect the variation of yield in different spaces by collecting data from specific samples. Assimilation of RS with CGM could extend the model application to a regional scale. In addition, although some models use a constant HI, the effectiveness of such an approach is not always satisfactory. Techniques for assimilating external observations into the model to continually adjust certain state variables and attributes can be used to enhance model performance. RS data can offer prompt updates on crop or environmental conditions, allowing for periodic updates of model simulations during the simulation process (Hao et al., 2021).

Currently, DSSAT-SUBSTOR is still the most widely used model for predicting potato yield. However, due to differences in the modeling principles of individual models, these models often exhibit different simulation results. Uncertainty due to differences in model structure could be reduced by multi-model ensembles (MME), which could improve the prediction performance compared to a single model (Martre et al., 2015).

In addition to yield, commercial attributes of potato are also very important. Tuber yield and tuber size (expressed as number of tubers per 10 kg) were simulated using LINTUL-POTATO-DSS (Machakaire et al., 2016). However, there were few studies that simulated commercial indicators such as potato tuber size. Additionally, unpredictable extreme weather events remain a concern, and even with the ability to anticipate and forecast potential risks, current capacity to cope with them is limited.




6.2.3 Methods based on yield limiting factor

Yield prediction based on physiological and biochemical agronomic indicators, require frequent manual sampling, but achieving full spatial coverage is often challenging. In addition, many agronomic parameter-based approaches employ one or a few parameters for empirical modeling, which might lead to weaker generalizability.

Meteorological parameter-based methods predict potato yields under specific climatic conditions, without laborious field sampling. However, multi-year historical yield and climate data is difficult to obtain in reality. As with the agronomic parameter-based approach, which employs an empirical approach to modeling, this method also oversimplifies. Simulation results are not reliable with drastic changes in weather conditions. Providing farmers with suitable agricultural insurance may be a way to mitigate the adverse effects of unexpected weather conditions. With the growing scope of agricultural informatization, developing a precise and comprehensive agricultural information data platform containing a range of meteorological and yield data is crucial to achieve multi-year yield prediction.

Yield prediction methods based on input-output theory necessitate multiple input parameters, which are frequently derived from interviews with growers. Meanwhile, farmer surveys are also labor-intensive. Ensuring the accuracy of the data collected can be challenging (Fermont and Benson, 2011).





6.3 Uncertainties of yield prediction

Uncertainty is a range centered on the true value, and the larger the range the greater the uncertainty (Lu, 2004). Model uncertainty emerges due to necessary simplification of the real physical process. Differences between the theoretical and real values due to various factors such as assumptions made during model construction, boundary conditions, and the difficulty of reflecting them in calculations at the current state of technology are considered model uncertainty (Xing and Guo, 2006). Potato yield formation is a complex system determined by a combination of cultivation management practices, climatic conditions, soil conditions, and varieties. The yield simulation process could be influenced by any changes in the above conditions. At the same time, different parameter selections, model inputs, and model structures can lead to uncertainty when constructing potato yield prediction models. It is important to address sources of uncertainty and improve the adaptability of model prediction accuracy and prediction confidence for accurate and reliable potato yield prediction (Ma et al., 2021).

The causes of uncertainty include inherent limitations in predictability (e.g., future greenhouse gas emissions) and deficiencies in forecasting skills (e.g., flaws in model design)(Challinor et al., 2013). Model structure, inputs, and parameters are the three main sources of uncertainty (Wallach et al., 2016). Although the empirical statistical model is computationally simple, there is uncertainty in the functional form and coefficients of different modeling approaches (Wu et al., 2014). Any simple model-based or empirical regression-based inversion is unlikely to produce stable inversion results, and accounting for errors in ground truth and sensor data can improve the estimation accuracy of the parameters in the model (Fermont and Benson, 2011). The mechanistic model simplifies the real growth state of the crop due to assumptions made in the construction process, boundary conditions, and the difficulty of responding in the calculations at the current level of technology. Therefore, the uncertainty caused by the model structure needs to be considered in yield prediction.

Moreover, the accuracy and representativeness of the yield prediction model largely depends on the accuracy of the input data, including weather, soil, and management information. The uncertainty of these input data, especially in large-scale applications, can lead to significant errors in the prediction results. Therefore, it is necessary to further improve the accuracy of input data acquisition and data processing methods to improve the accuracy of yield prediction methods. In terms of RS, its integration with other methods, such as ground-based sensors and machine learning algorithms, can also improve the accuracy and practicality of yield prediction models. For example, RS data noise and environmental stress can increase the prediction uncertainty (Ma et al., 2021).

Uncertainty in model parameters, on the other hand, is a bias in simulation results due to deviations in the selection of parameters. For example, the impact of parameter value uncertainty on spring wheat phenology prediction uncertainty was quantified, and the relative contribution of model structure-driven and parameter value-driven uncertainty to overall prediction uncertainty were assessed (Alderman and Stanfill, 2017).

Few studies address all three sources of uncertainty simultaneously. For CGM, most studies have been devoted to the resolution of model input uncertainty. Sensitivity analysis is the most used uncertainty analysis method to determine which model inputs are more important for simulation results (Matott et al., 2009). In addition, other methods such as Monte Carlo analysis, Bayesian methods, and Generalized Likelihood Uncertainty Estimation (GLUE) can be used for model uncertainty analysis. Currently, most uncertainty assessments focus on the three staple crops wheat, maize, and rice, with less research on potato. Yield forecasting is the most concentrated area of uncertainty research because of its importance and because the results are influenced by many factors (Chapagain et al., 2022).




6.4 Fusing multi-source information

The yield estimation performance of models with a single source of estimation information are often inferior to estimation models that combine data from multiple sources. Previous studies have shown that combining multiple image feature parameters can improve yield prediction accuracy. Incorporating various parameters in RS yield estimation models can improve model performance. The crop model AquaCrop was combined with an economic model for optimizing irrigation management at the farm level (Garcia-Vila and Fereres, 2012). It is significant to use field trials, simulations, and deep learning models to study changing sowing dates to mitigate the effects of climate change (Dewedar et al., 2021). By combining deep learning algorithms with multi-source imagery including LiDAR and optical sensors, crop detection can be significantly improved (Prins and Van Niekerk, 2020). Coupling crop models with RS data is now a common method for yield estimation. RS images can be used to invert the LAI and applied to the crop model. However, the inconsistent relationship of LAI with most VIs and saturation problems lead to uncertainty in yield estimation. Other canopy variables, such as CC can be used in the AquaCrop model (Steduto et al., 2009) for yield prediction instead of LAI.





7 Conclusion

In this paper, methodologies for potato yield prediction and its evolution were comprehensively reviewed. The advantages and disadvantages of various strategies for potato yield prediction were compared. Moreover, the uncertainties of models and multi-source data fusion for yield prediction were discussed, providing a foundation for future studies.

Currently, potato yield prediction on large farmlands commonly employs RS and CGM. RS-based methods obtain farmland image information quickly and comprehensively by making full use of the unique advantages of RS platforms and sensors, however it is difficult to reflect the intrinsic mechanism of crop growth. CGM-based methods simulate the yield formation process of the crop, but their operation is challenging due to the lack of spatial expansion. In addition, methods based on agronomic parameters, meteorological parameters, and input-output theory are also widely used in the field of potato yield prediction.

With the progress in RS platforms, sensor technologies, and AI algorithms, UAVs and satellites equipped with advanced sensors have become mainstream tools for field monitoring and yield prediction at regional scales, which can be used for resource allocation and trade decisions. In addition, with the incorporation of modules, including water, nitrogen, meteorology, and economics, mechanisms of CGM have been more comprehensive. Combined with the comparison and improvement of multi-model ensembles, potato models are continuously improved in terms of precision management.

Multi-source and time-series data have great potential for future yield prediction, despite the current study using a limited number of varieties and sample sizes for potato yield prediction. In the future, it is necessary to pay attention to large time-series data studies with multiple varieties and large sample sizes.
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An accurate assessment of vegetable yield is essential for agricultural production and management. One approach to estimate yield with remote sensing is via vegetation indices, which are selected in a statistical and empirical approach, rather than a mechanistic way. This study aimed to estimate the dry matter of Choy Sum by both a causality-guided intercepted radiation-based model and a spectral reflectance-based model and compare their performance. Moreover, the effect of nitrogen (N) rates on the radiation use efficiency (RUE) of Choy Sum was also evaluated. A 2-year field experiment was conducted with different N rate treatments (0 kg/ha, 25 kg/ha, 50 kg/ha, 100 kg/ha, 150 kg/ha, and 200 kg/ha). At different growth stages, canopy spectra, photosynthetic active radiation, and canopy coverage were measured by RapidScan CS-45, light quantum sensor, and camera, respectively. The results reveal that exponential models best match the connection between dry matter and vegetation indices, with coefficients of determination (R2) all below 0.80 for normalized difference red edge (NDRE), normalized difference vegetation index (NDVI), red edge ratio vegetation index (RERVI), and ratio vegetation index (RVI). In contrast, accumulated intercepted photosynthetic active radiation (Aipar) showed a significant linear correlation with the dry matter of Choy Sum, with root mean square error (RMSE) of 9.4 and R2 values of 0.82, implying that the Aipar-based estimation model performed better than that of spectral-based ones. Moreover, the RUE of Choy Sum was significantly affected by the N rate, with 100 kg N/ha, 150 kg N/ha, and 200 kg N/ha having the highest RUE values. The study demonstrated the potential of Aipar-based models for precisely estimating the dry matter yield of vegetable crops and understanding the effect of N application on dry matter accumulation of Choy Sum.
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1 Introduction

Choy Sum (Brassica rapa var. parachinensis) is one of the most productive and consumed vegetables in Asia (Kok et al., 1991; Zou et al., 2021). Accurate estimation of its dry matter yield is vital for the assessment of crop performance and decision-making during the growth season. Laboratory analysis of fresh or dry plants is conventionally performed to determine yield, but the process is time- and labor-intensive. Furthermore, plants are typically sampled on limited spots, which may not accurately represent dry matter yield across the complete region. Therefore, a quick and precise method for determining the dry matter yield of Choy Sum is required.

Due to the non-destructive, accurate, and timely access to crop information, the spectral-based remote sensing method has been used extensively in agriculture to estimate the crop agronomy parameters including nitrogen concentration, leaf area index, canopy coverage, and biomass (Mulla, 2013; Pereira et al., 2020). One typical approach is to use statistically selected vegetation indices to estimate crop dry matter of wheat (Erdle et al., 2011; Elsayed et al., 2021), rice (Gnyp et al., 2014), potato (Liu et al., 2022), etc. However, vegetation indices are prone to saturation at dense canopies, resulting in decreased accuracy of the estimation model (Wang et al., 2012; Gnyp et al., 2014). This is mainly due to the fact that spectral penetration at a specific wavelength is constrained on dense canopies, a mechanistic method that takes into account that plant growth is needed to address the problem of saturation. Thus, a method based on canopy intercepted solar radiation and its use efficiency is proposed in this study.

As plant dry matter (DM) is the production of photosynthetic activity, which uses sun radiation, it is determined by accumulated intercepted photosynthetic active radiation (Aipar) and the efficiency of using it (Leblon et al., 1991; Andersen et al., 1996). This can be expressed in the form of DM = RUE × Aipar, where RUE is the radiation use efficiency. RUE is a paramount parameter for crop growth models. Among all crop management factors, nitrogen (N) application rate can affect crop dry matter via its effects on Aipar, RUE, or both (Shah et al., 2004; Zhou et al., 2016). RUE is primarily controlled by crop net photosynthesis (Monteith, 1994), which in turn has a close dependency on leaf N concentration (Lawlor et al., 1989). Therefore, N fertilization affects RUE by influencing the photosynthesis rate (Muchow and Sinclair, 1994). Despite the fact that numerous studies have been conducted on the impact of N on RUE or Aipar (Chakwizira et al., 2018; Wang et al., 2020; Cafaro La Menza et al., 2022), very few of them have focused on the vegetable crop. Thus, the impact of N rates on the RUE of Choy Sum needs to be investigated. In addition, the potential of using the Aipar-based method to estimate the dry matter of vegetable crops is still unknown.

Therefore, the purposes of this study were to 1) explore the capacity of Aipar to estimate the dry matter yield of Choy Sum and 2) investigate the effect of N rates on the radiation use efficiency of Choy Sum.




2 Materials and methods



2.1 Field experiments

A 2-year field experiment was carried out from 2021 to 2022 at the Qiyuan farm site (30°100E, 119°480N), Hangzhou City, China. The experimental site has a typical subtropical monsoon climate condition and is characterized by abundant precipitation with mild seasonal temperature variation. The yearly mean annual temperature and total precipitation are 18.7°C and 1,930 mm, respectively. The predominant soil is characterized as loamy, having a pH of 7.9, total N content of 1.45 g/kg, hydrolytic N content of 199 mg/kg, and organic matter of 24.1 g/kg.

In 2021, Choy Sum was transplanted on April 15 and harvested on May 24. In 2022, Choy Sum was transplanted on April 1 and harvested on April 25. The average temperature was 22.9°C and the total precipitation was 147.0 mm in the growth season of 2021, while the average temperature was 18.1°C and the total precipitation was 121.7 mm in the growth season of 2022. Pumpkin and sweet potato were the previous crops in both seasons. Each plot had a size of 5 m × 5 m. The plant density was 0.15 m × 0.15 m and 0.3 m × 0.3 m in 2021 and 2022, respectively. Six treatments were included in each experiment differentiated by varying N rates of 0 kg/ha, 25 kg/ha, 50 kg/ha, 100 kg/ha, 150 kg/ha, and 200 kg/ha (defined as N0, N25, N50, N100, N150, and N200, respectively). The experimental design utilized in the field was a completely randomized block design, which consisted of three replications. Urea was used to apply N fertilizer at transplantation, while 30 kg/ha of phosphorus (P) and 90 kg/ha of potassium (K) were applied simultaneously. The administration of irrigation, pest control, and disease management were conducted in accordance with regional best practices.




2.2 Sample collection and data acquisition

A total of 90 and 54 samples were collected in 2021 and 2022, respectively (Table 1). Each plot had a sub-plot of 0.5 m × 0.7 m marked for sampling, and plants within the sub-plot area were collected and stored for subsequent analysis. Digital images and spectral measurements were taken prior to destructive sampling. All samples were desiccated in the oven at 105° C for 30 minutes and then at 75° C for 48 hours to measure dry matter, which refers to the dry weight of above-ground plant material per unit area. Subsequently, plant N concentration (PNC, %) of dried samples was determined by the Kjeldahl method (KDN-B, Shanghai Xinjia Electronic, Co., Ltd., Shanghai, China).


Table 1 | Field experimental design in 2021 and 2022.



A hand-held field spectrometer (RapidScan CS-45; Holland Scientific, Lincoln, NE, USA) was used to measure canopy spectral reflectance at 670 nm (defined as Red), 730 nm (defined as RedEdge), and 780 nm (defined as near infrared (NIR)) wavelength and provides normalized difference red edge (NDRE) and normalized difference vegetation index (NDVI) (Aranguren et al., 2019). For each plot, a representative row was selected for spectral data measurement. The instrument was maintained approximately 1 m above the crop canopy during the scanning procedure. The four most commonly used vegetation indices named NDRE, NDVI, red edge ratio vegetation index (RERVI) (Erdle et al., 2011), and ratio vegetation index (RVI) (Zhou et al., 2017) were calculated as follows.

 

 

 

 

A digital camera (D5600, Nikon, Tokyo, Japan) was used to capture crop images, which were held above the crop canopy at a distance of 1 m. Images were converted to HSI three-color space (hue, saturation, and intensity channels) using Matlab (The MathWorks, Inc., Natick, MA, USA) programming. The threshold of H values was used to generate binary pictures. Those pixels with H values between 0.2 and 0.4 were given the value 1 (green vegetation), while other pixels without vegetation were put to 0 (soil background). Canopy coverage was calculated as the proportion of the number of pixels with a value of 1 to the whole pixel number in the binary image.




2.3 Radiation interception measurement by light quantum sensor

Photosynthetic active radiation was measured by a light quantum sensor (model Li-190R, Li-Cor Inc., Lincoln, NE, USA), which was installed near the experimental site. The radiation sensor was connected to a data logger (model CR3000 Series), which was used to record incident photosynthetic active radiation every 10 minutes. Daily intercepted photosynthetic active par (Ipar) and accumulated Ipar of plant canopy were calculated as follows:

 

 

where I0 is photosynthetic active radiation retrieved directly from the sensor.   is the fraction of photosynthetic active radiation, which was substituted by observed canopy coverage in this study.   is accumulated intercepted photosynthetic active radiation, with t as the growth period under consideration.




2.4 Statistical analysis

The coefficient of determination (R2) was utilized to assess the general fit of the regression equation. Moreover, root mean square error (RMSE) indicates the performance of regression models. They were calculated as follows:

 

 

where   is the number of observations,   is the observed value,   is the mean of observed values, and   is the predicted value.

The Tukey–Kramer method was applied to test the significant differences of PNC, DM, and RUE under different N treatments. The nominal alpha value of 0.05 was applied to determine R2 and significance levels. In this study, OriginPro 2023 (OriginLab Corp., Northampton, MA, USA) was used to draw all graphs, and SPSS 14.0 software (SPSS Inc., Chicago, IL, USA) was used to perform statistical analysis.





3 Results



3.1 Effect of N rates on plant N concentration and dry matter

Table 2 displays the variation in PNC at different growth stages. In 2021, the PNC ranged from 3.02% to 5.71%, while in 2022, it ranged from 3.14% to 4.99%. In both seasons, the PNC of Choy Sum declined with the progress of crop growth. In 2021, the PNC of N0 and N25 treatments was significantly lower than that of the other treatments (N100, N150, and N200). The results in 2022 showed a similar pattern to 2021, although PNC of N25 only showed a significantly lower value until 25 days after transplanting.


Table 2 | The variation in plant N concentration (PNC, %) of Choy Sum under different N rates in 2021 and 2022.



The dry matter of Choy Sum varied from 4.30 g/m2 to 93.12 g/m2 in 2021 and varied from 3.87 g/m2 to 20.57 g/m2 in 2022 (Table 3). In 2021, a notable difference was detected in the dry matter between low N treatments (N0 and N25) and high N treatments (N50, N100, N150, and N200) at all growth stages. In 2022, there was also an obvious difference in the amount of dry matter between high N treatments (N100, N150, and N200) and low N treatments (N0 and N25) at 16, 20, and 25 days after transplanting.


Table 3 | The variation in plant dry matter (g/m2) of Choy Sum under different N rates in 2021 and 2022.






3.2 Estimation of dry matter using vegetation indices and Aipar

Dry matter was estimated by two different models in this study, i.e., spectral vegetation index-based and Aipar-based models. Dry matter and vegetation indices were observed to be closely related. Their relationship can be best fitted by exponential models (Figure 1), while the performances of linear models were relatively worse than those of the exponential ones. The coefficient of determination of all exponential models had considerable R2 of 0.74, 0.76, 0.75, and 0.76 for NDRE, NDVI, RERVI, and RVI, respectively. In contrast, the correlation between dry matter and Aipar was significantly linear (R2 = 0.82).




Figure 1 | The relation between dry matter (g/m2) and NDRE (A), NDVI (B), RERVI (C), RVI (D), and Aipar (E) across 2021 and 2022 seasons. The number of samples is 48, and each value is the mean of three replicates. E and L stand for exponential (E) and linear (L) models, respectively. All fitted relationship functions were tested to be highly significant. NDRE, normalized difference red edge; NDVI, normalized difference vegetation index; RERVI, red edge ratio vegetation index; RVI, ratio vegetation index.






3.3 The relationship between dry matter and accumulated intercepted photosynthetic active radiation

A linear relationship between DM and Aipar was detected across different N rates in both 2021 and 2022 (Figure 2; Table 4). The linear relationship was derived from the equation of DM = RUE × Aipar, where RUE was treated as the slope of the linear function, and a comparison of RUE of different N treatments was also conducted. In both 2021 and 2022, the RUE of N0 and N250 was substantially lower than the RUE of other treatments. N200 obtained the highest RUE of 0.21 in 2021, while N100 obtained the highest RUE of 0.11 in 2022. Significant differences in RUE between N100, N150, and N200 were not detected. The R2 values of all regression models were higher than 0.95.




Figure 2 | The linear correlation between dry matter and accumulated intercepted photosynthetic active radiation (Aipar) across different N levels in 2021 (A) and 2022 (B).




Table 4 | Radiation use efficiency (RUE) of Choy Sum in 2021 and 2022.







4 Discussion



4.1 Estimation of dry matter by spectral- and Aipar-based models

In this study, both Aipar-based and spectral reflectance-based models were adopted to estimate the dry matter yield of Choy Sum, and the performances of these two types of models were comprehensively compared. Four commonly used vegetation indices were extracted from the active field spectrometer to build estimation models of Choy Sum yield.

The relationships between vegetation indices and dry matter yield were best fitted by exponential models, which outperformed the linear ones, suggesting saturation problems occurred when dry matter approached a certain high level (Figure 1). This phenomenon agreed with the findings of other studies, where saturation often occurred for high biomass or LAI values in the late growth stage. For instance, it occurs when biomass reached 3 t/ha or NDVI approached 0.95 for rice (Gnyp et al., 2014), or NDVI reached 0.8 for wheat (Erdle et al., 2011), while it occurred when NDVI was approximately 0.8 for Choy Sum in this study. Nonetheless, dry matter can still be satisfactorily estimated by vegetation index-based models over the two seasons (Figure 1).

The saturation issue could be well addressed using the Aipar-based model, as Aipar increased proportionally to dry matter, even when the canopy approached a high level (Figure 1); this is due to the fact that the parameter of Aipar integrates not only canopy coverage but also actual sun radiation. The constraint of the study is that Fipar was not directly measured; alternatively, canopy coverage was used as a substitution for Fipar. This could lead to a deviation of the true RUE values, although Haverkort reported that canopy coverage could be used as an approximation of Fipar on potato crops (Haverkort et al., 1991; Chakwizira et al., 2015). Many studies calculated Fipar from remote sensing or leaf area index since there exist close relationships and turned out to be relatively accurate (Zhou et al., 2017; Chakwizira et al., 2018; Peng et al., 2021). Nonetheless, the Fipar estimation method in this study has rapid access at a lower cost, despite some precision sacrificed.

Furthermore, since only 2 years’ data in one site were contained in this study, and there existed many factors of environmental variation, the specific model may not be so universal over a large scale of time and space but would be a similar trend.




4.2 Effect of N rates on RUE

In both 2021 and 2022, significantly lower RUE was detected in non-nitrogen (N0) and low-nitrogen treatments (N25) than in the high N treatments of N50, N100, N150, and N200, among which RUE showed no difference. This indicated that the accumulation of dry matter was caused by the increase of not only Aipar but also RUE. When the N rate was above 50 kg N/ha, RUE will not be a restriction factor for DM accumulation, implying DM increase was entirely caused by Aipar increase resulting from N application. Crops have different strategies to cope with N deficiency; some crops maintain chlorophyll content to keep constant radiation use efficiency, i.e., with RUE unaffected. The research in potatoes showed that RUE remained unchanged at different N levels (Millard and Marshall, 1986; Bangemann et al., 2014), as potatoes tend to reduce the leaf area instead of photosynthesis efficiency per unit leaf area when N is insufficient (Vos and van der Putten, 1998); a similar phenomenon is also demonstrated on beet crops (Chakwizira et al., 2018). In contrast, other studies showed that RUE increased significantly with N application and leveled off when the N rate reached to medium level on corn (Muchow and Davis, 1988; Kaur et al., 2012; Kar and Kumar, 2016). In the case of Choy Sum, increased leaf N content was mainly used for thylakoid accumulation in photosynthetic cells and synthesis of carboxylases, rather than increasing leaf area to capture light (Khairun et al., 2016), corroborating well with the discovery of this research. In conclusion, N application significantly increases the RUE of Choy Sum when the N rate is below 50 kg N/ha. However, beyond this threshold, further increases in the N rate did not affect RUE.





5 Conclusions

This study evaluated the performance of Aipar and spectral-based methods for estimating the dry matter yield of Choy Sum over two growing seasons. The results showed that the relationships between DM of Choy Sum and vegetation indices were best fitted by exponential models due to the saturation problems in the case of high biomass, while Aipar had a significant linear relationship with DM (R2 = 0.82) even when the canopy approached a high level. This suggests that Aipar could be used as a better candidate for dry matter yield estimation. With regard to the effect of N application on the RUE of Choy Sum, the RUE of crops applied with low N (0–25 kg N/ha) was significantly lower than crops applied with high N (50–200 kg N/ha). Therefore, when applied with a N rate above 50 kg N/ha, dry matter yield production of Choy Sum will not be constrained by reduced RUE.
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In an era of climate change and increased environmental variability, breeders are looking for tools to maintain and increase genetic gain and overall efficiency. In recent years the field of high throughput phenotyping (HTP) has received increased attention as an option to meet this need. There are many platform options in HTP, but ground-based handheld and remote aerial systems are two popular options. While many HTP setups have similar specifications, it is not always clear if data from different systems can be treated interchangeably. In this research, we evaluated two handheld radiometer platforms, Cropscan MSR16R and Spectra Vista Corp (SVC) HR-1024i, as well as a UAS-based system with a Sentera Quad Multispectral Sensor. Each handheld radiometer was used for two years simultaneously with the unoccupied aircraft systems (UAS) in collecting winter wheat breeding trials between 2018-2021. Spectral reflectance indices (SRI) were calculated for each system. SRI heritability and correlation were analyzed in evaluating the platform and SRI usability for breeding applications. Correlations of SRIs were low against UAS SRI and grain yield while using the Cropscan system in 2018 and 2019. Dissimilarly, the SVC system in 2020 and 2021 produced moderate correlations across UAS SRI and grain yield. UAS SRI were consistently more heritable, with broad-sense heritability ranging from 0.58 to 0.80. Data standardization and collection windows are important to consider in ensuring reliable data. Furthermore, practical aspects and best practices for these HTP platforms, relative to applied breeding applications, are highlighted and discussed. The findings of this study can be a framework to build upon when considering the implementation of HTP technology in an applied breeding program.
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1 Introduction

Severe weather and climate change are creating new challenges in maintaining and improving global food production. Plant breeding is an important tool in adapting to these difficulties (Brown et al., 2015). However, the plant breeding process is not immune to extreme or unpredictable environmental conditions, impacting selection efficiency and genetic gain (Xiong et al., 2022). Despite steady increases in genetic gain, global cereal crop demand is projected to surpass production by 2050 (Ray et al., 2013). A practical method for increasing crop production is through the release of new cultivars by increasing genetic gain. On average, it takes 7-12 years to release a new winter wheat cultivar (Carver, 2009). Thus, it is imperative to look at new methods that increase genetic gain, decrease cycle time, and improve grain yield in an era of climate change and extreme environmental variables (Xiong et al., 2022). Recent advancements in genomic technologies have provided breeders with large amounts of data to utilize genomic and marker-assisted selections. However, genomic data has limited use without the backing of phenotypic data, creating a new bottleneck in the industry, and limiting cultivar development efficiency (Mir et al., 2019). One proposed solution to this limitation is implementing high throughput phenotyping (HTP) methods associated with established breeding strategies (Reynolds et al., 2020).

The development of HTP results from advancements in imaging sensors, image processing technology, and an understanding of secondary phenotypic traits (Pauli et al., 2016; Mir et al., 2019). Despite these advancements, unoccupied aircraft systems (UAS) technology can be fastidious and resource intensive for simple plant breeding applications. Most HTP strategies require the purchase of expensive specialized equipment and tedious data standardization and processing pipelines. There is a continued need to identify and adapt HTP technology to better aid the breeder while maintaining cost-effectiveness (Reynolds et al., 2020).

There are three primary options in field-based HTP. Satellites allow for the high throughput collection of field-scale images yet are limited by image frequencies and resolution, critical factors in plot-level research applications. Alternatively, ground-based and handheld systems provide high resolution imaging across a wide range of frequencies but can be challenging to handle and capture larger-scale, multi-plot images quickly. UAS provide a “goldilocks” ratio of utility, temporal frequency, and spatial resolution (Araus and Cairns, 2014; Song et al., 2021). Rotocopters are a versatile platform that allows for high throughput, high resolution image capture. Due to power usage and battery capacity, the limitations of the platform arise in payload capacity and flight time (Sankaran et al., 2015b; Xie and Yang, 2020).

The spectral reflectance data collected from handheld radiometers and UAS cameras has minimal uses in its raw form. Spectral reflectance indices (SRI) are used to evaluate target features and remove image noise creating a practical, standardized trait value (Myneni et al., 1995; Xue and Su, 2017). Vegetation indices are developed by evaluating the reflectance value of the plant canopy at specific light bands associated with photosynthetic mechanisms. Normalized Difference Vegetation Index (NDVI) is a prevalent index used to evaluate plant health by evaluating contrast in the maximum absorption of red in the leaf through chlorophyll pigmentation and the maximum reflectance of near-infrared due to leaf cellular structure (Rouse, 1974). Normalized Difference Red-edge Index (NDRE), another popular standard vegetation index, works similarly to NDVI but replaces red with red-edge absorption relative to NIR (Gitelson and Merzlyak, 1996). The vegetation index used depends on the crop, growth stage, and target trait. These factors influence reflectance values and relative index effectiveness (Wientjes et al., 2017; Lozada et al., 2020; Herr et al., 2023). Vegetation indices have many applications in capturing routine trait estimates like plot quality, biotic, and abiotic stress (Sankaran et al., 2015a; Guo et al., 2021; Sarkar et al., 2022; Sapkota et al., 2023), as well as previously infeasible traits like chlorophyll content and nitrogen content (Xie and Yang, 2020; Yin et al., 2022). Unlike vegetation indices, water indices such as Normalized Water Index (NWI) use infrared range reflectance to evaluate stomatal conductance and overall photosynthetic efficiency (Babar et al., 2006). Water indices can evaluate and predict relative water content, leaf osmotic potential, stomatal conductance, and canopy temperature(Gutierrez et al., 2010; Bal et al., 2021; Visitacion et al., 2022).

For most breeders working with cereal crops, grain yield is the critical trait of interest and an ideal gauge of overall biological and economic performance. Grain yield in wheat is highly quantitative and can make selection efficiency difficult (Reynolds et al., 2012). It is well established that NDVI and other vegetation indices like NDRE and NWI, through high throughput multispectral imaging, correlate with cereal crop grain yields (Geipel et al., 2014; Gracia-Romero et al., 2017; Lozada et al., 2020). It has also been shown that SRI data can be utilized to improve tools like genomic selection for grain yield. Thus, grain yield is an appealing trait for a breeder to focus on when implementing HTP approaches (Reynolds et al., 2020; Montesinos López et al., 2022; Herr et al., 2023).

SRI heritability and correlation to grain yield are leading indicators of SRI and platform utility. A strong repeatable relationship to grain yield can determine data quality and efficiency of selection in large-scale field-based breeding applications. While the sensors evaluated in this study collected the same SRIs, each has a different manufacturer, sensor type, and processing pipeline. Sensor differences create the potential for variances in data value and quality. These variances are compared and discussed. Finally, the practical aspects of the platforms are compared for their potential cost relative to the benefit they could provide (i.e., the improved resolution of ground collected data is not worth the extra logistics required in data collection).

With the growing interest in utilizing high throughput phenotyping technology in plant breeding, this study aimed to compare the SRI data collected from breeding trials between ground systems and UAS and determine if the use of ground-based handheld systems provides an increased resolution and data quality that justify the negative aspects of the platform, like collection time, data noise, and secondary applications.




2 Materials and methods



2.1 Study population

The Washington State University (WSU) winter wheat breeding program has collected multispectral data with three different phenotyping systems as indicated in Figure 1: A handheld multispectral radiometer, the Cropscan MSR16R (CROPSCAN Inc., Rochester, MN, USA), a handheld full-range hyperspectral spectro-radiometer, the Spectra Vista Corporation (SVC) HR-1024i (Spectra Vista Corporation, Poughkeepsie, NY, USA), and a UAS-based system, a Sentera Quad Multispectral Sensor (Sentera Inc., Minneapolis, MN, USA) mounted on a DJI Inspire 1 rotor copter platform.




Figure 1 | The imaging systems used in this study were (A) a DJI Inspire 1 UAS with a Sentera Quad Multispectral Sensor, (B) Cropscan MSR16R, and (C) SVC HR-1024i. (D) highlights the study location.



Data for all platforms was collected at anthesis due to its established relationship with grain yield (Duan et al., 2017; Lozada et al., 2020). Each population evaluated was sampled on the same day by both the UAS and compared handheld system. Handheld data was collected within a six-hour window of solar noon, which was the typical time required to collect data given the number of plots in the trials. UAS data was collected within a four-hour window of solar noon. In these trials, UAS data was often collected at or near solar noon to try and be in the middle of the handheld data collection timeframe, and flights often took 20 minutes. The UAS mounted with the Sentera camera flew a programmed route at an altitude of 45 m, with an 85% longitudinal and lateral overlap of georeferenced images. All data was collected on days with clear skies to limit variability in solar radiation. All trials were grown in Pullman, WA, as shown in Figure 1, and include:

	A genetically diverse Quality Association Mapping (QAM) panel;

	Unreplicated single plot yield trials of soft white and hard red winter wheat;

	Replicated alpha-lattice preliminary yield trials of soft white and hard red winter wheat;

	Replicated alpha-lattice advanced yield trials of soft white and hard red winter wheat.



Table 1 outlines the study populations’ characteristics, including year, trial design, total number of unique entries, number of total plot observations, and HTP data type collected. Plots were planted using a double-disc 8-row small plot planter at a seed density of 250 seed per square meter. Total plot size was 1.5 meter wide by 3.5 meter long. Ground was prepared by grower cooperators using minimum-tillage techniques and practices customary of the region. Grain yield data were collected at all locations with a Zurn 150 harvester (Zurn Harvesting GmbH & Co. KG, Waldenburg, Germany). Weather data for each year can be found at https://weather.wsu.edu/ for the Pullman, WA location. Single environment adjusted means were calculated for all observations of grain yield. Grain yield was the focus of observation given its importance as the final end-value selection parameter in many plant breeding programs.


Table 1 | Study populations for HTP platform comparison.






2.2 UAS phenotypic data

The Sentera Quad Multispectral Sensor covered target bands of interest for winter wheat evaluation. The camera has four sensors that cover eight broad spectral bands between 450 nm and 970 nm. Collected UAS images are stitched and prepared for data extraction in Pix4Dmapper (Pix4D Inc., Denver, CO, USA), creating a single orthomosaic image for each sensor per location. Orthomosaic images were transferred to Quantum Geographic Information System (QGIS) for plot identification and then further processed with a custom R code for calibration, index calculation, and single plot mean data extraction. In 2018 and 2019, a single reflectance panel (85% reflectance) was used for radiometric calibration on RBG and red edge bands. Quantum efficiency coefficients were used to calculate NIR using:

	

The NIR band was then normalized with a coefficient of 3.07 during the calculation of SRIs (Ortiz et al., 2021). In 2020 and 2021, a set of calibration panels (five panels ranging from 2% – 85% reflectance, MosaicMill Oy, Vantaa, Finland) was implemented. Iqbal et al. (2018) developed a simple radiometric calibration methodology using a set of calibration panels with a known variation of reflectance at each broadband wavelength of interest. The band layers are adjusted based on the relationship:

	

where digital numbers (DN) are the raw observed pixel values for collected orthomosaic images and Surface Reflectance (SR) is the true reflectance value. Slope (m) and intercept (b) are variables explaining the relationship between observed and true values of the reflectance panels. Once slope and intercept are calculated based on the reflectance panels’ regression, the corresponding bands can be adjusted.




2.3 Ground phenotypic data

Like the Sentera sensor, the CROPSCAN MSR16R covers target bands of interest. The CROPSCAN radiometer has 16 broad spectral bands that range from 430 nm to 970 nm. Before data collection the sensor is calibrated using manufacture provided calibration panel. The sensor was attached to a pole and placed 1m directly above the wheat canopy in the middle of the plot. One plot is collected at a time, and a mean value for each spectral band is logged for that plot. An irradiance light sensor accounts for light variation and reduces noise in reflectance values. The CROPSCAN MSR system software is used to retrieve collected band values. Plot reflectance values were normalized across all observations by dividing each plot reflectance value by the standard deviation of reflectance values within a trial.

The SVC HR-1024i is a hyperspectral sensor collecting thousands of narrow band values between 338 nm and 2515 nm for each plot. Before sampling, the sensor was calibrated using the manufacture provided calibration panel. The SVC was held by hand at a height of 0.75 m above the plot at an approximate 20-degree angle. Collected SVC data reflectance curves were observed for each plot. Observations with abnormal reflectance curves below 1000 nm were removed from the evaluation. Band reflectance values were normalized as done with CROPSCAN data. Broadband values that reciprocate the collected UAS bands were then calculated by averaging all SVC narrowband values within the 50 nm desired broadband window.




2.4 Spectral reflectance indices calculation and data analysis

Comparing these systems is based on three overlying factors: grain yield correlation with water indices, grain yield correlation with vegetation indices, and overall utility for a large-scale breeding program. The processed spectral reflectance data collected from each plot for both the handheld and UAS platforms were used to calculate the vegetation indices NDVI, NDRE, Transformed Chlorophyll Absorption Reflectance Index (TCARI), Modified Triangular Vegetation Index (MTVI), and the water index, NWI. NDVI and NWI are the most commonly used in each of their corresponding categories and are ideal measures of plant stress and canopy water stress, respectively, in winter wheat (Prasad et al., 2007; Lozada et al., 2020). NDRE, TCARI and MTVI were chosen because of their past success in our breeding program in correlating to yield and accounting for environmental variability. The spectral reflectance bands used and formulas for these indices are shown in Table 2.


Table 2 | Spectral reflectance index equations.



Broad-sense heritability (H2) was calculated for SRIs across all sampled locations for grain yield. Genotype, replication, block, environment, and genotype by environment variation were used as random effects in the calculation of H2 with the formula:

	

where   is genetic variance,   is variation due to genotype by environmental effect,   represents variation due to error, x signifies the number of environments, and r represents the number of replications (Bernardo, 2002). Variance components used in heritability calculations were estimated using the “lme4” package in R. Heritability, in conjunction with correlation to grain yield, will indicate an index’s success in indirect selection.

Phenotypic correlations among traits were calculated within the two datasets as Pearson correlations using “cor’ function in R. Scatterplots and regressions for each unique year and platform combination was generated using “ggplot2” in R.

Principal component analysis (PCA) was conducted for the 2018-2019 and 2020-2021 populations using NDVI, NDRE, TCARI, MTVI and NWI for each platform as well as grain yield. PCA was conducted using the “FactoMineR” package in R.





3 Results



3.1 SRI correlation across platforms and with grain yield

Within each population, the correlation of indices was evaluated between collection methods as well as between indices and grain yield. In 2018-2019 correlations with grain yield were close to zero or slightly negative with handheld NWI, ranging from -0.23 to 0.22. Handheld NDVI was negatively associated with UAS NDVI with a correlation of -0.48, whereas handheld NWI and NDRE had a small positive association with UAS with a correlation of 0.24 and 0.2, respectively. In the 2020-2021 population, NDVI and NDRE had a moderate to high positive correlation between collection strategies and grain yield, as seen in Figure 2 and reinforced by PCA in Figure 3. NWI had a low correlation between UAS and handheld, with a coefficient of 0.07. When correlated to grain yield, UAS and handheld NWI had a negative association of -0.34 and -0.67, respectively. The negative correlation between water-based indices and grain yield was supported in PCA. This negative correlation is expected in NWI with both vegetation indices and grain yield. A lower NWI value indicates higher water content in crop canopy.




Figure 2 | Correlation table of grain yield, handheld collected SRIs, and UAS collected SRIs in (A) 2018-2019 population and (B) 2020-2021 population. NDVI, Normalized Difference Vegetation Index; NDRE, Normalized Difference Red Edge; NWI, Normalized Water Index.






Figure 3 | Linear regression of grain yield and handheld NDVI (A, C, E, G) or UAS NDVI (B, D, F, H) in each year evaluated. NDVI, Normalized Difference Vegetation Index.






3.2 Linear relationship of SRIs to grain yield

A clearer relationship can be seen when linear regressions are conducted with SRIs and grain yield, as seen in Figure 3. Across all years and environmental conditions, UAS NDVI has an expected linear distribution relative to grain yield. Both handheld systems used in this study produced high NDVI values across observations while producing more non-normal distributions relative to grain yield. UAS NDVI generally has a stronger linear relationship to grain yield over the handheld counterpart. Only NDVI is shown because of its relevance to wheat. All other SRIs evaluated have similar trends.




3.3 PCA of SRIs across platforms and grain yield

The first principal component (Dim1) captured between 35.6% and 55.8% of the phenotypic variation. The second principal component (Dim2) was only able to explain between 30.9% and 22.4% of trait variation. PCA biplots of individuals in both populations group years along Dim1, indicating strong between-year environmental variability. QAM diversity panels group closely within their given year, while breeding trials (single plot, preliminary, and advanced) tend to spread across Dim2. As seen in Figure 4, the 2020 observations are tightly grouped due to ideal growing conditions reducing genetic expression in trait variability. In 2018-2019 handheld generated indices contributed most in Dim1 while UAS generated indices contributed more in Dim2. This differs from 2020-2021 where most indices were contributing to Dim1 whereas only handheld MTVI and UAS NWI were major contributors to Dim2.




Figure 4 | Principal component biplot of individuals and vector of variables in (A) 2018-2019 population and (B) 2020-2021 population showing the genetic relationships of QAM diversity panel, early generation single plot, preliminary, and advanced trials.






3.4 Heritability of grain yield and SRIs in evaluated trials

Broad-sense heritability for spectral indices of all years evaluated was moderate to high, with a range of 0.50 to 0.80. Grain yield heritability was also calculated at 0.65 in 2018-2019 and 0.76 in 2020-2021, as seen in Table 3. Across both populations, UAS collected indices had a higher heritability than handheld collected indices. This difference was greater with NDVI and NDRE than with NWI.


Table 3 | Broad-sense heritability (H2) of grain yield, UAS indices, and handheld indices.







4 Discussion

In this study, we have outlined the differences in the correlation and heritability performance of SRIs collected from handheld and UAS systems relative to grain yield. This study evaluated HTP data of a breeding population from a single location, over four highly differing years. This is typical of most breeding programs where lines are evaluated initially and selected based on performance at one location. Despite these factors, there are clear differences in the capability of the tested HTP systems for application in a breeding pipeline to improve grain yield selection potential as secondary traits. Both phenotypic correlation and heritability of SRIs were assessed to evaluate the utility in improving selection for grain yield. This section, along with the discussion of analytical results, will break down the less tangible aspects of the HTP systems used in this study and their relative potential utility in breeding applications.



4.1 SRI correlation and precision across platforms

The correlations of SRIs in the 2018-2019 dataset were generally lower than that of the 2020-2021 dataset. It is important to note that NWI is a water index that negatively associates with canopy water content. A higher NWI value indicates lower canopy water content, meaning that a strong negative correlation to grain yield is ideal (Bandyopadhyay et al., 2014). This relatively low correlation in 2018-2019 is potentially due to inadequate data quality caused by more primitive data standardization and poor sensor quality, where only one calibration panel was used. The poor data quality in 2018-2019 is also exemplified in the low correlations of corresponding SRIs between handheld and UAS. Similar findings were shown by Deng et al. (2018) and Díaz-Delgado et al. (2019), both highlighting inconsistencies in sensor performance and correlation, especially when sensor quality or calibration methods are inadequate. Finally, despite moderate heritability, the 2018-2019 SRI data correlates poorly with grain yield. This suggests that the collected data was not capturing the chlorophyll or water content targeted by SRIs, possibly because of the reduced calibration panel set. Ensuring that data collected is of the highest quality is always essential. As additional research was published suggesting the move from a single calibration panel to multiple panels, subsequent data was improved and yielded higher correlations with grain yield (Duan et al., 2017; Guo et al., 2019).

Unlike the 2018-2019 dataset, in 2020 and 2021, correlations are improved to moderate or high across SRI and platform. UAS data correlations are most likely improved over the 2018-2019 population due to an improved image calibration strategy using a set of five calibration panels. The 2020-2021 data also displays expected patterns across the correlation table between grain yield, handheld and UAS data indicating a more successful capture of target physiological characteristics relative to the 2018-2019 dataset. There are generally stronger correlations among grain yield UAS data in 2020-2021 relative to 2018-2019. These differences between datasets collected by the two ground based systems could possibly be because of variation in climatic conditions of the years. More likely, the improved correlations in 2020 and 2021 were because of improved data quality with the enhanced calibration strategies that were implemented.

The handheld radiometer systems do not have as quick of a collection speed as UAS, allowing for the introduction of error, similar results were found by Tattaris et al. (2016). This issue will be discussed in later sections. This study also validated Tattaris et al. (2016) in higher correlations of UAS derived vegetation indices to yield relative to ground based proximal sensors. In 2020 and 2021, handheld platforms did outperform UAS with NWI correlations. The outlier in correlation is most likely due to NWI’s susceptibility to environmental variability and general sensor quality. These results are corroborated in Gutierrez et al. (2010) and Bandyopadhyay et al. (2014), highlighting difficulties in working with NWI. The SVC sensor used in 2020 and 2021 is a hyperspectral sensor capable of greater precision in reflectance evaluations. Reflectance bands used in calculating NWI are within the median reflectance range of the SVC sensor, whereas the UAS camera works with secondary modified sensors.




4.2 SRI heritability and reliability in selection

Across all evaluated SRIs in both populations, UAS data produced a higher broad-sense heritability than handheld systems. This difference in heritability between systems is most likely due to the increased variability of SRI data introduced during a lengthened data collection window. Handheld systems have the disadvantage of collection efficiency, taking approximately 10 seconds per plot, whereas a UAS system can average under 2 seconds per plot. While the UAS, Cropscan and SVC all have methods for sensor calibration, slight changes in solar position and intensity likely impacted reflectance readings. It has been well established that minimization of error during the spectral reflectance data collection process is critical to the final data quality (Guo et al., 2016; Ortiz et al., 2021). Because the UAS system captures several plots at a time and the same plot multiple times, all within a 20-30 min window, it is likely that UAS reflectance data has a reduced potential for error relative to the handheld radiometers used. This difference in data quality is also observed in NDVI’s relationships to grain yield across years, shown in Figure 3.

The moderate SRI heritability observed in this study is expected due to a portion of the study population being unreplicated trials. We also expect heritability in the 2018-2019 population to be lower than the 2020-2021 population due to the increased genetic diversity of the population from the inclusion of the QAM diversity panel (Bowman et al., 2015). SRI heritability was generally lower than grain yield, limiting the potential application for indirect selection. However, the moderate correlation and heritability of SRIs suggest the potential for improved genetic gain when utilized as secondary traits in selection. The utilization of SRI data for utilization in breeding for grain yield is most promising when incorporated in genomic selection strategies as a covariate or in multivariate models as shown my Lozada et al. (2020) and Montesinos López et al. (2022) respectively.




4.3 Platform utility in a breeding program

For most plant breeding programs grain yield is the primary trait of interest. The highly quantitative nature of the trait can make selection and prediction efficiency difficult (Reynolds et al., 2012). There is evidence that SRI data can complement and improve tools like genomic selection and machine learning prediction for use in the breeding strategy of grain yield (Montesinos López et al., 2022; Herr et al., 2023). It is important to validate that the methods used in secondary trait data collection are high quality, heritable, and correlate well to the primary trait of interest.

The overarching goal of this study was to determine if the use of ground-based handheld systems provides an increased resolution and data quality that justify the negative aspects of the platform, like collection time, data noise, and secondary applications. As mentioned above, handheld systems have the disadvantage of collection speed; this difference is amplified when capturing large breeding trails. A UAS can collect all data of a 1000 plot breeding trial in approximately 30 min, whereas the handheld system will take roughly 3 hours. In smaller research programs and applications, this difference would have minimal impact on the ability to collect desired datasets. However, in large breeding programs with multiple trial locations, collecting reflectance data across all locations at more than one or two critical time points can be difficult. Solar and weather limitations create narrow windows for image capture, and UAS imaging allows for flexibility in data collection timing. Under ideal environmental conditions, UAS allows for quick data capture across several locations in a single day. The variability seen in heritability and correlation between handheld and UAS is partly due to the differential in capture time. The increased time it takes a handheld radiometer system to collect data on an entire breeding trial, 2-3 hours, creates the potential for changes in solar radiation caused by solar angle or cloud cover. This will produce within field errors in collected reflectance data, creating challenges in distinguishing genetic, phenotypic, and environmental variability (Tattaris et al., 2016).

The HTP systems used in this study highlight the reality of working with technology in long term breeding research applications. When first evaluating the potential of HTP, UAS sensors were not common, thus the Cropscan system was utilized as a platform that was easy to implement in a field-based breeding program. In 2018, as more UAS and sensors became available, they were used in tandem with the hand-held Cropscan. When the Cropscan broke in 2020, alternative solutions were pursued for a ground based radiometer, leading to the use of the SVC system. Similarly, with the UAS calibration, when starting in 2018 the manufacturer recommendations of a single white panel were used. As new research came out it became evident for the need to implement higher quality, multi-panel radiometric calibration in 2020 and 2021. With technology constantly changing and improving, it is important to recognize the potential improvements these can make. It also important to note that new methodology or equipment can impact the quality and reliability of SRI data as shown in this study. As other breeding programs begin using HTP, it is valuable to evaluate different UAS calibration strategies and handheld platforms within the same population and year, and across a diverse set of environments, to clearly identify each technology’s reliability.

Each of the three phenotyping systems used in this study has a different method of calibration, collection, and processing that influence the quality of data collected. The SVC and Cropscan radiometer systems initially use a white reference panel to calibrate the sensor. These radiometers do not collect actual images but a range of mean reflectance bands within the sensor field of view. The Cropscan system requires custom software for post-processing to populate reflectance values, and the SVC requires normalization and conversion of narrow hyperspectral band values to multispectral broadbands. A major disadvantage of these radiometers is their inability to screen for reflectance noise within the sensor field of view. The UAS used in this study collects images which are later stitched into an orthomosaic containing the desired reflectance values. These orthomosaics can be used to create soil masks, removing soil and other non-plant reflectance in calculating mean plot reflectance for later use in SRI calculation.

Calibration is another strategy for minimizing reflectance noise and standardizing collected data. All platforms in 2018-2019 and the handheld system in 2020-2021 used a simple single-panel radiometric calibration technique that utilizes the know reflectance of a white panel to adjust sensor readings based on the observed panel reflectance. This method is effective but is more limited in accurately adjusting each reflectance band (Iqbal et al., 2018). Radiometric calibration with a range of calibration panels, a method used for 2020-2021 UAS data collection, improves the former strategy by utilizing three to five reflectance panels with a known range of solar absorption. The range of panels can be used to produce a regression of expected reflectance against observed for each reflectance band of interest. This technique allows for more precise adjustment in individual band readings, producing more reliable reflectance values (Wang and Myint, 2015; Iqbal et al., 2018). The removal of soil noise, robust radiometric calibration, and short flight times minimize the error in the data collected, ensuring reflectance data quality across time and locations.

It is important to maximize limited resources in large-scale applied plant breeding research. Any implementation of HTP can be costly and time consuming. Because of this, when looking at implementing HTP into a breeding program, it is important to consider the versatility and range of the platform selected. The handheld radiometers used in this study can collect high resolution reflectance data across a broad spectral range with the potential for producing SRIs with moderate heritability and correlation to yield, yet are limited in their ability to account for soil noise or inconsistent solar radiation. The data capture speed limits the quality of data collection across locations and time. The lack of orthomosaic image capture in these systems also limits access to secondary traits of interest like plant height and canopy coverage estimates.

With the continual improvement in technology and software, the barrier to entry for UAS phenotyping continues to drop. The speed and efficiency of UAS minimizes labor and cost while providing quality data for further use in breeding strategies. However, it is important to consider best practices that will minimize unwanted environmental variability in collected UAS data. One way that this can be done is by utilizing multiple radiometric calibration panels as outlined in 2020 and 2021 UAS data collection (Iqbal et al., 2018). Another practice that can minimize unwanted variability is in timing of UAS flights. Most sensors utilized on a UAS are passive sensors, therefore, it is important to adjust for shadowing and variability of solar radiation. For best results it is recommended to fly within a 4-5 hour window of solar noon on days without clouds (Ortiz et al., 2021). In plant breeding programs looking to incorporate high throughput phenotyping, the UAS is an efficient and versatile option that when used properly can produce high quality data.

Overall, it is important to know that not all HTP systems for data collection are created equal. Knowing what HTP traits are most important to the program, frequency and scale of data collection, and resources allocation will help determine which platform will be most beneficial in HTP data collection. When implemented properly, UAS are the more promising system for SRI collection in large-scale breeding programs.
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Lint yield in cotton is governed by light intercepted by the canopy (IPAR), radiation use efficiency (RUE), and harvest index (HI). However, the conventional methods of measuring these yield-governing physiological parameters are labor-intensive, time-consuming and requires destructive sampling. This study aimed to explore the use of low-cost and high-resolution UAV-based RGB and multispectral imagery 1) to estimate fraction of IPAR (IPARf), RUE, and biomass throughout the season, 2) to estimate lint yield using the cotton fiber index (CFI), and 3) to determine the potential use of biomass and lint yield models for estimating cotton HI. An experiment was conducted during the 2021 and 2022 growing seasons in Tifton, Georgia, USA in randomized complete block design with five different nitrogen treatments. Different nitrogen treatments were applied to generate substantial variability in canopy development and yield. UAV imagery was collected bi-weekly along with light interception and biomass measurements throughout the season, and 20 different vegetation indices (VIs) were computed from the imagery. Generalized linear regression was performed to develop models using VIs and growing degree days (GDDs). The IPARf models had R2 values ranging from 0.66 to 0.90, and models based on RVI and RECI explained the highest variation (93%) in IPARf during cross-validation. Similarly, cotton above-ground biomass was best estimated by models from MSAVI and OSAVI. Estimation of RUE using actual biomass measurement and RVI-based IPARf model was able to explain 84% of variation in RUE. CFI from UAV-based RGB imagery had strong relationship (R2 = 0.69) with machine harvested lint yield. The estimated HI from CFI-based lint yield and MSAVI-based biomass models was able to explain 40 to 49% of variation in measured HI for the 2022 growing season. The models developed to estimate the yield-contributing physiological parameters in cotton showed low to strong performance, with IPARf and above-ground biomass having greater prediction accuracy. Future studies on accurate estimation of lint yield is suggested for precise cotton HI prediction. This study is the first attempt of its kind and the results can be used to expand and improve research on predicting functional yield drivers of cotton.
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1 Introduction

Cotton (Gossypium sp.) is one of the most important crops to the global textile and clothing industry (Sui et al., 2017; Lu, 2022). Cotton production supports the trillion dollar fashion industry, attracts revenues for countries, and provides employment opportunities to millions of people (Voora et al., 2020). The United Sates is a prime producer as well as exporter of this natural fiber, producing around 3 MT of cotton ($6 billion worth of value) and providing around 30% of global exports (USDA, 2022; USDA, 2023). Because of its significance, the majority of breeding and crop management efforts in the United States and Australia have been focused on lint yield improvements and yield stability (Conaty and Constable, 2020; Snider et al., 2021b). Physiologically, yield is a function of the cumulative amount of photosynthetically active radiation intercepted by the canopy during the growing season (IPAR), the efficiency with which a crop converts intercepted radiation into biomass (RUE), and the fraction of total biomass allocated to the economically important part of the crop, or harvest index (HI) (Monteith, 1972). Thus, yield improvements or declines resulting from breeding or management efforts can be attributed to alterations in any or all of the aforementioned traits. Nitrogen is one of the most important yield-governing factors that influences cotton growth and development. For example, nitrogen deficiency decreases leaf area expansion and canopy development (Wullschleger and Oosterhuis, 1990), which could reduce IPAR (Wajid et al., 2010). Reductions in single-leaf and whole-canopy photosynthetic rates commonly occur under nitrogen deficiency (Bondada and Oosterhuis, 2001; Snider et al., 2021a; Parkash et al., 2023), and previous reports have documented positive associations between N application rates and whole-canopy RUE (Bange and Milroy, 2000). Due to a reduction in the ability of the canopy to support fruit development under N deficiency or due to excessive vegetative growth and low fruit retention under N excess, yield can be significantly reduced (Gerik et al., 1994). As a result, it is important to understand the response of underlying physiological parameters (IPAR, RUE, and HI) to yield-altering N application rates. Traditionally in small-plot research, IPAR is calculated by measuring above and below canopy light intensity, RUE estimation requires above ground dry weight samples, and HI measurement needs hand harvested samples of cotton. However, these traditional methods of measuring the physiological parameters are both time and labor intensive, and require destructive sampling of plants (Ermanis et al., 2020).

Due to most physiological measurements being laborious and time-consuming, remote sensing has the potential of becoming a rapid and efficient non-destructive method for characterizing crop and vegetation bio-physical properties (Wiegand et al., 1991; Kumar et al., 2002). Over the years, remote sensing platforms have evolved from low-resolution orbital satellites in the 1970s to advanced unmanned aerial vehicles (UAVs) in recent years. In comparison to satellites, UAVs provide many improved features such as stability, reliability, autonomy, affordability, flights at lower altitudes, optimum data quality, high spatial and temporal resolution (Sankaran et al., 2015; Barbedo, 2019). While UAVs also have some limitations such as short battery life, technical knowledge, and limited airspace authorization (Jafarbiglu and Pourreza, 2022) they still provide an opportunity for rapid, reliable, and non-destructive measurement of crop biophysical characteristics. Furthermore, the availability of reliable and high spectral resolution sensors, such as Red Green Blue (RGB) (Bendig et al., 2015), multispectral (mainly red, blue, green, red-edge, and near-infrared spectral bands) (Deng et al., 2018), hyperspectral (a wide range of spectral bands) (Zhang et al., 2018), thermal (Gonzalez-Dugo et al., 2013), and depth (LiDAR) (Sun et al., 2018) have greatly expanded the capabilities of UAVs in agriculture. Low-cost sensors such as RGB and multispectral sensors on small, light-weight UAVs are commonly used by agricultural researchers because of their dependability, affordability, and ease of image processing and analysis (Jafarbiglu and Pourreza, 2022). RGB imagery has primarily been used for extracting soil or crop characteristics of interest (Huang et al., 2016; Li et al., 2019), and estimating crop heights (Bendig et al., 2015). By comparison, multispectral imagery incorporates red-edge (670-760 nm) and near-infrared (760-900 nm) wavebands that are inaccessible when using traditional RGB imagery (Ashapure et al., 2019). As a result, multispectral imagery has been widely used to generate vegetation indices (VIs) in many crops, which are used to estimate canopy cover (Xu et al., 2019), biomass (Yue et al., 2019; Wang et al., 2021), leaf area index (Boegh et al., 2002; Gutierrez et al., 2012), chlorophyll content (Raper and Varco, 2014), evapotranspiration (Hunsaker et al., 2003), nutrient status (Zhao et al., 2005; Ballester et al., 2017), and yield (Zhao et al., 2007b; Vatter et al., 2021).

Currently, limited studies have attempted to correlate VIs derived from UAV-based multispectral imagery to IPAR in cotton. However, VIs derived from satellite imagery, ground spectro-radiometers, and hyperspectral sensors have been shown as a suitable proxy for the fraction of incident PAR (IPARf) intercepted by the canopy. For example, multiple studies have reported the Normalized Difference Vegetation Index (NDVI) to be a good predictor of IPARf for cotton (Prasad et al., 2021), garlic (Campoy et al., 2019), wheat (Tan et al., 2018; Pellegrini et al., 2020; Lv et al., 2021), corn (Tan et al., 2013), and soybean (Hatfield and Prueger, 2010). Furthermore, IPARf is highly dependent on crop canopy structure and architectural traits like leaf area index (LAI), and several studies have shown that the Ratio Vegetation Index (RVI), Green Normalized Difference Vegetation Index (GNDVI), Enhanced Vegetation Index (EVI) and NDVI can be used to predict cotton LAI (Zhao et al., 2007a; Gutierrez et al., 2012; Chen, 2019) with a moderate to high accuracy (R2 = 0.70 to 0.93).

Reports on the relationship between multispectral VIs and RUE are also limited in cotton. Most studies on RUE estimation for leaf and canopy have used Photochemical Reflectance Index (PRI) and Sun-Induced Fluorescence (SIF) estimates, obtained from narrow-band hyperspectral reflectance data and fine resolution spectrometers, respectively (Garbulsky et al., 2011; Zhang et al., 2016; Zhang et al., 2018; Merrick et al., 2020; Fu et al., 2022). PRI uses reflectance data obtained from 531 and 570 nm wavelengths that measures changes in xanthophyll cycle and pigment ratios (chlorophyll/carotenoid), (Hilker et al., 2008; Garbulsky et al., 2011; Zhang et al., 2016), while SIF estimates the fluorescence emission in the far-red region (650-850 nm) from excited chlorophyll (Zhang et al., 2018; Merrick et al., 2020; Porcar-Castell et al., 2021), both of them ultimately relating to photosynthetic efficiency and RUE at leaf and canopy levels. For example, recent studies have used PRI or SIF or both to estimate RUE in crops like corn (Cheng et al., 2013) and wheat at the canopy level (Robles-zazueta et al., 2021), and cotton at the leaf level under water stress conditions (Zhang et al., 2018). However, obtaining SIF and hyperspectral VIs remains a challenge due to its high cost instruments, sensitivity to noise, and complex analytical procedures (Hilker et al., 2008; Porcar-Castell et al., 2021). Because chlorophyll content per unit leaf area can influence the quantum efficiency of primary photochemistry (Porcar-Castell et al., 2021), it is possible that multispectral VIs related to chlorophyll content are predictive of canopy-level RUE in cotton. Few studies have investigated the potential of multispectral VIs to estimate chlorophyll content, where Red-edge Chlorophyll Index (RECI) and Simplified Canopy Chlorophyll Content Index (SCCCI) are shown to be related to chlorophyll content in cotton and other crops (Raper and Varco, 2014; Ballester et al., 2017; Barbedo, 2019; Wang et al., 2021). Furthermore, previous research has shown that certain multispectral VIs, including NDVI, RVI, NIR, Normalized Difference Red-edge Index (NDRE), Modified Soil Adjusted Vegetation Index (MSAVI), Wide Dynamic Range Vegetation Index (WDRVI) can be used to estimate cotton biomass (Zhao et al., 2007a; Hatfield and Prueger, 2010; Gutierrez et al., 2012; Brandão et al., 2015; Chen and Wang, 2020). Because biomass is the product of IPAR (IPARf × PAR) and RUE (Conaty and Constable, 2020), the estimation of IPARf and biomass using multispectral VIs could potentially be used to derive RUE.

While the studies mentioned above have linked multispectral VIs to cotton LAI, biomass, and chlorophyll content, most of these relationships have been developed for a specific point in time or at a specific growth stage in these studies. As a result, the previously developed relationships are only predictive of these characteristics when measured at that specific time or growth stage. Reports have indicated that the relationship between VIs and crop growth characteristics such as LAI and biomass change with the phenological stage of the crop (Pinter et al., 2003; Gutierrez et al., 2012; Li Z. et al., 2022). A recent study from Li Z. et al. (2022) demonstrated significant improvements (R2 = 0.83) in estimating the above-ground biomass of wheat throughout the season using multispectral VIs when used in conjunction with a well-established crop staging system such as growing degree days (GDD) or heat units. For cotton, crop growth and development are strongly tied to GDD accumulation (Ritchie et al., 2004; Sharma et al., 2021). Consequently, integrating GDD into VI-based functions can also be potentially used for predicting canopy-specific, yield-driving traits for cotton at any time during the season.

As crop biomass and yield can be predicted from aerial imagery (Gutierrez et al., 2012; Huang et al., 2016), it is likely that HI can be predicted from VIs used to derive these two traits. However, the authors are not aware of studies that have used multispectral imagery to capture in-field variation in HI for field-grown cotton. As discussed earlier, multiple VIs derived from multispectral imagery have shown a strong relationship with cotton biomass. Similarly, several studies have also suggested that multispectral imagery-based VIs such as NDVI, SCCI, NDRE and RVI as well as the individual reflectance bands including red and red-edge collected during the growing season have the potential to explain variation in lint yield (Yang et al., 2001; Zarco-Tejada et al., 2005; Zhao et al., 2007b; Gutierrez et al., 2012; Huang et al., 2013; Ballester et al., 2017). However, results from these studies indicate some discrepancies in the appropriate growth stage at which these VIs are effective, with few studies suggesting the relationship was better at the early flowering stage and others at the peak bloom stage. Huang et al. (2016) developed an alternate method to estimate cotton lint yield (R2 = 0.83) after defoliation and before harvesting, based on the detection of white cotton pixels in an aerial RGB imagery. Feng et al. (2020) later named this ratio as Cotton Fiber Index (CFI) and showed a similar performance of CFI (R2 = 0.90) in estimating cotton lint yield. CFI is the ratio of the number of white pixels (cotton bolls) to the total number of pixels in a given area and can be obtained from UAV-based RGB imagery following some image enhancement procedures.

Based on the available literature on the use of VIs to predict crop biophysical characteristics, VIs derived from UAV-based aerial imagery can potentially be utilized to predict yield-governing physiological parameters in field-grown cotton. However, studies predicting IPARf, RUE, and HI for field-grown cotton using UAV-based RGB and/or multispectral imagery have not been published. Thus, the main objectives of our study were to: 1) develop and validate models to estimate IPARf, RUE, and biomass of cotton throughout the season using VIs derived from UAV-based multispectral imagery and GDDs; 2) estimate cotton lint yield using cotton fiber index (CFI) extracted from UAV-based RGB imagery; and 3) investigate the potential of using biomass and lint yield estimates obtained from UAV-based RGB and multispectral imagery, respectively, to estimate cotton HI.




2 Materials and methods



2.1 Study site details and experimental design

The study was conducted at the Lang-Rigdon Farm (Figure 1) of the University of Georgia Tifton Campus in Tifton, Georgia, USA (31° 52’ N, 83° 55’ W) where the predominant soil type is classified as Tifton loamy sand (fine-loamy, kaolinite, plinthic kandiudults) (Soil Survey Staff, Natural Resources Conservation Service and United States Department of Agriculture, no date). During the 2021 and 2022 growing seasons, a field experiment was arranged in a randomized complete block design with five replications using a cotton cultivar DP 1646 B2XF and five nitrogen application rates of 0, 44, 89, 135, and 179 kg N ha-1. DP 1646 B2XF was the most widely grown cotton cultivar in the southeastern US during the time of this experiment (USDA Agricultural Marketing Service, 2020), and the five nitrogen application rates were implemented to create variability in crop growth and yield. N was applied as granular urea (46-0-0): 25% at planting and 75% at the initiation of floral bud development (squaring stage). All other agronomic management practices, except N application, were conducted based on the recommendations outlined in the University of Georgia Cotton Production Guide (Hand et al., 2022). The cotton crop was sown on June 1, 2021 and April 26, 2022, and machine harvested on October 25, 2021 and September 22, 2022. The weather data which includes daily maximum and minimum temperatures, and daily solar radiation (Supplementary Figure 1) for the study site from planting until harvest was obtained from the University of Georgia Weather Network (http://www.georgiaweather.net/). The 2022 growing season had higher average daily minimum and maximum temperatures by 0.15°C and 1.16°C, respectively than the 2021 growing season. The 2021 growing season had cloudier days with daily solar radiation below 10 MJ m-2 than the 2022 growing season. Daily maximum and minimum temperatures were used to calculate GDDs throughout the season for cotton during both years.




Figure 1 | Geographical location of the study sites for the 2021 and 2022 growing seasons (A, B). Aerial imagery of the field sites and layout of the experimental plots during the 2021 (C) and 2022 (C) growing seasons. A solid yellow box depicts the experimental area; black dashed lines separate replications, and yellow dashed lines separate each plot. Values in (C, D) are the nitrogen application rates in kg N ha-1.



The accumulated GDDs of cotton over time is a predictor of growth and phenological stage during the season. The GDDs is calculated based on the average daily temperatures and base temperature of cotton using equation 1 (Ritchie et al., 2004).



where i =1 signifies first day of planting and n is each sampling date. For cotton, the base temperature is 15.6°C (Snider et al., 2021b; Hand et al., 2022) and the upper threshold of maximum temperature is 33.9°C (Hand et al., 2022). The growth and development of cotton plants is assumed to be zero below the base temperature and above the upper threshold temperature.




2.2 Data collection

Physiological measurements and UAV-based imagery were collected on the same dates, beginning 5 weeks after planting, throughout the 2021 and 2022 growing seasons in approximately two-week intervals, depending on weather conditions on target sampling dates. The actual dates of data collection along with the GDD for each sampling date are provided in Table 1.


Table 1 | Information on sampling date and types of measurements taken during the 2021 and 2022 growing seasons.





2.2.1 Physiological parameters and yield measurements

An AccuPAR LP-80 ceptometer (METER Environment, Pullman, WA) was used for light interception measurements from the middle two rows of each plot between 1000 and 1400 h under cloudless conditions. An integrated linear sensor and an attached external sensor to a tripod stand were used to measure below-canopy photosynthetically active radiation (PAR below) and above-canopy photosynthetically active radiation (PARabove), respectively. The PARbelow is an average value from the linear sensor positioned perpendicular and parallel to the row. These values were used to calculate the fraction of intercepted photosynthetically active radiation (IPARf) on a given day using equation 2.



Furthermore, cumulative incident PAR from planting until a specific sampling date was calculated by summing incident daily PAR (assuming PAR is 45% of solar radiation) for all days included in the defined time frame. Finally, cumulative IPAR (MJ m-2) at the sampling date was the product of IPARf and cumulative incident PAR.

Above-ground dry biomass in 2021 was obtained by harvesting all plants from a one-meter length of the row from one of the middle two rows of each plot, while in 2022, the sample size was increased to a two-meter length of the row. The fresh samples were dried in a forced-air oven at 80°C for 72 hours and then weighed to obtain above-ground dry biomass in g m-2.

Radiation use efficiency (RUE) (g MJ-1) was determined by dividing the change in above-ground dry biomass (g m-2) by the change in cumulative IPAR (MJ m-2), where the first sampling date was taken as a reference point as shown in equation 3.



where, dry biomass 1 and cumulative IPAR 1 are the reference measurements of the first sampling date, and n represents each subsequent sampling date in the season.

Further, the harvest index (HI) for each plot was calculated as the ratio of lint yield (kg ha−1) to the highest above-ground dry biomass obtained during the season (kg ha-1). For lint yield (kg ha-1), the middle two rows from each plot during both years were mechanically harvested using a two-row spindle cotton picker (John Deere 9930 (John Deere, Moline, IL)), and the harvested seed-cotton was ginned at the University of Georgia MicroGin (Li et al., 2011) to obtain a realistic measure of gin turnout and lint yield (kg ha-1).




2.2.2 UAV data collection and image processing

Both RGB and multispectral imagery were acquired during 1000 to 1400 h using a flight altitude of 45 m. The RGB aerial imagery was acquired using an integrated RGB sensor on DJI Phantom™ Pro 4 V2.0 (Shenzhen, China) in 2021 and on DJI Mavic™ Air 2 (Shenzhen, China) in 2022. The DJI Mavic Air 2 was used on the September 22, 2022 sampling date (prior to harvesting) because of its higher resolution. Multispectral images were acquired during both years using a MicaSense RedEdge-MX™ (Seattle, WA) sensor mounted on a DJI Inspire™ 2 (Shenzhen, China) UAV platform. Detailed information on the sensors and the flight settings used for aerial imagery data collection is provided in Table 2. Prior to any data collection each year, ground control points (GCPs) were placed at four corners of the field and were georeferenced using a handheld Trimble GNSS Unit (Sunnyvale, CA) with a GPS/GNSS RTK correction ( ± 0.50 cm) enabled. All flights were created and implemented using the Pix4Dcapture® software (Pix4D, Lausanne, Switzerland).


Table 2 | Flight plan details and technical specifications for the RGB and multispectral sensors used for aerial imagery collection in the study sites for the 2021 and 2022 growing seasons.



After each UAV flight, all images were downloaded and processed in the Pix4Dmapper® software (Pix4D, Lausanne, Switzerland) using the GCPs and pre-flight calibration to create one orthorectified mosaic images per bands for each sampling date. The Pix4Dmapper® software uses modified structure-from-motion (SFM) approach to create the orthorectified mosaic images. For radiometric calibration of multispectral images, before each flight the MicaSense RedEdge-MX™ multispectral sensor was used to capture reference images of a MicaSense Calibrated Reflectance Panel provided by the manufacturer. These captured reference images for each multispectral band are used act as an input in Pix4Dmapper processing options to perform radiometric calibration and correction for each of the five bands.




2.2.3 Reflectance values and image feature extraction

Orthorectified mosaic multispectral images were used to extract raw reflectance values for each plot. The reflectance values for each band (red, green, blue, red-edge, and near-infrared) for all sampling dates were extracted in ArcMap® 10.7.1 (ESRI, Redlands, CA). Cotton canopy and soil were segmented in each image using a classification index: multiplication of the Normalized Difference Vegetation Index (NDVI) and Excessive Greenness Index (ExG) (Moghimi et al., 2018). A global threshold (pixel values greater than 0.02) was applied to the classified image to obtain a binary mask layer to separate the canopy from bare soil. The binary mask layer was applied to the orthorectified mosaic image for each reflectance band. A polygon specifying the region of interest (ROI) – the middle two rows of each plot – was created and used to extract the averaged reflectance values for all multispectral bands for each plot. The reflectance values for each band were further used to compute several VIs as shown in Table 3 using Microsoft Excel® (Redmond, WA).


Table 3 | List of 20 different vegetation indices (VIs) computed in this study from the raw RGB and Multispectral bands.



RGB images taken immediately before harvest during each year were used to compute cotton fiber index (CFI) values for each plot (Huang et al., 2016; Feng et al., 2020). CFI estimates the total open cotton bolls in an ROI and is calculated using equation 4.



As Feng et al. (2020) and Huang et al. (2016) suggested, a simple global threshold to RGB image was unable to completely differentiate white cotton pixels from background pixels of defoliated vegetation and soil. Therefore, a series of image filtering and image enhancing techniques (Figure 2) were performed in MATLAB® 2022b 9.13.0 (The MathWorks Inc., Natick, MA) and ArcMap® 10.7.1 (ESRI, Redlands, CA) for accurate detection of white pixels. First, a bilateral filter (Figure 2: Step 2), using a non-linear filtering method was applied for smoothing the images to remove background leaves and soil surface noises, while preserving the shapes and high-intensity values of cotton pixels. Then, a 5 x 5 Laplacian filter (Figure 2: Step 3) was applied to increase the contrast and sharpness to enhance the edges of white cotton pixels. An additional smoothing filter, with arithmetic mean (Figure 2: Step 4), was further utilized to remove the extra noise introduced by the Laplacian filter. Finally, a threshold (pixel values greater than 150) was applied to separate white cotton pixels, and a zonal histogram tool was used to obtain white pixel counts from each ROI to calculate CFI.




Figure 2 | Flowchart to illustrate the different steps (1-5) followed for computing cotton fiber index (CFI) from aerial RGB images using various image filtering and enhancing tools in Matlab® and ArcMap®. The top orange box (Steps 1 and 2; Images A–C) shows the steps performed in Matlab®, and the bottom blue box (Steps 3, 4, and 5; Images D–F) shows the steps performed in ArcMap®.






2.2.4 Vegetation indices

Based on the previous literature, 20 different vegetation indices (VIs) that showed strong relationships with leaf area index, biomass, chlorophyll content, plant height, canopy cover, and lint yield of cotton were selected and computed using various combinations of different multispectral bands. These indices are presented in Table 3. Further, the relationship of these VIs along with the individual multispectral reflectance bands (green, blue, red, red-edge, and near-infrared) with functional yield-governing parameters in cotton were examined.





2.3 Model development and statistical analysis



2.3.1 Variable selection

As noted in section 2.2.1, the response (independent) variables included measured physiological parameters such as IPARf, above-ground biomass, and HI, as well as RUEn which is expressed as biomass produced (g) per PAR intercepted (MJ) by the canopy in reference to the first sampling date during the growing seasons, and vegetation index as the predictor (dependent variable). Initially, individual scatter plots were created for 20 different vegetation indices using pooled data from both growing seasons, with IPARf and above-ground biomass on the Y-axis versus VIs derived from multispectral imagery throughout the growing season on the X axis (Supplementary Figures 2, 3). Similarly, for RUE, RUEn was plotted on the Y-axis versus the average of VIs for the period during which RUEn was determined on the X-axis (Supplementary Figure 4). These plots between IPARf, above-ground biomass, and VIs revealed a non-linear relationship with higher variation for IPARf and above-ground biomass as VI values increased. The non-linear association between IPARf and biomass indicated the necessity for an additional predictor in addition to the VIs. In a study to predict above-ground wheat biomass throughout the season, Li et al. (2022) suggested a strong linear relationship of VI’s with biomass at each GDD, and the overall relationship throughout the season evolved with GDD. Similarly, changes were seen in our study where the slope and intercept of standard linear relationships between IPARf or above-ground biomass and VIs changed at different GDD throughout the season (Figure 3). Therefore, along with VI, GDD was added as a dependent variable (predictor) of IPARf, and biomass throughout the season in the model as shown in equation (4). In contrast, the association between RUEn and the average of VIs was found to be linear with constant variance and the average of VI during a specified time in the season was used as a single predictor of RUE (equation 5).




Figure 3 | Graphs illustrating linear relationship between the fraction of light interception (IPARf) and above-ground biomass for few selected VIs at different growing degree day (GDD). Different colors and symbols represent different GDDs and are specified in the legend at the top of the graph. Solid lines represent linear regression functions.



	






2.3.2 Model selection

For model development, generalized linear regression (GLR) modeling was performed which assumes that the response variables can have a variety of distributions depending on their characteristics and the predictors. Generalized linear models (GLMs) from GLR consist of three components: the random component, the systematic component, and the link function to connect the random and systematic components (Nelder and Wedderburn, 1972; Dunn and Smyth, 2018). The random component represents the distribution of the response variable given the predictors. IPARf is a fractional value that always lies between 0 and 1. As a result, the beta distribution with a logistic link function, which is effective for continuous data ranging from 0 to 1, was chosen as a random component for IPARf. Biomass throughout the season is a positive value; therefore, gamma distribution that includes an exponential relationship with a log link function was chosen as a random component for above-ground biomass. RUE seems to be linearly related to the average of VIs with constant variance; therefore, normal distribution with identity link function (equivalent to standard linear regression) was chosen as the random component. The systematic component of GLM represents the linear predictors which were identified in equations 4 and 5.




2.3.3 Model validation

The 2021 and 2022 growing seasons had different planting and harvesting times, resulting the cotton plants with seasonal variances in growth and development that can be captured in the UAV imagery. As a result of distinct growth patterns, all data collected throughout the season from both growing seasons for IPARf, RUE, and biomass were pooled together, and the pooled data were randomly stratified by the sampling date in JMP® Pro 16.0.0 (SAS, Cary, NC) where 60% of the data (training data) was used for model generation and the remaining 40% (validation data) for cross-validation. Outliers were identified using histogram, boxplot, and interquartile range methods and were removed from the data before generating training models. There were only two data points identified as outliers, which could have been introduced by noise during reflectance measurement. Cross-validation was performed for each model by plotting predicted versus measured fit for the validation dataset. The models generated from GLR using different VIs were ranked based on the generalized coefficient of determination (R2), Akaike information criterion value (AICc), and Bayesian information criterion value (BIC) for training dataset, and the coefficient of determination (R2cv) and root mean sum square error (RMSEcv) for cross-validation. Higher R2 and R2cv values along with lower AICc, BIC, and RMSEcv values were viewed as better model performance qualities.

HI was estimated as the ratio of predicted lint yield to predicted above-ground biomass. For lint yield estimation, standard linear regression was performed between the machine-harvested lint yield and CFI. The cross-validation for lint yield modeling could not be performed due to the limited number of data points (N=50). Finally, the estimated HI was compared to the observed HI (Section 2.3.1) to obtain the coefficient of determination (R2) and RMSE values. All modeling and statistical analyses were performed in JMP® Pro 16.0.0 (SAS, Cary, NC) and graphs were prepared using Sigma Plot 14.0 (Systat Software Inc., San Jose, CA).






3 Results



3.1 Fraction of intercepted photosynthetically active radiation

The IPARf models generated using training data had generalized R2 values ranging from 0.66 to 0.90 (Table 4). The model equations are provided in the Supplementary Table 1. Upon comparing the model performance for both training and cross-validation, RVI, RECI, NDRE, and SCCCI were the top four VIs with the highest R2 and R2cv values, and lowest AICc, BIC, and RMSEcv values. The predicted IPARf from these four models was able to explain 89% to 93% of the variation in measured IPARf with RMSEcv ranging from 0.080 to 0.097 during cross-validation (Figure 4). Compared to the VIs, models from near-infrared and red reflectance bands explained 85% and 87% of measured IPARf; however, the RMSEcv was higher for these raw bands (0.139, and 0.115, respectively).


Table 4 | Model performance parameters for predicting fraction of Intercepted Photosynthetically Active Radiation (IPARf) using different vegetation indices (VIs) and raw reflectance bands for the studies conducted in the 2021 and 2022 growing seasons (model equations provided in Supplementary Table 1).






Figure 4 | Predicted versus measured fraction of Intercepted Photosynthetically Active Radiation (IPARf) for the four models that performed the best in predicting IPARf. Blue circles represent the training data, and red triangles represent the validation data. R2cv and RMSEcv represent the coefficient of determination and root mean sum square error, respectively, for cross-validation. The diagonal line is a reference line with a slope equal to 1. GDD, Growing Degree Days; RVI, Ratio Vegetation Index; RECI, Red-edge Chlorophyll Index; NDRE, Normalized Difference Red-edge Index; SCCCI, Simplified Canopy Chlorophyll Content Index.






3.2 Above-ground biomass

For above-ground biomass, models developed from the training dataset had generalized R2 values ranging from 0.69 to 0.87 indicating a moderate to strong relationship with the VIs (Table 5). These model equations are provided in Supplementary Table 2. Based on the model performance, MSAVI, OSAVI, RVI, and SAVI were the four VI-based models with the highest R2 and R2cv values, and the lowest AICc, BIC, and RMSEcv values. The estimated above-ground biomass from these models was able to explain 83-84% of variation with RMSEcv ranging from 240.64 to 251.34 g m-2 during cross-validation (Figure 5). GNDVI and NIR/G had the highest R2 values of 0.86 and 0.87, respectively, during training, but the R2 values reduced to 0.75 and 0.76, respectively during cross-validation. Out of the five raw bands, the model with the NIR band was able to explain 79% of the variation in the measured above-ground biomass during cross-validation.


Table 5 | Model performance parameters for predicting above-ground biomass using different vegetation indices (VIs) and raw reflectance bands for the studies conducted in the 2021 and 2022 growing seasons (model equations provided in Supplementary Table 2).






Figure 5 | Predicted versus measured above-ground biomass for the four models that performed the best in predicting above-grond biomass models. Blue circles represent the training data, and red triangles represent the validation data. R2cv and RMSEcv represent the coefficient of determination and root mean sum square error, respectively, for cross-validation. The diagonal line is a reference line with a slope equal to 1. GDD, Growing Degree Days; MSAVI, Modified Soil Adjusted Vegetation Index; OSAVI, Optimized Soil Adjusted Vegetation Index; RVI, Ratio Vegetation Index; SAVI, Soil Adjusted Vegetation Index.






3.3 Radiation use efficiency

The models created using training data to predict RUE explained 2% to 43% of the variation in RUE indicating a poor to low relationship of VIs to the RUE (Table 6). The model equations are provided in Supplementary Table 3. While some of the VIs such as WDRVI, OSAVI, MSAVI, and TCARI explained as much as 43% variation in the RUE for the training data, they did not perform well during validation (Rcv = 25-33%). RECI, NIR/G, NDRE, and SCCCI performed best during training and cross-validation with lower AICc, BIC, and RMSEcv values, and the highest R2cv value. A plot of predicted versus measured RUE using validation data (Figure 6) showed that the above-mentioned models explained 37% to 40% of the variation in cotton RUE with around 0.4 g MJ-1 RMSEcv. Among the five raw reflectance bands, the RUE prediction model using the red-edge and green bands explained 37% and 34%, respectively, of variation in RUE during cross-validation.


Table 6 | Model performance parameters for predicting Radiation Use Efficiency (RUE) using different vegetation indices (VIs) and raw reflectance bands for the studies conducted in the 2021 and 2022 growing seasons (model equations provided in Supplementary Table 3).






Figure 6 | Predicted versus measured radiation use efficiency (RUE) for the the four models that performed the best in predicting RUE. Blue circles represent the training data, and red triangles represent the validation data. R2cv and RMSEcv represent the coefficient of determination and root mean sum square error, respectively, for cross-validation. The diagonal line is a reference line with a slope equal to 1. RECI, Red-edge Chlorophyll Index; NIR/G, Near infrared to Green Ratio; NDRE, Normalized Difference Red-edge Index; SCCCI, Simplified Canopy Chlorophyll Content Index.



Based on the model identified for IPARf and biomass in sections 3.1 and 3.2, the models that performed the best during validation were used to derive RUE using equation 3. The estimated RUE from MSAVI-based biomass model and RVI-based IPARf model only explained 18% of the variation in measured RUE with an RMSE of 0.462 (Figure 7A). However, replacing the MSAVI-based biomass model with the ground-measured biomass increased the prediction accuracy to 84% with the RMSE of 0.207 (Figure 7B).




Figure 7 | Predicted versus measured plot for the radiation use efficiency (RUE) values obtained using (A) MSAVI-based biomass model/RVI-based IPAR model and (B) measured biomass/RVI-based IPAR model. R2 and RMSE represent the coefficient of determination and root mean sum square error. The diagonal line is a reference line with a slope equal to 1. IPAR, Intercepted Photosynthetically Active Radiation; MSAVI, Modified Soil Adjusted Vegetation Index; RVI, Ratio Vegetation Index.






3.4 Lint yield and harvest index

Cotton fiber Index (CFI) from UAV-based RGB imagery showed a linear relationship with machine-harvested lint yield and explained 69% of the variation (RMSE = 244.07 kg ha-1) in the lint yield (Figure 8). However, the estimated harvest index (HI) utilizing the CFI-based lint yield model and the four models that performed the best in predicting above-ground biomass (Figure 9) wasn’t significant (p-value > 0.05) in explaining measured HI. A plot of predicted versus measured HI for the two growing seasons (2021 and 2022) (Figure 9) shows that the estimated HI was able to explain 40% to 49% of the variation in cotton HI, for the 2022 growing season, while only 1% to 4% for the 2021 growing season.




Figure 8 | Relationship and prediction equation between machine-harvested lint yield and cotton fiber index (CFI) for both the 2021 and 2022 growing seasons. R2 and RMSE represent the coefficient of determination and root mean square error, respectively, for the relationship. In the given equation, Y represents lint yield and X represents CFI.






Figure 9 | Predicted versus measured harvest index (HI) using CFI-based lint yield and the highest seasonal biomass obtained from the four models that performed the best in predicting above-ground biomass. Grey circles represent the 2021 growing season, and orange circles represent the 2022 growing season. R2 2021 and R2 2022 represent the coefficient of determination for predicted versus measured regression for the 2021 and 2022 growing season, respectively. The diagonal line is a reference line with a slope equal to 1. CFI, Cotton Fiber Index; MSAVI, Modified Soil Adjusted Vegetation Index; OSAVI, Optimized Soil Adjusted Vegetation Index; RVI, Ratio Vegetation Index; SAVI, Soil Adjusted Vegetation Index.







4 Discussion

The yield-driving physiological parameters – intercepted photosynthetically active radiation (IPAR), radiation use efficiency (RUE), and harvest index (HI), are the key contributors to yield in cotton under different management conditions (Conaty and Constable, 2020). However, the current methods of ground measurement for these parameters are resource intensive and require destructive sampling of plants. Remote sensing using UAVs and low-cost sensors have proven to be an efficient approach in estimating crop biophysical traits such as biomass, chlorophyll content, and leaf area index (Gutierrez et al., 2012; Raper and Varco, 2014; Wang et al., 2021). Therefore, this study investigates the use of low-cost and high-resolution UAV-based RGB and multispectral imagery to predict the aforementioned yield-driving physiological parameters [IPAR, RUE, and HI] of cotton.



4.1 Estimation of IPARf, RUE, and biomass

The first objective of this study was to develop and validate models to estimate the fraction of IPAR (IPARf), RUE, and biomass of cotton throughout the season using reflectance data (which includes multispectral vegetation indices (VIs) and raw reflectance bands) and growing degree days (GDD). Past research has demonstrated that the relationship between crop biophysical characteristics and VIs can be altered by growth stage (Gutierrez et al., 2012; Li Z. et al., 2022). For example, during cotton growth and development, biomass distribution, specific leaf nitrogen and chlorophyll contents in the canopy change, resulting in varied spectral responses throughout the season (Snider et al., 2021b). Gutierrez et al. (2012) showed the need of separate models to explain above-ground biomass and LAI of cotton plants at different days after planting. In this study, the inclusion of the GDD term as a predictor helped in addressing the above limitation and allowed us to directly account for the changes in the spectral reflectance of cotton plants at different growth stages during the growing season. The proposed model of VIs along with GDD can be used to estimate the IPARf and aboveground biomass throughout the season.

During cross-validation, the developed models explained up to 93% of the variation in measured IPARf of the cotton canopy (Table 4), where RVI, RECI, NDRE, and SCCCI had the highest coefficient of determination (Figure 4). Past studies have relied on either a physical radiative transfer model (Clevers et al., 1989) or hyperspectral VIs (Tan et al., 2013; Tan et al., 2018) to estimate the fraction of light absorption by crop canopies. However, there is limited information on the relationship between multispectral VIs and IPARf. The amount of light intercepted by a cotton canopy is highly influenced by canopy structure and architectural traits such as leaf area index (Brodrick et al., 2013; Bhattacharya, 2019). Multiple studies have reported the association between cotton leaf area index (LAI) and multispectral VIs (Hatfield et al., 1984; Zhao et al., 2007b; Gutierrez et al., 2012), and insights on the relationship between IPARf and VIs can be drawn from these studies. RVI, the ratio of near-infrared to red reflectance, has been shown to be effective (R2 = 0.69 to 0.93) in explaining cotton LAI (Zhao et al., 2007a; Gutierrez et al., 2012; Chen, 2019). In the visible and near-infrared wavelength region, the near-infrared is reflected by the canopy and is sensitive to green photosynthetically active vegetation, whereas the red band is strongly absorbed by chlorophyll, making RVI a good predictor of LAI (Tucker, 1979). In this study, models based on raw bands of near-infrared and red reflectance were also able to moderately estimate IPARf throughout the growing season, further highlighting the importance of these two reflectance bands in explaining the variability in IPARf. NDVI, which is also a function of near-infrared and red reflectance bands, has been used to predict cotton LAI and canopy cover (Ritchie et al., 2010; Adams et al., 2021). Guillen-Climent et al. (2012) also reported that out of several VIs, NDVI was best correlated with IPARf for crops with homogenous canopies such as wheat, maize, and soybean. However, in the current study, NDVI saturated after the third sampling date (800 GDD) with strong absorption of red wavelength light by the canopy (red reflectance moved closer to zero) and couldn’t explain the variation in IPARf during the latter part of the season. A similar trend of NDVI saturating at high LAI was reported by Chen (2019) and Gutierrez et al. (2012). The other best performing VIs, RECI, NDRE, and SCCCI, are also reported to explain LAI and canopy chlorophyll content. RECI has been found to be closely related to maize LAI (R2 = 0.95), even at higher LAI values (0 to > 6), without reaching saturation. Similarly, RECI performed the best without saturation even at higher GDD in this study. This is because RECI is based on near-infrared and red-edge reflectance, and the red-edge wavelength of light is not strongly absorbed by chlorophyll compared to the red wavelength (Gitelson et al., 2003b). In a similar manner, NDRE, and SCCCI are also based on near-infrared and red-edge reflectance and have been found to be associated with leaf and canopy chlorophyll content (Gitelson et al., 2003a; Raper and Varco, 2014; Ballester et al., 2017), which explains their effectiveness in explaining IPARf in this study.

The developed models using reflectance data and GDD were able to explain 55% to 84% of the variation in above-ground biomass for the validation dataset (Table 5). MSAVI, OSAVI, RVI, and SAVI were the best performing VIs with the highest coefficient of determination (Figure 5). The near-infrared band explained the most variation (79%) in above-ground biomass out of the five raw bands. For crops and other vegetation, the red band is highly absorbed by chlorophyll, whereas the near-infrared is reflected from the outer leaf surfaces and spongy mesophyll cells. (Jackson, 1986). The VIs computed based on these two bands, such as NDVI and RVI, have been linked to above-ground biomass previously (Gitelson et al., 2003a; Zhao et al., 2005; Zhao et al., 2007b; Chao et al., 2019). RVI is one of the best VIs to explain above-ground biomass in this study, which is similar to previous findings. NDVI is also widely used VI that has been extensively related to above-ground biomass. However, it tends to saturate early with increasing biomass, and is influenced by soil reflectance, particularly under low vegetation cover (Huete, 1988; Qi et al., 1994; Gutierrez et al., 2012). VIs such as SAVI, MSAVI, and OSAVI are all modifications of NDVI which are more sensitive to changes in vegetation cover and are less influenced by soil reflectance during the lag phase of vegetative growth (Rouse, 1974; Huete, 1988; Qi et al., 1994; Rondeaux et al., 1996), which explain their strong relationship with biomass throughout the season in the current study. Previous studies have also reported RVI (Gutierrez et al., 2012), MSAVI (Brandão et al., 2015), and OSAVI (Zhao et al., 2007b) to be a good predictor of cotton above-ground biomass at early and peak growth stages. However, recent studies have shifted their attention towards use of hyperspectral (Junhua et al., no date) and LIDAR (Sun et al., 2018; Furbank et al., 2019) sensors but these are currently expensive and require extensive data analysis for crop aboveground biomass estimation. In our study, we noticed that with increasing GDD, the estimated above-ground biomass values moved further away from measured values. This source of error and uncertainty in the biomass model could be attributed to the indeterminate growth habit of cotton because the above-ground biomass during the later season is a combination of reproductive and vegetative biomass, and the reflectance data cannot fully capture the reproductive structures in the lower canopy.

The VIs developed from multispectral imagery only explained up to 40% of the variation in cotton RUE (Table 6). This could be due to the fact that RUE is affected by various environmental factors and the interaction of different physiological processes, making it difficult to accurately assess using multispectral remote sensing (Furbank et al., 2019). However, the relationship between multispectral VIs and RUE can help in the identification of valuable predictors for future modeling. RECI, NIR/G, NDRE, and SCCCI were the top four VIs in predicting RUE (Figure 6). Similarly, the red-edge and green raw bands explained 37% and 34% of the variation in RUE for the validation data set. All the aforementioned VIs and raw reflectance bands have shown to be sensitive to canopy chlorophyll content for crops including corn and cotton (Tumbo et al., 2002; Gitelson et al., 2003a; Bausch et al., 2008; Ritchie et al., 2010; Raper and Varco, 2014; Ballester et al., 2017). The specific absorption coefficient of chlorophyll for the green and red-edge bands is lower than the red and blue bands, making the VIs based on green and red-edge bands sensitive to changes in chlorophyll content in plant tissues (Gitelson and Merzlyak, 1997; Gitelson et al., 2003b). Because the quantum efficiency of primary photochemistry is influenced by canopy chlorophyll content per unit leaf area (Porcar-Castell et al., 2021), the aforementioned VIs may relate to canopy-level RUE. There are limited studies estimating canopy RUE from multispectral VIs. However, Robles-zazueta et al. (2021) showed potential of hyperspectral VIs and partial least square regression (PSLR) modelling to predict RUE in wheat, where EVI and PRI predicted RUE with 70% accuracy.

Additionally, this study showed the potential of using a mechanistic model (RUE = Biomass/IPAR) from estimated IPAR and biomass to derive RUE in cotton. The estimated RUE from the measured biomass and RVI-based IPARf model was able to explain 84% of measured RUE (Figure 7). A similar approach to obtain RUE from measured biomass and remotely sensed light interception has been used in corn (Tewes and Schellberg, 2018) and soybean (Phillips et al., 2020) as well. Further, in this study, actual biomass measurements were replaced with estimates from the MSAVI-based biomass model, which resulted in a reduced prediction accuracy of 18%. The reason for the reduced performance could be due to the error and inaccuracies associated with biomass prediction (Robles-zazueta et al., 2021). As previously discussed, cotton is an indeterminate crop, and its above-ground biomass during the season consists of both vegetative and reproductive structures. Therefore, the spectral VIs may not represent the biomass contributed by the bolls in lower canopy. Moreover, due to cotton’s indeterminate growth pattern, it is challenging to uniformly sample above-ground biomass throughout the season.




4.2 Estimation of lint yield and HI

The second objective of this study was to estimate cotton lint yield using cotton fiber index (CFI). CFI explained 69% of the variation in cotton lint yield (Figure 8), which is somewhat lower than the result reported by Huang et al. (2016) (R2 = 0.83) and Feng et al. (2020) (R2 = 0.90). However, the performance of CFI in explaining lint yield variation was better than previous studies that used in-season vegetation indices to predict yield (R2 = 0.47 to 0.60) (Gutierrez et al., 2012; Ballester et al., 2017). There are a few limitations of using CFI from UAV-based RGB imagery which could introduce some error and possibly the reason for low accuracy observed in our study. CFI does not consider the cotton bolls present in the lower and middle of the canopy (Feng et al., 2020; Siegfried et al., 2023), and there is a potential for misclassification of soil or background pixels as white cotton bolls. Also, the UAV flight height can have an influence on the image resolution for cotton pixel detection. The lower flight height can increase the detection accuracy but can limit the amount of area covered as well as increase time for image processing. To increase the yield-predicting performance of CFI, future research could focus on identifying low cost remote sensing predictors, such as UAV-based plant height or white flower detection during the season, which can account for the cotton bolls in the middle and below the canopy. Utilizing machine learning and convolutional neural networks to accurately delineate cotton pixels from the surrounding soil pixels could also improve yield prediction (Li F. et al., 2022; Shi et al., 2022).

Finally, the last objective of this study was to investigate the utility of the developed models for lint yield and above-ground biomass in predicting cotton harvest index (HI). No significant relationship was observed between the measured and predicted HI when the data from both years was combined. It was also found that the HI models performed differently for each growing season (Figure 9), with the estimated HI explaining 40-49% of the variation in measured HI for the 2022 growing season. The lack of a significant relationship over the two years of the study could be attributed to the combined errors in the lint yield and biomass prediction. As discussed earlier, for an indeterminate crop such as cotton, nadir UAV imagery cannot fully account for the reproductive structure or cotton bolls in the lower and middle canopy that contribute to both above-ground biomass and lint yield (Shi et al., 2022; Siegfried et al., 2023). Furthermore, previous studies have reported varying responses of cotton HI (indifferent to inverse relationship) to different nitrogen levels (Kimball and Mauney, 1993; Gerik et al., 1994; Li et al., 2017), which could be another reason for the varied responses observed in the different seasons.




4.3 Model applications, limitations, and implication for future efforts

The models developed to estimate the yield-contributing physiological parameters in cotton showed low to strong performance. The models developed in this study can estimate the yield determining physiological parameters throughout the growing season and are relatively simple with only two required input predictors- VI from multispectral imagery and GDD (growth stage parameter). This makes use of these parameters a viable method to measure the light interception and above-ground biomass rapidly and accurately during the cotton growing season and also expands the potential of these models to be used by researchers and industry in cotton management and breeding. Previous work showed that low nitrogen stress in cotton primarily reduces the light interception of the cotton canopy, resulting in significant yield loss (Pokhrel et al., 2023). The models, therefore, can be applied to measure light interception and identify yield-limiting low nitrogen circumstances in-season. The models have ability to aid in agronomic decision making in order to prevent significant yield loss. Similarly, excessive irrigation can cause excessive above-ground biomass resulting in a lower number of cotton bolls and boll mass, ultimately causing significant yield loss (Ermanis et al., 2020). The models from this study can be potentially applied to regulate the irrigation requirement of a cotton plant during the growing season based on their light interception and biomass gain to avoid yield loss due to excess growth. For cotton breeding, the models can be utilized for high-throughput phenotyping of a large number of cotton genotypes for yield determining physiological parameters without the need for labor-intensive and time-consuming manual measurements. Finally, results attained in this study can be used to expand and improve future research on predicting functional yield drivers of cotton from aerial imagery.

One of the limitations of this study is that the modeling and validation were limited to data collected within 372 GDD to 1253 GDD, with no extrapolation, and it would be beneficial to test these models outside this range in future studies. Furthermore, the models were developed based on a two-year study of a single cotton cultivar’s response to five different nitrogen application rates at an experimental site. Inclusion of training data from different cotton cultivars across multiple production environments can enhance model performance. It is suggested that future research should focus on increasing the model’s robustness for its transferability across a wide range of genotypes and environmental conditions. Independent validation from different locations would also help in determining the model’s prediction ability. In the future, more robust models can be created by exposing the crop to a broader range of growth and yield-altering factors. Additionally, due to the limited number of data points, validation for the lint yield modeling was not performed. Validation for the use of CFI in lint yield prediction can be done in the future. There is also the possibility of misclassification while separating cotton white pixels and background soils for CFI calculation. Future research can work on assessing quality of those filtering techniques to avoid the misclassifications. Moreover, top-view UAV imagery from 45 m height may not fully capture the cotton bolls present in the middle section of cotton plants. Future research can investigate the influence of different flight parameters such as flight height and sensor resolution on accurate estimation of cotton lint yield and above-ground biomass prediction. This would potentially aid in increasing the estimation accuracy of the cotton harvest index. Overall, this study is the first attempt of its kind to use low-cost UAV RGB and multispectral imagery to predict yield-determining physiological parameters of cotton throughout the season and the results obtained here shows a strong potential to utilize and expand the use of remotely-sensed imagery for estimating yield-driving functional traits of cotton.





5 Conclusions

The objectives of this study were to predict IPARf, RUE, and biomass of cotton during the growing season using VIs derived from UAV-based multispectral imagery and GDD, and to estimate cotton HI from biomass models and CFI-based lint yield estimates. Estimated IPARf using models based on RVI, RECI, NDRE and SCCCI showed strong relationships with actual IPARf values during cross-validation. RUE was best explained by VIs that used red-edge, green, and near-infrared bands such as RECI, NIR/G, NDRE, and SCCCI, which are linked to the chlorophyll content per unit leaf area in past studies. Models based on MSAVI, OSAVI, RVI, and SAVI explained most of the variation in above-ground biomass during cross-validation. CFI had a moderate relationship with the machine-harvested lint yields. Estimated HI based on CFI-based lint yield estimates and biomass models showed no significant relationships with actual HI values and only weak relationships with actual values during the 2022 growing season. Further research towards accurate estimation of lint yield and biomass is recommended to predict cotton harvest index. Thus, we can conclude that UAV-based RGB and multispectral imagery can be utilized to predict some yield-determining physiological parameters in cotton.
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Leaf area index (LAI) is an important biophysical parameter of vegetation and serves as a significant indicator for assessing forest ecosystems. Multi-source remote sensing data enables large-scale and dynamic surface observations, providing effective data for quantifying various indices in forest and evaluating ecosystem changes. However, employing single-source remote sensing spectral or LiDAR waveform data poses limitations for LAI inversion, making the integration of multi-source remote sensing data a trend. Currently, the fusion of active and passive remote sensing data for LAI inversion primarily relies on empirical models, which are mainly constructed based on field measurements and do not provide a good explanation of the fusion mechanism. In this study, we aimed to estimate LAI based on physical model using both spectral imagery and LiDAR waveform, exploring whether data fusion improved the accuracy of LAI inversion. Specifically, based on the physical model geometric-optical and radiative transfer (GORT), a fusion strategy was designed for LAI inversion. To ensure inversion accuracy, we enhanced the data processing by introducing a constraint-based EM waveform decomposition method. Considering the spatial heterogeneity of canopy/ground reflectivity ratio in regional forests, calculation strategy was proposed to improve this parameter in inversion model. The results showed that the constraint-based EM waveform decomposition method improved the decomposition accuracy with an average 12% reduction in RMSE, yielding more accurate waveform energy parameters. The proposed calculation strategy for the canopy/ground reflectivity ratio, considering dynamic variation of parameter, effectively enhanced previous research that relied on a fixed value, thereby improving the inversion accuracy that increasing on the correlation by 5% to 10% and on R2 by 62.5% to 132.1%. Based on the inversion strategy we proposed, data fusion could effectively be used for LAI inversion. The inversion accuracy achieved using both spectral and LiDAR data (correlation=0.81, R2 = 0.65, RMSE=1.01) surpassed that of using spectral data or LiDAR alone. This study provides a new inversion strategy for large-scale and high-precision LAI inversion, supporting the field of LAI research.




Keywords: Leaf Area Index (LAI), remote sensing, full-waveform LiDAR, physical model, forest canopy, GORT model, data fusion




1 Introduction

Leaf area index (LAI) is one of the prime determinants of photosynthesis, which makes it an important quantity controlling physical and biological processes of plant canopies and assessing forest growth potential (Chen and Black, 1992; Barclay and Goodman, 2000). As a fundamental attribute of global vegetation, LAI has been listed as an essential climate variable by the global climate change research community (Fang et al., 2019). The ability to accurately and rapidly acquire LAI is an indispensable component of process-based ecological research facilitating the understanding of gas-vegetation exchange phenomenon at an array of spatial scales from the leaf to the landscape (Zheng and Moskal, 2009).

Remote sensing data provides large-scale, systematic land surface observations consistently over the globe (Pan et al., 2008). With remote sensing technology, LAI can be mainly derived from a variety of sensors including passive optical sensors, active light detection and ranging (LiDAR) instrument, and microwave sensors (Fang et al., 2019). In passive optical sensors, multispectral and hyperspectral sensors provide spectral measurements across the electromagnetic spectrum, which are sensitive to subtle variations in reflected energy and, therefore, have a giant potential for detecting differences in vegetation (Mananze et al., 2018). However, LAI retrieval using multispectral and hyperspectral data has potential problems, such as the low signal-to-noise ratios (SNRs) of some remote sensing data, the “curse of dimensionality” and problems of saturation (Liu et al., 2016). In addition, optical remote sensing is only capable of capturing information from the horizontal canopy, resulting in a lack of information pertaining to vertical canopy (Xu et al., 2022). In active LiDAR instrument, full-waveform LiDAR systems can digitize the entire reflected energy, resulting in complete waveforms from the top of the canopy to the ground which reflect vertical profiles (Lefsky et al., 1999; Mallet and Bretar, 2009). It has been used to estimate LAI based on canopy structure and radiation transfer principles, especially by means of the correlation with the gap fraction (Wang and Fang, 2020). The primary advantage of LAI estimation using full-waveform LiDAR lies in its ability to capture detailed structural information beneath the canopy through the complete energy waveform, thereby mitigating estimation errors stemming from leaf aggregation. However, the high-density data obtained from airborne LiDAR is limited to the measurement range, whereas spaceborne full-waveform LiDAR data is characterized by its substantial volume. Multi-source remote sensing data have their own advantages and disadvantages in LAI estimation. On this basis, researches on using multi-source remote sensing data fusion to estimate LAI is becoming a research hotspot for which it can give full play to the advantages of different remote sensing data (Clevers and vanLeeuwen, 1996; Yang et al., 2011; Ma et al., 2014; Qu et al., 2015).

Existing methods for fusing spectral and LiDAR data are mostly based on empirical models. The empirical model directly relates inputs to outputs by pure statistical means, the advantage of which lies in its simplicity (Weiss et al., 2020). Thomas et al. (2011) estimated LAI with LiDAR and multispectral data by constructing fused LiDAR-optical indices. Ma et al. (2014) combined LiDAR data with the MODIS and MISR products to retrieve canopy height and LAI by multivariate linear regression model and geometric-optical mutual-shadowing (GOMS) model. Luo et al. (2019) estimated maize LAI using the combined hyperspectral imagery and LiDAR pseudo-waveforms by random forest (RF) regression algorithm. Zhang et al. (2022) estimated the LAI of a short-crop using UAS-based SfM and LiDAR point clouds, as well as the spectral information from multispectral imagery. Zhang et al. (2023) used six typical machine learning algorithms to construct prediction models of LAI, among which the XGBoost model showed the best performance. It also showed that the fusion of data could significantly improve the predictive ability of the models. However, the empirical model is strongly grounded with a large amount of statistical data and can only be applied within a relatively localized area because their performance is highly dependent on vegetation types, canopy structures, sensors, and temporal change (Xu et al., 2020). Empirical models, even superior deep learning models, can also suffer from statistical problems such as overfitting (Verrelst et al., 2015; Neinavaz et al., 2016).

In contrast to empirical methods, the physical model can be better generalized and its physical principles is helpful for the analysis of fusion mechanism (Myneni et al., 1997; Verrelst et al., 2019; Kennedy et al., 2020). Based on LiDAR waveform, commonly used models include gap fraction models (homogeneous canopy or clumping-aware canopy) and three-dimensional (3-D) radiative transfer models. Within multiple gap fraction models, gap fraction can be performed by directly computing its aggregate value (Luo et al., 2013; Fieber et al., 2014; Tseng et al., 2016; Jiang et al., 2022) or by considering the vertical accumulation of gaps within the canopy layers (Ni et al., 1999; Yang et al., 2019). Gap fraction models, with minimal input parameters, streamline LAI computation through forward modeling (Zhao et al., 2011). The geometric-optical and radiative transfer (GORT) model, one of the gap fraction models, capitalizes on the capability of lidar waveform data to characterize the underlying canopy structure (Ni-Meister et al., 2001). Accurate vertical profiles of LAI can be derived by GORT (Tang et al., 2012). This methodology has been employed in the derivation of products for the spaceborne lidar GEDI and exhibits a strong applicability of large-scale LAI estimation (Tang et al., 2014; Wang et al., 2023). Regarding the 3-D radiative transfer models such as Discrete Anisotropic Radiative Transfer (DART), they are proficient in simulating lidar waveforms effectively (Gastellu-Etchegorry et al., 2016; Gastellu-Etchegorry et al., 2017). However, due to its multitude of model parameters and complex scenarios, time-consuming aspects arise during the inversion process. Taking the above reasons into consideration, we consider conducting a data fusion inversion study based on the GORT model. It is still a challenge to combine spectral imagery and LiDAR waveform for LAI retrieval based on physical models. In LAI estimation, spectral features including sensitive bands’ reflectance and spectral indices, play a pivotal role in accuracy (Potithep et al., 2013; Liang et al., 2015). Waveform information such as height, echo energy ratio and leaf coverage are key parameters of LAI estimation using full-waveform LiDAR (Pope and Treitz, 2013; Ma et al., 2015). Improving the physical model to use the above parameters so as to make use of the respective advantages of multi-source data is the key for LAI estimation using both spectral and LiDAR data. In addition, the accuracy of the physical model is susceptible to the initial assignment value of model parameters and the quality of the input data (Houborg et al., 2007). Adjusting the input parameters of the model based on the study area and source data is also an important measure to ensure the accuracy of LAI estimation.

In response to the above problems, the main objectives of this paper are: (1) Developing an estimation strategy based on GORT model to achieve data fusion. (2) Extracting accurate parameters for LAI estimation from both spectral and LiDAR waveform data. (3) Assessing the performance of the joint data fusion for LAI estimation. Specifically, for the first time, we attempt to fuse spectral and waveform data within the GORT model, achieving a joint LAI estimation. We enhance the waveform decomposition method to extract more accurate waveform parameters. Furthermore, on the basis of the existing retrieval, we improve the model input parameter canopy/ground reflectivity ratio ( ) to make it more suitable for the large-scale forest with the heterogeneity of the spectrum. The significance of this study lies in providing novel insights into the fusion of active and passive remote sensing data, thereby contributing to the enhancement of accurate large-scale LAI estimation.




2 Study area and data

The study area is located in Harvard Forest, a 4000 acres forest in Petersham, Mass., which is now among the most studied forests in the world. As a critical node in USA national ecological network (LTER, NEON and ForestGEO), Harvard Forest department gathers and produces various datasets from its ecological scientific researches. At the same time, many remote sensing ecosystem projects choose Harvard Forest as study area, which provide multi-source remote sensing data. For these reasons, we chose the Harvard Forest to carry out remote sensing research of multi-source data.



2.1 LVIS airborne LiDAR data

NASA’s Land, Vegetation, and Ice Sensor (LVIS), is an airborne, wide-swath, full waveform imaging laser altimeter system, which emits 1064nm wavelength laser pulses to collect data on surface topography and 3-d structure with medium 25m footprint.

During summer 2021, LVIS operated as a NASA Facility to calibrate and validate the space-based LiDAR sensor GEDI (Global Ecosystem Dynamics Investigation) by conducting overflow ground tracks over the Eastern United States and French Guiana. The LVIS Classic instrument was flown on Gulfstream V at a flight altitude of 41,000’, covering Harvard Forest completely on August 6, 2021. The data products of LVIS include Level 1B Geolocated LVIS Waveforms (HDF format) and Level 2 Geolocated Surface Elevation and Height Product (ASCII Text format), from which ecosystem structure parameters can be derived (Blair et al., 1999; Blair and Hofton., 2020).

In this research, we used data products of the LVIS flight on August 6, 2021, obtained from ‘https://nsidc.org/data/LVISC1B/versions/1’. From these, we extracted multiple parameters for each pulse into a comprehensive dataset (.csv). The parameters included: laser shot (shotnumber), longitude (lon), latitude (lat), elevation of the highest detected signal (zt), elevation of the lowest detected mode within the waveform (zg), return waveform (rxwave), signal mean noise level (sigmean).




2.2 Sentinel-2 multispectral images

The Copernicus Sentinel-2 mission comprises a constellation of two polar-orbiting satellites. It offers free multi-spectral images with high spatial resolution (four bands at 10 m, six bands at 20 m and three bands at 60 m spatial resolution). The orbital swath width is 290 km with high revisit time (5 days with 2 satellites under cloud-free conditions which results in 2-3 days at mid-latitudes), which support to accurately monitor land surface changes especially vegetation changes and are beneficial to biophysical indicators estimation (Drusch et al., 2012). The Sentinel-2 data has good temporal and spatial resolution with high-quality. Numerous studies have shown that it provides accurate retrieval of LAI. (Korhonen et al., 2017; Hu et al., 2020; Zhou et al., 2020; Sun et al., 2022).

Sentinel Applications Platform (SNAP), released by European Space Agency (ESA), has been accelerating Earth observation innovation since 2014. It can help to process and analyze Sentinel-2 imagery. In this experiment, the Sentinel-2 image was processed by the Sentinel-2 Toolbox (S2TBX) in SNAP. We acquired an L2A image of Sentinel-2 covering the Harvard Forest on July 31, 2021 (https://doi.org/10.5270/S2_-znk9xsj). The base map of Figure 1 is the Sentinel-2 RGB image of the study area processed by SNAP. Based on SNAP, we obtained canopy cover map from Sentinel-2 L2A image. Subsequently, using the latitude and longitude information of the laser pulse from the LVIS, we extracted parameters at each pulse point, including spectral reflectance and canopy cover (CC) values.




Figure 1 | The spatial distribution of ground plots in Harvard Forest (The base map is Sentinel-2 RGB image.).






2.3 Ground based LAI in Harvard Forest

The Harvard Forest Data Archive contains various datasets from scientific research at the Harvard Forest, in which HF150 dataset collects Leaf Area Index at Harvard Forest HEM and LPH Towers since 1998 (https://harvardforest.fas.harvard.edu/harvard-forest-data-archive). Leaf area index is measured with the LAI-2000 canopy analyzer with one LAI sensor made at multiple plots within each forest type - usually 12 plots within the old-growth hemlock forest, and 36 plots on Little Prospect Hill (Orwig and Hadley, 2022). The time, distance from tower, compass direction from tower from geographic north, LAI value of each plot is given in the dataset, which help to correlate exact coordinates and values of plots. The spatial distribution of ground plots is shown in Figure 1.





3 Methods

To better utilize the advantages of spectral imagery and LiDAR waveform, and considering the scale difference between satellite and airborne data, we first designed a LAI estimation strategy based on a physical model GORT, using airborne LiDAR waveform as the main body and satellite spectral data as support. In order to improve the LAI inversion accuracy, we optimized the model input data and parameters: optimizing waveform decomposition algorithm for more precise waveform energy data, improving the method for obtaining the canopy/ground reflectivity ratio as model parameter to obtain values more consistent with the actual research area. Figure 2 shows an overview of the methods used in this paper.




Figure 2 | The overview of the methods used in this paper.





3.1 A fusion strategy proposal based on GORT model deconstruction

In order to perform joint estimation of LAI using both spaceborne multispectral images and airborne LiDAR waveforms, we decomposed the GORT model and developed a data fusion strategy.

The geometric-optical and radiative transfer (GORT) model is for the bidirectional reflectance of a vegetation cover combines principles of geometric optics and radiative transfer (Li et al., 1995). Ni-Meister et al. (2001) developed a method based on the modified GORT model to derive gap probability and canopy cover from LiDAR waveforms. In the modified GORT model, the cumulative canopy height profile (CHP) was calculated by using a logarithmic transformation of (1-canopy cover). The canopy cover and gap probability could be calculated as follows (Ni-Meister et al., 2001):



In formula (1),   and   represented the gap probability and canopy cover percentage above a particular height   within canopy respectively. The terms  ,   and   were the integrated laser energy returns from the canopy top to height  , from canopy top to canopy bottom, and from the ground return individually. The canopy and ground reflectance were   and   respectively.

Canopy cover (CC) is typically defined as the extent of ground area covered by the foliage of trees or other vegetation, as projected from a vertical viewpoint onto a horizontal plane (Fiala et al., 2006). From the perspective of remote sensing approaches, two types of canopy cover estimates are commonly derived: metrics describing the 2D horizontal extent of canopy, which is often expressed for a given cover type as a percentage of pixels (Silvan-Cardenas and Wang, 2010); or as 3D LiDAR metrics that represent the transmission of light through the canopy (Morsdorf et al., 2006; Korhonen et al., 2011; Moran et al., 2020). Researches have demonstrated a strong correlation between canopy cover extracted from spectral data and LiDAR-derived inversion values, with the latter frequently exhibiting higher accuracy (Smith et al., 2009; Ma et al., 2017). Figure 3 shows a schematic diagram of the principles of acquiring forest canopy information using active and passive remote sensing sensors.




Figure 3 | The schematic diagram illustrating the principle of acquiring forest canopy information through active and passive remote sensing methods.



Based on the above researches, we assumed that the canopy cover obtained by spectral imagery and LiDAR waveform are equal in this study:

 

where   represented canopy cover percentage above height  . We set the accumulated canopy cover percentage above height   as equal to the estimated canopy cover (FVC) in the pixel at the position of the LiDAR pulse using spectral imagery.   was set to the height corresponding to 80% of the canopy energy in the return. Therefore, the estimate of   could be expressed as:

 

Based on the above formulas, the canopy/ground reflectivity ratio value of each pulse could be calculated according to LiDAR waveform and spectral imagery.

Tang et al. (2012) deduced the formula of LAI derivation based on the GORT model. The effectiveness of the method has been proved by experiments. Total LAI can be calculated as (Tang et al., 2012):

 

where   represented the clumping index which adjusted the linear relationship between effective LAI and true LAI (Chen, 1996). We chose the clumping index value of 1.58 for the in Harvard Forest (Tang et al., 2012).   was the projection coefficient and was set to be 0.5 assuming a random foliage distribution within the canopy (Ni-Meister et al., 2001).   and   were the integrated laser energy returns from canopy top to canopy bottom, and from the ground return individually, which were obtained by waveform processing.   was calculated as formula (3) using both spectral data and LiDAR waveforms. Based on formula 3 and 4, LAI was estimated by combining spaceborne and airborne data. The strength of this strategy is that we used the physical model to realize the data fusion, and improve the parameter   by using the spaceborne spectral reflectance.




3.2 Optimization of waveform decomposition method for accurate waveform energy parameters extraction

Waveform energy parameters are the main input data in LAI inversion based on the GORT model, including canopy backward energy, ground backward energy and waveform energy integral returned at different altitudes, which are useful for segmentation, classification and inversion purposes, in both forested and urban areas (Mallet and Bretar, 2009). Selecting an appropriate processing method to “purify” the original waveform data is vital to extract structure parameters of forest, so as to accurately invert physical parameters of vegetation. In this paper, waveform processing procedure was designed for the processing of the Level 1B Geolocated LVIS Waveforms and Level 2 Geolocated Surface Elevation and Height Product. Specifically, to extract energy parameters more accurately from waveforms, the waveform decomposition algorithm was improved. The processing flow chart is shown in Figure 4.




Figure 4 | The flow chart of waveform processing ( ,   and   are the integrated laser energy returns from the canopy top to height  , from canopy top to canopy bottom, and from the ground return individually.).



Firstly, the background noise of the echo was removed based on the average noise parameter “sigmean” of each echo calculated in flight provided by LVIS Level 1B product. Values less than the noise threshold was eliminated.

Secondly, the Gaussian filtering algorithm was used to remove other types of noise and smoothed the waveform. The methods of waveform denoising mainly include Gaussian filtering, mean filtering, Fourier low-pass filtering, etc. (Zhang et al., 2020). Gaussian filtering has small time-frequency window area and a simple design, which makes it widely used in the field of signal processing. By measuring the echo denoising effect and adjusting the parameters, a Gaussian filter with better denoising effect was finally selected for echo denoising.

Finally, waveform decomposition method was applied to decompose the echo and extracted effective waveform parameters. Since the backscattered echo signal can be considered as the superposition of multiple Gaussian signals, the Gaussian decomposition method was used to fit the original signal to the superposition of multiple Gaussian function curves (Zhou et al., 2022). The backscattered echo can be expressed as:

 

In formula (5),   is the amplitude of the waveform at time  ;   is the bias of the Gaussian waveform;   is the number of Gaussian components;   are the amplitude, peak position and waveform width of the waveform of the mth Gaussian component respectively.

There are two main steps in the waveform decomposition: 1) estimation of the initial parameters; 2) optimization of the parameters and fitting the waveform (Zhou et al., 2021). After extracting accurate initial values of parameters, the commonly used waveform fitting methods include LM (Levenberg-Marquardt optimization algorithm) method (Wagner et al., 2006) and EM (Expectation-Maximization algorithm) method (Persson et al., 2005), the accuracy of which has no significant difference (Zhou et al., 2022). In the global optimization algorithm, waveform components that are too close in distance are prone to being merged during optimization, leading to significant fitting errors. In this paper, in order to address recognition errors caused by some echo components being close to the target, constraints were placed on the values of each peak to improve the accuracy of the fitting based on EM algorithm. The specific approach of the constraint-based EM was designed as follows:

E-step: Compute the posterior probabilities for each component given the data points using Bayes’ rule. The posterior probability for the  th component of the Gaussian mixture model for the  th data point was given by:

 

where   represented the probability that the  th data point belonged to the  th component,   was the probability density function of a Gaussian distribution at   of the   th component.

M-step: Update the parameters of the Gaussian mixture model using the posterior probabilities computed in the E-step. The update equations for the means ( ), and standard deviations ( ) of the  th component were given by:

 

 

 

 

where   was the projection operator that maps   onto the interval  ,   were the initial values of the mean and standard deviation for the  th component.

Repeat E-step, M-step until convergence was achieved. The constrained EM algorithm for LiDAR waveform decomposition imposed constraints on the parameter range within the optimization problem, leading to enhanced stability and accuracy of the algorithm.

After waveform processing, we identified the last waveform component as the ground component, and the rest as the canopy components.   was the area enclosed by the amplitude of the last waveform component and the coordinate axis within its start-stop range.   was the integral value of the other waveform components within their start-stop range.   was the integral value of the waveform from the initial position of canopy component to the height of  .

In this section, we implemented the processing of LiDAR waveforms, especially by adding constraints on the peak positions in the waveform decomposition algorithm to obtain better waveform decomposition results and calculate more accurate waveform energy parameters.




3.3 Optimization of model parameter   for large scale forest by gridding study area

When using the strategy proposed in Section 3.1 to calculate the LAI of each pulse position, both spectral and LiDAR data are used to calculate the model parameter   at this point, that is,   varies with the input data in each position. Although the parameter setting strategy is more accurate than taking a fixed value for the entire study area, it causes large data uncertainty and increases the computation of inversion. For example, abnormal waveform of a pulse will result in abnormal calculated value of  , thus leading to abnormal LAI inversion results at this point.

To solve this problem, we proposed a method to optimize the model parameter  , that was, gridded the study area and calculated the mean value of   in each grid. Then the LAI estimation model was constructed by each grid. In a large area, the canopy/ground reflectivity ratio varies with forest environmental conditions. Gridding the study area not only accounts for the spatial heterogeneity within Harvard Forest but also reduces the computational complexity of LAI modeling, thereby mitigating uncertainty arising from anomalous input data. Theoretically, the optimization method is helpful to improve the inversion accuracy.

Specifically, we divided the study area into 2331 rectangular grids (63*37), the coordinate size of each grid was 0.002° * 0.002° (about 36118m2). In order to reduce the uncertainty, the statistical method of histogram distribution was used to eliminate extreme abnormal ratio values that without the range of the mean plus or minus three standard deviations in each grid. Then an average reflectivity ratio was assigned for all the pulses in grid to reduce the uncertainty caused by pulse quality. The reflectivity ratio of each grid was the trimmed mean of all pulses in the grid.





4 Result and discussion



4.1 Waveform energy parameters based on optimized waveform decomposition method

For the purpose of obtaining accurate canopy and ground energy parameters, we processed a total of 187,302 LiDAR waveforms in the study area through denoising, smoothing, and waveform decomposition based on least squares optimization. During this process, the waveform energy parameters   and   obtained using different least squares optimization methods were compared.

The correspondence between the original waveforms and Gaussian model estimates of   and   using different optimization algorithms is shown in Table 1. Overall the correspondence is high for both   and  , the R2 of which are all above 0.99. Further comparative analysis between the canopy and ground components reveal that the overall canopy R2 is lower than that of the ground. The RMSE for the canopy is significantly higher than that of the ground, with a maximum difference of 35.656. It can be attributed to two main factors. Firstly, the canopy component often has one or more echo components in LiDAR waveforms, whereas the ground component typically only has one. Multiple echo components result in larger errors in waveform decomposition, leading to poorer correspondence of  . Secondly, due to the significant differences in canopy coverage, the waveform energy fluctuation of canopy is also much larger, resulting in a much higher RMSE compared to the ground.


Table 1 | Correlation results of waveform and Gaussian model integrals using different optimization algorithms for the ground ( ) and canopy ( ) components of the waveforms.



Comparing the results obtained from two different optimization methods, it is found that correspondence is higher for both   and   when the bound of peaks are constrained, compared to the result without parameter constraints (higher R2 and lower RMSE). To investigate the reasons for the result, we compare the waveform fitting results of two different optimization methods. The results of waveform decomposition using unconstrained optimization algorithm and optimization algorithm with peak boundary constraints are shown in the Table 2. We conducted an average statistical analysis of the fitting results for all waveforms in the study area and found that the constrained optimization algorithm yielded a fitting waveform with   of 0.979,   of 6.907,   of 103.016, and   of 8.596. The fact that the average   is almost close to 1 and the small values of the average MAE and RMSE indicate good overall waveform fitting results, suggesting that the model is able to fit the majority of the LiDAR waveforms accurately. The optimization algorithm with no constrain yielded a fitting waveform with   of 0.978,   of 6.971,   of 104.740, and   of 8.681. Compared with the constrained method, the average MAE, MSE, and RMSE values are higher for the unconstrained method, while the difference of average R2 is not significant. This suggests that the overall fitting accuracy of the unconstrained method is lower than that of the constrained method.


Table 2 | Performance of waveform decomposition using different optimization algorithms.



To further analyze the waveform decomposition result using different methods and its effects on the value of   and  , we extracted some waveforms with significant differences in inversion accuracy using two different optimization methods (Figure 5). The left column shows results obtained by EM method, while the right column shows results obtained by constraint-based EM method. The waveform energy parameters result of the three waveforms are shown in Table 3. Waveform (a) contains two canopy echoes and one ground echo. The waveform decomposition using EM method identifies only one canopy echo, and the calculated energy of the canopy echo is 2179.58, which differs significantly from the actual value of 2166.87. The constraint-based EM method identifies two canopy echoes, and the calculated value of 2166.21 is almost the same as the actual value. Waveform (b) contains two canopy echoes and one ground echo, and the second canopy echo and ground echo are combined into one waveform component using the EM method, resulting in a large difference between the canopy and ground energy calculation results of 1510.62 and 805.17 and the actual 1562.44 and 775.86, while the added constraint method does not show this phenomenon. Waveform (c) contains three canopy echoes and one ground echo, which are partially combined by the EM method due to the close distance of each canopy echo, resulting in a large difference between the calculated canopy energy (1939.33) and the actual value (1945.25). The results reveal that the waveform energy parameters calculated by constraint-based EM method are more precise than the unconstrained EM method. The waveform diagram shows that the main reason for the difference in accuracy between the two waveform decomposition methods is that after constraining the peak position of each waveform component, the merge of the closed waveform echoes can be avoided.




Figure 5 | Waveform fitting and waveform energy parameters results using two different optimization methods. (A) with two canopy echoes and one ground echo; (B) with two canopy echoes and one ground echo; (C) with three canopy echoes and one ground echo (The left column: the original Expectation-Maximization algorithm, the right column: the Expectation-Maximization algorithm with peaks boundary constraints).




Table 3 |   and   of typical waveforms based on different methods.



These results provide evidence that compared to optimization algorithms without parameter boundary constraints, the proposed constraint-based EM method can perform waveform decomposition more accurately and, to a certain extent, avoid decomposition errors caused by waveform components being too close to each other. Based on the waveform decomposition method, more precise   and   can be obtained, providing accurate values for subsequent LAI inversion.




4.2 The gridded   result

After gridding the study area, the   value of each grid is shown in Figure 6, and the statistical result is shown in the Table 4. Comparing the value heatmap (Figure 6 left) with the RGB images (Figure 6 right) of the study area, it can be found that the   is correlated with the degree of vegetation coverage. The value of   in non-vegetated and sparsely vegetated areas is generally lower than that of areas with higher vegetation coverage. The spatial distribution of   coincided with the actual vegetation distribution, indicating the accuracy of the calculation method we proposed. The statistical results show that the final ratio of 2331 grids in the study area is within the range of [0, 3.68], the average value is 2.45, and the root mean square is 0.80.




Figure 6 | The heat map of gridded canopy/ground reflectivity ratios in the study area (left) (The right image shows the Sentinel-2 RGB image of the study area).




Table 4 | The statistics of the canopy/ground reflectivity ratio of each grid.



In previous studies, Lefsky et al. (1999) suggested using a constant ( ) for 1064 nm. Tang et al. (2012) obtained the   value of 2.5 at 1064 nm and used it as the mean value for the whole study area. In addition to determining the ratio by empirical field measurements, extracting from LiDAR waveforms using statistical methods (Ni-Meister et al., 2010; Armston et al., 2013) is also a way to calculate this ratio. The value of canopy/ground reflectivity ratio is basically between [0, 3]. Due to the lack of measured data, and no research has used the method of combining spectral and LiDAR data to calculate  , it is currently impossible to accurately demonstrate the accuracy of the calculated ratios. However, the average and mean square deviation results show that most of the reflectance ratios are [0, 3] with only a few abnormal values, it can be proved that accurate gridded   of the study area can be obtained by this strategy. These provide a new idea for the calculation of  .




4.3 Comparison of LAI inversion results based on different data and inversion methods

In this section, we explored the LAI retrieval results based on different datasets and different methods for calculating  . The accuracy is compared with the existing field measurement data.

Using the fusion strategy we proposed, we obtained the LAI map using LiDAR waveform and multispectral image (Figure 7). The result shows that directly using the data of entire study area without land cover classification can estimate LAI well. For example, LAI values of the road in the lower left of this research area are 0. We can clearly distinguish the vegetation and non-vegetation areas from the LAI map. In the vegetated area, the LAI values are generally around 3-7, and reach above 7 in a few dense areas, indicating that the area is relatively heavily forested, which is basically consistent with the actual situation. Comparing the inversion results with the true LAI value provided by Harvard Forest HEM plots, the correlation, R2 and RMSE are 0.81, 0.65, 1.01 respectively (Figure 8), which shows that the LAI map obtained have high accuracy. The method we proposed to invert LAI by fusing LiDAR and spectral data is feasible.




Figure 7 | LAI map of the study area using both spectral and LiDAR data.






Figure 8 | Scatterplots of field-observed LAI against estimated LAI using both spectral and LiDAR data.



We conducted LAI estimation based on four different strategies for comparative analysis. These strategies encompassed two that exclusively utilized LiDAR data, one that solely relied on spectral data, and one that integrated both LiDAR and spectral data. Using only LiDAR data, we reproduced the methods used by Tang et al. (2012) and Armston et al. (2013) respectively. They both performed the inversion based on the GORT model, only some of the parameters in the model were determined in different ways. The LAI estimation maps (Figures 9A, B) were performed according to the parameters they set. Using only spectral data, we adopted the most traditional empirical model to construct the linear relationship between NDVI-LAI for LAI inversion using the LAI true value of the Harvard Forest LPH flux tower’s 36 plots (Figure 9C). Using LiDAR waveform and spectral data, we employed the method proposed by Yang et al. (2019) and the obtained result was depicted in Figure 9D. Based on the true LAI value of Harvard Forest, the accuracy evaluation of the estimation results obtained by various methods was carried out. The overall accuracy results are shown in Table 5.




Figure 9 | LAI maps of the study area using different strategies. (A) by Tang et al. (2012) ’s method; (B) by Armston et al. (2013) ’s method; (C) by NDVI-LAI relationship model; D: by Yang et al. (2019) ’s method.




Table 5 | The accuracy of LAI retrieval results using different methods.



Figures 9A, B indicates the LAI inversion results using only LiDAR data. Similar to LAI map obtained by the method proposed in this study, the results show obvious differentiation between vegetation and non-vegetation areas. However, the difference lies in that, LAI values of invention are too high in places with dense vegetation only using LiDAR data. By Tang et al. (2012) ‘s method, the LAI inversion result shows the correlation of 0.63, R2 of 0.40 and RMSE of 2.01 with ground plot LAI, indicating a moderate correlation between the two. By Armston et al. (2013) ‘s method, the inverted LAI is weakly correlated with the true value, with a correlation coefficient of 0.53, R2 of 0.28 and RMSE of 2.85. It shows that the accuracy of the two LiDAR-only inversion methods is lower than that of the fusion of LiDAR and spectral data. The LAI map inverted by the empirical model is shown in Figure 9C. The results show that there is a large difference between the LAI inversion results obtained by using only spectral data and those obtained by fusing the two data. Based only on spectral data, the inverted LAI is an underestimate with the highest value being only 4.8. It shows a correlation of 0.48, R2 of 0.25 and RMSE of 2.72 with ground plot LAI, which is poor compared to the inversion result that combines the two data. Figure 9D illustrates a low accuracy in LAI estimation (the correlation of 0.51, R2 of 0.30 and RMSE of 2.76), with LAI values consistently underestimated. This discrepancy may be attributed to the unsuitability of the model for the tree species and data sources in this study area. The original LiDAR waveform used by Yang et al. (2019) is acquired from a large-footprint LiDAR system (70m), which significantly differs from the experimental data used in this study (25m). Comparing various estimation strategies, it is evident that the fusion of both active and passive remote sensing data contributes to improved LAI estimation accuracy. The enhancements we have proposed for the GORT model further enhance LAI estimation precision.

We successfully estimate LAI based on the GORT model combining LiDAR and spectral data with a correlation of 0.81 and R2 of 0.65, which shows a large accuracy improvement compared to both LiDAR data alone and spectral data alone. These improvements can be attributed to the addition of spectral data to improve the parameters of the model. Comparing the three inversion methods based on the GORT model, the main difference between them is the   value of the model, which may be the main reason for the difference in inversion accuracy. The   of the study area is determined as a constant value of 2.5 by experience, which helps to reduce the amount of computation. But this empirical value may not necessarily be applicable to Harvard Forest and a fixed value cannot adequately represent the forest conditions of the entire study area, which may be the prime causes of the low accuracy. The use of least squares methods provides a new approach for the calculation of the ratio, which does not rely on manual measurements, but rather on the energy returned by the LiDAR. Based on this approach, we obtain   of 1.17 for the study area. The main reasons for the low accuracy can be attributed to two factors. Firstly, similar to using experienced value, calculating a single value for the entire Harvard Forest will cause abnormal results due to the complexity of the forest canopy. Secondly, the quality of the LiDAR can greatly affect the results. Such as areas in low point density in canopy that do not reflect enough energy (Chauve et al., 2009). Combining the spaceborne spectral data and airborne LiDAR data to calculate the reflectance ratio can use high-quality spectral data to a certain extent to eliminate the abnormal phenomenon of reflectance ratio caused by the abnormal collection of some LiDAR footprints. Compared with the above two methods, the gridded   calculation method we proposed considers the influence of these factors. By combining spaceborne spectral data and airborne LiDAR waveform to calculate the  , the influence of abnormal waveforms on the value of   can be eliminated to some extent. At the same time, laborious ground truth measurements of reflectance are no longer needed (Yang et al., 2006). Furthermore, dividing the study area into grids and calculating the average   in each grid can not only further eliminate abnormal values through statistical method, but also calculate different   in view of the canopy heterogeneity in large-scale complex forest. It can be found from the LAI maps of the three methods that the method of taking a constant value would lead to higher LAI values in the areas of dense vegetation, which is due to the fact that the actual   in these areas are higher than the determined value of the model. LAI results obtained by the method we proposed are basically within 7, with only a few outliers. The results also confirm the validity of the proposed method.

In addition to the inversion based on the GORT physical model, the LAI inversion based on the empirical NDVI-LAI relationship (Turner et al., 1999) is also carried out based on the spectral data. The results show that the inversion accuracy of the empirical model using spectral data (correlation of 0.48 and R2 of 0.25) is much lower than that of the physical model using LiDAR waveforms. The empirical model needs a certain amount of truth values to ensure the accuracy of the inversion equation. However, there are only 48 small plots in the study area, which in theory can cause large errors when used for empirical model construction and verification. Also, the existing plots of Harvard Forest HEM and LPH Towers are concentrated in a small area, which cannot well represent the NDVI-LAI relationship of the entire study area. It is the main reason for the lower precision., Our results show that the strategy we proposed in this study is viable for predicting forest LAI. The combined multispectral imagery and LiDAR waveform can improve the input parameter   of the GORT model and contribute to prediction accuracy of LAI.




4.4 Limitations

While this study has successfully achieved the joint inversion of spectral and LiDAR data for LAI estimation based on a physical model, there are still some limitations. Firstly, due to the limited number of ground measurement points in our study area, we are unable to achieve the fusion of LiDAR and spectral data for LAI retrieval based on empirical models, and compare it with the results from physical models. Nevertheless, this also partly demonstrates the advantages of developing data fusion inversion based on physical models, which helps us reduce reliance on ground measurements, lower manual labor costs, and facilitates the widespread application of large-scale regions. Secondly, while both LiDAR data and spectral data are commonly employed for retrieving canopy cover, there remains a disparity between the values obtained through these two methods (Smith et al., 2009; Li et al., 2023). This discrepancy, though overlooked in this experiment, may cause errors in inversion. It might be one of the contributing factors to the limited precision in LAI inversion. Research is warranted in future experiments to address this issue and enhance the inversion accuracy. Additionally, due to time and resource constraints, we do not validate the effectiveness of this method in regional scale. In future research, we will further explore the contribution of data fusion to LAI based on theoretical analysis.





5 Conclusion

Spectral imagery and full-waveform LiDAR data can provide reflectance information and echo energy information reflecting the vertical structure of the forest canopy respectively. Joint active and passive remote sensing data has great potential for accurate inversion of forest canopy LAI. Our research is one of the few attempts to derive LAI using both spectral imagery and LiDAR waveform based on physical model retrieval rather than through empirical methods. We proposed a useful data-joint LAI inversion strategy based on the GORT model using LiDAR waveform and spectral data. For the large-scale heterogeneous forest, we further accurately extracted the waveform energy parameters as the model input data and optimized the model input parameter canopy/ground reflectivity ratio to improve the inversion accuracy. The results show that comparing with only using LiDAR or spectral imagery, the LAI calculated by the proposed strategy using both LiDAR waveform and spectral imagery has a higher accuracy, indicating the effectiveness of the proposed strategy. Overall, our study confirms that optimizing the input parameter and data of the model for the study area can help improve the inversion accuracy, and the combined LiDAR waveform and multispectral imagery have potential for improving prediction accuracies of LAI.
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Improvements in crop productivity are required to meet the dietary demands of the rapidly-increasing African population. The development of key staple crop cultivars that are high-yielding and resilient to biotic and abiotic stresses is essential. To contribute to this objective, high-throughput plant phenotyping approaches are important enablers for the African plant science community to measure complex quantitative phenotypes and to establish the genetic basis of agriculturally relevant traits. These advances will facilitate the screening of germplasm for optimum performance and adaptation to low-input agriculture and resource-constrained environments. Increasing the capacity to investigate plant function and structure through non-invasive technologies is an effective strategy to aid plant breeding and additionally may contribute to precision agriculture. However, despite the significant global advances in basic knowledge and sensor technology for plant phenotyping, Africa still lags behind in the development and implementation of these systems due to several practical, financial, geographical and political barriers. Currently, field phenotyping is mostly carried out by manual methods that are prone to error, costly, labor-intensive and may come with adverse economic implications. Therefore, improvements in advanced field phenotyping capabilities and appropriate implementation are key factors for success in modern breeding and agricultural monitoring. In this review, we provide an overview of the current state of field phenotyping and the challenges limiting its implementation in some African countries. We suggest that the lack of appropriate field phenotyping infrastructures is impeding the development of improved crop cultivars and will have a detrimental impact on the agricultural sector and on food security. We highlight the prospects for integrating emerging and advanced low-cost phenotyping technologies into breeding protocols and characterizing crop responses to environmental challenges in field experimentation. Finally, we explore strategies for overcoming the barriers and maximizing the full potential of emerging field phenotyping technologies in African agriculture. This review paper will open new windows and provide new perspectives for breeders and the entire plant science community in Africa.
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1 Introduction

The global demand for food is projected to increase in the coming decades, driven by population growth, climate change, pandemics, shifts in food consumption and biofuel use (Tilman et al., 2011; Godfray and Robinson, 2015; van Dijk et al., 2021). Ensuring that crop production is sufficient to meet future goals is a challenge for plant and agricultural sciences.

In Africa, agricultural crops provide food and income for smallholder farmers and consumers. Despite the huge agricultural potential, agricultural productivity in African countries continues to remain the lowest in the world (Bjornlund et al., 2020). Many studies have indicated that yields of several important staple crops may be stagnating or even declining across the continent (Roudier et al., 2011; Knox et al., 2012; Ray et al., 2012; Parkes et al., 2018). This is the case for key staple crops such as maize, rice, wheat, millet, sorghum, cowpea, cassava and yam, which together account for a large portion of the population’s diet. Therefore, food supply systems would be negatively affected if yield gains in these crops continue to slow due to environmental stresses and production constraints.

Addressing food security in Africa is a vast challenge that needs to be tackled in many complementary directions. Infrastructure development adapted to local needs, good farming practices, management, and political will are some of the major axes of development for food security. Improving crop performance and tolerance/resistance to biotic and abiotic conditions is the challenge facing the scientific community and innovative methods are needed.

Advanced field phenotyping, e.g. using digital approaches, has developed substantially over the past decade and provides means for real-time monitoring of response to environmental stresses and nutrition, and aids unravelling the relationships between yield and complex genotypic traits. The identification of genotypes with superior traits of agricultural interest remains one of the major targets for the genetic improvement of crops (Varshney et al., 2021).

The genomes of many agricultural crops such as rice (Matsumoto et al., 2005), sorghum (Paterson et al., 2009), maize (Schnable et al., 2009), soybean (Schmutz et al., 2010) and recently wheat (Appels et al., 2018) have been sequenced. However, the advances made in genomic approaches such as maker-assisted selection and high-throughput sequencing (Crossa et al., 2017; Scheben et al., 2018) are yet to be complemented with accurate field phenotyping methods (Minervini et al., 2015). Most of the traits of agronomic relevance (e.g., yield) are complex, and quantitative, requiring tools for their phenotypic assessment in the field (Reynolds et al., 2020). Furthermore, open field rather than controlled environment measurements are more likely to be useful in identifying genotypes that will perform better in farming practice, especially when large plots that mimic real farm conditions (i.e., environmental and management conditions) are employed (Rebetzke et al., 2014).

In addition, precision agriculture (PA) is becoming increasingly important in today’s technologically advanced world (Langemeier and Boehlje, 2021; Gobezie and Biswas, 2023) and PA remains one of the cardinal principles of field phenotyping. The PA farming management concept relies on modern digital techniques to monitor and optimize agricultural production processes to improve crop performance (Hedley, 2015; Gokool et al., 2023). Despite PA’s contributions to sustainable agriculture, its use in resource-constrained smallholder farming environments, particularly in Sub-Saharan Africa (SSA), has been very limited (Gobezie and Biswas, 2023). Recent developments in sensor technologies, machine vision, and higher-resolution digital cameras, in tandem with advanced data processing power and other portable tools have paved the way for high-throughput plant phenotyping in the field to benefit crop breeding programs (Deery et al., 2014; Zhang et al., 2016; Araus et al., 2022; Ahmed et al., 2023). From the field phenotyping perspective, these emerging technologies are enabling automated intensive data collection and increasing the ability to investigate plant function and structure through non-invasive methods with high accuracy. Such field phenotyping methods will aid crop improvement efforts to meet the expected demand for food and agricultural products in the future.

The development and application of these high-throughput tools for field phenotyping are currently focused on the main staple crops grown in the most developed agricultural regions. Over the decades, breeders and agronomists in Africa have used traditional phenotyping based on manual methods either for selecting traits or for improving yields through changes in agronomic practices (Iizumi and Sakai, 2020). However, traditional phenotyping in breeding is time-consuming, laborious and data collection is insufficient to fulfil the needs of plant breeders which impedes breeding progress. Therefore, further advances in phenotyping methods and appropriate implementation are required to increase the effectiveness of selection in breeding programs, speed up genetic gains, reduce costs and enable monitoring of plant status more efficiently than is currently feasible. The sophistication and cost of current plant phenotyping equipment (Reynolds et al., 2019) have restricted them from being widely applied in the developing world and especially in Africa. Additionally, insufficient technical, operational, regulatory restrictions and conceptual capacity in the plant science community have further limited implementation. Therefore, it is timely to begin to apply these technologies more widely, both geographically and with respect to target crops in Africa. Affordable high-throughput phenotyping aims to achieve reasonably priced solutions for all the components comprising the phenotyping pipeline which will promote their adoption for the breeding of African crops (Whalen and Yuhas, 2019; Bongomin et al., 2022).

Few studies have covered the use of modern field phenotyping approaches employing remote sensing in Africa (e.g., Mutanga et al., 2016; Chivasa et al., 2017; Buchaillot et al., 2019; Bongomin et al., 2022; Kassim et al., 2022). For instance, Bongomin et al. (2022) recently reviewed the status of field phenotyping in Uganda with focus on the application of drones and image analytics.

In this review, we provide a background on African agriculture and cover the concept of digital field phenotyping, focused on traits that may be measured by emerging technologies and which could be applicable to African crops. The current developments of field phenotyping in Africa, including initiatives, implementation challenges and prospects are comprehensively reviewed. We observed that the lack of suitable field phenotyping infrastructures and approaches using digital technologies is limiting the development of improved crop cultivars and will negatively affect the agricultural industry and food security in Africa. We emphasize the potential for incorporating cutting-edge, low-cost phenotyping tools (i.e., portable field sensors, UAVs) into breeding schemes and for identifying agricultural crop responses to environmental constraints through field experimentation. Finally, we consider policy directions for tackling the implementation challenges (i.e., practical, financial, geographical and political) of digital field phenotyping and realizing the full potential of available field phenotyping resources (i.e., technologies, tools and know-how) appropriate for African crops.




2 African crops and the challenges to production

African countries are important producers of major crops with diverse agro-climatic and ecological conditions, and cultural diversity (Leakey et al., 2022). Sub-Saharan West Africa is composed of a wide variety of ecosystems and an equally high number of production systems (https://www.fao.org/3/AC349E/ac349e04.htm). Generally, crop production is concentrated in areas with a favourable combination of agro-bioclimatic conditions. In the Sahelian zone, cereals such as millet and sorghum are the predominant crops with annual rainfall (200-600 mm), transitioning to maize, groundnuts and cowpeas farther south in the Sudanian savannah zone (the so-called “Middle Belt”). These food crops are among the top five harvested crops in the Sahelian countries – Burkina Faso, Senegal, Mauritania, Mali, Chad and Niger. According to FAOSTAT (2018a) data, maize is the major essential staple food in sub-Saharan Africa, accounting for nearly 20% of total calorie intake. The same source indicates that in Sub-Saharan West Africa, millet and sorghum account for roughly 64% of total cereal production. Across the rainy forests of the Guinean zone (1200-2200 mm of rainfall per year) crops are predominantly root and tuber crops such as cassava and yams which are mostly cultivated in Ghana, Nigeria, Côte d’Ivoire and Sierra Leone. Yam is the second most important crop in Africa in terms of production after cassava (FAOSTAT, 2018a). Rice, on the other hand, is one of the most widely harvested crops in this humid zone, ranking first in Guinea, Liberia and Sierra Leone in terms of area harvested (Soullier et al., 2020; Duvallet et al., 2021).

Crop production in West Africa is mostly rainfed and crop production is vulnerable to climate change, which manifests itself in unpredictably high temperatures and erratic rainfall patterns (Sultan and Gaetani, 2016; Affoh et al., 2022). The five principal crops in West Africa in terms of harvested area (in millions of hectares per year on average in the last decade) are cassava (81), maize (19), millet (10), sorghum (12), yam (57) (FAOSTAT, 2022). Major cash crops are cocoa, coffee and cotton. Declining soil fertility and unpredictable climate change impacts (among other factors) have made it difficult to maintain the yields of these major crops (Shimeles et al., 2018). Over the last three decades, the agricultural sector in West Africa has been characterized by strong production growth in some major staple crops culminating in increased production volumes for both domestic and export markets (Blein et al., 2008; FAO, 2015). Similarly to West Africa, Central Africa’s principal food crops include cassava, peanuts, sorghum, millet, maize, sesame and plantains. Additionally major cash crops for export include cotton, coffee and tobacco (Ochieng et al., 2020).

In Northern Africa, particularly Morocco, crop production is regionally diverse owing to different climatic conditions, agro-ecological zones, land-crop tenure and farming systems (Ouraich and Tyner, 2018). This geographical diversity results in varied agriculture, with crops ranging from cereals and vegetables to fruits and nuts, grains, legumes, etc., that contribute significantly towards the country’s agricultural sustainability and food security. Cereal production accounts for 65% of cultivable agricultural areas (Ouraich and Tyner, 2018). Most cereal production occurs under rainfed conditions. As a result, productivity performance is influenced by precipitation levels. For instance, 7.3 million tonnes of wheat were produced in 2018 making it the 20th largest producer in the world and 2.8 million tonnes of barley being the 15th largest producer in the world (FAOSTAT, 2018b). However, drought is a persistent threat to crop production especially the lowlands where cereals are grown are particularly at risk because of the wide variations in annual precipitation (Verner et al., 2018; Meliho et al., 2020). In recent years, quinoa has sparked particular attention in Morocco (Choukr-Allah et al., 2016; Hirich et al., 2021). It remains one of the most nutrient-dense crops and is recognized as a ‘Superf Food’ due to its nutritional benefits. Thus, Morocco is one of the few North African countries capable of achieving self-sufficiency in food production (Saidi and Diouri, 2017).

Grains and cereals (e.g., maize, wheat, barley, oats and sorghum) are South Africa’s most important crops occupying more than 60% of the acreage under cultivation (FAO, 2022). Together, these crops account for one of the largest agricultural industries contributing more than 30% to the total gross value of agricultural production (FAO, 2022). Maize, the country’s most important crop and largest locally produced field crop, is a dietary staple supplying most of the carbohydrate needs, a source of livestock feed and is an export crop (Epule et al., 2022).

The country has emerged as the largest maize producer and exporter in the Southern African Development Community (SADC) region and Africa as a whole (Fisher et al., 2015; FAO, 2022). According to the FAO, 2022, in 2021 South Africa produced 17 million metric tonnes of maize, making it the 9th largest producer in the world. Moreover, it produced 2.6 million metric tonnes of potato and 2.3 million metric tonnes of wheat. Largely, South Africa has a semi-arid climate characterized by summer and winter rainfall seasons. Unpredictable weather conditions due to climate change have a severe impact on maize and wheat production which accounts for more than 36% of the total value of field crops (Bradshaw et al., 2022).

Smallholder farmers dominate agriculture in East African countries, contributing up to 90% of total agricultural production (Salami et al., 2010; Livingston et al., 2011). A cereal‐legume mixed cropping pattern is the dominant system that includes maize, millet, sorghum and wheat (Van Duivenbooden et al., 2000). Over 40% of the region is covered by the maize mixed cropping system, which is followed by the pastoral (14%), root crop (12%) and cereal-root crop mixed system (11%) (Adhikari et al., 2015). Teff is a significant crop in the Ethiopian highlands, while other significant crops in the area include cassava, bananas and rice. The mixed cropping system in East Africa is based on millet in the drier regions and on maize and cassava in the humid regions (Adhikari et al., 2015). The main cash crops in most of the East African countries in SSA are coffee, tea, cotton, tobacco and sugarcane. Rainfall variability negatively impact on crop production in East African countries (Palmer et al., 2023). Generally, the major challenges to crop production in Africa are unproductive soils, pests and diseases, drought, and poor crop management (Tadele, 2017). The distribution of major crops in each sub-region except Northern Africa is summarized in Figure 1.




Figure 1 | Major crop distribution in Sub-Saharan African region based on average production values between 2011-13. Adapted from FAOSTAT (2016). FAO, http://faostat3.fao.org/.







3 Digital and image-based field phenotyping

Experiments with repeated trials in diverse environments are often necessary to screen plants for desirable traits. This becomes problematic when there is the need to screen a large panel of genotypes for valuable traits (i.e., yield potential or abiotic and biotic stress tolerance) to assess genotype, environment, and management (G × E× M) interactions (Araus and Cairns, 2014). Over the years, the measurement of individual plants in controlled conditions has dominated most of the phenotyping research. However, controlled environments often do not accurately mimic plant growth and development in field conditions (White et al., 2012). Field phenotyping is becoming more widely recognized as the approach that gives the most accurate representation of traits in real-world cropping systems (Tariq et al., 2020). Thus, field phenotyping is an important component of crop improvement to assess how the genotype, the environment, and their interaction (G × E) influence quantitative traits in a complex and dynamic manner (Fiorani and Schurr, 2013; Araus and Cairns, 2014; Neilson et al., 2015). Furthermore, field phenotyping is employed to discover novel traits, identify new germplasm carrying relevant but complex traits for breeding, and for testing proof of concept to validate traits (Watt et al., 2020). Traditionally, destructive sampling has been used to quantify certain observable plant traits, including laboratory analysis to characterize phenotypes based on their genetic and physiological functions. Digital phenotyping approaches seek to reduce this need (Tripodi et al., 2022; Virlet et al., 2022).

Different measurement approaches including novel technologies such as non-invasive imaging, robotics and sensor positioning systems have been incorporated in well-designed field phenotyping installations for high-throughput phenotyping (e.g., Araus and Cairns, 2014; Kirchgessner et al., 2017; Shakoor et al., 2017; Virlet et al., 2017; Pieruschka and Schurr, 2022). These significant strides in field phenotyping have fostered a major international collaborative effort directed toward data and protocol standardization (Pieruschka and Schurr, 2019; Lorence and Jimenez, 2022). The appeal of these platforms is the increased throughput and objectivity in data collection compared to traditional field approaches.

Non-invasive portable devices, ground-wheeled, motorized gantry scanalyzer systems, agricultural robots and aerial vehicles that deploy a wide range of cameras and sensors, together with high-performance computing are currently required to conduct field phenotyping in a timely and economical manner (Figure 2). Together, these platforms are able to phenotype plant characteristics throughout the season in field environments (White et al., 2012; Fritsche-Neto and Borém, 2015; Jimenez-Berni et al., 2018; Furbank et al., 2019; Li et al., 2021).




Figure 2 | Overview of the most common field phenotyping systems and approaches at proximal and remote sensing scales. The proximal sensing approach is based on ground-based platforms such as handheld spectrometers, hand-pushed carts equipped with sensors, tractor-based platforms fitted with multiple cameras and gantry scanalyzer systems that collect spectral information of crops in close range or contact. On the other hand, the remote sensing technique is based on aerial platforms including unmanned aerial vehicles (i.e., drones), manned aircraft and satellites that acquire spectral imagery of crops without making physical contact but at a distance. Figure 2 was modified from (Pineda et al., 2021).



In recent years, manned and unmanned aerial vehicle (UAV) remote sensing platforms have emerged as convenient high-throughput tools for field phenotyping (Pajares, 2015; Shi et al., 2016; Feng et al., 2021). These remote sensing approaches, particularly UAVs enable quick and non-destructive high throughput phenotyping, with the benefit of adaptable and convenient operation (Yang et al., 2017a). These phenotyping platforms can combine multiple sensors such as digital cameras, infrared thermal imagers, light detection and ranging (LiDAR), multispectral cameras and hyperspectral sensors for various assessments of morphological and physiological plant traits (Gonzalez-Dugo et al., 2015; Yang et al., 2017a; Camino et al., 2018; Roitsch et al., 2019).

Alternatively, field phenotyping can be accomplished on the ground utilizing a fully automated fixed-site phenotyping platform (e.g., Kirchgessner et al., 2017; Virlet et al., 2017; Bai et al., 2019), hand-held sensors, portable spectroradiometers, hand-pushed carts or high-clearance tractors carrying multiple high-resolution sensors to measure phenotypic features non-destructively (Comar et al., 2012; Andrade-Sanchez et al., 2014; Crain et al., 2016). The use of rapid non-invasive portable devices that carry sensors for crop status monitoring has advanced field data collection due to their applicability and ease of operation (Parks et al., 2012; Yang et al., 2014; Condorelli et al., 2018). Recently, field phenotyping has become more flexible by integrating ground-based and aerial platforms (Potgieter et al., 2018; Furbank et al., 2019; Ninomiya, 2022). Table 1 summarizes the diverse ground-based and aerial field phenotyping platforms, their applications, advantages, and limitations.


Table 1 | Applications and limitations of field phenotyping platforms.






4 Traits assessed by sensor platforms and their relevance for field phenotyping

For field phenotyping, traits that have been evaluated by sensors in the field have been reviewed recently by Watt et al. (2020) and include for example; (a) plant morphological development (i.e., including seed establishment and growth of the crop, the timing, and dynamics of flower and fruit development); (b) functional traits that are related to the photosynthetic capacity and carbon uptake during the phenological growth phase; (c) traits related to biotic and abiotic stress resistance/tolerance; (d) traits that determine crop water status (e.g., water uptake and transpiration and water-use efficiency) of plants; (e) yield-related traits and harvest quality of crops (i.e., biomass yield) and (f) the structural and functional root traits (i.e., root architecture). These traits have been previously classified into morphometric and physiological parameters (Qiu et al., 2018). Traits such as plant height, stem diameter, leaf area or leaf area index, leaf angle, stalk length and in-plant space are morphometric parameters. Physiological parameters include traits such as photosynthetic rate, chlorophyll content, water stress, leaf water content, biomass, and salt resistance, which together can impact plant growth. It should be emphasized that different phenotypic traits have specific time frames within the phenological cycle of the plant when they are relevant for the breeder and farmer. Currently, the most researched crops in field phenotyping are economic crops, such as wheat, maize, barley, sorghum, tomato, bean and grape because they have significant economic value for agricultural development. A challenge is to extend phenotyping into the vast range of African crops, some of which may be of only local importance.

Field phenotyping makes use of a variety of sensors due to the large number of phenotypic traits that must be measured. Several conventional and novel sensors such as digital cameras, range cameras, depth cameras, spectral sensors, lidar or laser sensors, thermal sensors, fluorescence sensors, multispectral cameras, hyperspectral cameras and others are employed and integrated for plant trait measurement in field phenotyping (Qiu et al., 2018; Roitsch et al., 2019; Xie and Yang, 2020).

Since plants develop rapidly during their early growth stages, frequent measurements during their establishment are a prerequisite for the quantitative selection of vigour phenotypes. Drones fitted with conventional RGB (red-green-blue) cameras, in combination with advanced image processing pipelines, can automatically detect crop stands (single plants) and determine seed emergence, germination rates and timing under extreme climatic events in the field (Liu et al., 2017).

Most plants display strong morphological changes during their phenological development, which is greatly influenced by the availability of resources and changes in abiotic and biotic factors. Therefore, the development of robust, automated, and precise methods to measure morphological plant traits in field conditions is still required (Gibbs et al., 2017).

The leaf is one of the important components of a plant. It plays a major role in plant growth given that its growing status influences the efficiency of the direct solar energy utilization by plants. Hence, it is a significant parameter in plant phenotyping. Measurements of morphometric parameters of the leaf and other canopy features (i.e., leaf area, stem height, number of tillers, and inflorescence architecture) have been evaluated using non-destructive multi-sensor approaches (Busemeyer et al., 2013; Fiorani and Schurr, 2013; Rahaman et al., 2015). However, the most frequently used geometric measure of plant canopy is the green leaf area index (GLAI), which relates the one-sided green leaf area per unit projected ground area (Chen and Black, 1992). For instance, UAV multispectral imagery has been used to characterize GLAI dynamics of a large maize panel under contrasted environmental conditions and thus holds great potential for yield predictions in breeding programs (Blancon et al., 2019). LAI can also be evaluated, indicating plant coverage, from spectral images (Dammer et al., 2016; Schirrmann et al., 2016).

Plant canopy architecture and other morphological traits of plant organs have been measured concurrently with 3D proximal sensing techniques. A body of recent reviews has compared the performances of the most common 3D sensors for high-throughput plant phenotyping (Li et al., 2014; Qiu et al., 2019). The 3D acquisition devices and approaches commonly used are LiDAR time-of-flight cameras, mono, and multi-view stereo vision and structure-from-motion. The LiDAR sensors can scan and extract morphological traits of plant organs from 3D point clouds. For example, LiDAR was used to estimate plant height, ground cover and above-ground biomass in wheat (Jimenez-Berni et al., 2018). However, LiDAR sensors are expensive (Li et al., 2014), take significant time and there is a need to increase scanning time to increase the spatial resolution. Deploying a UAV-based system may reduce this challenge.

Plant height is a key indicator for canopy structure, yield, carbohydrate storage capacity and lodging occurrence (Holman et al., 2016; Hassan et al., 2019). Additionally, it has significant applications in predicting biomass, identifying plant cultivars, plant stress and phenological stages (Aasen et al., 2015). The traditional method of measuring height using a metre rule is labor-intensive, cumbersome and low throughput. In recent years, the development of drones and imaging sensors that capture high-resolution images has enabled high-throughput plant height estimation. For instance, Holman et al. (2016) estimated wheat height using UAV-based RGB images and terrestrial LiDAR.

Chlorophyll is a vital plant trait because it is strongly related to crop physiological status and may be indicative of photosynthetic rate, crop stress, nutrition status, yield, and plant productivity (Peng et al., 2011; Maimaitijiang et al., 2017). The most popular tools for evaluating vegetation health using visible and near-infrared light are spectral sensors. Chlorophyll meters such as the SPAD-502 are frequently used instruments to measure the relative chlorophyll content. Handheld chlorophyll meters and fluorescence meters have been used to assess plant nitrogen status, photosynthesis, yield and its components in crops (Yang et al., 2014; Andrianto et al., 2017; Fernández-Calleja et al., 2020). Additionally, chlorophyll can be measured using NDVI sensors and portable spectrometers in the field (Bai et al., 2016).

Crop nitrogen content can serve as a proxy for soil fertilizer availability, assisting farmers in precision nitrogen application to the soil. UAV-based hyperspectral imaging and ground-level optical sensors (SPAD-502, Duplex, and Multiplex) have been employed to estimate nitrogen fertilization status in maize (Quemada et al., 2014). In another study, Zaman-Allah et al. (2015) used a UAV equipped with a multispectral sensor (Green, Red, and NIR) to assess low nitrogen stress tolerance in corn. Additionally, vegetation indices (VIs) derived from spectral reflectance data captured by sensors devices such as the CropScan multispectral radiometer (Zhu et al., 2008), handheld spectroradiometers and the FieldSpec (Fitzgerald et al., 2006; Tilling et al., 2007; Feng et al., 2008), Tec5 (Erdle et al., 2013) can accurately measure nitrogen status in wheat and rice.

The above-ground biomass reflects light use efficiency and growth and is vital for carbon stock accumulation and monitoring (Swinfield et al., 2019). Brocks and Bareth (2018) estimated the biomass in barley using RGB images collected by UAV. Thermal infrared sensors are mostly used to detect crop water stress since they can provide temperature information for the crop (Park et al., 2017; Poblete et al., 2018; Bian et al., 2019). Thermal infrared sensors enable the estimation of canopy temperature which is a reflection of plant transpiration and plant water status. Kumar et al. (2020) used a proximal phenotyping cart (phenocart) mounted with low-cost consumer-grade digital cameras to characterize wheat germplasm for drought tolerance under field conditions. Plant yield has been considered an important agronomic trait for field phenotyping. Bascon et al. (2022) estimated rice yield using multispectral images.

The features of the sensors (e.g., spectral resolution, spatial resolution, specificity, and cost) should be considered according to the specific applications, phenotyping needs and context. In the African context, low-cost sensors and analysis pipelines which are not complex would benefit a broader user base for plant phenotypic trait assessments. The most successful trait assessment approach incorporates in time (throughout the crop cycle) and space (at the canopy level) the performance of the crop with respect to capturing resources (e.g., radiation, water and nutrients) and the efficiency of resource utilization (Araus et al., 2008). The aforementioned traits are discussed here with specific examples of sensors and automated measurement approaches used for their evaluation in the field (see Table 2). The advantages and limitations of each type of sensor are indicated.


Table 2 | Emerging high-throughput phenotyping techniques and integrated sensor platforms applicable for plant trait assessment for field phenotyping.






5 Overview of the status of field phenotyping in Africa

Despite the recent advances in high-throughput field phenotyping based on the non-destructive analysis of plant traits, Africa has yet to consolidate the gains of these cutting-edge technologies for research into agricultural productivity. In terms of the deployment of high-end field phenotyping tools and approaches, Africa cannot keep pace with many regions, even in the era of artificial intelligence (AI), ‘internet-of-things’ (IoT) and technological advancements, although more affordable and lean phenotyping systems are now becoming available. Community-wide surveys and exchanges conducted by the International Plant Phenotyping Network (IPPN) and European Infrastructure for Multi-Scale Plant Phenomics and Simulation (EMPHASIS) within the growing phenotyping community in recent years have identified focus areas to assess the status of global plant phenotyping and crucial bottlenecks in the emerging field.

The major bottlenecks for developing field phenotyping in Africa were non-invasive phenotyping approaches, data management and cost among others (IPPN, 2016; Rosenqvist et al., 2019). This survey further reveals that in terms of using high-intensity field approaches (e.g., automation, robotics, image analysis and data storage management) for field phenotyping, Africa ranks lowest around the world. A recent survey conducted in the framework of the IPPN and EMPHASIS projects in 2020 (IPPN, 2020) which is reported by Yang et al. (2020) and Fahrner et al. (2021), indicated that Africa is still behind in the implementation of high-throughput field phenotyping. This highlights the need for a broader deployment of high-throughput field phenotyping techniques, which are essential enablers or resources for agricultural sciences and breeding to address upcoming crop production challenges.

The IPPN over the years has been promoting the idea of strengthening modern plant phenotyping in African countries by giving travel grants to Africa and inviting students and researchers for International Plant Phenotyping symposia and internships. However, only a few institutional members are identified for collaboration in the region. In recent times, there have been some high-throughput field phenotyping research and initiatives in African countries such as South Africa, Ghana, Senegal, Morocco, Nigeria, Ethiopia, Kenya, Egypt, and Zimbabwe which is encouraging for the emerging field and will be highlighted in this review (see section 5.2 and Table 3).


Table 3 | Summary of some major characteristics of field phenotyping activities implemented in some African countries.



Like in many developing countries, field phenotyping in African countries is mostly based on conventional and traditional methodologies which rely heavily on manually recorded measurements of phenotypic data or visual assessment of plant parameters. It entails manually inspecting crops and measuring several crop characteristics that affect yield traits, including plant height, number of tillers, leaf color, leaf shape, leaf area index (LAI), chlorophyll content, growth stages, above-ground biomass and stress tolerance (Gedil and Menkir, 2019; Bongomin et al., 2022; Badu-Apraku et al., 2023). In practice, in traditional field phenotyping, breeders or research evaluators inspect the trial fields and rate the plots according to how they feel, taste, smell, and appear (Kim, 2020). Such phenotyping methods have several disadvantages such as being low-throughput, time-consuming, laborious, expensive and error-prone (Chapu et al., 2022; Xiao et al., 2022). Although these methods have been beneficial in developing new crop cultivars and improved yields, it is crucial that more effective phenotyping methods be used to increase the accuracy of data collection.

In parallel, field phenotyping is undertaken to evaluate the agronomic performance of crops in breeding programs, germplasm collections and in biotechnology programs to deliver improved cultivars that can cope with environmental stresses (e.g., Asare-Bediako et al., 2019; Gedil and Menkir, 2019; Rezende et al., 2020; Kavhiza et al., 2022). These phenotyping research targets are focused on key crops for food security but are predominantly low-throughput phenotyping based on field trials. In sub-Saharan Africa, breeding programs championed by the Alliance for a Green Revolution in Africa (AGRA) have been dedicated to priority crops such as rice, maize, cassava, yam, beans, cowpea and vegetables under various regional breeding networks for improved varieties and seed systems (FAO, 2011; AGRA, 2019).

Previous studies have used a variety of calibration data, including ground-based survey methods and crop model simulations, to predict yield in smallholder systems (Burke and Lobell, 2017; Ogutu et al., 2018). However, there has been emerging evidence in SSA suggesting inaccurate farmer-reported crop production estimates in smallholder production systems (World Bank, 2010; Gourlay et al., 2017; Abay et al., 2019; Wahab, 2020). These anomalies in crop yield estimation at smallholder, country and regional levels can cause price fluctuations (i.e., inflation), wrong national policy decisions and food insecurity among others. High-throughput and/or digital phenotyping might offer a better estimation of regional and national crop production.

Recent advances in sensor technology and the availability of free high-resolution (spatial and temporal) multispectral satellite images have also presented an opportunity to predict the yield of maize (Chivasa et al., 2017) and detect leaf spot diseases in groundnut (Sie et al., 2022), adaptation responses to early drought stress in sorghum (Gano et al., 2021) as well as mapping spatial distribution on a near real-time basis for a region, which hitherto was not feasible.



5.1 Field phenotyping initiatives and programs in Africa

Despite the low implementation of high-throughput field phenotyping in Africa, there are some efforts by research organizations to adopt the technology in some countries. Prominent among these initiatives is a global network for precision field-based wheat phenotyping. (https://globalrust.org/content/global-network-precision-field-based-wheat-phenotyping). Based on a global network of wheat partners, field phenotyping platforms are being developed with the support of the CGIAR research program on wheat and co-investing national agricultural research centers around the world, including some African countries such as Kenya, Ghana, Nigeria, Ethiopia, and Morocco.

The main goal of this network is to generate high-quality phenotypic data to assist plant breeders in developing disease and drought-resistant, high-yielding wheat varieties with a broad genetic base and maximizing the potential of new genotyping technologies. Additional but vital goals are to share knowledge and germplasm to accelerate new germplasm development and dissemination as well as develop capacities of breeders and plant scientists in precision field phenotyping. Some examples of these field phenotyping interventions being implemented include the development and application of precise phenotyping approaches, standardized protocols and novel tools for heat stress assessment in Sudan, Septoria tritici blotch in durum wheat in Tunisia (Ben M’Barek et al., 2022), Septoria tritici blotch in durum wheat and wheat rusts in Ethiopia (Kidane et al., 2017; https://globalrust.org/content/sources-resistance-septoria-tritici-blotch-identified-ethiopian-durum-wheat), heat and drought tolerance in spring wheat in Morocco, yield potential in Egypt and Zimbabwe and drought and yield potential in Kenya (https://globalrust.org/content/global-network-precision-field-based-wheat-phenotyping).

Additionally, low-cost high-throughput phenotyping tools for field selection for disease, drought and crop variety performance are currently being developed. These tools will be used in breeding programs in Senegal, Ghana and Uganda and will serve as “centers of excellence for peanut breeding” in West and Eastern Africa (https://ftfpeanutlab.caes.uga.edu/Research/variety-development/high-throughput-phenotyping-in-senegal–ghana-and-uganda.html).

In West Africa, the field phenotyping network, since its inception in 2016 in the sub-region, has implemented high-throughput UAV (drone-based) phenotyping methodologies which are functional for sorghum, cowpea, pea nut and pearl millet (Gano et al., 2021; Audebert et al., 2022). The network is advancing breeding activities through ‘fine phenotyping’, varietal evaluations in diverse environments to identify hot spots for specific stresses, including farmers’ fields to test promising breeding lines in participating countries such as Senegal, Ghana, Mali and Burkina Faso.

The establishment of the network has facilitated infrastructure development, equipment acquisition, data management paired with long-term training of dedicated students, technicians and breeders capable of doing both breeding and carrying out high-throughput phenotyping measurements. In the subregion, three sites have been chosen as prospective hubs for high throughput phenotyping. Each hub including Bambey (ISRA research station, Senegal), Sotouba (IER research station, Bamako, Mali) and Farako-ba (INERA research Station, Bobo Dioulasso, Burkina Faso) exemplifies the diversity of soil and climate conditions in the region. According to Audebert et al. (2022), the network setup in Senegal is the most advanced while Mali and Burkina Faso lag behind mainly due to limited phenotyping equipment and funding challenges.

Similarly, the Regional Study Centre for the Improvement of Drought Adaptation (CERAAS) in complementing the field phenotyping initiatives of the West African field phenotyping network, has developed robust UAV imagery-based data collection and spatial modelling methodologies to accurately measure key traits of cereal crops to advance plant breeding programs. UAVs equipped with a multispectral imaging system coupled with a fully automated image processing pipeline can indirectly measure agronomic and phenological characteristics of cereal crops in agricultural field trials (Mbaye et al., 2022).

Moreover, to advance the promotion and advancement of precision agriculture (PA) in Africa, the African Association for Precision Agriculture (AAPA), an initiative of the African Plant Nutrition Institute (APNI) is spearheading this goal (https://paafrica.org/AAPA). Since its establishment in 2020, the AAPA has worked in partnership with academia, research institutions, agri-food industry, financial institutions, and public and private sector organizations to develop and scale up PA strategies and innovations through sustainable integration into African agriculture to address food security (i.e., reduce yield gaps) climate change, and land degradation challenges.




5.2 Field phenotyping research in African countries



5.2.1 The case in Ghana

Digitalization of Agriculture is a new trend facilitated by digital platforms aimed at transforming small scale agriculture by providing agricultural services to smallholder farmers in Ghana (Atanga, 2020; Abdulai et al., 2023). These digital platforms include simple devices such as mobile phones or radio to a more sophisticated devices (e.g., field sensors, GIS, drones, field sensors, machinery sensors and diagnostics precision systems).

In Ghana some of the notable digital platforms transforming the small-scale farming sector include the TROTRO Tractor Limited (an agritech company) that combines mechanization with IoT and technology to make agricultural machinery (i.e., tractors and combined harvesters) available, accessible, and affordable to farmers thereby enhancing their efficiency and productivity (https://www.trotrotractor.com). The use of remote sensing as a decision support system (DSS) tool to optimize irrigation and farm management towards increasing yields has also been demonstrated (Kpienbaareh et al., 2019). These innovations primarily address the numerous issues smallholders and rural farmers confront in the present food systems, such as climate change, low access to inputs and restricted access to information (Degila et al., 2023).

As in many African countries breeding and field phenotyping is mostly based on conventional manual methods. However, to evaluate crop performance and improve breeding competitiveness, modern technologies using high-throughput techniques are being implemented but at a slow pace (e.g., Hall et al., 2018; Kassim et al., 2022; Sie et al., 2022). For instance, the responses of two populations of groundnut genotypes with various maturities to early and late leaf spot diseases were assessed under field conditions using UAV imagery (Kassim et al., 2022). In another breeding program, a smartphone-based RGB images detected leaf spot resistance and predicted yield in groundnut (Sie et al., 2022). In a resource constraint economy, Ghana is faced with numerous challenges such as lack of research funding, phenotyping infrastructures and technical personnel among others that can advance rapid characterization of agriculturally relevant traits (e.g., growth, yield, stress resistance). To increase its phenotyping capabilities will require a concerted effort from all stakeholders across the crop production value chain.




5.2.2 The case in Senegal

Senegal is making strides in precision agriculture by employing digital tools to address crop production challenges (https://www.apni.net/wp-content/uploads/2020/02/WAFPA-Tine.pdf). Even though advancement in modern breeding and field phenotyping methodologies has been slower and predominantly based on conventional methods (e.g., Dingkuhn et al., 2015), the use of drones for agricultural monitoring (i.e., stress detection, disease surveillance, crop performance) aided by high-throughput phenotyping has been exploited thanks to initiatives by the CERAAS and West African field phenotyping network. For instance, UAV multi-spectral imaging has been employed for the estimation of shoot biomass, leaf area index (LAI) and plant height of West African sorghum varieties under severe drought conditions (Gano et al., 2021). The drone-based field phenotyping approach developed could help identify essential traits and cultivars for drought tolerance in sorghum breeding. The main challenges confronting crop field phenotyping in Senegal are lack of equipment, technical personnel and funding (Audebert et al., 2022). However, Senegal being a hub for field phenotyping in West Africa, has the potential to increase its field phenotyping capabilities in the future.




5.2.3 The case in Nigeria

According to a recent review by Izuogu et al. (2023), the digitalization of agriculture in Nigeria has reduced middlemen’s participation in agriculture, offered small-holder farmers opportunities to improve their productivity and markets, and strengthened the connections between extension and research facilities. The authors demonstrated that for effective digitalization of agriculture, training was required in the areas of skills development, use of demand-driven digital services, digital privacy, and security issues. The challenges of digitalization of agriculture identified were lack of technical expertise, inadequate infrastructure, and high purchase and maintenance costs. The use of remote sensing techniques for precision crop production and monitoring has been implemented but to a lesser extent. Ifeanyieze et al. (2014) have previously reviewed the remote sensing techniques needed for the smooth implementation of precision crop management by farmers as a climate change adaptation strategy in Nigeria. Few research groups have utilized remote sensing techniques for field phenotyping. For instance, Ejikeme et al. (2017) used a satellite-based crop prediction model to estimate crop statistics of major crops including rice, cassava, yam, and maize. Recently, the Institute of Tropical Agriculture (IITA) through its collaborative soybean breeding programs has implemented machine learning (ML) models and multispectral high-resolution UAV imagery to aid rapid high-throughput phenotypic workflow for soybean yield estimation (Alabi et al., 2022). Other breeding programs used manual field evaluation coupled with digital imaging analysis for phenotyping tomato breeding population (Daniel et al., 2016).

The use of a handheld optical NDVI sensor for the evaluation of shoot biomass in field-grown staking yam has been implemented (Iseki and Matsumoto, 2019). Altogether, Nigeria has great potential for improving its field phenotyping capabilities.




5.2.4 The case in Morocco

Morocco is among the few African countries well-positioned for widespread agricultural digitalization for precision agriculture and field phenotyping to increase crop production and cope with adverse environmental conditions such as drought. Jabir and Falih (2020), recently reviewed the state of digital agriculture in Morocco and highlighted the opportunities and challenges that need to be addressed. The design and implementation of a wireless sensor network (WSN) and decision support tools (i.e., drones) for monitoring the agricultural environment have been demonstrated (Jabir and Falih, 2020). Nevertheless, challenges such as sensor deployment and inadequate software analytics still exist (Kobo et al., 2017). Morocco is home to the International Centre for Agricultural Research in the Dry Areas (ICARDA’s) phenotyping facilities (ICARDA phenotyping platforms in Morocco), including a precision phenotyping platform at Sidi el Aidi (Settat) (Figure 3) and a phenomobile system (PhenoBuggy) situated at the main research station in Marchouch (Rabat) designed for drought and heat stress tolerance studies (https://www.cgiar.org/news-events/news/icardas-phenotyping-facilities-a-game-changing-solution-for-abiotic-stress-tolerance-in-crops/). The PhenoMA is another high-throughput phenotyping platform currently installed in Benguerir (Quahir et al., 2022). Field phenotyping using various remote sensing techniques has been deployed for drought monitoring (Bijaber et al., 2018; Bouras et al., 2020; Laachrate et al., 2020), and grain yield prediction (Belmahi et al., 2023).




Figure 3 | The ICARDA's precision field phenotyping platforms installed at Sidi el Aidi (Settat) in Morocco. Images are in courtesy of Andrea Visioni of ICARDA-Morocco.






5.2.5 The case in Egypt

Digital agriculture appears promising in addressing the major challenges facing the agri-food sector in Egypt and across the Middle East and North Africa (MENA) countries (Bahn et al., 2021). Available evidence indicates that the adoption of digital and precision agriculture technologies is still in its infancy and is typically driven by high-value agricultural production (Elsafty and Atallah, 2022; Sayed et al., 2023). However, Egypt has made strides in the utilization of modern technologies for agricultural crop management employing big data in tandem with cloud support systems, IoT, UAVs, satellite imagery, AI, machine learning, and remote sensing (Shokr, 2020; Abdelnabby and Khalil, 2023; Sayed et al., 2023). Typical high-throughput field phenotyping methodologies has been implemented in various crops for quantifying wheat characteristics in the Nile Delta (Elmetwalli et al., 2022) and estimating the growth performance and yield of soybean exposed to different drip irrigation regimes under arid conditions (Elmetwalli et al., 2020). Additionally, remote sensing techniques based on thermal imaging and passive reflectance have been used to estimate the crop water status and grain yield in wheat (El-Shirbeny et al., 2014; Elsayed et al., 2017).




5.2.6 The case in South Africa

The agricultural sector in South Africa has been developing and moving towards becoming a knowledge-intensive enterprise due to new innovations and technologies incorporated in the digital economy (Baumüller and Kah, 2019; Born et al., 2021; Smidt and Jokonya, 2022). Due to this transformation, conventional production methods have gradually been replaced with more advanced, efficient and innovative systems (e.g., remote sensing) for crop breeding and phenotyping (Mutanga et al., 2016).

Field phenotyping using modern high-throughput infrastructures and precision agriculture techniques is better developed in South Africa compared to other countries on the continent (Nyaga et al., 2021; Mukhawana et al., 2023). Some research groups are making efforts in championing field phenotyping and precision agriculture through workshops and implementation of UAV remote sensing applications and other approaches for agricultural monitoring (stress detection, nutrient and irrigation management) (https://www.fabinet.up.ac.za/index.php/research-groups/remote-sensing). For example, the Forestry and Agricultural Biotechnology Institute (FABI) and the Agricultural Research Council (ARC) (https://www.arc.agric.za/Pages/Home.aspx) are committed to building phenotyping infrastructures and disseminating emerging technologies for agricultural development.

Various remote sensing applications have been employed targeted at different scales of crop monitoring (e.g., crop water use efficiency) in precision agriculture (e.g., Munghemezulu et al., 2023; Wellington, 2023). For instance, foliar temperature and stomatal conductance have been used as indicators of water stress in maize based on optical and thermal imagery acquired using a UAV platform (Brewer et al., 2022a). The utility of multispectral UAV imagery as proxy for predicting chlorophyll content of maize at various growth stages in smallholder farming systems has been reported (Brewer et al., 2022b). The physiological processes of the maize canopy are intimately tied to and influenced by LAI, which is closely related to its productivity (Peng et al., 2021). Another study has focused on estimating the LAI of maize in smallholder farms across the growing season using UAV-derived multi-spectral data (Buthelezi et al., 2023). Maize is a major crop in South Africa, therefore, significant research on the crop using high-throughput techniques will aid in developing improved cultivars for farmers. South Africa has a great potential for becoming the field phenotyping hub of Africa due to the massive investment in modern technologies.




5.2.7 The case in Zimbabwe

In Zimbabwe, the implementation of digitalized agriculture is low and tilted toward commercial farmers than smallholder community farmers (Parwada and Marufu, 2023). Specifically, highly literate, and resource-rich farming communities tend to use digitalized agriculture more frequently than farmers with lesser resources. At the communal level, farmers use mobile phones to obtain farming information relating to crop management, climate, and weather information (Musungwini, 2018; Zimbabwe Centre For High Performance Computing, 2021). The application of modern digital agriculture tools and infrastructure (i.e., sensors, robotics, AI, UAVs, and other advanced machinery is common in a few well-resourced commercial farms notably, those managed by large multinational companies (Shonhe and Scoones, 2022). Parwada and Marufu (2023) recently reviewed the challenges and opportunities for digitalization of the Zimbabwean agriculture. Key challenges such as lack of high-throughput infrastructures, digital illiteracy, and strict regulations for drone deployment among others have been highlighted for limiting digital agriculture applications. However, according to the authors, Zimbabwe have the potential for improving its digital agriculture for crop management, yield prediction, disease detection, climate forecasting, and soil management through precision agriculture. In recent years, few high-throughput phenotyping has been implemented in Zimbabwe using RGB picture vegetation indexes (Kefauver et al., 2015), and multi-spectral imaging for field phenotyping of maize (Zaman-Allah et al., 2015). Other studies include remote sensing methodologies for crop monitoring under conservation agriculture (Gracia-Romero et al., 2018; Gracia-Romero et al., 2020), affordable UAV-based RGB phenotyping techniques for evaluating maize performance under low nitrogen conditions (Buchaillot et al., 2019), and accelerating crop improvement in response to changing climate conditions employing UAV-based multispectral phenotyping for disease resistance in maize (Chivasa et al., 2020). Zimbabwe is among the few African countries capable of advancing its field phenotyping capabilities in the future.




5.2.8 The case in Kenya

Although there are several technologies currently available to Kenya’s agricultural sector they have not yet become widely used (Osiemo et al., 2021). Large-scale adoption of digital solutions is hampered by a lack of digital literacy and infrastructure. Only a few research groups are skilled in using and maintaining back-end service operations like data management, blockchain, machine learning, IoT, GIS, and drones (Osiemo et al., 2021). However, the application of GIS and remote sensing techniques have been used to map frost hotspots for mitigating agricultural losses (Kotikot and Onywere, 2015), climate-smart crop management (Manzi and Gweyi-Onyango, 2021), and assessment of yield variations and its determinants in smallholder systems (Burke and Lobell, 2017). Similarly, high-throughput phenotyping platforms based on multi-spectral imaging and RGB vegetation indices have been implemented for field phenotyping of maize (Kefauver et al., 2015; Zaman-Allah et al., 2015). Kenya has the potential of expanding its phenotyping capacities through low-cost precision agriculture and breeding.




5.2.9 The case in Ethiopia

Digital agricultural innovations in precision agriculture have the potential to increase productivity while minimizing harmful environmental impacts along the value chains of agriculture and the food systems in Ethiopia (Alemaw and Agegnehu, 2019; Tamene and Ashenafi, 2022). In recent years, there have been some improvement in digital infrastructure in Ethiopia (Abdulai, 2022). However, the majority of Ethiopia’s smallholder farmers have limited access to digital farming technologies (Tamene and Ashenafi, 2022). According to Tamene and Ashenafi (2022), several challenges such as inadequate technological capacity, limited funding to develop and disseminate digital tools and lack of data sharing channels hampers the development of digital agriculture in Ethiopia. These barriers restrict the deployment of modern technologies for crop breeding and field phenotyping. Field phenotyping has relied largely on conventional methods as in the studies of eco-geographic adaptation and phenotypic diversity of Ethiopian teff across its cultivation range (Woldeyohannes et al., 2020) and genetic diversity in Ethiopian Durum Wheat (Mengistu et al., 2018). Field phenotyping using high-throughput techniques has been introduced in recent times. Remote sensing and GIS based methods has been used as crop yield predictors in wheat and maize (Beyene et al., 2022; Debalke and Abebe, 2022) as well as physical land suitability analysis for major cereal crops (Debesa et al., 2020). In essence, Ethiopia has the potential to accelerate its phenotyping capabilities. Table 3 summarizes some key field phenotyping activities that exist in the African countries discussed in this review.





5.3 Current developing field phenotyping platforms in Africa

UAVs have been selected as the technical solution that is most suited for deployment across sites and trials throughout the several initiatives that made it possible for the West African field phenotyping network to get started (Audebert et al., 2022). For instance, in Senegal, the UAV platform comprises a FeHexaCopterV2 hexaCopter UAV system (Flying Eye Ltd., Sophia Antipolis, France) fitted with three cameras mounted on a two-axis gimbal pointing vertically downward. The camera consists of an RGB ILCE-6000 digital camera (Sony Corporation, New York, NY, USA), AIRPHEN multispectral camera (Hiphen, Avignon, France), and infrared thermographic camera Tau 2 (Flir system, Oregon, USA) that collects spectral imagery of crops such as sorghum, pearl millet and peanut and cowpea (Gano et al., 2021).

The Agricultural Research Council (ARC) of South Africa has installed a Phenospex planteye multispectral 3D laser scanner (i.e., the first of its kind in Africa) in the field (https://phenospex.com/products/plant-phenotyping/fieldscan-high-throughput-field-phenotyping/fieldscan-3d-spectral-plant-measurements-in-the-field-south-africa/). This state-of-the-art facility is fully automated, carrying a high-resolution sensor that combines the strength of 3D vision with the power of multispectral imaging. It captures plant data non-destructively and delivers precise and accurate plant parameters in real-time. Plant phenotypic features such as digital biomass, plant height, 3D leaf area, projected leaf area, leaf area index, leaf inclination, etc., can be measured. The spectral information allows for the quantification of plant health, disease, senescence, N-content, chlorophyll levels, etc. Therefore, this phenotyping facility could assist in the characterization and development of varieties with improved biotic and abiotic stress resistance for key crops such as grapefruit, sunflower, green maize and other cereals in Southern Africa.

Recently, a unique close-to-field high-throughput plant phenotyping platform “PhenoMA’’ has been installed in Benguerir, in the arid region of Morocco by the Mohammed VI Polytechnic University. PhenoMA consists of a 1440 fully automated lysimetric mini-plots system that can track the dynamics of water use and simulate drought scenarios. A critical component is a fully autonomous phenotyping robot (Hiphen PhenoMobile) that enables plant measurements at the canopy scale, using a range of sensors including RGB, multispectral, infrared (IR), and LiDAR cameras to monitor canopy development (Quahir et al., 2022).

Overall, due to the rich agricultural biodiversity of Africa, phenotyping in Africa has great potential to contribute to the development of improved crop varieties and enhanced food security. The utilization of high-throughput tools can boost the elucidation of new agriculturally proven traits and catalogue these phenotypes in their natural environment.





6 Challenges limiting the application of high-throughput field phenotyping in Africa and the way forward

The application of emerging field phenotyping technologies has the potential to accelerate plant breeding efforts and crop production in Africa. On the other hand, most of these approaches reviewed here are at best relatively new or unknown to some of the plant science community in Africa. Field phenotyping is a critical component of crop improvement but remains a major bottleneck in African agriculture, as is the case globally. Some of the key challenges limiting the application of high-throughput field phenotyping in Africa are highlighted below.



6.1 Lack of appropriate high-throughput field phenotyping approaches

Phenotypic analysis has become a major limiting factor in genetic and physiological analyses in plant sciences as well as in plant breeding in Africa. The inadequate phenotyping infrastructures and software analytical tools that can be used by agricultural practitioners to make sense of simple to complicated phenotypic datasets have contributed to the low implementation of high-throughput phenotyping. The operational complexity to support both data acquisition and analysis has limited the use of these platforms for research activities worldwide (Chapman et al., 2014), including developing continents like Africa. To this end, training in image analytics, software, and computer vision to provide a new generation of skilled personnel must be implemented by African governments, universities, and the private sector. Phenotyping advancement is critical for current breeding progress for crop improvement in Africa. While the development of efficient high-throughput field phenotyping remains a challenge for future breeding progress, the growing interest in low-cost solutions for remote-sensing approaches, machine vision, as well as data management, may facilitate technological adoption.




6.2 Cost of phenotyping infrastructures and maintenance

As a developing continent comprising highly indebted poor countries (HIPC) (Henri, 2019) and faced with multi-faceted economic hardships, the major limitation to the adoption and implementation of high-tech field phenotyping in Africa is the perceived high entry costs associated with the longer-term footprint of prototypical platforms (Reynolds et al., 2019). In several African countries, especially those discussed in this review, basic phenotyping tools and infrastructure even for the simplest field measurements and experimentation are scarce.

This prevents many research organizations in Africa such as IITA, CIAT, and Africa Rice, from implementing demand-driven approaches due to a lack of investment budget or avoiding the significant follow-up costs on maintenance of large phenotyping infrastructures. For instance, the use of ground vehicles, aerial vehicles and gantries may require huge investment costs (Pauli et al., 2016; Vergara-Díaz et al., 2016).

Therefore, the requirements for such specialized equipment may be a bottleneck for widespread use in breeding programs in poor countries. To alleviate this challenge, low-cost concepts and methods of high-throughput phenotyping platforms (HTPPs) (e.g., sensors and platforms) that rely on easy-to-use technology must be disseminated in Africa by identifying demands, and relevance, and adopting the required approach given the current financial constraints. For instance, conventional digital cameras (i.e., digital photography) could provide a more convenient method since they are more affordable, portable, and easy to use (Casadesús and Villegas, 2014).




6.3 Limited investment and funding

Limited investments in science, technology, and innovation (STI) on the part of African governments, research institutions (e.g., academia) and the private sector have partly contributed to the poor implementation of high-throughput field phenotyping. The budgetary allocations dedicated to research, development, and innovation are small. For example, in Ghana, a minimum of 1% of gross domestic product (GDP) is applied towards research and development (https://mesti.gov.gh/government-increase-research-funding/). Similarly, in Morocco, the percentage of GDP to research as of 2010 was 0.63% (Hamidi and Benabdeljalil, 2013). This research funding gap is pervasive across the African continent.

Whereas research institutions and universities in developed economies, such as Europe (see https://eppn2020.plant-phenotyping.eu/EPPN2020_installations#/), Australia, North America and Asia, have in recent years invested heavily in large-scale research infrastructure for automated and high-throughput field phenotyping, the same cannot be said for Africa. These large investments for plant phenotyping include funding, research hours and high-throughput installations (Costa et al., 2019; Rosenqvist et al., 2019; https://eppn2020.plant-phenotyping.eu/).

Furthermore, crops grown in Africa are frequently too local to attract international research funding for field phenotyping. Only a few essential African crop commodities, such as cassava and sweet potatoes, are funded solely by extrabudgetary sources. Most of the main staple crops are exclusively funded for phenotyping exploitation outside of Africa.

In addition to the above considerations, African governments and the Science Granting Councils Initiative (SGCI) in sub-Saharan African countries mandated to support the Science Granting Councils (SGCs), must dedicate enough funding for low-cost plant phenotyping research infrastructure in the sub-region in the short to medium term. This could be achieved by developing financing mechanisms and collaborating with private sector partners. Donor support to Africa for agriculture and food security research should also consider projects in modern plant phenotyping and digital agriculture.




6.4 Lack of Skilled technical personnel

A serious deficit of skilled technical personnel in the plant sciences and phenotyping ecosystem is evident in African countries. The building up of such competencies and the development of human resource capacity is necessary to operate simple-to-sophisticated equipment to accelerate breeding efforts through high-throughput phenotyping techniques. Another major barrier is the loss of talented and skilled personnel who were trained in developed nations and have contributed to the brain drain due to inadequate job prospects in Africa. Mostly, funds to pay salaries and absorb project operating costs are either limited or insufficient, resulting in a reduction of skilled personnel. Furthermore, due to the inadequacies in research and infrastructure in many African nations, training acquired overseas is sometimes unsuited to local demands. To address this constraint, digital agricultural competencies and sensor technologies should be integrated into undergraduate and postgraduate learning curricula to allow students to specialize in digital agriculture through their projects. This will create a plethora of career opportunities for competent skilled personnel who can adapt to the emerging technologies for field phenotyping.




6.5 Regulations controlling emerging technologies

Emerging technologies such as UAVs offer the advantages of being flexible, real-time and non-destructive for agricultural phenotyping, but they must adhere to strict operational standards to ensure their safe use. Strict airspace regulations in many jurisdictions around the world and particularly in African countries due to impact of political instability and military governments on UAV deployment may prohibit their use or make them unfeasible in practice (Gago et al., 2015; Yang et al., 2017a; Ayamga et al., 2021). For instance, authorization from regulatory authorities, such as the air force, civil aviation and police, are required to undertake UAV flight campaigns, which mostly take time to be approved causing issues in time-critical data collection applications. According to Ayamga et al. (2021), in Africa, countries with regulations include Ghana, South Africa, Zimbabwe, Nigeria, Cameroon, Benin, Gabon, Senegal, Botswana, Namibia, Malawi, Tanzania, Zambia, Madagascar, Rwanda and Kenya. However, the lack of proper regulation and enforcement continues to limit the widespread adoption of drones. Unfortunately, these regulations combine to mean that most high-throughput techniques can only be implemented by multinational research institutions, even in those organizations, deployment of systems is limited to a few high-priority projects. Commitment of African governments and relevant stakeholders is crucial in the implementation and enforcement of regulations. The widespread deployment of drones stands to benefit farmers hence concerted effort need to be made to sustain its adoption by promoting public digital literacy on the technology, skill development for potential users and farmers on drone operation and developing the necessary policy framework with regulatory agencies to increase the safety and acceptability of using agricultural drones in Africa.




6.6 Weakness of phenotyping linkages

At the regional and continental levels, networking is a powerful tool for increasing scientific collaboration and fostering information sharing. There seems to be weak collaborations between the African plant science community and international phenotyping partners which hampers technological transfer and adoption. As high-throughput field phenotyping initiatives have started in Africa, there is a need to strengthen national and institutional efforts within the continent for the development and application of accurate and high-throughput field phenotyping capabilities. The West Africa field phenotyping network should be strengthened and better resourced to carry out their mandate. Similar initiatives such as the EMPHASIS (https://emphasis.plant-phenotyping.eu) should be experimented to provide a more practical use of the available phenotyping data.

The IPPN should spread its operations to Africa to develop programs and establish synergies geared towards face-lifting plant phenotyping projects in the continent. Again, African governments and their partners should invest in building a center of excellence or shared facilities for African plant scientists. Finally, a more urgent challenge is, however, that the international phenotyping community needs to bridge the gap between advanced economies and developing regions of the world such as Africa to benefit from the huge research efforts made internationally.





7 Concluding remarks and future perspectives

This review provides an overview of high-throughput field phenotyping and its implications for African crops. It highlights the prospects of emerging high-throughput phenotyping techniques and integrated sensor platforms for plant trait assessment for field phenotyping that could apply to African crops. High-throughput field phenotyping has superior advantages that facilitate quick, non-destructive, and high-throughput detection, thus overcoming the shortcomings of conventional approaches. The readiness and the potential adoption of high-throughput field phenotyping for practical implementation in Africa are of paramount interest and should be demonstrated.

Field phenotyping solutions of immediate to long-term feasibility for African crops will likely rely on a combination of available techniques or prototypes of low-cost sensors and imaging approaches to study crop performance. Manual methods dominate the field phenotyping ecosystem with only a few countries beginning to explore high-throughput techniques through digital and precision agriculture. Notably, high-throughput phenotyping cannot yet completely replace manual measurements but should be promoted. The implementation of high-throughput phenotyping in general, and low-cost methods for field evaluation, is still fraught with challenges in Africa. Challenges identified by this present review include the high upfront cost of the prototypical platforms, huge funding gap, lack of conceptual and technical capacity, lack of technology transfer infrastructure and methodological approaches, lack of phenotyping network on the continent and the needed legislation in some cases, amongst others.

Lack of financial resources, a problem pervasive in African countries needs to be tackled holistically. Public-private partnerships could support resolving these financial and investment challenges to foster political will. Although in some countries, this public-private drive is already being implemented through close collaboration between universities and agricultural research organizations, these efforts need to be stepped up. In parallel, African governments should dedicate enough funding, incentives, and tools to breeders to advance research and innovations regarding high-end plant breeding. We suggest that donor support to Africa for agriculture and food security research should also consider projects in modern plant phenotyping to cope with current and projected climate change.

This will open the possibility of investing more in current sensor and imaging technologies for field data collection and the use of cost-effective phenotyping technologies that are already available to increase the throughput, quantity and quality of phenotypic data. The wide range of applications for these phenotyping technologies makes them good candidates and feasible choices for adoption in Africa which hitherto were prohibitive in terms of cost and deployment. The advantages of improved sensor-platform integration have facilitated the development of complete phenotyping systems that can gather, integrate and store data for many subsystems concurrently in a structured, efficient and cost-effective way. Such platforms have been widely adopted by research groups in developed countries and are gradually adopted by plant breeders in Africa as the technology develops and the benefits are proven.

In addition to the adoption of high throughput field phenotyping approaches in African countries, precision agriculture will also greatly benefit and revitalize the establishment of closer interaction between breeders and farmers to develop protocols mutually for the optimal use of improved crop varieties. The tools and knowledge exchange are expected to spur a second green revolution to meet the agricultural challenges to feed the ever-increasing African population. In terms of advancing field crop phenotyping in Africa for agricultural crop sustainability, we propose that breeding priority should be given to the most important staple crops such as maize, wheat, yam, cassava, cowpea, sorghum, etc. These crops form the backbone for food security and hence their improvement is crucial in the wake of prevailing climate change and production constraints. We suggest that each country selects traits that are of high demand and relevance by farmers and consumers when designing breeding strategies. In parallel, high-throughput phenotyping should be incorporated into national agricultural research policies and prioritize the practical implementation of field phenotyping. By and large, these could be achieved when governmental and private sector participation, as well as financial support, is readily available.

To overcome the challenges with the deployment of phenotyping tools and the integration of software to deliver accurate data acquisition, processing, analysis and management, a multidisciplinary team of expert-level skills and competencies may be required. This will necessitate deliberate training and capacity improvement of African plant scientists and students in software engineering and computer science domains, including AI, demanding true interdisciplinary partnerships to provide meaningful results and inform decision-making, while addressing the issue of training cost and related risks. In this instance, we recommend technological adoption rather than complete technological development considering the financial constraints and the low-level expertise in software and equipment development. However, as the plant phenotyping industry develops the development of new technologies from scratch may be feasible in Africa.

Furthermore, we propose encouraging collaborations between the African plant science community with their international counterparts to foster collaborative research, effective technological transfer and adoption. This review recommends close collaboration with the IPPN and similar phenotyping networks to benefit from the unprecedented investments made in field phenotyping infrastructures globally. Consequently, crop scientists may leverage ground-breaking advancements in high-throughput field data collection, image analysis and data management. Efforts should be made to foster synergies among different African countries by establishing transnational interdisciplinary networks that incorporate expertise in all aspects of plant breeding.

To address the limited investments in science, technology and innovation (STI), a commitment for expanded and long-term funding of agricultural research and development is essential. At the policy and operational levels, barriers must be overcome to allow the smooth establishment of public-private partnerships for transformational change in research and demand-driven technologies for breeders and farmers. There is renewed interest both from private and public institutions in developed countries to support African agriculture. Hence, African agricultural institutions need to develop strategies and synergies that include building partnerships that must be implemented to tackle the challenges, especially in the face of climate change and food insecurity.

The widespread adoption of high-throughput field phenotyping techniques in African countries could only be made possible in plant breeding programs if it can be proven as something worthwhile in terms of genetic gains attained with resources invested. Hence, costs must be reasoned in relation to the precision, repeatability, heritability, cost per unit plot or trait, prevailing climatic and economic condition, etc., required in a particular phenotyping activity. Given what has been said, to ensure that such implementation of field phenotyping can be translated into yield gains, low-cost phenotyping tools must be adopted. On this basis, affordable, easy-to-handle, reliable tools, and phenotyping infrastructures for small to large-scale field phenotyping may become a strategic choice and pave the way for practical implementation. Such technologies applicable to phenotyping methodologies should be available soon due to the high demands and efforts by the phenotyping community in Africa.
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The leaf chlorophyll content (LCC) of vegetation is closely related to photosynthetic efficiency and biological activity. Jujube (Ziziphus jujuba Mill.) is a traditional economic forest tree species. Non-destructive monitoring of LCC of jujube is of great significance for guiding agroforestry production and promoting ecological environment protection in arid and semi-arid lands. Hyperspectral data is an important data source for LCC detection. However, hyperspectral data consists of a multitude of bands and contains extensive information. As a result, certain bands may exhibit high correlation, leading to redundant spectral information. This redundancy can distort LCC prediction results and reduce accuracy. Therefore, it is crucial to select appropriate preprocessing methods and employ effective data mining techniques when analyzing hyperspectral data. This study aims to evaluate the performance of hyperspectral data for estimating LCC of jujube trees by integrating different derivative processing techniques with different dimensionality reduction algorithms. Hyperspectral reflectance data were obtained through simulations using an invertible forest reflectance model (INFORM) and measurements from jujube tree canopies. The least absolute shrinkage and selection operator (LASSO) and elastic net (EN) were employed to identify the important bands in the original spectra (OS), first derivative spectra (FD), and second derivative spectra (SD). Support vector regression (SVR) was used to establish the estimation model. The results show that compared with full-spectrum modeling, LASSO and EN algorithms are effective methods for preventing overfitting in LCC machine learning estimation models for different spectral derivatives. The LASSO/EN-based estimation models constructed using FD and SD exhibited superior R2 compared to the OS. The important band of SD can best reveal the relevant information of jujube LCC, and SD-EN-SVR is the most ideal model in both the simulated dataset (R2 = 0.99, RMSE=0.61) and measured dataset (R2 = 0.89, RMSE=0.91). Our results provided a reference for rapid and non-destructive estimation of the LCC of agroforestry vegetation using canopy hyperspectral data.
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1 Introduction

The leaf chlorophyll content (LCC) of vegetation is closely related to the absorption of carbon dioxide in the atmosphere and the process of photosynthesis, which is an indicator of the photosynthetic efficiency and biological activity of vegetation (Darvishzadeh et al., 2008). Conducting quantitative and real-time monitoring of chlorophyll content variations in forest could provide crucial information to understand the responses of ecosystems to changes in environmental, meteorological, and ecological factors (Zhen et al., 2021).

Jujube (Ziziphus jujuba Mill.) is a traditional economic forest tree species. Its fruit is sweet and juicy and is suitable for fresh food and dry processing. Jujube trees are known for their strong resistance to drought and wind, as well as their high yield and stability (Liu et al., 2020). As a result, they are becoming increasingly important in arid and semi-arid lands (Liu et al., 2020). Xinjiang produces half of the jujubes in China, and they are of higher quality compared to those planted in other regions (Bai et al., 2019). Non-destructive monitoring of LCC of jujube is of great significance for guiding agroforestry production and promoting ecological environment protection in arid and semi-arid lands.

Traditional laboratory LCC determinations are destructive and time consuming (Li et al., 2020). The development of remote sensing technology enables the acquisition of physical and chemical information of vegetation in a non-contact manner. Hyperspectral remote sensing technology is very effective for monitoring LCC due to its rapid and non-destructive capabilities (Shi et al., 2022). Compared with multispectral sensors, hyperspectral data, with its narrower bandwidth, provides distinct advantages for monitoring vegetation health by capturing different physical and chemical reactions in vegetation at various wavelengths (Jingguo et al., 2015; Ali and Imran, 2020). However, hyperspectral data contain much information and many bands; hence, some bands are highly correlated, which increases the redundancy of spectral information, leading to a distortion in prediction results and a reduction in prediction accuracy (Cheng et al., 2022). To address these issues, Sun et al. (2021) selected the first order derivative (FD) spectral data and using the correlation coefficient method to predict the LCC of maize. Lu and Peng (2015) calculated the correlation coefficient between vegetation index and chlorophyll concentration, finding that D715/D705 (D: first derivative), EBFR (simple ratios of the amplitude between the red and blue regions), D705/D722, and BND (normalized difference derivative at 722 and 700 nm) had a better estimation effect on chlorophyll concentration at the cherry leaf scale. Although the above methods have achieved better results, some limitations still exist. For instance, the method of setting the threshold based on the correlation between the band and chlorophyll content may ignore the collinearity of adjacent spectral data (Sun et al., 2021). The vegetation index method utilizes only one to four bands of information, which fails to fully capture the important information present in hyperspectral data (Lu and Peng, 2015). Studies have shown that the selection of important bands for modeling through dimensionality reduction algorithms typically yields equal or superior model prediction performance compared to full-spectrum models (Wang et al., 2022a; Zhu et al., 2022). The least absolute shrinkage and selection operator (LASSO) (Tibshirani, 1996) and elastic net (EN) (Zou and Hastie, 2005) are regularization methods that effectively reduce high-dimensional data by adjusting model parameters. These algorithms have demonstrated successful outcomes in various applications, including crop yield estimation (Cao et al., 2021b), leaf nitrogen estimation (Cao et al., 2021a) and forest biomass estimation (Takayama and Iwasaki, 2016). However, the potential of these two algorithms in estimating the LCC of agroforestry vegetation using hyperspectral data, such as jujube trees, remains unclear. FD and/or the second derivatives (SD) are commonly used spectral data preprocessing techniques (Wang et al., 2018b; Wang et al., 2021; Wang et al., 2022b). They are widely employed to mitigate noise, baseline effects, overlap problems, enhance spectral features, capture subtle details of spectral curves, and improve the accuracy of land surface parameter extractions (Li et al., 1993; Cui et al., 2022; Jin and Wang, 2022). However, to the best of our knowledge, there has been no research combining these two derivative processing techniques with LASSO and EN dimensionality reduction algorithms for predicting hyperspectral vegetation LCC.

Support vector regression (SVR), introduced by Cortes and Vapnik (Cortes and Vapnik, 1995) in 1995, is a versatile machine learning regression model. It has proven to enhance the efficiency of modeling vegetation physiological parameters while demonstrating improved stability in parameter estimation compared to other methods (Navarro et al., 2019; Liu et al., 2022). Therefore, this study aims to achieve the following objectives: (1) Propose a method for estimating LCC of agroforestry vegetation by integrating derivative processing techniques and dimensionality reduction algorithms, specifically utilizing FD and SD derivative processing along with LASSO and EN algorithms. (2) Compare the prediction performance of LCC using important spectral bands of different derivative orders (original spectra (OS), FD, SD) selected by LASSO and EN algorithms with the prediction performance of LCC based on modeling using full-spectrum data by establish SVR. (3) Evaluate the effectiveness of the proposed method using measured data and a substantial dataset of canopy reflectance data generated by the Invertible Forest Reflectance Model (INFORM), which accurately represents the annual growth stages of jujube trees. This analysis will help assess the practicality and applicability of the proposed approach.




2 Materials and methods



2.1 Study area

Ruoqiang County is located in southeastern Xinjiang, the southeastern margin of the Taklimakan Desert, and the eastern Tarim Basin. It is located between 86°45’-93°45’ E and 36°05’-41°23’ N, with an altitude of 846-4500 m and a total area of 202,300 square kilometers. Ruoqiang County is the largest county in China. It has a warm temperate continental desert arid climate, providing unique natural conditions for the development of the agroforestry vegetation (Cui, 2019). Among them, the ‘Huizao’ variety of Z. jujuba Mill. is a well-known product in Xinjiang.

A total of 69 samples were collected in the study area. The minimum interval of sample points is more than 15m.The location of study area is shown in Figure 1.




Figure 1 | Study area locations: (A) sampling plots (SPAD value refers to leaf relative chlorophyll content); (B) jujube orchard; (C) mature state of the ‘Huizao’ variety of Z. jujuba Mill; (D) research team collecting jujube leaves.






2.2 Data collection and preprocessing



2.2.1 Measurement of hyperspectral reflectance

A portable spectroradiometer, the PSR-3500 manufactured by Spectral Evolution, USA, was used to measure the canopy spectra of 69 sample points (trees). The spectral reflectance data were obtained from May 19th to June 1st, 2020, during the flowering stage of jujube trees, between 11:00 and 17:00 Beijing time, under clear, windless, and cloudless conditions (Cui et al., 2022). The spectral range covered 350-2500 nm with a 1 nm interval, resulting in 2150 wavebands. The spectrometer probe was vertically downward during each measurement. This measurement process was repeated 5 times, and the average of the spectral curve from these repetitions was taken as the reflectance of the sample. A total of 345 spectral data were measured. To account for any variations in the ambient radiation, we employed the white reference panel to calibrate the instrument prior to each reflectance measurement. To reduce noise interference caused by atmospheric scattering and other reasons (Badola et al., 2022), only the 350-1050 nm band range is retained, and savitzky-golay smoothing with a second-order polynomial and window size of 5 (Cai et al., 2019) was applied to smooth and denoise the spectral data.




2.2.2 Measurement of leaf relative chlorophyll content

The soil–plant analyzer development (SPAD)-502 Plus portable chlorophyll meter(Konica Minolta, Japan) measures the transmittance in the red region (650 nm) and infrared region (940 nm) through the leaf, providing a correspondence value of chlorophyll content in three significant digit values (leaf relative chlorophyll content), thereby characterizing the chlorophyll content in leaves (Yang et al., 2021). The measurement of SPAD values was carried out concurrently with canopy spectral measurements, two leaves were taken from each jujube tree in the east, west, south, and north, as well as vertical ground directions, resulting in a total of 10 leaves per tree. During the measurements, the leaf veins were avoided, and the SPAD value was recorded five times at different positions along the leaf, from the base to the tip. The average of the SPAD measurements for the 10 leaves was considered as the SPAD value for the sampled tree. The measurement processes of canopy spectral and SPAD value are illustrated in the data acquisition section of Figure 2.




Figure 2 | The diagram of the study.



Existing research (Zhang et al., 2022) has established and validated the formula (LCC(µg/cm2))= 0.709 * SPAD – 1.576) for a robust conversion (R2 = 0.52) of SPAD values to LCC. In this paper, SPAD values are utilized to characterize the LCC in the measurement dataset.




2.2.3 Simulation of hyperspectral reflectance in jujube tree canopies

A simulated hyperspectral dataset of the jujube canopy was generated using the Invertible Forest Reflectance Model (INFORM) (Atzberger, 2000), which combines the Forest Light Interaction Model (FLIM), Scattering by Arbitrary Inclined Leaves (SAILH), and PROSPECT model. The dataset was simulated using a range of input parameters listed in Table 1. Based on previous studies (Lu et al., 2022; Wu et al., 2023) on SPAD estimation of jujube trees at different growth stages and the existing conversion relationship between LCC and SPAD values, the Cab value was set to be 25-50 ug/cm2 to represent the total growth stage of jujube. N represents the leaf structure parameter, and N is the number of compact layers specifying the average number of air/cell walls interfaces within the mesophyll (Jacquemoud et al., 2009). Usually, the N values of trees fall within the range of 0.63-3, and most studies use a fixed N value (Hernandez-Clemente et al., 2014; Yuan et al., 2015; Brown et al., 2019; Shi et al., 2022). As trees age, N values tend to increase. To ensure diversity in leaf sample types and statuses, this study has set the range for N values between 1 and 1.5. Scale factor for soil reflectance is the spectral reflectance of the underlying (uncovered) soil (Atzberger, 2000). Based on the empirical knowledge from our research team’s field investigations, we have observed that the soil conditions in jujube orchards are quite complex. Typically, the soil in jujube orchards is not entirely covered by trees and other vegetation. On poorly managed land, there may even be situations where the soil is completely exposed. Drawing from previous studies (Hernandez-Clemente et al., 2014; Darvishzadeh et al., 2019; Zarco-Tejada et al., 2019) on other tree species, we have decided to set the scale factor for soil reflectance range between 0.6 and 1. This range represents variations in soil parameters during the growth of jujube trees. This parameter helps us more accurately simulate and describe the soil conditions in jujube orchards, enhancing the effectiveness of our simulation data. Other parameters (Single trees LAI (m2·m−2) and Average leaf angle of tree canopy) were set within a reasonable range according to the field investigation of the research team. Ultimately, a total of 2100 spectra were generated, covering all possible combinations of the input parameters.


Table 1 | INFORM model parameters that were used in this study to simulate the canopy reflectance spectra.







2.3 Modeling process

In this study, estimation models were established by integrating OS, FD, and SD spectra, dimensionality reduction algorithms (LASSO, EN) and SVR. The modeling process was as follows: first, the SVR was used to model the OS, FD, and SD spectra for the full-spectrum prediction of LCC. Second, the LASSO and EN were employed to reduce the dimensions of the OS, FD and SD spectral data and SVR was performed on the important bands after dimension reduction. A total of nine estimation models were established. The hyperspectral simulated dataset obtained from the radiative transfer model INFORM and the measured dataset were used to test the validity of the proposed integration method. Modeling process of this research is shown in Figure 2.




2.4 Derivative processing

The utilization of derivative techniques has become prevalent in mitigating noise, baseline effects, overlap problems, enhancing spectral features, capturing subtle details of spectral curves, and improving the accuracy of land surface parameter extractions(Wang et al., 2018b). Not only is the derivative technique a potent tool for spectral analysis, it can also tackle collinearity concerns (Wang et al., 2021). In the present study, FD and SD were employed to process the hyperspectral data with the aid of Origin 2021 (OriginLab).




2.5 Dimensionality reduction algorithms



2.5.1 LASSO

LASSO, proposed by Robert Tibshirani in 1996 (Tibshirani, 1996), is a biased estimation method for compressing model coefficients and variable selection. LASSO adds the L1 norm penalty term on the basis of the least squares method to compress the estimated parameters. When the sum of the absolute values of the regression coefficients is less than a constant, the sum of squared residuals is minimized to obtain regression coefficients equal to 0; thus, the effects of independent variables with little or no influence are compressed to zero. The multiple linear model can be expressed as follows:



where   is the linear variable,   is the independent variable (that is, the hyperspectral data), y is the dependent variable (that is, the jujube SPAD value), and   is the error.

From Equation (1), the estimation of parameter   can be expressed as follows:



Compared to linear regression, in LASSO, an L1 penalty term is added as follows:



where   is a regularization parameter and  . The penalty strength of the model is related to the regulation parameter  . Variable screening can be achieved by controlling the adjustment parameter 




2.5.2 Elastic net

Zou and Hastie proposed the EN technique (Zou and Hastie, 2005), which integrates the characteristics of ridge and LASSO, and the penalty term has both an L1 norm term and an L2 norm term. The EN includes a mixture parameter α, which is selected based on the criterion of minimizing the MSE of the training samples and the MSE of the prediction bias. α is a number between 0 and 1 that acts in conjunction with   to regulate the size of the penalty term. The estimation of parameter β can be expressed as follows:



It has been proven that the LASSO and EN models are more interpretable when using the value of λ with the minimum MSE than when using the value of λ with the minimum SE (Cao et al., 2021a). Therefore, the value of λ with the minimum MSE is chosen in this paper.





2.6 SVR

The support vector machine (SVM) theory proposed by Vapnik was initially used for supervised classification processes(Cortes and Vapnik, 1995). SVR is the regression method of SVM, the idea of SVR has been described by Smola and Schölkopf (Smola and Schölkopf, 2004). In SVR, the mapping of input data in higher-order feature space is accomplished by several types of kernel functions (Li et al., 2021), such as linear, nonlinear, sigmoid, polynomial, and radial basis functions (RBFs). Among various kernel functions, the RBF kernel can achieve good results. Therefore, we adopted the RBF kernel of SVR, where the hyperparameters (C and gamma) were used for cross-validated grid search, parameter tuning and model training in R software.




2.7 Model evaluation method

The determination coefficient (R2), root mean square error (RMSE) are compared to evaluate and optimize the model accuracy. The higher the R2 value is, the stronger the prediction ability of the model. The smaller the calculated values of RMSE, the higher the prediction accuracy of the model. The calculation formula is as follows:





where   is the number of samples,   is the measured value,   represents the predicted value,   represents the average observed value, and   represents the average predicted value.





3 Results



3.1 Statistical description of measured and simulated dataset

The statistical analysis of measured dataset and simulated dataset are presented in Table 2. A total of 69 samples were collected in measured dataset; the mean SPAD value was 36.00, the range was 29.50 to 42, the median was 35.70, the interquartile range (Q3-Q1) was 3.1, the standard deviation was 2.69, and the coefficient of variation was 0.07. The 69 samples were randomly split into a training set and a validation set at a ratio of 75%:25%. The training set consisted of 52 samples, while the validation set comprised 17 samples.


Table 2 | Statistical analysis of measured dataset and simulated dataset.



A total of 2100 samples were collected in simulated dataset; the mean LCC was 37.5 ug/cm2, the range was 25 ug/cm2to 50 ug/cm2, the median was 37.5 ug/cm2, the interquartile range (Q3-Q1) was 15 ug/cm2, the standard deviation was 8.54 ug/cm2, and the coefficient of variation was 22.5 ug/cm2. The coefficient of variation was calculated to be 0.07. The simulated dataset of 2100 hyperspectral data were randomly divided into validation set and training set in the same proportion.




3.2 Results of spectral dimensionality reduction

Figures 3A-C show the important band distribution of the OS, FD and SD spectra after dimension reduction by LASSO and EN. For the measurement data: There were 10 important bands selected in OS-LASSO, 7 important bands were selected in FD-LASSO, and 13 important bands were selected in SD-LASSO. The optimization function J(β) of the EN contains coefficients α (0<α<1). In this paper, the range of α (0-1) is divided into 100 parts: the larger α is, the fewer variables are selected, and the smaller α is, the more variables are selected. The α values calculated for the OS, FD and SD spectra were 0.21, 0.94 and 0.52, respectively. Thus, 80, 11, and 30 bands were selected when using EN. The results of the simulated dataset show that 97 important bands are selected by the OS-LASSO method, 161 important bands are selected by FD-LASSO, and 31 important bands are selected by SD-LASSO. The α values calculated for the OS, FD and SD spectra were 0.50, 0.20 and 0.91, respectively. Thus, 172, 208, and 40 bands were selected when using EN.




Figure 3 | Distribution of important bands screened by the LASSO and EN: (A) selection based on OS; (B) selection based on FD; (C) selection based on SD.






3.3 Model building and evaluation

Table 3 outlines the detailed outcomes of measured dataset and simulated dataset generated by the SVR. The nine SVR results indicated that the SVR model based on SD-EN-SVR achieved the best quantitative prediction accuracy in both the measured (R2 = 0.89, RMSE=0.91) and simulated datasets (R2 = 0.99, RMSE=0.61). In addition, the model fitting effect based on SD and FD was better than the model fitting effect based on OS, indicating that the FD and SD processing is more effective than directly modeling with the OS. The scatter plot (Figure 4) of the measured versus predicted SPAD values demonstrates that SD-EN-SVR achieved the best estimation results with a fitting line close to the 1:1 line; therefore, this model has strong stability and high predictive ability. In contrast, the validation SPAD estimation deviated from the 1:1 line in the SVR model based on full spectra of OS, FD, and SD. It can be concluded that the SVR model was not suitable for processing high-dimensional data, and the result was overfitting. The combination of LASSO and EN with SVR significantly improved the overfitting phenomenon, and the R2 of the validation set was no longer less than 0.1.


Table 3 | The evaluation of nine models (T=training set, V=validation set).






Figure 4 | Scatterplots of the measured SPAD values vs. predicted SPAD values using SVR (T=training set, V=validation set).







4 Discussion



4.1 Effect of important bands on SPAD values estimation

Hyperspectral data provide ground object reflection information in thousands of bands. Directly using machine learning method such as SVR to process the full-spectrum information may lead to overfitting of the model (Table 2; Figure 4). Improving the accuracy of prediction models while maintaining effective spectral information is a challenging problem. In this paper, LASSO, and EN were adopted to reduce the complexity of the model and prevent overfitting. The LASSO compresses the bands to a greater extent compared to EN, and the EN is more moderate than the LASSO, and the selected bands are more uniform (Figure 3). It is worth noting that the model established by the bands selected by the EN is more stable and accurate than LASSO in LCC estimation. This may be because the EN combines the characteristics of ridge regression and LASSO, and the penalty term has both L1-norm and L2-norm terms. Furthermore, important bands selected based on the EN method were concentrated in the red-edge region (670-760 nm), defined as the boundary between chlorophyll absorption in the red and the onset of leaf scattering in the near-infrared light (Curran et al., 1990). Studies have proved that the red-edge bands are closely related with vegetation LCC and is more sensitive for detecting slight changes in LCC than that in the green region (500-560 nm) of the spectrum (Ju et al., 2010; Delegido et al., 2011; Li et al., 2016).

Figure 3 illustrates that the important bands obtained through LASSO and EN from the measurement dataset closely resemble those from the simulation dataset. Bands around 700 nm are selected in both datasets in the original spectrum. In the First Derivative (FD) spectrum, both datasets primarily select bands in the 500-550 nm and 600-700 nm ranges. In the FD spectrum, both datasets select most of the bands in the 500-550 nm and 600-700 nm ranges. In the SD spectrum, the spectra obtained from the measurement dataset and the simulation dataset are mainly distributed at 425 nm, 700 nm, and 900-975 nm. The method proposed in this study is relatively stable in the important bands selection of different datasets and the results of these important bands can provide a reference for wavelength selection in developing LCC detection equipment in the future.




4.2 Effect of derivative treatment

In previous studies, various methods, such as enhancement transform, curve smoothing, continuous curve removal, wavelet-based noise removal, have been commonly used to optimize hyperspectral data to improve the estimation accuracy of vegetation parameters (Wang et al., 2018a). Among them, derivative transformation was used as a robust mathematical analysis tool for processing data such as hyperspectral and remote sensing images because of its advantages of reducing noise and enhancing the details of data (Jin and Wang, 2016; Qu and Liu, 2017). This study proved that the combination of derivative spectral processing and dimensionality reduction algorithms effectively improved the estimation performance of LCC compared with the original spectral data modeling. In this study, FD and SD spectra were more robust than OS during modeling. Compared with OS modeling using the same combination of “EN/LASSO-SVR”, the modeling accuracy after derivative processing is greatly improved (Figure 4). However, the FD spectra did not perform well compared to the SD spectra. This pattern occurs because the SD spectra enhance the peaks and valleys in the OS, distinguishing them from noise and enabling more accurate isolation and quantification of the vegetation signal than with the FD (Xiao-chen et al., 2008; Zhang et al., 2018). Additionally, the SD removes more of the soil background effects than the FD (Thorp et al., 2004), which can further improve the accuracy of LCC value estimation.

In Section 3.3, we presented the results of model building and evaluation, where the combination of LASSO and EN with SVR demonstrated relatively favorable performance. However, one notable issue that emerged was the consistent underestimation of accuracy on the validation set. From the model fitting results of the measured dataset presented in Figure 4, it can be observed that the LASSO/EN+SVR models built on FD and SD spectra exhibit a relatively better performance in mitigating underestimation of validation set compared to those built on OS spectra. This phenomenon may be attributed to the lower data quality of the OS spectral dataset, whereas FD and SD spectra are more reliable. This highlights the significance of employing FD and SD spectral preprocessing when utilizing LASSO/EN+SVR models. It can be seen from Table 3 that the problem of low accuracy in the validation set is greatly improved on the simulated data set. For instance, the difference in R2T and R2V between OS-LASSO-SVR, FD-LASSO-SVR, SD-LASSO-SVR, and OS-EN-SVR is only 0.1, while FD-EN-SVR achieves R2T and R2V values of 0.97. These findings suggest that the canopy information from the measured data is more intricate, potentially contain more information on soil and environmental factors. Consequently, the accuracy of the validation set may need to be moderately sacrificed to counteract the influence of complex environmental factors. This phenomenon emphasizes the importance of FD and SD derivative preprocessing in future research based on measured data.




4.3 Model uncertainty analysis

This paper presents an integration of derivative processing and dimensionality reduction algorithms method for estimating chlorophyll content in jujube leaves based on hyperspectral data and achieves good results in both measured and simulated datasets. The measured dataset in this study was collected during the flowering stage of jujube trees, during which the canopy reflectance of jujube trees was greatly affected by soil background and canopy structure (Yu et al., 2014). Despite these influences, the proposed combination method of derivative processing and dimensionality reduction algorithms in this paper still achieved favorable results during the flowering stage of jujube trees.

The chlorophyll content, leaf area index and other parameters (scale factor for soil reflectance and average leaf angle of tree canopy) of the simulated data have a wide range, which could represent the growth state of jujube during the whole growth stage. Therefore, the simulated dataset proves the validity of the integration method proposed in the study and generalizes the obtained results. This paper has contributed to the establishment of a prediction model of chlorophyll content in jujube leaves, but there are still the following limitations: (1) This study was based on hyperspectral data collected on the ground and simulated using the INFORM model, not combined with image data. Therefore, the effect of the results on the UAV and satellite scale needs to be verified. (2) The derivative processing method used in this study can be further optimized. The fractional derivative spectral data processing method has achieved good results in hyperspectral estimation of soil salinization (Wang et al., 2018b) and soil total nitrogen content (Yang et al., 2022), However, the effect of improving the estimation accuracy of chlorophyll content in combination with dimensionality reduction algorithms needs to be further explored in the future. (3) In this study, we did not conduct year-round destructive experiments to directly establish the conversion relationship between LCC and SPAD values. However, future research efforts will focus on conducting such experiments at various growth stages to improve the precision of LCC estimation. (4) In future research, we plan to collect data throughout the entire growth stage of jujube trees, taking into account variations in soil background and canopy structure at different stages.





5 Conclusion

In this study, we combined the derivative processing techniques and dimensionality reduction algorithms to improve the hyperspectral estimation of jujube LCC. The main results were as follows: (1) LASSO and EN algorithms are effective methods for preventing overfitting in LCC machine learning estimation models for different spectral derivatives. (2) The LASSO/EN-based estimation models constructed using FD and SD exhibited superior R2 compared to the OS. (3) The important bands of the SD can effectively reveal the relevant information of LCC. In both the dataset simulated by the radiative transfer model INFORM, which represents the canopy reflectance of jujube trees throughout the entire growth stage (R2 = 0.99, RMSE=0.61), and the measured dataset collected during the flowering stage of jujube with the interference from soil background and canopy structure (R2 = 0.89, RMSE=0.91), the SD-EN-SVR model demonstrates the highest performance and is considered the most optimal model. This study provides a convenient method to estimate agroforestry vegetation parameters from canopy hyperspectral data and can provide a scale conversion reference for the LCC estimation of UAV and satellite remote sensing.
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Aboveground biomass (AGB) is a crucial physiological parameter for monitoring crop growth, assessing nutrient status, and predicting yield. Texture features (TFs) derived from remote sensing images have been proven to be crucial for estimating crops AGB, which can effectively address the issue of low accuracy in AGB estimation solely based on spectral information. TFs exhibit sensitivity to the size of the moving window and directional parameters, resulting in a substantial impact on AGB estimation. However, few studies systematically assessed the effects of moving window and directional parameters for TFs extraction on rice AGB estimation. To this end, this study used Unmanned aerial vehicles (UAVs) to acquire multispectral imagery during crucial growth stages of rice and evaluated the performance of TFs derived with different grey level co-occurrence matrix (GLCM) parameters by random forest (RF) regression model. Meanwhile, we analyzed the importance of TFs under the optimal parameter settings. The results indicated that: (1) the appropriate window size for extracting TFs varies with the growth stages of rice plant, wherein a small-scale window demonstrates advantages during the early growth stages, while the opposite holds during the later growth stages; (2) TFs derived from 45° direction represent the optimal choice for estimating rice AGB. During the four crucial growth stages, this selection improved performance in AGB estimation with R2 = 0.76 to 0.83 and rRMSE = 13.62% to 21.33%. Furthermore, the estimation accuracy for the entire growth season is R2 =0.84 and rRMSE =21.07%. However, there is no consensus regarding the selection of the worst TFs computation direction; (3) Correlation (Cor), Mean, and Homogeneity (Hom) from the first principal component image reflecting internal information of rice plant and Contrast (Con), Dissimilarity (Dis), and Second Moment (SM) from the second principal component image expressing edge texture are more important to estimate rice AGB among the whole growth stages; and (4) Considering the optimal parameters, the accuracy of texture-based AGB estimation slightly outperforms the estimation accuracy based on spectral reflectance alone. In summary, the present study can help researchers confident use of GLCM-based TFs to enhance the estimation accuracy of physiological and biochemical parameters of crops.
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1 Introduction

Rice (Oryza sativa) serves as a vital staple crop, nourishing almost half of the global population (Seck et al., 2012). In China, as the largest rice producer, consumer, and importer globally, rice constitutes a staple food for approximately 65% of the population (Peng et al., 2009). Accurate and timely prediction of rice yield holds significance in stabilizing rice prices, enhancing global food security, and enabling decision-makers to formulate timely strategies for rice import and export (Spiertz and Ewert, 2009; Cao et al., 2021). Aboveground biomass (AGB), the total dry matter per unit area of land during a specific period, plays a crucial role in understanding crop growth and development. AGB is an essential agronomic parameter to describe crop growth and nutritional status, making it instrumental in predicting crop yield (Li et al., 2020; Li et al., 2022). Thus, rapid and non-destructive assessment of the spatiotemporal dynamics of crop AGB is necessary for formulation and implementation of decision management and yield prediction in the field.

Although the field destructive sampling method is highly accurate, the inherent limitations in terms of time consumption and inefficiency render them inadequate for the timely, rapid, and large-scale requirements of modern agricultural monitoring (Fu et al., 2021). In contrast, the rapid development of remote sensing has presented new opportunities for non-destructive monitoring of AGB information in crop fields (Lu et al., 2019). Multispectral or hyperspectral images acquired from satellites or near-ground platforms offer a rapid means of monitoring AGB in dynamic spatiotemporal contexts. These platforms have been widely used to monitor various crop information, including wheat (Bao et al., 2009; Fu et al., 2014; Teng et al., 2015), rice (Gnyp et al., 2014; Cheng et al., 2017; Alebele et al., 2020), corn (Liao et al., 2019; Naidoo et al., 2021), and rapeseed (Mercier et al., 2020a; Mercier et al., 2020b). However, the continuous and prolonged monitoring of AGB has limitations due to the unavailability of satellite data during critical growth stages caused by weather variability and longer data return cycles (Gan et al., 2023). Additionally, the relatively low spatial resolution of satellite data hampers the acquisition of precise details about the crop canopy (Jin et al., 2020). On the contrary, near-ground platforms, which emphasize plant-to-sensor and sensor-to-plant models, provide certain advantages, such as continuous monitoring and payload availability. However, the limitations in terms of monitoring throughput and data acquisition scale impede their ability to capture crop AGB information at large scales (Lakhiar et al., 2018; Qiu et al., 2018; Jangra et al., 2021). The Unmanned aerial vehicles (UAVs) platform is the latest hot topic for research on crop phenotypes. It can be equipped with multi-source sensors to acquire multi-source remote sensing information, making it an effective supplement to both satellite and near-ground remote sensing platforms. UAVs provide high-precision data support and efficient monitoring capabilities, facilitating non-destructive monitoring of crop AGB (Maes and Steppe, 2019; Mukherjee et al., 2019).

Extensive research has been conducted utilizing spectral information from UAVs imagery to monitor crop AGB, and it has achieved acceptable monitoring accuracy (Han et al., 2019; Maimaitijiang et al., 2019; Wang F. et al., 2022; Wang et al., 2023). However, spectral information is susceptible to interference from water-soil (and weed) background noise during the early stages, while the dense canopy coverage at the later stages can result in spectral saturation (Li et al., 2022; Wang F. et al., 2022; Wang Q. et al., 2022; Wang W. et al., 2022; Zhu et al., 2023). These factors impose constraints on further advancements in monitoring accuracy. To address the issue of low accuracy in monitoring AGB based on spectral information, an increasing number of researchers are inclined toward utilizing texture features (TFs) to improve the precision of crop AGB monitoring (Liu Y. et al., 2019; Yue et al., 2019; Wang F. et al., 2022; Xu T. et al., 2022). TFs describe the frequency of variations in attribute values among adjacent pixel pairs within a specific window (Liu Y. et al., 2019; Yue et al., 2019; Zhang et al., 2021). They can provide complementary information regarding the spatial arrangement and patterns of crop canopy, which helps overcome the limitations of spectral information (Liu Y. et al., 2019; Zhang et al., 2021). The color differences in crop leaves caused by factors such as crop varieties and soil nutrients can be captured by TFs (Zhang et al., 2021; Wang F. et al., 2022). Furthermore, due to crops undergoing growth and development, changes in canopy structure also generate texture variations. For instance, the emergence of rice panicles from leaf sheaths, the flowering of spikelets, the gradual drooping of mature panicles, and variations in the proportion between rice plant and background or shadows all contribute to subtle changes in canopy morphology. These subtle variations in canopy structure inevitably result in alterations in TFs (Yue et al., 2019; Xu L. et al., 2022). Incorporating TFs into the analysis provides a robust means of capturing subtle variations and improving the accuracy of crop AGB monitoring in agricultural remote sensing studies. Many studies utilize the gray-level co-occurrence matrix (GLCM) to extract TFs from UAVs images (Lu, 2005; Dube and Mutanga, 2015; Liu et al., 2018; Liang et al., 2022; Xu L. et al., 2022). By incorporating GLCM-based TFs into AGB monitoring, researchers have improved the accuracy of forest and crop biomass estimation. For example, Kelsey and Neff (Kelsey and Neff, 2014) discovered that forest AGB estimation models incorporating TFs exhibited greater accuracy compared to models relying solely on spectral information. Zheng et al. (2019) demonstrated that the incorporation of TFs can significantly enhance the monitoring accuracy of rice AGB, particularly during the mid to late stages of the rice growth season.

Existing research has demonstrated that window size and direction texture parameters are highly sensitive to texture metrics when extracting TFs using the GLCM (Zheng et al., 2020; Liang et al., 2022; Zhou M. et al., 2023). Throughout the entire growth season, the spatiotemporal fluctuations in the rice canopy coverage determine the requisite selection of appropriate window size for quantifying texture disparities. Furthermore, as rice is a row-cropped crop with an apparent spatial direction, the directional selection may impinge upon the monitoring performance of TFs in assessing AGB. However, previous studies have primarily relied on default texture parameters setting (such as a 3x3 window size and diagonal direction at 45°) (Zheng et al., 2018; Li et al., 2019; Zheng et al., 2019; Xu L. et al., 2022; Zhang D. et al., 2022; Zhang Y. et al., 2022;) or a directionless approach (by averaging multiple directional TFs to eliminate the directional effect) (Wang F. et al., 2021; Liu et al., 2022a; Xu T. et al., 2022) when extracting GLCM-based TFs. A quantitative analysis of the impact of TFs derived from different window sizes and direction parameters for crop AGB estimation has been omitted from these studies.

Fortunately, a limited amount of research has recently emerged that focuses on the impact of texture parameters on the accuracy of AGB monitoring. For example, Fu et al. (2021) and Yue et al. (2019) had demonstrated that the impact of window size and directional parameters on winter wheat AGB estimation was relatively minor. Zheng et al. (2020) discovered a conspicuous directional effect in rice texture information, with the direction parallel to the planting rows (i.e., the 0° direction of GLCM) being the optimal direction for monitoring rice nitrogen content. For monitoring potato AGB, contrasting conclusions had been drawn by Liu et al. (2022a) and Luo et al. (2022). Liu et al. considered directional parameters could be negligible for estimating AGB, whereas Luo et al. considered the 45° direction optimal for texture extraction. Although some studies have confirmed the sensitivity of crop AGB to TFs related to window size and directional parameters, further research in this area is still lacking in comprehensiveness. Given the wide use of GLCM-based TFs in crop growth monitoring, there is an urgent need to develop a deeper understanding of how texture parameters impact rice AGB monitoring. To address this, our study utilizes Random Forest (RF) regression model to investigate the influence of GLCM texture parameters on the monitoring accuracy of rice AGB during critical growth stages. The specific objectives of our study are as follows: 1) to evaluate how texture window size affects the accuracy of rice AGB monitoring and determine the suitable window size to estimate AGB; 2) to assess the impact of the directional parameter on the accuracy of rice AGB monitoring and identify the optimal direction for texture extraction; and 3) to explore the significance of TFs for rice AGB estimation and interaction mechanistic.




2 Materials and methods



2.1 Experimental design

A field experiment was conducted at the modern agricultural research institute, Anhui Science and Technology University located in Xiaogang Village, Fengyang County, Anhui Province, China (117°42’ E, 32°16’ N) (Figure 1A), where the climate belongs to a transitional pattern from the northern subtropical to the temperate zone. The average annual rainfall in 2020 was 1179.2 mm, and the average annual temperature was 15.5°C (Station No. 58222, Fengyang County Meteorological Station). The experiment design involved four N fertilizer treatments (N0: 0 kg/ha; N1: 100 kg/ha; N2: 200 kg/ha, and N3: 300 kg/ha) and three rice varieties (V1: RunzhuXiangzhan, V2: RunzhuYinzhao, and V3: Hongxiangnuo). A randomized complete block design was adopted for the experiment field, with N fertilizer treatments as the main plot and rice varieties as the split plot. There were three replications, leading to a total of 36 subplots, measuring 2 m × 8 m each, and the double-layer impermeable plastic film was used to isolate different nitrogen fertilizer treatments plot (Figures 1B, C). The experiment started in May 2020 with land preparation and delineation of plots, followed by basal fertilizer application and irrigation. Seeding took place on May 24th, and transplanting was conducted on June 23rd. The rice seedlings were manually inserted at a spacing of 30 cm between rows and 15 cm between plants, with one seedling per hill (including 1-2 tillers). In mid-July, an additional application of topdressing fertilizer was administered during the tillering stage. Subsequently, in early August, the plants entered the heading and panicles initiation stage, and on August 23rd, another additional fertilization was applied. The early grain-filling stage began in early September, and harvest was conducted on October 2nd. Phosphorus fertilizer (CaP2H4O8, with available P2O5 content of 12% and a pure phosphorus equivalent of 90 kg/ha) and potassium fertilizer (KCl, with available K2O content of 60% and a pure potassium equivalent of 135 kg/ha) were applied as basal fertilizers. Nitrogen fertilizer (urea/CH4N2O, with an available nitrogen content of 46%) was applied in three stages, with a ratio of 4:3:3 for basal, tillering, and panicle fertilizer. Field management followed local high-yield cultivation techniques, including the application of herbicides and pesticides as general practices in this area.




Figure 1 | Location of study area (A), field experimental design (B, C), and radiometric correction target (D).






2.2 Main workflow

Figure 2 shows the flowchart describing the procedures for estimating rice AGB from UAVs-based multispectral imagery. This process consisted of five main aspects: (1) acquiring UAVs remote sensing images and ground-truth AGB measurements; (2) preprocessing the acquired data in step I; (3) extracting TFs using various window sizes and directional parameters combination; (4) Random Forest (RF) regression model was built based on TFs calculated from step III for rice AGB estimation, and analyzed the significance of the TFs; (5) Estimating results were used to map AGB during the whole growth season.




Figure 2 | Flowchart of this study.






2.3 Data acquisition and preprocessing



2.3.1 UAVs data acquisition and preprocessing

The DJI Phantom 4 Multispectral RTK (P4M) UAVs (DJI, Shenzhen, Guangdong, China) was used to acquire multispectral images at four growth stages, including the late tillering stage (LT: 25/07/2020), booting stage (B: 23/08/2023), heading to flowering stage (HtF: 31/08/2023), and early filling stage (EF: 09/09/2023) (Table 1). The P4M equipped with five monochrome sensors are used for multispectral images (blue (450nm±16nm, B), green (560nm±16nm,G), red (650nm±16nm, R), red edge (730nm±16nm, RE), and near-infrared (840nm±26nm, NIR) image). Among them, the RE and the NIR are the important selection of crop parameter inversion (Cui and Kerekes, 2018a; Liu J. et al., 2022).The multispectral sensors record each monochrome for 2.12-megapixel with a 40-mm focal length and 62.7-degree field of view. The multispectral image was geotagged automatically by its built-in multi-frequency high-precision RTK GNSS positioning system which provides about 8 mm and 15 mm accuracy in the vertical and horizontal directions, respectively. Supplementary Table 1 describes the technical specifications of the P4M.


Table 1 | The flight details during the whole growth season.



Flight campaigns were planned to utilize DJI GS Pro software, which allows autonomous path points to be defined by the user in all flight campaigns. All campaigns were conducted on cloud-free days from 10:00–12:00 A.M. (local time) and were planned at a flight altitude of 30 m and flight speed of 3 m/s with a forward overlap of 90% and a side overlap of 85%. The flight campaigns were kept consistent throughout the growth season to ensure consistency in data collection.

PIX4Dmapper software (Pix4D SA, Lausanne, Switzerland, https://www.pix4d.com/) was used to generate orthophoto images from four critical growth stages (Wang F. et al., 2022). Images were aligned based on key points, then mosaicked and generated dense point clouds. To build high-density point clouds, “Half image size” for the image scale option and “Optimal” for the point density option were selected. Subsequently, a textured mesh was generated based on the constructed point cloud, resulting in the production of the Digital Surface Model (DSM) and Digital Orthophoto Image (DOM).

Due to the absence of spectral response function (SRF) of camera, it is not possible to quantify the influence of SRF (Cui and Kerekes, 2018b). Hence, we employ empirical linear model (ELM) for radiometric correction purposes (Di Gennaro et al., 2022; Liu J. et al., 2022). Four standard diffuse panels (Figure 1D) were placed on one side of the study area within the UAVs field of view (Figure 1C). The reflectance of each diffuse panel was measured using the ASD FieldSpec HandHeld2 portable spectrometer (Analytical Spectral Devices, Boulder, Colorado, USA). The digital number (DN) values of the UAVs images were converted into reflectance values using ELM to eliminate radiometric distortions caused by variations in lighting conditions during different stages. The ELM is conducted through the following Equation (1).

 

where,   and   respectively represent the reflectance values and original DN values corresponding to the   th band in the multispectral image.   and   respectively represent the conversion coefficient corresponding to the  th band, which are calculated using the ordinary least squares (OLS) method.

In order to conduct analysis and modeling at the plot level, the unique shapefiles, which removed inward a row of rice plant, were created manually using ArcGIS(10.2 version, Environmental Systems Research Institute, Inc., Redlands, CA, USA) (Figure 1C). This approach was implemented to account for the vigorous growth of rice plant at the margin, which can be influenced by incomplete spatial constraints or competition with contiguous rows. Failing to mitigate such boundary effects could lead to an overestimation of spectral reflectance within the plot.




2.3.2 AGB measurement

Following the collection of UAVs data, we randomly sampled 3 hill plants from each plot by cutting the stems approximately 2 cm above the soil surface and the stems, leaves, and panicles would be separated for AGB measurements. The separated samples were then oven-dried at 105°C for 30 min and then at 75°C until weights stabilized. Dry samples were weighed and summed to obtain the aboveground dry biomass. Finally, 144 AGB measurements were collected in total (four growth stages) and converted into a unified value of kg/ha based on the planting row and plant spacing.





2.4 Feature extraction

Texture analysis methods can be categorized into four types: statistical method, structural method, model-based method, and transformation-based method (Haralick et al., 1973; Hall-Beyer, 2007; Hall-Beyer, 2017). The most commonly used method is based on the Gray-Level Co-occurrence Matrix (GLCM), which was first introduced by Haralick in 1973 to reveal the variation properties of the spatial distribution of grayscale values in an image at a certain distance (d) and specific angle (θ) (Pacifici et al., 2009). GLCM ensures non-deformation, rotation-invariant multi-scale features, and low computational complexity. In this study, eight TFs were selected: Mean (Mean), Variance (Var), Homogeneity (Hom), Contrast (Con), Dissimilarity (Dis), Entropy (Ent), Second Moment (SM), and Correlation (Cor) (Table 2).


Table 2 | Texture features of multispectral imagery (Hall-Beyer, 2007; Pacifici et al., 2009; Hall-Beyer, 2017).



The GLCM requires users to define the window size, direction, and displacement of the moving window. In this study, the displacement was set to 1 as it is the most commonly used setting (Liu Y. et al., 2019; Zheng et al., 2019; Wang Q. et al., 2022; Xu L. et al., 2022). To determine and select the most optimal texture parameters, TFs for all multispectral images were calculated using three window sizes (3 × 3, 7 × 7, and 13 × 13 pixels, denoted as S, M, and L, respectively) and four directions (0°, 45°, 90°, and 135°, denoted as D1, D2, D3, and D4, respectively). The average TFs values of these four directions were then obtained to achieve rotation invariance, referred to as the non-directional (ND) texture metrics. Figure 3 depicts more details on the selection of window sizes and directions for TFs calculation.




Figure 3 | Details of GLCM-based texture features calculation.



All TFs were calculated from the component images after principal component analysis (PCA). On one hand, this choice was made to reduce redundancy among the multispectral data; on the other hand, to minimize the computational workload during GLCM construction (Liu C. et al., 2019). In this study, the principal components with a cumulative contribution rate exceeding 90% were selected (Supplementary Figure 1), specifically the first two principal components from the PCA analysis of the multispectral imagery. After calculation, a total of 240 [2 (principal components of PCA) × 8 (texture features) × 3 (window sizes) × 5 (directions) = 240] TFs were generated for each growth stage.




2.5 AGB estimation model



2.5.1 Random Forest model

Random Forest (RF) is an ensemble learning algorithm proposed by Breiman and is based on multiple decision trees and Bagging technology (Breiman, 2001). In the model, decision trees are built in parallel, with each tree trained on a different subset of data. Thus, each decision tree is unique, reducing the model’s variance and lowering prediction errors (Yu et al., 2016). For regression models, the main advantages of RF are as follows: 1) lack of sensitivity to collinearity among multiple variables; 2) presence of few parameters that require tuning, with only one hyperparameter in this study; 3) effective reduction of the risk of overfitting; 4) automatic calculation of variable importance scores to assess the contribution of individual predictors to the model (Liu Y. et al., 2019; Burdett and Wellen, 2022; Borrmann et al., 2023).

The RF model comprises two crucial hyperparameters: the number of decision trees (ntree) and the number of input variable features at each node (mtry). When adjusting ntree to a sufficiently large value, it primarily impacts the modeling time rather than the modeling accuracy (Wang et al., 2016; Zhang et al., 2021). Therefore, following its application in other studies, we set ntree to 1,000 (Li et al., 2019; Zhu et al., 2023). On the other hand, the value of mtry significantly affects the modeling accuracy of RF. Thus, it should be adjusted based on the number of input variable sets to optimize the RF model. The determination of the parameter mtry involves a grid search for parameter optimization.




2.5.2 Accuracy assessment

Cross-validation (CV) was employed based on 70% of samples to determine the AGB monitoring model with the highest determination coefficient (R2) and lowest root mean squared error (RMSE) for improving the model’s stability. The RF model was then evaluated on the remaining 30% of samples(Supplementary Table 2). This approach effectively enhances the applicability of the RF algorithm on small datasets.

Richter et al. (2012) recommends a set of statistical test metrics that can comprehensively quantify the performance of models through literature review and experimental calculation. In this study, we adopt three recommended metrics: R2, RMSE, and relative root mean squared error (rRMSE). Their calculation formulas are presented as Equations (2–4)).

 

 

 

where n represents the number of samples in RF model;   and   represent the truth ground AGB measurement and the estimated AGB value of i sample, respectively; and   and   represent the average truth ground AGB measurement and the average estimated AGB value of all samples, respectively.

The normalized increase in mean square error (%IncMSE) ranging from 0 to 100 is used to assess the importance of variables in the RF model. %IncMSE is calculated by permuting out-of-bag (OOB) data, where higher percentages indicate greater importance of variables. For a detailed description of %IncMSE, please refer to the literature (Breiman, 2001). All data analyses were conducted using R programming language (https://www.r-project.org) in RStudio software (Version 4.2).






3 Results



3.1 Effects of growth stages and nitrogen levels on rice AGB

Figure 4 shows the changes in rice AGB of all rice plots under different growth stages and treatments. AGB increased rapidly with the development of growth stages, ranging from 1921.42 kg/ha to 11179.76 kg/ha, with a standard deviation of 4,009.28 kg/ha. The coefficient of variation (CV) exhibited a gradual decline during the crop growth stages, diminishing from 0.35 at the LT stage to 0.21 at the EF stage (Figure 4A and Supplementary Table 3). With the increase of N fertilization, the AGB exhibited the same change pattern as the growth stage, yet CV values were higher between different nitrogen levels (CV:0.45 ~ 0.55) (Figure 4B and Supplementary Table 4).




Figure 4 | Rice AGB variation with (A) growth stages and (B) N treatments over the experimental plots. LT, Late Tillering stage; B, Booting stage; HtF, Heading to Flowering stage; EF, Early Filling stage.






3.2 Effects of the window size parameter on the accuracy of rice AGB estimation

To determine the appropriate window size for extracting TFs from multispectral PCA images (PC1 and PC2 images), we calculated TFs using three different window sizes. The RF estimation model integrated 240 extracted TFs to evaluate the window size that yielded the most optimal model performance (Table 3). Notably, the appropriate window size exhibited dynamic variations across different growth stages. Small window size demonstrated superior performance during the vegetative growth period, while large window size performed better during the reproductive growth period. Interestingly, the monitoring accuracy of AGB was the lowest when TFs derived from a medium-size window were used during the four crucial growth periods. At the LT stage, the highest precision for AGB monitoring was achieved from a small window size, with R2=0.82, RMSE=378.64 kg/ha, and rRMSE=20.3%. Similarly, the best accuracy of R2=0.82, RMSE=1173.01 kg/ha, and rRMSE=13.62% was also achieved from a small window size at the B stage. At the HtF and EF stages, the highest estimation accuracy was achieved both from large window size that R2=0.75, RMSE=1658 kg/ha and rRMSE=19.42% and R2=0.58, RMSE=1848.66 kg/ha and rRMSE=18.28%, respectively.


Table 3 | Estimation accuracy of rice AGB model during the critical growth stages based on texture features.






3.3 Effects of the direction parameter on the accuracy of rice AGB estimation

TFs possess inherent directional properties, and the influence of directional parameters on rice AGB estimation was complex (Table 3). Taking into account the 4 growth stages, 3 window sizes, and 5 directions, there was a three-fourth probability (among the 12 optimal models, 8 models achieved the highest accuracy) that AGB estimation models exhibited greater accuracy in the D2 direction (45°), especially during the intermediate periods of rice growth (from B stage to HtF stage in this study). Taking the example of large window size, at the B stage, the highest accuracy for AGB estimation was achieved in the D2 direction, with R2 = 0.83, RMSE = 1,198.83 kg/ha, and rRMSE = 13.92%. Similarly, at the HtF stage, the highest accuracy for AGB estimation was also observed in the D2 direction, with R2 = 0.75, RMSE = 1,658.00 kg/ha, and rRMSE = 19.42%. Acceptable estimation accuracy was achieved for rice AGB in the D4 direction (135°, orthogonal to the D2 direction) as well. In contrast, the poorest performing directions did not exhibit a consistent pattern, as it occurred with a probability of 5 out of 12 optimal models in both D1 (0°) and D3 (90°) directions. Taking the large window size as an example, the TFs from D1 direction exhibited the lowest monitoring accuracy for AGB during the LT and HtF stages, with R2 =0.67 and 0.67, and rRMSE = 24.74% and 21.12%, respectively. Moreover, the TFs from the D3 direction demonstrated the lowest monitoring accuracy for AGB during the B and EF stages, with R2 = 0.71 and 0.41, and rRMSE = 20.52% and 19.28%, respectively. The accuracy of the AGB estimation model based on ND TFs fell between the best and worst accuracy across the three window sizes.




3.4 Importance analysis of texture features for rice AGB estimation

In this study, we evaluated the importance scores of TFs at different growth stages in the D2 direction based on the RF models(Figure 5). The importance scores of TFs varied with window sizes. For small window size, the important TFs were PC1Cor, PC2Con, and PC2Dis. For medium window size, PC2Con and Cor were found to be important TFs. For large window size, PC2Dis, PC2Con, and PC1Cor were identified as significant TFs. The Hom, Ent, Cor, and Var from the PC2 image demonstrated a moderate level of importance scores.




Figure 5 | Importance analysis of texture features for rice AGB monitoring under small window size (A), middle window size (B), and large window size (C). LT, Late Tillering stage; B, Booting stage; HtF, Heading to Flowering stage; EF, Early Filling stage.



Further analysis of the TFs extracted from different principal component images revealed an inverse variation in the importance scores of TFs between PC1 and PC2 images (Figure 6). During the vegetative growth period, the significance of TFs in the PC1 image exceeded that of the PC2 image. However, the TFs in the PC2 image were more prominent during the reproductive growth period. For the PC1 image, the TFs with higher importance scores were Mean, Cor, Con, and Hom. For the PC2 image, the TFs that stand out were SM, Ent, Con, Dis, and Hom.




Figure 6 | Importance analysis of texture features in the first principal component image (A–C) and second principal component image (D–F). (A, D) Small window size; (B, E) Middle window size, and (C, F) Large window size. LT, Late Tillering stage; B, Booting stage; HtF, Heading to Flowering stage; EF, Early Filling stage.



The importance scores of TFs vary with the growth stages (Figures 5, 6). At the LT stage, TFs such as Cor and Mean derived from the PC1 imagery demonstrated higher significance. Almost all TFs extracted from the B stage were found to be important across three different window sizes, and the most important TFs was Cor. At the HtF stage, the importance scores of Con, Dis, and Hom were greater than that of other TFs. At the EF stage, multiple TFs from the PC2 images show importance, such as SM, Ent, Hom, Dis, and Con.

Figure 7 shows the spatial distribution of estimated rice AGB at various growth stages based on TFs derived from the D2 direction. The selection of the D2 direction allowed for a more effective assessment of the estimated accuracy in rice AGB throughout the growth stages, and more details can be found in the Results section (Section 3.3). The results demonstrated a high spatial consistency with the observed AGB throughout the entire growth season. AGB continued to increase, and the differences within subplots intensified over time. AGB showed correlations with nitrogen fertilization levels and rice varieties. As nitrogen application increased, AGB values also increased. Additionally, differences were observed among varieties, with V1 often exhibiting higher AGB values compared to V2 and V3.




Figure 7 | Rice AGB mapping based on field measurement (A) and estimated AGB values with texture features derived from D2 direction (45°); (B) Small window size; (C) Middle window size, and (D) Large window size. LT, Late Tillering stage; B, Booting stage; HtF, Heading to Flowering stage; EF, Early Filling stage.






3.5 Comparison of spectral-based and texture-based features for AGB estimation

This study also compared the differences in rice AGB estimation between TFs derived from optimal texture parameters and spectral features (SFs) (reflectance of spectral bands) (Table 4). At the LT stage, both SFs and TFs exhibited comparable accuracy for estimating AGB (TFs: R2=0.82, SFs: R2=0.82). During the mid-growth stages (e.g. B stage and HtF stage in this study), TFs tend to exhibit higher accuracy in AGB estimation compared to SFs (TFs: R2=0.83, SFs: R2=0.78 at the B stage, and TFs: R2=0.70, SFs: R2=0.47 at the HtF stage). At the EF stage, the accuracy of estimating AGB using TFs was lower compared to SFs (TFs: R2=0.58, SFs: R2=0.63). It is noteworthy that the fusion of SFs and TFs does not yield improved accuracy for rice AGB estimation compared to the use of either SFs or TFs alone (Supplementary Table 5).


Table 4 | Estimation accuracy of rice AGB model during the critical growth stages based on spectral features.







4 Discussion



4.1 The optimal window size for extracting texture features

Window size is a crucial variable in TFs extraction, as different window sizes impact the frequency of pixel value occurrences during the process of texture calculation (Marceau et al., 1990; Liang et al., 2022; Liu et al., 2022a). To capture the object-specific TFs in an image, the window size must be smaller than the object’s size but large enough to include the variability of the features of the object (Rodriguez-Galiano et al., 2012; Zhou et al., 2017; Zhang et al., 2020; Liang et al., 2022). This study analyzed the relationship between TFs and AGB estimation accuracy under different window sizes and found that the optimal window size for computing TFs was closely related to the crop growth period (Table 3). During the vegetative growth stage, a small window size is more suitable, while the large window size appears to offer advantages in capturing TFs during the reproductive growth stage. The reason could be explained by the relative relationship between the rice canopy cover of different growth stage and window size. In general, at the early stage of rice growth (e.g., LT stage, Figures 8A–D), the rice plant were relatively small, and the canopy was partly closed. Small window size primarily captured the green information of rice plant, while minimizing the influence of water-soil background noise. This scale provided a more precise representation of the plant’s growth status and improved the AGB estimation. However, when using the large window size that exceeded the scope of the rice canopy, significant interference related to water-soil background noise occurred. This led to a decrease in the signal-to-noise ratio of the TFs, reducing the AGB estimation accuracy. At the mid-to-late stage of rice growth (e.g., EF stage, Figures 8E–H), the rice plant experienced vigorous growth, resulting in the formation of a dense canopy. At a small window scale, which mainly comprised panicles and some leaf organs, the TFs were insufficient to capture the macroscopic characteristics of rice plant. However, using a large window size that covers the entire canopy of rice plant, with minimal inclusion of background soil and water information, a more comprehensive depiction of plant structure is achieved. This scale allowed a more comprehensive characterization of the rice canopy, which increased the accuracy of AGB monitoring. This provided a brief explanation of the findings described in Result 3.2, which matched the findings of Yue et al. (2019) and Zhou et al. (2017).




Figure 8 | Dynamic changes of rice plant coverage with growth stage under different texture window sizes. The uppercase letters (A, B) represent two analysis points where the details within the respective window scales are examined at different magnification levels. (A, E) represent the full-view window at LT stage and EF stage, respectively; (B, F) represent the view window enlarged by 500%; (C, D, G, H) represent the view window enlarged by 2000%.



Given the growth of rice plant, there exists a specific period during which the extent of rice plant coverage aligns with a window of moderate size. The medium-sized window was expected to yield the highest accuracy in AGB monitoring during this particular stage. However, we did not observe this outcome during our four growth stages, mainly because the sampling periods did not encompass this critical growth stage. We hypothesized that there might be an offsetting effect between the optimal texture window scales during the early and late stages of rice growth. As a result, the medium-sized window would provide the optimal AGB monitoring accuracy throughout the entire growth season. To further validate this hypothesis, we conducted RF model using all data collected throughout the growth season (Table 5); as anticipated, it has been found that the best accuracy in monitoring AGB can be achieved through the extraction of TFs at the intermediate window scale. Therefore, we suggested that it is imperative to consider using the appropriate window sizes for calculating texture parameters at different growth stages, particularly when utilizing these parameters for rice AGB estimation.


Table 5 | Estimation results of rice AGB during the growth season based on texture features.






4.2 The optimal direction parameter for extracting texture features

As one of the crucial research questions, the influence of direction on AGB monitoring is multifaceted and warrants thorough investigation (Hall-Beyer, 2007; Zheng et al., 2020; Liang et al., 2022; Liu et al., 2022a). Our findings suggested that D2 was the optimal direction for TFs extraction (Table 3), which matched the conclusions of Fu et al. (2020) and Fu et al. (2021). However, no definitive results have been obtained regarding the worst direction for TFs computations in this study. As we all know, rice plant naturally expands their growth in confined spaces; the planting distance between individual plants was smaller than the spacing between rows. Thus, they tended to close the spaces along the rows at the early growth stage, whereas, in the direction perpendicular to the planting rows, the plants closed the spaces during the middle period of growth. The diagonal directions (D2 and D4), which encompass both lateral and row-wise growth, offered a comprehensive reflection of the rice canopy distribution, making them more widely applicable for monitoring rice AGB. Along the planting rows, rice plant grow close together, reducing the influence of soil-water background noise. Even with the larger window size, canopy closes up in the early growth stage along the rows, and the pixel values become more similar, leading to decreased possibility of capturing spatial variations in rice canopy using TFs (Guo et al., 2021; Luo et al., 2022). The direction perpendicular to the planting rows (D3) is susceptible to background noise, significantly reducing the accuracy of AGB monitoring (Zheng et al., 2018; Zheng et al., 2020). The observed differences between the D2 and D4 directions may be attributed to the geometric relationship of the sun, sensor, and rice plant. We conducted all flights before noon (local time) when the sun was positioned in the southeast direction. The flight routes were perpendicular to the rows of rice plant, from northwest to southeast. Therefore, the D2 direction was closer to the backward observation, which led to consistently higher and brighter values were observed. This finding aligns with the conclusion drawn by Liang et al. (2022), who summarized that the most accurate estimation of rubber plantation AGB using TFs were achieved when conducting flight operations in the afternoon(local time) with 135° direction. We proposed this hypothesis to capture the interest of other researchers and encourage further investigation.

To further demonstrated the advantages of calculating TFs in the D2 direction, we conducted unified modeling throughout the whole growth season (Table 5). The results consistently showed that the D2 direction had the highest accuracy in AGB estimation, irrespective of the window size. This provided evidence supporting the rationale for considering the D2 direction as the optimal direction. Contrary to our finding, Zheng et al. (2020) found that texture information computed along the planting row direction (D1) is more advantageous for estimating rice leaf nitrogen content (LNC) and plant nitrogen content (PNC). This can be attributed to the lower imagery spatial resolution (5.4cm) in Zheng et al.’s study, they extracted TFs from 3 × 3 window size (approximately 16cm × 16cm), which primarily exhibit information pertaining to the row direction. Luo et al. (2022) suggested that TFs computed perpendicular to the ridges exhibited higher accuracy in estimating potato AGB. In contrast, Liu et al. (2022a) demonstrated that the direction selection did not affect the accuracy of TFs-based potato AGB estimation. The differences between these studies can be comprehensively considered from the perspective of image spatial resolution, crop type, planting pattern, and fertilizer application. Particularly, the significant impact of different spatial resolutions on GLCM-based TFs has been confirmed by previous studies (Yue et al., 2019; Liu et al., 2022a).




4.3 Important texture features for estimating rice AGB

Although the tremendous potential of TFs in estimating crop growth parameters has been repeatedly demonstrated, there has been limited research on the physical meanings of these important features (Zheng et al., 2018; Liu C et al., 2019; Yang et al., 2019; Guo et al., 2021; Liu et al., 2022a). In light of this, this study focused on analyzing the mechanistic of TFs that are of significant value for rice AGB estimation (Figure 9).




Figure 9 | Important texture features for rice AGB estimation.  The texture metrics Cor (C, K), Hom (D, L), Con (E, M), Mean (F, N), Dis (G, O) and SM (H, P) are from the principal component images; The PC1 (A, B) and PC2 (I, J) represent the first principal component image (PC1) and second principal component image (PC2); The red asterisks represent important texture features for rice AGB estimation, and the red multiplication symbol represents an important directional field object.



Compared to the PC1 image, the PC2 image expresses more edge information of internal organs within the rice plant, between rice plant, and between rice and background (Figures 9A, J). It represents high-frequency information in the image and can better capture structural difference in the field. Therefore, TFs derived from the PC2 image have higher importance for rice AGB estimation compared to the TFs derived from the PC1 image (Figure 6). The importance analysis of TFs has identified three texture metrics that are consistently important throughout the entire growth period: PC1Cor, PC2Con, and PC2Dis (Figure 5). From the calculation form, it can be observed that Cor does not assign weights to the difference in digital numbers (DN) between neighboring pixels (Table 2). Unlike other TFs, Cor focuses on internal texture (Hall-Beyer, 2007; Hall-Beyer, 2017), which is consistent with the fact that PC1 image primarily reflects internal information within the plants or the background (Figures 9A, B). Indeed, internal texture primarily represents low-frequency information within a specific window, reflecting gradual changes within the rice plant (Figure 9C). It focuses on capturing information within the plants rather than between plant organs or between plants and background. Cor represents the vigorously growing portions of the rice plant, closely correlated with high AGB values. As for PC1Mean, a metric indicating internal uniformity (Figure 9F), has the same physical meaning as PC1Cor. These findings align consistently with the conclusions from Xu T. et al. (2022); Zhou L. et al. (2023), and Zhu et al. (2022). Unlike Cor and Mean, Con and Dis were utilized to enhance the edge information in the image (Figures 9N, P) (Haralick et al., 1973; Hall-Beyer, 2007; Hall-Beyer, 2017; Guo et al., 2021), indicating high-frequency information within the specific window, that is consistent with the PC2 image representing edge information. Both Con and Dis precisely described the relationship between pixel frequency and the distance from the diagonal, thereby enhancing the effectiveness of AGB estimation. These findings align with the results from Guo et al. (2021), where the performance of Con outperformed other TFs.

Similar to Cor, HOM is a metric that quantifies the homogeneity of the grey level in the GLCM window. The HOM calculated from the PC1 image reflects the uniformity of rice growth. Higher HOM values indicate more uniform rice growth, which is typically associated with higher AGB, consistent with the findings in previous study (Wang F. et al., 2021). The HOM calculated from the PC2 image reflects the relatively smooth portion of high-frequency information, which represents the information on rice plant or the soil background in mixed pixels. Studies by Wang W. et al. (2021) and Liu S. et al. (2023) respectively demonstrate that adjusted vegetation indices considering rice green plants abundance information or soil background in mixed pixel, such as adjusted abundance vegetation index (AAVI), and adjusted vegetation indices considering soil background (VICS), contribute to improving the estimation accuracy of key crop growth parameters. This could be a potential reason for the importance scores of PC2HOM. However, this conclusion has not been confirmed for AGB estimation and will be one of our future research endeavors. SM shares similar physical implications with HOM, while Ent exhibits contrasting characteristics to HOM. Hence, both SM and Ent attain significant importance scores in estimating rice AGB.




4.4 Difference for rice AGB estimation between SFs and TFs

SFs derived from UAVs-based multispectral images are widely used in crop biophysical parameters estimation (Han et al., 2019; Maimaitijiang et al., 2019; Wang F. et al., 2022; Wang et al., 2023). This study compared the RF models’ performance between SFs and TFs for estimating the rice AGB (Tables 3–5). The result showed that the different performance between SFs and TFs was stage-specific. During the early stages of crop growth, the high leaf-stem density plays a significant role in determining a substantial portion of the AGB (Zhu et al., 2023). The SFs and TFs can reflect the reflectance attribute and spatial variation of rice canopy well, and the correlation between them is high (Bai et al., 2021). As a result, this explains the comparable relationship between these features when estimating AGB. For the mid-growth stages, the complex nature of the canopy during this stage makes it challenging for SFs alone to capture the spatial variability and intricate details, whereas TFs excel in capturing these fine-grained characteristics (Liu Y. et al., 2019; Yue et al., 2019; Zhang et al., 2021). Consequently, the superior performance of TFs in estimating AGB is observed during the mid-growth stages, particularly during the HtF stage. At the EF stage, the dense rice canopy imposes certain limitations on the representation of spatial heterogeneity by TFs, even in the presence of large windows.

However, in contrast to previous findings (Dube and Mutanga, 2015; Liu et al., 2018; Liang et al., 2022; Xu L. et al., 2022), the fused features did not exhibit superiority in estimating AGB, which may be attributed to that this study exclusively utilized band reflectance instead of vegetation indices, information overlap occurred between spectral reflectance and TFs, resulting in limited improvement in the predictive accuracy of rice AGB through feature fusion, which matched the findings of Mao et al. (2021). In addition, variations in the results can occur due to different crop types and regression algorithms used (Liu et al., 2018; Liang et al., 2022; Liu et al., 2022b; Xu L. et al., 2022; Liu Y. et al., 2023).




4.5 Limitations and directions of future work

Our findings provided compelling evidence of the influence of texture window size and direction on the rice AGB estimation using GLCM-based TFs. However, it is crucial to further validate its general applicability in terms of spatial and temporal transferability. In the future, the impact of texture parameters on crop AGB estimation still needs to be tested across diverse ecological conditions, multiple rice genotypes, and various crop types. Compared to high-resolution RGB images, multispectral imagery generally has lower spatial resolution (Lu et al., 2019; Liang et al., 2022; Gan et al., 2023). Therefore, further research is needed to investigate whether the conclusions based on multispectral imagery also apply to high-resolution RGB images.

Although the RF algorithm has strong regression capabilities (Liu Y. et al., 2019; Burdett and Wellen, 2022; Borrmann et al., 2023), this study has highlighted the potential issues of overfitting when dealing with small sample size. In order to improve the reliability of the RF model, it is essential to conduct additional field experiments across various locations, years, and crop varieties for further evaluation. Surprisingly, unlike previous studies, the incorporation of fused features did not notably improve the accuracy of AGB estimation (Dube and Mutanga, 2015; Liu et al., 2018; Liang et al., 2022; Xu L. et al., 2022). In addressing this issue in future research, two potential approaches can be considered. Firstly, before training the estimation models, an analysis can be conducted to assess the correlation among the input predictor variables, utilizing techniques such as Variance Inflation Factor (VIF) or feature selection methods. Secondly, the inclusion of modeling techniques with non-linear structures, such as Support Vector Regression (SVR), Extreme Learning Machines (ELM), and XGBoost, can be explored extensively to evaluate their impact on the estimation results.





5 Conclusions

Accurately assessment of AGB could provide valuable insights into the estimation and management of crop health and productivity. To resolve the saturation issue of spectral information, TFs were introduced to bridge this gap. This study provided a comprehensive evaluation of how GLCM-based TFs with different window size and direction parameters influence the accuracy of rice AGB estimation. The findings revealed that the appropriate window size for extracting TFs varies according to the rice growth stage, highlighting the need to incorporate multi-scale texture to capture the spatial variations of the rice canopy throughout the growing season. Additionally, the diagonal direction at 45° (D2) was identified as the optimal direction for estimating AGB. The important features of rice AGB estimation were Con, Dis, and Cor, which are mainly derived from the PC2 principal component image, which can better capture edge information. TFs were served as a valuable alternative or complement to spectral features, demonstrating estimation accuracy comparable to spectral reflectance for rice AGB estimation. These findings might help identify the best configuration of GLCM parameters to enhance the accuracy of estimating AGB, which can provide valuable insights for efficient monitoring of crop information in precision agriculture.
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Introduction

Leaf area index (LAI) is a critical physiological and biochemical parameter that profoundly affects vegetation growth. Accurately estimating the LAI for winter wheat during jointing stage is particularly important for monitoring wheat growth status and optimizing variable fertilization decisions. Recently, unmanned aerial vehicle (UAV) data and machine/depth learning methods are widely used in crop growth parameter estimation. In traditional methods, vegetation indices (VI) and texture are usually to estimate LAI. Plant Height (PH) unlike them, contains information about the vertical structure of plants, which should be consider.





Methods

Taking Xixingdian Township, Cangzhou City, Hebei Province, China as the research area in this paper, and four machine learning algorithms, namely, support vector machine(SVM), back propagation neural network (BPNN), random forest (RF), extreme gradient boosting (XGBoost), and two deep learning algorithms, namely, convolutional neural network (CNN) and long short-term memory neural network (LSTM), were applied to estimate LAI of winter wheat at jointing stage by integrating the spectral and texture features as well as the plant height information from UAV multispectral images. Initially, Digital Surface Model (DSM) and Digital Orthophoto Map (DOM) were generated. Subsequently, the PH, VI and texture features were extracted, and the texture indices (TI) was further constructed. The measured LAI on the ground were collected for the same period and calculated its Pearson correlation coefficient with PH, VI and TI to pick the feature variables with high correlation. The VI, TI, PH and fusion were considered as the independent features, and the sample set partitioning based on joint x-y distance (SPXY) method was used to divide the calibration set and validation set of samples.





Results

The ability of different inputs and algorithms to estimate winter wheat LAI were evaluated. The results showed that (1) The addition of PH as a feature variable significantly improved the accuracy of the LAI estimation, indicating that wheat plant height played a vital role as a supplementary parameter for LAI inversion modeling based on traditional indices; (2) The combination of texture features, including normalized difference texture indices (NDTI), difference texture indices (DTI), and ratio texture indices (RTI), substantially improved the correlation between texture features and LAI; Furthermore, multi-feature combinations of VI, TI, and PH exhibited superior capability in estimating LAI for winter wheat; (3) Six regression algorithms have achieved high accuracy in estimating LAI, among which the XGBoost algorithm estimated winter wheat LAI with the highest overall accuracy and best results, achieving the highest R2 (R2 = 0.88), the lowest RMSE (RMSE=0.69), and an RPD greater than 2 (RPD=2.54).





Discussion

This study provided compelling evidence that utilizing XGBoost and integrating spectral, texture, and plant height information extracted from UAV data can accurately monitor LAI during the jointing stage of winter wheat. The research results will provide a new perspective for accurate monitoring of crop parameters through remote sensing.





Keywords: plant height, feature fusion, machine learning, deep learning, UAV, LAI, winter wheat




1 Introduction

Winter wheat is the second-largest grain crop in China in terms of cultivated area and total output (Han, 2011), and it holds significant economic value. Investigating the agronomic parameters of winter wheat is essential to agricultural production management, especially to enhance grain production. Leaf Area Index (LAI) stands as a crucial agronomic parameter for winter wheat, which is defined as the ratio of total plant leaf area per unit of land area to land area. LAI is directly related to crop growth (Casa et al., 2012) and serves as a vital indicator for monitoring crop growth, biomass estimation, and pre-harvest yield prediction during the fertility period (Pinter et al., 2003; Dente et al., 2008). In the context of production management, wheat topdressing during the jointing stage is pivotal to improving yield and quality. China has implemented a zero-growth policy for chemical fertilizers and pesticides (Cui et al., 2021), alongside developing variable rate fertilizer applicators to enable precise fertilizer application based on local conditions. Therefore, the accurate and rapid estimation of LAI for winter wheat at jointing stage is not only conducive to the real-time monitoring of crop growth and development, but also has important significance for the formulation of variable rate fertilization prescription for agricultural machinery, reducing the use of chemical fertilizer and mitigating soil pollution.

The measurement methods of LAI include direct and indirect approaches. The direct method is a traditional and destructive method, mainly through manual field observation, which is time-consuming and laborious (Hu et al., 2018). The indirect method employs optical instruments or remote sensing inversion, offering a convenient and fast approach (Torres-S´anchez et al., 2014). Among these methods, remote sensing technology has gained widespread adoption as an indirect means of monitoring agronomic parameters (Zhang et al., 2008). Remote sensing platforms can be categorized into ground, aerial and space remote sensing platform based on their height above the ground (Lu et al., 2022). Ground remote sensing platforms mainly employ spectrograph for measurement. However, due to the height restrictions, these platforms face the challenge of obtaining Digital Orthophoto Maps (DOM) and monitor large-scale areas efficiently (Behrens and Diepenbrock, 2006; Nie et al., 2016). Space remote sensing platforms mainly rely on satellites to acquire data, enabling the monitoring large areas. Nevertheless, factors such as satellite revisit time and atmospheric conditions often hinder meeting the demands for spatiotemporal resolution (Liu et al., 2012). An alternative approach is the aerial operation mode, which employs unmanned aerial vehicle (UAV) (Li et al., 2019) for remote sensing. Compared to manned aircraft, UAV remote sensing has the advantages of low cost, simple operation and strong flexibility (Hassan et al., 2019). Furthermore, the multispectral sensors carried by UAV provide more bands than digital camera sensors, and the spectral information avoids data redundancy seen in hyperspectral sensors, which can be effectively applied to monitor crop LAI (Sun et al., 2019).

Currently, there are two implementations for monitoring crop LAI using UAV multispectral remote sensing. One is a radiative transfer physical model, and the other is a statistical empirical model. The physical model is based on the reflection and absorption between light and crops, which has a certain mechanism and strong versatility (Fu et al., 2022a). However, the model involves complex formulas and requires many parameters, which makes it difficult to find the optimal solution (Du et al., 2016). In contrast, the empirical model establishes the relationship between UAV image features and winter wheat growth parameters through statistical methods (Liang et al., 2015; Cao et al., 2020). This method proves to be straightforward and user-friendly, estimating LAI by analyzing the statistical relationship between raw spectra or extracted vegetation indices and ground-based measured LAI data. Nonetheless, apart from spectral features, UAV multispectral images also provide abundant texture information associated with vegetation growth (Kupidura, 2019). Texture information reflect inherent characteristics of the image, making it essential to consider them when extracting vegetation growth parameters from multispectral images. Some scholars have successfully estimated LAI of rice (Cao et al., 2022), potato (Li et al., 2023), sorghum (Potgieter et al., 2017) and other crops, as well as biomass (Dai et al., 2022) and yield (Fu et al., 2020) of winter wheat by integrating spectral and texture features, providing promising results. However, previous studies have mostly directly input a large number of texture features into the model for training, lacking the optimization of texture features. To address this limitation, a more refined and selective approach should be considered to enhance the effectiveness and accuracy of integrating texture information into the model (Zhu et al., 2019). Texture features provide valuable information about the small-scale structures and details in an image. The optimization of extraction methods plays a pivotal role in achieving a more precise capture of structural information within the image, consequently elevating the accuracy of image analysis. Simultaneously, this optimization process contributes to the enhancement of the level of detail present within the image, rendering it richer in information content and enhancing the effectiveness and accuracy of integrating texture information into the model. For instance, the optimized texture indices can simultaneously capture the influence of two distinct texture features on wheat LAI monitoring (Zhang et al., 2022b).

The spectral and texture information extracted from the UAV multispectral image only contains the crop canopy information. During the period of crop growth, the vegetation indices are not sensitive to the changes in canopy information, and the spectral signal may become saturated (Liu et al., 2018), thereby affecting the accuracy of LAI estimation to some extent. Recent studies have revealed a significant correlation between crop canopy height and LAI (Liu et al., 2022). Notably, extracting plant height from UAV based on canopy height model (CHM) can alleviate the issue of spectral saturation. Niu et al. (Niu et al., 2018) have demonstrated improvements in LAI estimation accuracy by fusing plant height data with UAV digital image variables for maize breeding materials, surpassing the performance of using only digital image variables. Gao et al. (Gao et al., 2020) have successfully enhanced the inversion accuracy of LAI by combining crop height parameters with vegetation indices. Therefore, it is necessary to incorporate crop vertical structure characteristics, such as height, into the inversion process of winter wheat LAI to get more accurate and reliable results.

Generally speaking, researchers commonly use empirical or semi empirical models, employing statistical regression analysis of spectral features, to construct LAI estimation models. With the development of crop LAI inversion research, some researchers have begun exploring the utilization of machine learning (ML) techniques to build LAI inversion model and enhance estimation accuracy. Partial Least Square Regression (PLSR) (Hasan et al., 2019), Support Vector Machine (SVM) (Azadbakht et al., 2019), Random Forest (RF) (Zhang et al., 2018), Extreme Gradient Boosting (XGBoost) (Zhang et al., 2021c), and other machine learning algorithms are commonly used for wheat LAI inversion. Furthermore, deep learning (DL), a sophisticated machine learning algorithm, has gained traction in crop yield estimation and prediction, with convolutional neural network (CNN) and recursive neural network (RNN) being widely applied in related studies (Khaki et al., 2019; Koirala et al., 2019). Long short-term memory (LSTM) neural network is an improved RNN with a special recursive structure and gating mechanism, which can adjust the information in and out of the unit, and has high prediction accuracy in the field of wheat yield and biomass estimation (Wang et al., 2022a). These ML-based methods operate on diverse model frameworks, through learning from the training set data to construct the inversion model, thereby establishing the relationship between predictor variables and response variables. Leveraging robust data analysis capabilities and achieving high estimation accuracy, ML approaches effectively circumvent the shortcomings of empirical or semi-empirical models prone to pathological issues (Pearson and Miller, 1972).

The above studies have achieved high estimation accuracy using various methods, which the R2 of the optimal models was range from 0.74 to 0.78. However, there remains a lack of research in exploring the potential of using ML/DL to improve the accuracy of winter wheat LAI estimation by combining spectral features, optimized texture features, and plant height based on UAV multispectral image. In light of this, the main objectives of the study were (1) to examine the influence of plant height on winter wheat LAI estimation during the jointing stage; (2) to evaluate the disparities in multi-feature estimation of winter wheat LAI with combinations of vegetation indices (VI), texture indices (TI), and plant height (PH); and (3) to conduct a comparative analysis of performances in the inversion modeling of winter wheat LAI with six regression algorithms, including support vector machine (SVM), back propagation neural network (BPNN), random forest (RF), extreme gradient boosting (XGBoost), convolutional neural network (CNN) and long short-term memory neural network (LSTM). The achievement of these objectives will provide a more reliable foundation for winter wheat LAI estimation, offering more precise monitoring and decision support for agricultural production.




2 Materials and methods



2.1 Study area and experimental design

Geographic Location: The study area is located in Xixindian Township, Cangzhou City, Hebei Province, China. The experimental field spans a geographic range from 116°08'38" E to 116°10'42" E longitude, and 37°58'40" N to 37°59'09" N latitude (Figure 1).




Figure 1 | Study area of winter wheat LAI estimation experiment using UAV images.



Climate: This region exhibits a warm temperate continental monsoon climate, characterized by pleasant temperatures. The annual average temperature is 12.7°C. Abundant sunlight graces the area, with an average annual sunshine duration of approximately 2.78 h. Precipitation predominantly occurs during the summer months, totaling around 543 mm of rainfall per year. The favorable climatic conditions in the region provide conducive circumstances for the growth and development of winter wheat. The above statistics are based on Government of the People&’s Republic of China information published in 2022.

Topography: The topography is flat, providing an ideal environment for the cultivation of diverse crops. The topographical conditions may influence the distribution and drainage of water, thereby impacting the growth conditions of winter wheat. Different topographical features may result in variations in soil moisture across different regions, consequently affecting the estimation of LAI.

Cropping System: Notably, summer maize and winter wheat serve as the primary cash crops within the experimental area, employing a rotational planting system where winter wheat is planted after the maize harvest.

Varieties and Practices: Due to the lack of standardized management practices among winter wheat farmers in the region, there is a significant variation in the selection of winter wheat varieties, irrigation levels, and fertilizer application. Different characteristics among varieties may lead to variations in LAI. Because distinct winter wheat varieties may exhibit differences in growth rates, leaf quantities, and structures, thereby influencing the estimation of their LAI. In this paper, the prominent winter wheat varieties cultivated include Jimai 22, Jimai 518, Luyuan 502, Shandong 20, and Tumai 6, each with distinct seeding rates ranging from 225 kg/ha to 300 kg/ha. The predominant irrigation methods employed are surface irrigation and sprinkler irrigation. In addition, different types and ratios of fertilizers may significantly impact leaf growth, leaf area, and photosynthesis. For example, fertilizers with high nitrogen content may stimulate leaf growth, consequently affecting the estimated values of LAI. The primary fertilizers utilized are Tuboshi (N-P2O5-K2O, 28-6-6) with ≥40% total nutrients, Jindadi (N-P2O5-K2O, 19-15-6) with ≥40% total nutrients, and Xishouliang (N-P2O5-K2O, 17-23-5) with ≥45% total nutrients. Across all varieties, the standard fertilizer application rate during cultivation is 600 kg/ha.




2.2 Data collection and preprocessing



2.2.1 UAV image acquisition and pre-processing

In this experiment, due to its compatibility with the research objectives, the eBee SQ precision agriculture UAV equipped with the Parrot Sequoia multispectral sensor was selected. The Parrot Sequoia sensor was capable of capturing spectral data in four bands simultaneously, including green (550nm), red (660nm), red edge (735nm), and near-infrared (790nm) (Handique et al., 2017). Prior to the experiment, it was crucial for the success of the study to conduct flight planning using specialized software to determine the flight routes and parameters, including a flight altitude of 95.5m, a ground resolution of 9cm and an 80% overlap in both along-track and across-track directions. The UAV was launched using a hand-throw method, and before take off, take photos of the radiation correction plate and ensure the absence of shadows on the calibration board. The data acquisition was conducted on October 21, 2020 (at bare soil stage) and March 31, 2021 (at jointing stage) between 10:00 and 14:00 to reduce the influence of the changes in the solar altitude angle on the experiments. In order to minimize optical distortions and ensure clear image acquisition, the weather conditions were clear skies, without any clouds, and a gentle breeze throughout the entire data collection period.

The acquired UAV multispectral remote sensing data were preprocessed, which primarily included image correction, image mosaic, image clipping and image resampling. Pix4DMapper and ArcGIS 10.4 are widely-used software tools in the fields of Remote Sensing (RS) and UAV data processing. In this study, the UAV multispectral images were geometrically corrected and stitched with Pix4DMapper software to generate Digital Surface Model (DSM) and Digital Orthophoto Map (DOM), so as to obtain the spectral reflectance data and height data of the study area. After clipping based on the vector boundaries of the study area in ArcGIS 10.4 software, the image resolution was resampled to 0.1m using the cubic convolution difference method, aiming to ensure a sufficiently high detail resolution to accurately capture vegetation features.




2.2.2 Ground data collection

The ground data collection was synchronized with the acquisition of UAV multispectral remote sensing data, and mainly included the value of PH and LAI, coordinate data of sample points and control points. The measurements of PH and LAI were primarily conducted for the establishment and validation of estimation models. The sample point coordinates involved recording the positions where PH and LAI were measured. On the other hand, control points were established to provide ground truth coordinates, facilitating the correlation with UAV data. Specifically, data were collected from 79 sampling points evenly distributed in the study area to ensure comprehensive coverage. This uniform distribution helped capture spatial variations in vegetation, enhancing the representativeness and reliability of the data.

Wheat is conventionally sown at approximately 15 cm intervals. This seeding technique plays a pivotal role in ensuring effective soil surface coverage, mitigating soil moisture evaporation, and consequently, fostering water conservation and yield augmentation. Therefore, during the measurement of PH(unit: cm), three representative wheat plants that encapsulate the comprehensive growth status at the sampling point are meticulously selected within a 50 cm radius around the designated point. A tape measure was used to measure the vertical height of each wheat plant, and the average value was taken as the PH of each sample point to ensure the data accuracy.

The measurement of LAI was conducted using the LAI-2200C plant canopy analyzer. The steps were taken to ensure data accuracy as follows. Prior to measurement, the instrument was aligned with the sun to determine the incident light intensity. During measurement, efforts were made to keep the instrument as horizontally aligned as possible. Three measurements were taken at each sampling point, and the average value was considered as the final LAI. LAI in the sample dataset ranged from 0.61 to 8.57, the average was 3.89 and the standard deviation was 1.93. Simultaneously, the HI-TARGET iRTK2 was employed for Real-Time Kinematic (RTK) measurements, allowing the acquisition of coordinates for each sample point and control point.




2.2.3 Winter wheat pixels extraction

The green, red, near-infrared and red edge bands of UAV multispectral images, as well as normalized difference vegetation index (NDVI), enhanced vegetable index 2 (EVI2), red edge optimized soil-adjusted vegetation index (REOSAVI) and optimized soil-adjusted vegetation index (OSAVI) were used to input into the random forest classifier to extract winter wheat pixels (Fu et al., 2022b). NDVI is widely applied to reflect vegetation growth conditions. EVI2 considers atmospheric correction and soil influences, providing more accurate monitoring in areas with high vegetation cover. REOSAVI is an index optimized for the red-edge band that accounts for soil influences. OSAVI is a soil-adjusted vegetation index optimized to reduce the impact of the soil surface. Its reduction of soil effects in high vegetation density environments contributes to a more accurate assessment of vegetation conditions. Random Forest classifier is capable of efficiently handling large-scale datasets, exhibiting high classification accuracy, and is particularly well-suited for pixel-level image classification tasks. This study comprehensively assessed the quality of pixel extraction using overall accuracy and the kappa coefficient. Overall accuracy measures the overall precision of the classification results, while the kappa coefficient provides sensitivity to random errors and omissions in the classification. These metrics reflect the accuracy of the extraction process. The overall accuracy and kappa coefficient were 98.74% and 91.21%, respectively. ENVI 5.3 is software designed for remote sensing data analysis and image processing. Then this process was implemented in ENVI 5.3, with all parameters set to their default values.





2.3 LAI Estimation input features



2.3.1 Vegetation indices

Vegetation indices (VI) are established by using the relationship between spectral data and various physical and chemical parameters of vegetation, which can effectively reflect the growth status of plants, and are widely used in the monitoring of physiological and biochemical parameters of plants. Generally, it is obtained by selecting two or more band reflectance data from spectral data and performing a series of combined operations such as addition, subtraction, multiplication and division. Compared with a single band, the band combination method is not only more sensitive to vegetation characteristics, but also can eliminate environmental background noise to a certain extent (Huete et al., 1985). At present, there are many kinds of vegetation indices, such as the difference vegetation index (DVI) and enhanced vegetable index2 (EVI2), which can control the impact of soil and environmental background. Simultaneously, red edge renormalized difference vegetation Index (RERDVI) primarily focuses on the structure and coverage of vegetation, aiding in understanding the spatial distribution and density of vegetation. Red edge chlorophyll Index (Clre) reflects variations in chlorophyll content within vegetation, serving to assess the growth status and overall health of the vegetation. Based on the previous research results, this paper selected 17 vegetation indices with great effect for retrieving wheat LAI, which were divided into greenness indices, structure indices and pigments indices, according to their main functions, as shown in Table 1. The size of the range of spectra measured at each sampling point was 10×10cm.


Table 1 | VI used in this study.






2.3.2 Texture indices

Richer texture information related to plant growth can be extracted from UAV multispectral images. Texture features are distinct from image attributes such as grayscale and color, it is represented by the grayscale distribution of pixels and their surrounding spatial neighbors. It is the reflection of the internal characteristics of plant on remote sensing images. It helps to reveal the details of vegetation structure, including the arrangement and density of leaves, which directly affect the estimation of LAI. At present, the most widely used is the gray level co-occurrence matrix (GLCM) of statistical analysis method, which has rotation invariance, multi-scale characteristics and low computational complexity. In this study, GLCM was utilized to extract texture features from the green, red, red edge, and near-infrared bands of the multispectral imagery in ENVI 5.3 software. Specifically, eight texture features were extracted from each band, including mean (MEA), variance (VAR), homogeneity (HOM), contrast (CON), dissimilarity (DIS), entropy (ENT), second moment (SEC), and correlation (COR), resulting in a total of 32 texture features. MEA provides insights into the overall trends of vegetation distribution and brightness, while VAR reveals the degree of dispersion between pixel grayscale levels in GLCM. HOM measures the uniformity of vegetation texture, CON captures brightness variation, DIS assesses dissimilarity in texture, ENT indicates texture complexity, SEC reflects overall texture trends, and COR measures the linear relationship between vegetation structures. The selection of these texture features is based on their sensitivity to vegetation structure and their proven performance in previous studies on texture analysis. In the course of extraction, the inter-pixel offset was established at a distance of one pixel, with preference given to the utilization of 3×3 window. Grayscale gradation was set to 64, while the angle parameter retained its default value.

Similar to the calculation of vegetation indices, based on the 32 texture features obtained above, the texture indices can be calculated by combining two different features (Zheng et al., 2018). The three kinds of texture indices used in this paper are normalized difference texture indices (NDTI), difference texture indices (DTI) and ratio texture indices (RTI). Matlab r2021a is a kind of software widely used in data processing. It was used to calculate them and 1984 TI were produced.







where T1 and T2 represent the random texture features of any band in the green, red, red edge and near-infrared bands respectively.




2.3.3 Plant height

The PH of winter wheat was extracted by generating DSM using UAV multispectral images during the bare soil stage and jointing stage in the study area. The DSM generated during the bare soil stage was labeled as DSM0, while the DSM generated during the jointing stage was labeled as DSM1. The PH was obtained by calculating the difference between DSM1 and DSM0, with DSM0 serving as the reference baseline (Figure 2).






Figure 2 | Principle of height extraction based on DSM.







2.4 LAI estimation with UAV images and accuracy verification

The technical route of winter wheat LAI estimation at jointing stage using UAV multispectral images is shown in Figure 3.




Figure 3 | The technical route of winter wheat LAI estimation at jointing stage using UAV multispectral images.





2.4.1 LAI Estimation algorithms

The correlation between the above indices and LAI was analyzed. Vegetation indices and texture indices with strong correlations (VI, TI), along with PH, were chosen as independent variables. The measured LAI on the ground was considered as the dependent variable. Different machine learning algorithms (RF, XGBoost, SVM, BPNN) and two deep learning algorithms (CNN and LSTM) were employed to explore the potential of combining spectral and texture features with PH for the winter wheat LAI estimation. The selection of these algorithms is based on their widespread application and success in handling complex nonlinear relationships, feature extraction, and generalization performance. SVM and RF were chosen for their excellence in capturing nonlinear patterns, while BPNN was favored for its ability to model intricate relationships. XGBoost was considered a robust regression algorithm due to its outstanding performance in handling high-dimensional data, mitigating overfitting, and improving overall model performance. As for deep learning algorithms, CNN and LSTM were selected to extract spatial and temporal features from multispectral images captured by UAV, providing a more comprehensive understanding of the dynamic processes of vegetation growth. The above models were constructed by Matlab r2021a.

RF algorithm, employing decision trees as base learners (Beriman, 2001), constructs multiple trees in parallel by randomly selecting attributes. The prediction results of all decision trees are averaged to obtain the final regression modeling result of the entire random forest. Due to its random sampling and feature generation methods in decision trees, RF can improve the prediction accuracy of the model without significantly increasing computational complexity. The key parameters in RF include the number of trees and the number of nodes. After repeated debugging and optimization, the number of trees was determined to be 500, and the minimum number of samples for leaf nodes was set to 8 in this study.

XGBoost, an enhanced gradient boosting algorithm, combines multiple weak classifiers into a robust classifier (Chen and Guestrin, 2016). By separating the selection of the loss function from the optimization of the modeling algorithm and the selection of parameters, the algorithm can adaptively choose the appropriate loss function based on specific requirements or objectives, thereby enhancing the algorithm’s applicability (Dhaliwal et al., 2018). XGBoost intergrates weak classifiers and enabling flexible loss function selection to enhance the modeling capability and overall performance. The primary settings for the kernel parameters were as follows: learning rate was set to 0.5, the maximum depth of tree was set to 1, the gamma was set to 0.01, the regularization parameters alpha and lambda were set to 0.02 and 0.1, respectively. Additionally, the subsampling method, subsample was set to 0.3, and colsample_bytree was set to 0.5.

SVM was chosen for small sample learning (Zhang et al., 2021a), utilizing the Radial Basis Function (RBF) kernel function. Its fundamental idea is to find an optimal hyperplane that minimizes the error between training sample points and the hyperplane. The optimal kernel parameters (g) and regularization parameter (c) were determined through adjustment and optimization. BPNN possesses strong fault tolerance and adaptive learning capabilities. It consists of input layers, hidden layers, and an output layer (Panda et al., 2010). By continuously adjusting the number of neurons in the hidden layers, the data is iteratively trained to obtain an optimal model. In this study, the number of hidden layers and the number of nodes were determined to be 1, respectively.

CNNs are capable of unsupervised feature learning, demonstrating remarkable performance in automated feature acquisition.The model architecture comprises convolutional layers, pooling layers, batch normalization layers, fully connected layers, dropout layers, and a regression layer (Lee et al., 2015). In this study, the size of the convolutional kernel was set to half the number of input variables. The Rectified Linear Unit (ReLU) activation function was used to accelerate the convergence speed of the model. During the training process, the dropout layer was employed with a dropout rate of 20% to enhance the generalization ability of the model and prevent overfitting. The Stochastic Gradient Descent with Momentum (SGDM) algorithm was utilized to optimize the weights of the model, and the initial learning rate was set to 0.01.

LSTM algorithm was built upon the foundation of recurrent neural networks, which introduces a gating mechanism to control the path of information transmission (Hochreiter and Schmidhuber, 1997). It utilizes input gates, forget gates, and output gates to dynamically adjust the weights of self-recurrent. In this way, when the model parameters are fixed, the integration scale at different times can change dynamically, so as to effectively address the challenges of gradient explosion or disappearance of simple recursive neural network. The main parameter settings were consistent with CNN.




2.4.2 Accuracy evaluation

The samples were divided into calibration and validation sets using the sample set partitioning based on joint x-y distance (SPXY)(Galvao et al., 2005), which is based on the Kennard-Stone algorithm. This method considers both the feature variable (x) and the target variable (y) when selecting the data, aiming to determine a sub-feature space that maximally represents the original data space. It achieves this by calculating the relative Euclidean distance within the data space. By applying SPXY, the selected samples are more uniformly distributed and reasonably divided, providing a more comprehensive representation of vegetation conditions within the study area. The use of this approach may improve the repeatability and generalizability of the study.







where dxy (p,q) represents the Euclidean distance of two spaces considered, dx(p,q) represents the Euclidean distance of two samples in x space (feature space), dy(p,q) represents the Euclidean distance of two samples in y space (target space), max dx(p,q) and max dy(p,q) denotes the maximum Euclidean distance of p and q in x and y space respectively. N is the total number of samples; J is the number of feature spaces. xp(j) and xq(j) respectively represent the values of p and q samples on the j-th feature. where yp and yq are the Euclidean distances of the two samples in y space.

The calibration dataset for estimating winter wheat LAI values was constructed using 70% of the sample data, while the remaining 30% served as the validation dataset for evaluation. The accuracy of the model was assessed using various performance metrics, including the Coefficient of Determination (R2), Root Mean Square Error (RMSE), and Ratio of Performance to Standard Deviate (RPD). For the evaluation indexes mentioned above, a higher R2 value indicates a better prediction effect, while a smaller RMSE indicates a more accurate model. In terms of RPD, it is generally considered that RPD<1.4 indicates an unreliable model, 1.4< RPD< 2.0 suggests a moderate reliability, and model has a higher level of reliability if RPD > 2.0. These metrics provide quantitative measures to assess the accuracy and reliability of the model in estimating the winter wheat LAI.







where xi and   represent the measured value and its mean value, yi and   are the predicted value and its mean value of each sample, respectively. n indicates the number of samples in the calibration set or validation set. SD is the standard deviation of the measured value of the sample.






3 Results



3.1 Correlation between vegetation indices and winter wheat LAI

The correlation between the selected 17 vegetation indices and the measured LAI in the field was analyzed. The Pearson correlation coefficient is shown in Figure 4. The results revealed that all vegetation indices showed a correlation coefficient with LAI above 0.74, indicating a highly significant relationship (p<0.01). Among the vegetation indices, Clre exhibited the strongest correlation with LAI, with a correlation coefficient of 0.83, while CARI exhibited the weakest correlation, with a correlation coefficient of 0.74. Based on these findings, vegetation indices with correlation coefficients greater than 0.80 were selected as independent variables. The selected VI, ranked in descending order of correlation coefficient, were Clre, RERDVI, MTCI, Clgreen, GOSAVI, MSAVI, EVI2 and DVI, with corresponding correlation coefficients of 0.83, 0.83, 0.81, 0.81, 0.81, 0.80, 0.80, and 0.80, respectively.




Figure 4 | Correlation coefficients between winter wheat LAI and vegetation indices (P<0.01).






3.2 Correlation between texture features and winter wheat LAI

Based on the correlation analysis between the selected texture features and LAI, it is evident from Figure 5 that more than half of the texture features exhibited a relatively low correlation with LAI. Only a small subset of texture features demonstrated a high correlation with LAI. Specifically, the MEA in the green band, near-infrared band, and red band exhibited correlation coefficients of 0.72, 0.73, and 0.72, respectively, indicating a strong correlation (P<0.01). However, for other texture features showing a highly significant correlation, the absolute values of the correlation coefficients generally ranged from 0.18 to 0.50. Given the relatively weak correlation between texture features and LAI, their utility for accurate LAI prediction was limited. Consequently, this study employed some texture indices composed of texture features from different bands, specifically NDTI, DTI and RTI.




Figure 5 | Correlation coefficients between winter wheat LAI and texture features (* represents P ≤ 0.001).



The correlation analysis between the texture indices and LAI showed that by combining the texture features, the overall correlation between the texture features and LAI was significantly improved. Figure 6 shows a high correlation between the combination of MEA for each band and LAI. Similarly, texture indices with a correlation coefficient greater than 0.80 were selected as independent variables. The correlations, listed from highest to lowest, were as follows: the ratio and normalized difference between the MEA of the near-infrared and red edge bands (RTIMEA(N)-MEA(RE), NDTIMEA(N)- MEA(RE)), the ratio and difference between the MEA of the red edge and near-infrared bands (RTIMEA(RE)-MEA(N), DTIMEA(N)-MEA(RE)), the ratio, difference and normalized value between the MEA of the near-infrared and green bands (RTI MEA(N)-MEA(G), DTIMEA(G)-MEA(N), NDTIMEA(G)-MEA(N)), the difference between the MEA of the near-infrared and red bands (DTIMEA(N)-MEA(R)), and the ratio between the MEA of the red edge and green bands (RTIMEA(RE)-MEA(G)). The correlation coefficients for these TI were 0.84, 0.83, -0.83, 0.83, -0.82, 0.82, -0.81, 0.80, and 0.80, respectively. Figure 7 shows the correlation coefficients between winter wheat LAI and input features, including VI, TI and PH.




Figure 6 | Correlation coefficients between winter wheat LAI and texture indices: (A) NDTI; (B) DTI; and (C) RTI. The abscissa and ordinate represent the correlation coefficient between the texture index and LAI of the corresponding two texture features after normalization, difference and ratio operations.






Figure 7 | Correlation coefficients between winter wheat LAI and input features (VI, TI, PH).






3.3 Winter wheat LAI estimation

Using four combinations of VI, VITI, VIPH, and VITIPH as input data, six regression algorithms including RF, XGBoost, SVM, BPNN, CNN, and LSTM were employed to estimate LAI for winter wheat at jointing stage, and their accuracy was evaluated. The results are shown in Figure 8.




Figure 8 | Accuracy of winter wheat LAI estimation based on different algorithms and input variables. (A) calibration dataset; (B) validation dataset.





3.3.1 LAI estimation based on different features

In the RF model, the accuracy of the LAI estimation model constructed using VITI and VIPH input variables was improved compared to the model constructed using VI (R2 = 0.74, RMSE=0.99, RPD=1.49). The R2, RMSE and RPD of the input VITI modeling set were 0.78, 0.93 and 1.60 respectively, and the R2, RMSE and RPD of the validation set were 0.68, 1.15 and 1.40 respectively. For the VIPH modeling set, R2, RMSE, and RPD were 0.83, 0.82, and 1.81, respectively, while the validation set yielded R2 of 0.67, RMSE of 1.01, and RPD of 1.43. And the model constructed using VITIPH demonstrated the highest accuracy (R2 = 0.85, RMSE=0.78, RPD=1.89). The XGBoost and RF algorithms exhibited similar model performance. Further analysis was conducted using the XGBoost method, which showed high overall accuracy. The calibration set constructed by inputting VITIPH showed the best performance among all regression models, achieving the highest R2 (R2 = 0.88), the lowest RMSE (RMSE=0.69), and an RPD greater than 2 (RPD=2.54).

Based on the SVM model, the models constructed using VI (R2 = 0.69, RMSE=1.09, RPD=1.46) and VITI (R2 = 0.69, RMSE=1.10, RPD=1.48) as input feature variables showed similar results in terms of model accuracy evaluation metrics on the calibration and validation sets. The model constructed by introducing PH as the input variable (VIPH, VITIPH) showed better effect than VI and VITI. The R2, RMSE and RPD of calibration set constructed by VIPH were 0.82, 0.85 and 1.94 respectively, and the R2, RMSE and RPD of validation set were 0.69, 0.93 and 1.40 respectively. The effect of the model constructed by VITIPH was the best. The R2 and RPD of the modeling set increased to 0.83 and 2.13 respectively, and the RMSE decreased to 0.81.

The models constructed using the BPNN, CNN, and LSTM neural network algorithms also demonstrated positive predictive performance in estimating winter wheat LAI (all RPD > 1.4). The R2 of the calibration set were all above 0.64, and the R2 of the validation set were all above 0.51. The RMSE ranged from 0.77 to 1.16. All the three models showed that the model based on the combination of characteristic input variables of VITI and VIPH performed better than the regression model with VI input, especially the inclusion of the PH further enhanced the performance of the model. In the calibration set, the BPNN model showed an increase in R2 from 0.6818 to 0.8096, a decrease in RMSE from 1.10 to 0.85, and an increase in RPD from 1.43 to 2.19. Similarly, the CNN model exhibited an increase in R2 from 0.65 to 0.78 and a decrease in RMSE from 1.16 to 0.92 in the calibration set. The modeling dataset of the LSTM model also had an increase in R2 from 0.67 to 0.79, and in the validation dataset, with an increase in R2 from 0.52 to 0.66. Meanwhile, the best model performance was achieved when using the VITIPH as input variables. In the BPNN model, the R2, RMSE and RPD for the modeling dataset were 0.84, 0.79, and 2.30, respectively. In the CNN model, the R2, RMSE, and RPD for the modeling dataset were 0.83, 0.80 and 2.41, respectively. In the LSTM model, the R2, RMSE, and RPD for the modeling dataset were 0.84, 0.77 and 2.39, respectively, while for the validation dataset, the R2, RMSE and RPD were 0.62, 0.89 and 1.61, respectively.

Overall, the models constructed using different combinations of features demonstrated better performance compared to those relying solely on VI input, with the following order of accuracy: VI<VITI<VIPH<VITIPH. This indicated that introducing other feature variables can effectively improve the accuracy of the winter wheat LAI estimation model. Notably, the incorporation of PH as a variable significantly enhanced the model’s ability to estimate LAI. As an essential plant parameter, PH exhibited a strong correlation with LAI, making its inclusion in model construction crucial for achieving more accurate LAI estimation.




3.3.2 Combining VI, TI, and PH to estimate LAI using different algorithms

The scatter distribution of the measured and estimated LAI values obtained from the VITIPH input, using six algorithms, is presented in Figure 9. It was evident that the fitted distribution of the winter wheat LAI estimation, constructed based on the XGBoost algorithm, closely approximated a 1:1 relationship, indicating its superior predictive capability. However, some issues remained, such as overestimation of low values and underestimation of high values. Notably, the SVM, RF, and XGBoost models exhibited robust stability when compared to the BPNN, CNN, and LSTM neural network models. This is primarily attributable to the superior adaptability of SVM, RF, and XGBoost to small-sample datasets. Even in situations with limited data volume, they can provide relatively accurate estimates. Furthermore, these algorithms exhibit robustness to outliers and noise within the data. This resilience stems from the fundamental principles of these algorithms; for instance, SVM demonstrates enhanced tolerance to outliers through the concept of support vectors, while RF and XGBoost effectively mitigate the sensitivity of individual decision trees to noise by employing ensemble learning techniques. Moreover, SVM, RF, and XGBoost models possess a relatively parsimonious set of hyperparameters compared to neural network models. These attributes contribute to the stability and reliability of the models during the training process, thereby manifesting superior performance in our research.




Figure 9 | Scatter diagram of LAI estimation results of winter wheat with six algorithms using VITIPH as input variables. (A) RF-VITIPH; (B) XGBoost-VITIPH; (C) SVM-VITIPH; (D) BPNN-VITIPH; (E) CNN –VITIPH; (F) LSTM -VITIPH. The calibration set and validation set are represented in red and green point respectively.



Moreover, it can be observed from Figures 8, 9 that a consistent trend occurred when comparing the LAI estimation using various regression algorithms. Combined vegetation indices and texture indices with plant height, the calibration set R2 of the six algorithms was greater than 0.8, indicating that the accuracy of LAI estimation by machine learning and deep learning regression algorithm was high.





3.4 Winter wheat LAI Inversion map

The XGBoost model, which combined VI, TI, and PH, achieved the most accurate prediction of winter wheat LAI. This model was utilized to generate a spatial distribution map of winter wheat LAI inversion in the study area, LAI values range from 0.96 to 8.86, as depicted in Figure 10. By extrapolating LAI from the pixel scale to the regional scale, remote sensing monitoring of winter wheat LAI at a broader scale was achieved. This approach facilitated a more comprehensive understanding of the growth status and spatial distribution patterns of winter wheat in the region. The findings will provide valuable information for real-time monitoring of wheat growth and development, as well as the formulation of customized fertilization prescriptions and other agricultural production management and decision-making processes.




Figure 10 | Spatial distribution of winter wheat LAI estimation results based on optimal method in the study area.



For example, the plant water use efficiency can be evaluated through the further analysis of LAI inversion map.This aids in the rational development of irrigation plans, ensuring that plants receive adequate water and enhancing the overall water resource utilization efficiency in agricultural fields. Simultaneously, the leaf area of a plant is associated with nutrient absorption. Agricultural practitioners can leverage LAI inversion maps to precisely understand the nutrient requirements of plants, thereby optimizing fertilizer plans and improving fertilizer efficiency. Furthermore, agricultural decision-makers can utilize LAI inversion maps for early detection of diseases and pests, enabling the implementation of preventive or curative measures to mitigate the adverse impact of plant diseases on yield. Additionally, LAI inversion maps can be employed for preliminary estimations of crop yields.





4 Discussion

The main objective of this study was to explore the potential of using ML/DL to improve the accuracy of winter wheat LAI estimation by combining VI, TI and PH based on UAV multispectral image.

The study revealed a robust correlation between vegetation indices and LAI for winter wheat during the jointing period. The selected 17 vegetation indices (RVI, DVI, NDVI, GNDVI, EVI2, Clgreen, MSR, MSAVI, GOSAVI, REOSAVI, RERDVI, Clre, CARI, NGRDI, TVI, MTVI2, MTCI) in this study demonstrated correlations exceeding 0.74 with LAI, with p-values lower than 0.01, signifying a highly significant relationship. Notably, indices like Clre, RERDVI, MTCI, and Clgreen, founded on the ratio of near-infrared to visible light bands, provide insights into chlorophyll content and photosynthetic activity. Given that LAI of winter wheat characterizes the total area of the leaves, and the chlorophyll content in the leaves is related to LAI in some cases. During the jointing stage, winter wheat exhibits higher chlorophyll content and more vigorous photosynthetic activity, fostering in a strong correlation between these indices and LAI. Moreover, certain indices depict alterations in vegetation structure and coverage, such as NDVI, MSAVI, and EVI2. As winter wheat grows, the plant’s structure progressively develops, leading to an increase in leaf number and density, alongside expanding vegetation coverage, ultimately resulting in elevated LAI. These indices sensitively capture variations in vegetation structure and coverage, thereby demonstrating a significant positive correlation with LAI. Indices such as EVI2 and DVI have been corrected for soil background and atmospheric effects, effectively reducing interference with vegetation reflectance and providing more precise information regarding wheat LAI. Consequently, these indices exhibit a significant correlation with LAI. The integration of these diverse vegetation indices contributes to a comprehensive understanding of LAI dynamics for winter wheat during the jointing period, enhancing the accuracy of LAI estimation through remote sensing approaches.

Nevertheless, the majority of texture features exhibited a weak correlation with LAI. In order to address this limitation, combining multiple texture features to create a new texture index can integrate diverse and comprehensive texture information. This approach mitigates the influence of soil, terrain, and shadow backgrounds while accentuating pertinent features (Hang et al., 2021). It is worth noting that the extraction of texture features is often susceptible to image noise, variations in illumination, and other interfering factors, which may lead to the instability of the results of a single texture feature. By employing combination operations, random noise within individual features can be eliminated or reduced, while uncertainties stemming from changes in illumination and other factors can be minimized. This contributes to enhancing the stability and reliability of the correlation between texture features and LAI. The NDTI, DTI and RTI formed by the combination of MEA of each band have high correlation with LAI. The mean value of texture measurement includes the average value of the target and background in the moving window, which can smooth the image and minimize background interference (Wang et al., 2022b). Additionally, green vegetation absorbs most visible light in the red edge band, and in the near-infrared band, the diffuse reflection of the canopy structure leads to a higher reflectance in the near-infrared region (Yu et al., 2020). The difference, ratio, and normalized difference between the near-infrared and red edge bands can enhance the difference in light absorption and reflection of vegetation, thus better reflecting the canopy structure of green vegetation. This further reinforces the capability of texture information in representing LAI, aligning with the findings of Zhang (Zhang et al., 2022a). Through the comparison of six regression algorithms, this study identified that integrating VI and TI enhanced the performance of the LAI estimation model.

However, solely combining TI does not effectively address the saturation issue of VI in high-density canopies. On the other hand, incorporating plant structure information, such as PH, proves more beneficial in addressing or improving this concern. Analysis of Figure 11 reveals a clear linear positive correlation between PH and LAI during the jointing stage of winter wheat, indicating that LAI progressively increases with the growth of wheat plant height. This is attributed to the fact that an increase in wheat plant height is often accompanied by a corresponding increase in leaf area. The expanded leaf area enables the plant to absorb and utilize more light energy, which facilitates enhanced photosynthesis, increases organic matter production, and promotes overall plant growth and development. It is also used to form plant organs such as roots, stems and ears, which reacts on the increase of plant height. Yuan et al. (Yuan et al., 2013) have demonstrated a significant positive correlation between vegetation canopy height and LAI. Accordingly, this study incorporated the structural information of PH extracted from UAV images in the construction of the winter wheat LAI estimation model.Furthermore, it is worth noting that this paper achieved a satisfactory level of accuracy in predicting plant height based on UAV-derived data, with an R2 of 0.86 and an RMSE of 2.07cm between predicted and measured values.




Figure 11 | Scatter plot between LAI and PH.



Studies have indicated that when constructing a LAI estimation model with a single type of feature input as a variable, the model constructed by texture feature is not as stable as the VI and is not suitable for estimating crop LAI as an independent feature variable (Zhang et al., 2021b). Therefore, this paper only considered the VI as a single type of feature variable to construct the model. Simultaneously, three types of multi-feature fusion combinations were considered (VITI, VIPH, VITIPH). The results showed that, compared to a single type of variable, the winter wheat LAI estimation model constructed by combining VI and TI with PH exhibited the highest accuracy. Furthermore, the combination of VI and PH in the model construction exhibited significantly higher accuracy compared to models based solely on VI or the combination of VI and TI in estimating winter wheat LAI. This highlighted the feasibility of integrating plant height and spectral information in LAI estimation, leading to an improvement in model accuracy and alleviating the issue of spectral saturation. For future studies, it is recommended to consider the inclusion of other crop vertical structural features during model construction, which may further enhance LAI estimation accuracy and provide comprehensive insights into the growth dynamics of winter wheat.

Analyzing the estimated results, it can be seen that all six algorithms used in this paper achieved strong ability to estimate winter wheat LAI. The RF model constructed using VITIPH obtained the R2 was 0.85, RMSE was 0.78, and RPD was 1.90. The R2, RMSE and RPD of calibration set constructed by SVM using VITIPH were 0.83, 0.81 and 2.13 respectively. The models constructed using the BPNN, CNN, and LSTM neural network algorithms also demonstrated positive predictive performance in estimating winter wheat LAI (all RPD > 1.4). It is notable that the model based on the XGBoost algorithm demonstrated the highest performance among all the models tested, achieving the highest R2 (R2 = 0.88), the lowest RMSE (RMSE=0.69), and an RPD greater than 2 (RPD=2.54). By comprehensively comparing the R2, RMSE and RPD of the correction set and the verification set of the six algorithms, it was found that the six evaluation indexes of the model performed well as a whole, so XGBoost was selected as the most optimal model. The advantage of this algorithm is that it is an ensemble learning algorithm, which constructs a strong classifier by combining multiple weak classifiers (decision trees) (Chen and Guestrin, 2016). And ensemble learning enables the combination of predictions from multiple models, reducing individual model biases and variances, and improving the overall generalization ability of the model. This feature allows XGBoost to effectively capture the intricate relationship between LAI and the input features, thereby enhancing the performance of the model. Additionally, XGBoost employs an optimized second-order Taylor expansion, enabling it to accurately estimate complex nonlinear datasets and achieve superior results. Additionally, the SPXY algorithm was used to screen the calibration samples and validation samples before constructing the model in this paper, which considered the distance between different feature variables and the distance between target variables at the same time. By doing so, the algorithm ensures a more even distribution and reduces the differences between the calibration and validation sets, thus improving the accuracy of the model. Researches have proved that machine learning and deep learning algorithms combined with remote sensing features had a good effect on LAI estimation of winter wheat (Li et al., 2021; Zhang et al., 2021b). In this study, the performance of the CNN and LSTM algorithms did not surpass expectations, potentially attributed to the limited sample size. It might have hindered the ability of deep learning to fully leverage its advantages, resulting in a decline in model performance. Increasing the sample size has various positive impacts on the performance of deep learning models. Firstly, a larger sample size enhances the model’s generalization ability, allowing it to better adapt to a wide range of data distributions, thus exhibiting more robust performance when faced with new, unseen data. Additionally, the increase in sample size helps mitigate the risk of overfitting, making the model’s performance on the test set more reliable.Ultimately, a greater sample size provides more accurate model evaluations, offering a more reliable basis for the objective assessment of model performance. In general, the deep learning has advantages in processing complex, high-dimensional and large-scale data, and can automatically learn and extract features (Nevavuori et al., 2019). However, due to its large demand for data and computing resources, high requirements for interpretability and comprehensibility, complex hyper-parameters selection and optimization, and sensitivity to data quality and noise, it may be limited in these aspects when processing some tasks, which is relatively inferior to machine learning algorithms. Therefore, selecting an appropriate algorithm needs to comprehensively consider the task requirements, data characteristics and resource constraints.

This paper specifically focused on the estimation of winter wheat LAI during the jointing stage. Whether the accuracy of multiple features combination modeling is higher than that of single type of VI modeling in the whole growth cycle remains to be further studied. Additionally, it is important to examine whether the XGBoost algorithm maintains the highest LAI estimation accuracy across the entire growth period of winter wheat. After that, the data collection of the whole growth cycle of crops should be carried out to more comprehensively grasp the growth state of winter wheat. At the same time, the universality and applicability of the findings should be further studied in different regions.

The flight altitude of UAV is often closely linked to ground resolution. The extraction of texture features at varying ground resolutions has a discernible impact on the monitoring of Wheat LAI. Estimating LAI typically necessitates the consideration of vegetation texture information, encompassing leaf arrangement, size, and morphology. When the flight altitude is set at 9 cm, UAV sensors can capture finer details of ground vegetation, thus providing a richer source of texture information. This, in turn, contributes to a more precise characterization of vegetation structure and distribution. Given that this study was conducted with specific flight altitude and spatial resolution settings tailored for agricultural fertilization decisions, future research may require experiments involving different flight altitudes to validate the methodologies and outcomes delineated in this paper.

The method utilized in this study may also be extended to satellite data, such as WorldView-3 satellite, ZY-3 satellite, and others. High spatial resolution satellite remote sensing offers rich spectral and texture information, while plant height can be extracted through multi-temporal stereo image pairs. However, the critical growth and development period of crops is often relatively short, emphasizing the necessity of obtaining relevant satellite data within a specific time window. Challenges may arise when the satellite’s coverage and revisit cycle fail to meet the data requirements during this crucial period. Additionally, the quality of satellite imagery becomes difficult to control due to adverse weather conditions, such as clouds and rain, which can lead to the loss of significant monitoring opportunities. In future research endeavors, satellite data retains its potential for monitoring crop growth parameters in lager areas, possibly surmounting the previously mentioned challenges through techniques like image fusion.

According to this research, it was known that UAV multispectral data played a pivotal role in estimating LAI. However, it is crucial to recognize and address certain limitations associated with the utilization of multispectral data. This constraint arises from the inherently restricted spectral resolution of multispectral data, wherein the UAV-mounted multispectral sensor captures information within a limited set of pre-defined bands. This limitation has the potential to hinder the precise characterization of subtle variations in vegetation properties. In contrast, hyperspectral data, characterized by capturing an extensive range of contiguous narrow bands across the electromagnetic spectrum (Tao et al., 2020), offer increased spectral resolution. The augmentation in resolution contributes to a more accurate characterization of vegetation attributes, potentially enhancing the accuracy of LAI estimation. Additionally, LiDAR data, capable of capturing three-dimensional structural information of vegetation, serves as a complementary dataset to spectral data (Luo et al., 2018). The enhancement of LAI estimation is primarily achieved by considering the vertical structure of vegetation. Therefore, it is worthwhile to consider the utilization of hyperspectral or LiDAR data for vegetation LAI estimation in future research endeavours.

In this study, winter wheat LAI monitoring based on UAV multiple image provides the underlying data for wheat production. The future work will apply this approach to different wheat growth periods under various production management practices, and explore the applicability in different regions and scales.




5 Conclusion

This study utilized UAV multispectral images to extract spectral and texture information, while incorporating plant height information for LAI estimation. The comparative analysis was conducted to assess the efficacy of four machine learning and two deep learning regression algorithms in estimating the LAI of winter wheat. The main conclusions were as follows:

	At the jointing stage of winter wheat, the PH derived from UAV images played an important role in LAI estimation, which can improve the estimation accuracy of winter LAI.

	The combination of texture features can significantly improve the correlation between texture features and LAI, especially the combination of the MEA of each band had high correlation with wheat LAI. Comparing VI, VITI, VIPH and VITIPH as input variables, it was found that the ability of combining multiple features to estimate LAI of winter wheat was better than the estimation model constructed by only inputting VI, and the fusion of three kinds of features involved in the construction of the estimation model was the best.

	The machine learning and deep learning algorithms were shown promising results in accurately estimating winter wheat LAI using UAV remote sensing data. The RF, XGBoost and SVM model constructed using VITIPH obtained the R2 values of 0.85, 0.88 and 0.83, while the R2 of BPNN, CNN, and LSTM were 0.81, 0.78 and 0.79, respectively. It is notable that the model based on the XGBoost algorithm demonstrated the highest performance among all the models tested.



The research results demonstrate that UAV data and advanced algorithms will provide technical support for the rapid and nondestructive estimation of winter wheat LAI and help to formulate variable rate fertilization prescription of agricultural machinery. This research provides a valuable framework for optimizing agricultural practices, underscoring their potential of leveraging advanced technologies for precision agricultural and making significant contributions to sustainable farming.
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Introduction

The cold stress is one of the most important factors for affecting production throughout year, so effectively evaluating frost damage is great significant to the determination of the frost tolerance in lettuce.





Methods

We proposed a high-throughput method to estimate lettuce FDI based on remote sensing. Red-Green-Blue (RGB) and multispectral images of open-field lettuce suffered from frost damage were captured by Unmanned Aerial Vehicle platform. Pearson correlation analysis was employed to select FDI-sensitive features from RGB and multispectral images. Then the models were established for different FDI-sensitive features based on sensor types and different groups according to lettuce colors using multiple linear regression, support vector machine and neural network algorithms, respectively.





Results and discussion

Digital number of blue and red channels, spectral reflectance at blue, red and near-infrared bands as well as six vegetation indexes (VIs) were found to be significantly related to the FDI of all lettuce groups. The high sensitivity of four modified VIs to frost damage of all lettuce groups was confirmed. The average accuracy of models were improved by 3% to 14% through a combination of multisource features. Color of lettuce had a certain impact on the monitoring of frost damage by FDI prediction models, because the accuracy of models based on green lettuce group were generally higher. The MULTISURCE-GREEN-NN model with R2 of 0.715 and RMSE of 0.014 had the best performance, providing a high-throughput and efficient technical tool for frost damage investigation which will assist the identification of cold-resistant green lettuce germplasm and related breeding.





Keywords: lettuce, frost damage, unmanned aerial vehicle, high-throughput detection, multisource data




1 Introduction

Lettuce (Lactuca sativa L.) is one of the most widely consumed leafy vegetables worldwide with high nutritional value(Shi et al., 2022). It is also one of the most economically important vegetable crops in the world(Soldatenko et al., 2018), with China consistently leading in production (Shatilov et al., 2019; Wang et al., 2022). Lettuces prefer cool temperatures between 7 and 24°C with an average of 18°C(Jenni, 2005), and their growth will be retarded or stagnant when temperature goes below 7°C. Frost damage of lettuce is a stress caused by low temperatures and generally occurs below 0°C(Yu and Lee, 2020). When frost damage occurs, ice nuclei are formed outside the cells and ice crystals are gradually developed as long as the low temperature continues. When the ice crystals spread into the cells, irreversible damage will occur, causing the leaves to appear watery, yellow or dark brown and the whole plant to wilt. Fresh lettuce is not storage-resistant, and its supply relies on fresh harvesting. Frost can damage the outer leaves of mature lettuce, leading to decay in handling and storage(Turini et al., 2011). As a result, low temperature is one of the most important factors threatening to supply lettuce in winter (Pirinc and Alas, 2021). Under harsh environmental conditions, crop yields can be lost ranging from 50% to 70%(Francini and Sebastiani, 2019). Due to the low availability and high market demand for lettuce in winter(Han et al., 2014), it is urgent to breed cold-resistant lettuce cultivars to keep the yield of lettuce in winter. Meanwhile, frost damage investigation is an important basement in the breeding programs of cold-resistant lettuce. The traditional method relies on manual surveys plot-by-plot in the field, which is time-consuming, laborious, subjective, and low in efficiency, especially when the number of lettuce cultivars is large. Therefore, it is of great significance to develop high-throughput methods of frost damage investigation to improve breeding efficiency.

Remote sensing based on Unmanned Aerial Vehicle (UAV), a newly developed technique for high-throughput crop growth information acquisition, has been widely used in crop monitoring under growth (Jiang et al., 2022)and various stresses such as pests, diseases, water deficit, salt-stressed(Johansen et al., 2019) and frost(Wójtowicz et al., 2016; Perry et al., 2017a; Chen et al., 2019; Choudhury et al., 2019; Goswami et al., 2019; Jełowicki et al., 2020; Millan et al., 2020; Marin et al., 2021). Although satellite remote sensing technology was also used in frost damage monitoring(Feng et al., 2009; Romanov, 2009; Romani et al., 2011; Rudorff et al., 2012; She et al., 2015; She et al., 2017; Li et al., 2021; Gabbrielli et al., 2022a; Gabbrielli et al., 2022b), the UAV-based remote sensing is more accurate in the breeding field due to its high spatial resolution. UAVs, including DJI, 3D Robotics solo and Ebee, were equipped with spectral cameras to detect frost damage of crops such as wheat(Guo et al., 2014; Wang et al., 2014; Murphy et al., 2020), maize(Choudhury et al., 2019; Goswami et al., 2019; Shu et al., 2022), oat(Macedo-Cruz et al., 2011), oilseed rape(She et al., 2015), and coffee plants(Marin et al., 2021; Marin et al., 2022). In these studies, data analysis techniques such as Pearson correlation analysis and principal component analysis were used to extract stress-related spectral features including the reflectance of different spectral bands and several commonly used vegetation indexes (VIs) such as normalized difference vegetation index (NDVI)(She et al., 2015), green NDVI, photochemical reflectance index (PRI), carotenoid reflectance index(CRI), and anthocyanin reflectance index(ARI)(Choudhury et al., 2019; Marin et al., 2021; Marin et al., 2022). Pixel-based classification with thresholds, random forest, random committee, support vector machine (SVM) and other classification methods were used to predict frost damage degree in some of these studies(Goswami et al., 2019; Jełowicki et al., 2020). Besides, regression methods such as multiple linear regression (MLR) and principal component regression were employed to predict crop yield or other physical parameters and then their changes before and after frost damage were compared to assess stress severity(Guo et al., 2014; Choudhury et al., 2019). Currently, several studies have utilized RGB and multispectral image features for lettuce, such as prediction of lettuce health(Pham et al., 2019), detection of lettuce anthocyanin content(Kim and Van Iersel, 2023) and classification of lettuce seeds(Concepcion et al., 2020). However, as far as we know, few studies have been conducted to apply these techniques to detect the frost damage of lettuce in the field during the growth stage. Unlike other crops, different varieties of lettuce in breeding trial fields exhibit significant differences in both morphology (Iceberg, Batavian, Butterhead, etc.) and color (green, red, etc.). Therefore, it remains to be seen whether these spectral features, which are widely used in crop stress monitoring, are suitable for screening the frost damage of lettuce with different varieties, and whether these non-destructive and high-throughput methods for evaluating frost damage can be applied to field investigation of lettuce breeding materials.

Frost damage to lettuce not only leads to changes of appearance, but also affects its physiological and biochemical indexes. Spectral imagers have an advantage in responding to changes in the physiological and biochemical indexes of crops due to their ability to detect reflectance spectra in the visible and near infrared wavelengths(Tao et al., 2022). This is the reason why spectral imagers were chosen in the most existing researches on frost damage of field crops(Macedo-Cruz et al., 2011; Wang et al., 2014; Yang et al., 2019; Lassalle, 2021). However, the cost of multispectral cameras is high, and the resolution of multispectral images is generally low, with insufficient texture information in the images. On the other side, Red-Green-Blue (RGB) cameras have an advantage in responding to the surface characteristics of crops due to their high spatial resolution. Despite the low cost and high resolution of RGB cameras, they cannot capture spectral information beyond the visible spectrum. The combination of data from the RGB camera and the multispectral imager allows for a comprehensive analysis of the changes in lettuce after frost damage. In early research, various methodologies utilizing data from distinct sensors were contrasted to determine the most advantageous approach (Dammer et al., 2011). Currently, there have been studies of combining multisource image features for crop monitoring (Perry et al., 2017b; Zheng et al., 2020; Li et al., 2021), confirming the improvement of detection effect when multisource image features were integrated. Thus, it is worthwhile to try to use both RGB and multispectral images to evaluate the lettuce frost damage.

Therefore, the objectives of this study were to evaluate the frost damage in lettuce by analyzing UAV-based RGB and multispectral imagery. To accomplish this objective, correlation analysis with frost damage index (FDI) was employed to find FDI-sensitive features, new FDI-sensitive VIs were constructed by modifying existing well-performing VIs and tested, and multivariate regression models using different algorithms were compared to explore the potential of lettuce FDI estimation in the field.




2 Materials and methods



2.1 Plant material and study area

The experiment was performed in the test site of Shanghai Academy of Agricultural Sciences in Fengxian District, Shanghai City, China (30.891°N, 121.359°E), as shown in Figure 1. Fengxian District is located in the alluvial plain of the Yangtze River Delta. It has a subtropical marine monsoon climate and the average annual temperature is about 15.8°C.




Figure 1 | Location and RGB image of the experiment field in this study.



A total of 209 distinct cultivars of lettuce, consisting of 160 green and 49 red varieties, were randomly assigned to 209 plots. Each plot, measuring approximately 4 m2 (4m x 1m), contained approximately 24 plants of each cultivar, as illustrated in Figure 1. All the lettuces were sown on September 24, 2020, and were transplanted to the field on October 22, 2020. The harvest period commenced around December 29, 2020.




2.2 Data acquisition of frost damage index

Figure 2 shows the minimum and maximum temperatures from Dec 15, 2020 to Jan 8, 2021. The temperatures from Dec 15, 2020 to Dec 28, 2020 and from Jan 2, 2021 to Jan 5, 2021 range from 0 to 15°C. Lettuce leaves remain undamaged at temperatures near freezing, but are susceptible to damage at temperatures below freezing (Turini et al., 2011). The first day when temperature went below 0°C after field-planting was Dec 29, 2020, on which day the temperature dropped to -5°C. The lowest temperature, which was -9°C, appeared on Jan 7, 2021. During these two periods, from Dec 29, 2020 to Jan 1, 2021 and from Jan 6, 2021 to Jan 8, 2021, different cultivars of lettuce suffered from frost damage of different degrees, as shown in Figure 3.




Figure 2 | The temperature during the experiment in this study.






Figure 3 | Lettuce before and lettuce after frost damage in this experiment. FDI represents frost damage index.



The field investigation of FDI of each lettuce cultivar plot was carried out on Jan 8, 2021. The FDI was defined by referring to the statistical method of other damage indexes, such as chilling injury index(Fernandez-Trujillo et al., 1998; Porat et al., 2000; González-Aguilar et al., 2004; Zhao et al., 2006; Yang et al., 2011; Pan et al., 2016) and leaf disease index(Wang et al., 2015), which involved in a variety of crop stress investigations. In this research, the severity of frost damage was graded according to the characteristics of frost damage, which was shown in Supplementary Table 1. Then the FDI was calculated using the following equation:

	

where   is the damage level value,   is the number of damage levels counted in this plot,   is the number of plants at damage level of   in this plot,   is the maximum damage level,   is the total number of plants in this plot.




2.3 Acquisition and processing of images

Two aerial surveys were performed on Dec 15, 2020, when the temperature had not dropped below 0°C and there was no frost damage, and Jan 8, 2021, when the lettuce had suffered from low temperature and frost damage happened. In each survey, the UAV-based RGB and multispectral images of lettuce field were acquired respectively.

The RGB images were captured by a quadrotor named DJI Phantom 4 RTK (SZ DJI Technology Co., Shenzhen, China), which is a compact and lightweight UAV with a 20-megapixel RGB camera. The flight height of flight route was set as 30 m and the corresponding ground resolution of images was 0.012 m, and the forward and side overlaps were 80% and 70%, respectively.

The multispectral images were acquired using a five-band multispectral camera with a resolution of 1280 × 980 pixels, RedEdge-M (Micasense Inc., Seattle, WA, USA), mounted on a DJI M600 Pro UAV (SZ DJI Technology Co., Shenzhen, China). The central wavelength of each band with the corresponding bandwidth was 475nm (20nm), 560nm (20nm), 668nm (10nm), 717nm (10nm), and 840nm (40nm). The flight height of flight route was set as 30 m and the corresponding ground resolution of images was 0.018 m, and the forward and side overlaps were 85% and 80%, respectively. The images of reference panel which is a gray board with 50% reflectance by the size of 15.5 cm × 15.5 cm were captured before flight missions for radiometric calibration.

The RGB and multispectral images of the whole lettuce field were generated by mosaicking the originally acquired images within the aerial survey area using Pix4Dmapper Pro (PIX4D, Lausanne, Switzerland). The multispectral images were radiometrically corrected before mosaicking according to the images of reference panel. All the mosaiced images were geometrically corrected based on the RGB image of Dec 15, 2020 using ArcGIS (ESRI, Redlands, CA, USA).

The growth of lettuces almost stopped during Dec 15, 2020 to Jan 8, 2021 and their changes were mainly caused by frost damage. On Jan 8, 2021, many lettuces had reduced their coverage and lost biometric features because of frost damage, making it difficult to separate them from the background. Therefore, we chose the image on Dec 15, 2020 to extract pure lettuce regions for image features calculation from images on Jan 8, 2021. As NDVI is one of the most sensitive indexes to vegetation cover(Liu et al., 2020; Murphy et al., 2020), decision tree classification was performed on the multispectral image (MSI) of Dec 15, 2020, when the lettuces were in health status, to separate the lettuce plants from the background by setting NDVI greater than 0.5 as the rule using ENVI (Harris Geospatial Solutions, Inc., Broomfield, CO, America). Majority/Minority analysis was then applied to the classified results to reduce small plaques. Regions of interest of lettuce plants of each plot were generated based on the classification results and converted to shapefiles which were used to extract image and spectral features from the RGB and multispectral images of Jan 8, 2021 through zonal statistics tool.




2.4 Image and spectral features extraction



2.4.1 RGB image features

Frost damage will change the color and texture features of the RGB images of lettuce. These features will, in turn, provide information about the surface characteristics of lettuce after frost damage has occurred. The color features included the digital number (DN) of red, green, and blue channels, which were represented by R, G, and B, respectively. In addition, fifteen vegetation-related color indexes (CIs) were calculated based on DN, as listed in Table 1.


Table 1 | Color indexes(CIs).



For each channel of the RGB image, 8 texture features, namely, Mean (M), Variance (V), Homogeneity (H), Contrast (Con), Dissimilarity (D), Entropy (E), Second Moment (SM), and Correlation (Cor) were calculated using Gray-level Co-occurrence Matrix (GLCM). Therefore, a total of 24 texture features were calculated and named with the initials of the color channels plus the abbreviation of the texture names. The calculation formulae of texture features are as follows:

	

	

	

	

	

	

	

	

where   is the value of the (i, j)th entry in the gray level cooccurrence matrix;   is the number of distinct gray levels in the quantized image;   and   are the mean and standard deviation of x rows in matrix calculation.   and   are the mean and standard deviation of y rows in the matrix calculation.




2.4.2 MSI features

In addition to the changes in surface characteristics, physiological and biochemical indexes of lettuce will also undergo alterations, leading to corresponding changes in the spectral reflectance of different bands. The features extracted from MSI included the spectral reflectance of each band and different VIs.  ,  ,  ,   and   represented the reflectance value at specified bands. A total of twenty-three VIs were calculated based on the spectral reflectance at different bands according to the formulation in Table 2. Specifically, for lettuce frost damage evaluation in this study, experiential frost damage VIs (FD_VIs) were constructed by examining the correlativity between FDI and the spectral reflectance of each band, while referring to the existing FDI-sensitive VIs such as NDVI, EVI, and SIPI. These FD_VIs incorporated more bands and different constants, and their sensitivity to FDI was assessed through Pearson correlation analysis. Ultimately, four FD_VIs, namely FD_VI1, FD_VI2, FD_VI3, and FD_VI4, were established.


Table 2 | Vegetation indexes(VIs).







2.5 Statistical analysis and modeling algorithms

Pearson correlation analysis method was used to select the RGB and multispectral image features. The correlation analysis was employed between these features and FDI in each group. The features that reached a highly significant level (p<0.01) were selected. Three regression algorithms, namely MLR, SVM and neural network (NN), were used to establish the estimation models of lettuce FDI by taking selected color, texture and spectral features as independent variables.

MLR is a basic method in multiple regression analysis and widely used in remote sensing monitoring because of their good theoretical basis(Zhang et al., 2021). In this study, the MLR models were constructed based on the following calculation formula:

	

where  ,   and   are the FDI of the ith sample, the number of independent variables and the ith independent identically distributed normal error;   and   are respectively the jth independent variable and its coefficient of the ith sample (  =1, 2, …,  ).

SVM is one of the commonly used regression methods to predict physiological parameters of crops(Shah et al., 2018; Zhang et al., 2022). The essence of SVM is to construct a set of planes or hyperplanes in a high or infinite dimensional space(Cortes and Vapnik, 1995). In this study, linear kernel function and sequential minimal optimization were chosen to construct the SVM models. The value of kernel scale was 1 and the approximations of box constraint and epsilon ranged from 0.18 to 0.2 and 0.018 to 0.02, respectively.

NN is a mathematical model that simulates the brain for information processing(Agatonovic-Kustrin and Beresford, 2000). The NN models are powerful predictive tools for crop growth status(Romero et al., 2018). The network structure of NN includes the number of hidden layers, the number of nodes in each layer, the initialization of weights, the training algorithm, and the learning rate. The NN models in this study used 10 hidden layers, and the training algorithm was the Levenberg-Marquardt algorithm.

The experimental cultivars contained lettuce in both green and red colors. There may be some influence of lettuce color on the predicted results. To understand this influence, the data was divided into three groups according to the color of lettuce: a group of all the lettuce (ALL), a group of green lettuce (GREEN) and a group of red lettuce (RED). Each group was divided into a training set and a test set by stratified random sampling according to the sample ratio of 7:3. Table 3 describes the statistical characteristics of the FDI of the samples.


Table 3 | Descriptive statistics of the FDI of lettuce.



The procedure of statistical analysis is summarized by the flowchart in Figure 4. Coefficient of determination (R-squared, R2), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) were used to evaluate the accuracy of the estimation models established with FDI as the dependent variable. The value of R2 (0≤R2 ≤ 1) determines the degree of closeness of correlation. The larger R2 is, the closer the relationship between dependent and independent variables is. RMSE and MAE are used to measure the deviation between the predicted and actual values. The smaller RMSE and MAE are, the closer the predicted values are to the actual values. Therefore, the closer R2 is to 1, RMSE is to 0 and MAE is to 0, the higher the accuracy of model will be. The formulas are as follows:




Figure 4 | Experiment methodology and procedure of statistical analysis in this study. MLR, SVM and NN represent multiple linear regression, support vector machine and neural network, respectively.



	

	

	

where  ,   and   are the actual FDI, the predicted FDI and the average of actual FDI, respectively;   is the number of samples.





3 Results



3.1 Correlation analysis between RGB and multispectral image features and FDI

Supplementary Figure 1 illustrates the correlation between the RGB and multispectral image features and FDI for three distinct lettuce groups. The results reveal that certain CIs demonstrated a significant correlation with FDI, while all texture features exhibited no noticeable correlation with FDI. The majority of MSI features displayed a significant correlation with FDI, and their correlation trends with lettuce FDI remained largely consistent within each group. Notably, the correlations between certain features, primarily CIs, and FDI exhibited opposing trends for GREEN and RED. Subsequent to the correlation analysis (p<0.01), features with absolute Pearson correlation coefficients (absolute r) greater than 0.181, 0.202, and 0.358 were selected respectively for ALL, GREEN and RED for further analysis, as depicted in Figure 5.




Figure 5 | The features with significant correlation with FDI for the group of (A) ALL, (B) GREEN, and (C) RED.



For the ALL group, a total of 32 features were selected, including 15 features from the RGB images and 17 features from the multispectral images. The CIs derived from the RGB images exhibited low correlations with FDI (absolute r< 0.55), with ExR and ExB demonstrating absolute r values higher than 0.5, and the highest absolute r recorded at 0.549. The correlations between various MSI features and FDI displayed considerable disparity (absolute r arranged from 0.183 to 0.717), with  , the four FD_VIs and EVI surpassing an absolute r of 0.6, and the highest absolute r observed for EVI.

For the group of GREEN, 16 RGB image features and 21 MSI features were selected. The absolute r of RGB image features were all above 0.21 (mostly surpassing 0.55) with ExG recording the highest absolute r of 0.738. Specifically, GNI, ExG, GLA, and RGBVI exhibited absolute r values exceeding 0.72. As for the MSI features, FD_VI3, FD_VI4, EVI, FD_VI1, FD_VI2, NDVI, SIPI, ARVI, and R_840 demonstrated absolute r values greater than 0.65. Among them, FD_VI3 attained the maximum absolute r of 0.773.

For the group of RED, a total of 19 features were selected, including 3 RGB image features and 16 MSI features. The selected RGB image features were B, G and R with absolute r of 0.558, 0.523, and 0.492, respectively. They all showed positive correlations with FDI. The MSI features with absolute r above 0.6 were FD_VI1, FD_VI2, ARVI and NDVI, and FD_VI1 had the highest absolute r of 0.626. Additionally,   was the only feature that displayed a positive correlation with FDI.

Notably, the four newly proposed FD_VIs were explicitly correlated with FDI and displayed exceptional performance across the three groups of lettuce data, highlighting their broad utility in accurately evaluating the impact of frost damage.




3.2 FDI estimation models based on RGB image features

The estimation models were constructed with selected RGB image features as independent variables and FDI as a dependent variable by using MLR, SVM and NN algorithms. The accuracy of models was demonstrated in Table 4 and Figure 6. For the models of the group of ALL, the R2 and RMSE of training set ranged from 0.465 to 0.56 and 0.014 to 0.132 with MAE between 0.094 and 0.104, and the R2 and RMSE of test set ranged from 0.437 to 0.545 and 0.019 to 0.142 with MAE between 0.111 and 0.115. The FDI estimation accuracy of models for GREEN were highest among the three groups with the R2 of training and test sets between 0.517 and 0.637, RMSE between 0.012 and 0.131 and MAE between 0.090 and 0.094. The performance of FDI estimation models for RED was neither sufficient nor stable with R2 ranging from 0.223 to 0.386 for the training set, but from 0.357 to 0.737 for the test set. For all the three groups, the models using NN algorithm always achieved better accuracy and stability than others with higher R2, lower RMSE and lower MAE, and the difference of R2, RMSE and MAE between the training and test set were smaller.


Table 4 | Accuracy of the FDI estimation models based on RGB image features.






Figure 6 | Scatter plots of the actual FDI and the predicted FDI. (A, D). RGB-ALL-MLR model; (B, E). RGB-ALL-SVM model; (C, F). RGB-ALL-NN model; (G, J). RGB-GREEN-MLR model; (H, K). RGB-GREEN-SVM model; (I, L). RGB-GREEN-NN model; (M, P). RGB-RED-MLR model; (N, Q). RGB-RED-SVM model; (O, R). RGB-RED-NN model.






3.3 FDI estimation models based on MSI features

The FDI estimation models based on selected MSI features were constructed using MLR, SVM and NN, respectively. Table 5 and Figure 7 illustrate the accuracy of FDI prediction. All the models based on MSI features had better performance than those based on RGB image features. The R2 of models by different algorithms for the group of ALL in the training set were relatively close, ranging from 0.6 to 0.651; but the R2 of test set varied from 0.484 to 0.639. The models for GREEN had better accuracy than other groups with R2 up to 0.718 and 0.665, RSME down to 0.01 and 0.014 and MAE down to 0.080 and 0.090 for the training and test set, respectively. The models for RED were improved by using MSI features, but still not good enough for FDI estimation with R2 lower than 0.5. As for the algorithms, NN was still superior to MLR and SVM.


Table 5 | Accuracy of the FDI estimation models based on MSI features.






Figure 7 | Scatter plots of the actual FDI and the predicted FDI. (A, D). MSI-ALL-MLR model; (B, E). MSI-ALL-SVM model; (C, F). MSI-ALL-NN model; (G, J). MSI-GREEN-MLR model; (H, K). MSI-GREEN-SVM model; (I, L). MSI-GREEN-NN model; (M, P). MSI-RED-MLR model; (N, Q). MSI-RED-SVM model; (O, R). MSI-RED-NN model.






3.4 FDI estimation models based on multisource features

In order to make full use of the information from different data sources, the estimation models were constructed using all selected features from both RGB and multispectral images, as shown in Table 6 and Figure 8. Again, NN remained the best modeling algorithm for each group. In the training sets, The R2 of the NN models for ALL, GREEN, and RED raised to 0.653, 0.722, and 0.592; while the RMSE and MAE decreased to 0.011, 0.009, and 0.009, and to 0.086, 0.074 and 0.082, respectively. Correspondingly, The R2 of NN models in the test sets for each group increased to 0.694, 0.715, and 0.575, respectively; the RMSE dropped to 0.014, 0.014, and 0.018; and the MAE reduced to 0.097, 0.093 and 0.113.


Table 6 | Accuracy of the FDI estimation models based on multisource features.






Figure 8 | Scatter plots of the actual FDI and the predicted FDI. (A, D). MULTISOURCE-ALL-MLR model; (B, E). MULTISOURCE-ALL-SVM model; (C, F). MULTISOURCE-ALL-NN model; (G, J). MULTISOURCE-GREEN-MLR model; (H, K). MULTISOURCE-GREEN-SVM model; (I, L). MULTISOURCE-GREEN-NN model; (M, P). MULTISOURCE-RED-MLR model; (N, Q). MULTISOURCE-RED-SVM model; (O, R). MULTISOURCE-RED-NN model.



Table 7 illustrates the average accuracy of FDI estimation models with different sensors and groups. It can be seen that the predictive performance of models with multisource features were better than those with the single-source features. Therefore, it can be concluded that the multisource features are helpful in improving the accuracy of FDI prediction.


Table 7 | The average accuracy of FDI estimation models with different sensors and groups.







4 Discussion



4.1 Response of RGB and multispectral features to FDI of lettuce with different colors

The damage caused by frost on lettuce will change the way how solar radiation interacts with lettuce leaf cells. When frost damage happened, chlorophyll broke down and Photosynthesis was weakened(Choudhury et al., 2019), which would cause the decrease of absorption of visible light, especially the blue and red light which were mainly used for photosynthesis(Gates et al., 1965). In consequence, the reflectance of red and blue bands increased with the FDI. As can be seen in Supplementary Figure 1B and R of RGB image as well as   and   of MSI were positively correlated with FDI. For the same reason, most of the VIs (including NDVI, SR, EVI, ARVI, and SIPI) that had been proven to be related to chlorophyll content on(Susantoro et al., 2017; Chen et al., 2021; Shu et al., 2022) had significant negative correlation with FDI.

The response of green channel of RGB image (G) and reflectance at green band of MSI ( ) responded quite differently for green and red lettuce. The absolute r of G and   of red lettuce were much higher than that of green one. The possible reason is that red lettuce contained much more anthocyanin which absorbed the green light(Yang et al., 2016); when anthocyanins of lettuce decomposed due to frost damage, the absorption of green light was decreased and the reflection was enhanced; therefore, the positive relations between FDI and G and   of red lettuce were more significant. For the same reason, the anthocyanin reflectance indexes of MSI, ARI1 and ARI2, which reflected anthocyanin content, was more sensitive to FDI of red lettuce. For green lettuce, the change of color from green to yellow caused by frost damage was obvious. Although G and   did not achieve a significant correlation with FDI of the green lettuce, this change could still make the CIs(including GNI, ExG, VARI, ExGR, NGRDI, MGRVI, GLA, RGBVI, and VEG) which enhanced the green component show much closer relation to FDI of the green lettuce than that of the red one.

The destruction of cell structure due to frost damage would cause the decrease of reflectance at NIR band(Gates et al., 1965). As a result,   was obviously negative correlation with FDI of all lettuces. The result is similar to that obtained in an experiment evaluating maize frost damage, where it was found that the frost damage caused a sharp decline of reflectance between 720 and 1350 nm(Choudhury et al., 2019).

Although Pearson correlation analysis showed that   and   were weakly correlated with FDI, the four proposed FD_VIs also showed high correlations with FDI. These improvements were mainly due to the involvement of red edge band (717nm), green band (560nm) and blue band (475nm), on the basis of the near-infrared band (840nm) and red band (668nm). In particular, the correlations between FD_VI4 of all five bands and FDI of green and red lettuce reached the maximum. The possible reason is that canopy spectrum is the result of comprehensive influence of multiple factors such as internal components of leaves and canopy structure, and there are synergistic changes between FDI and the spectrum of these bands.

The correlations between the texture features and the FDI were not significant. One possible reason is that there were many cultivars with different structures in this experiment, and the difference in texture features among cultivars exceeds the difference in texture caused by frost damage.




4.2 Effect of different sensors and algorithms on FDI estimation models of lettuce with different colors

The lettuce FDI estimation models based on MSI features had better performance than those based on RGB image features, which is consistent with previous studies on the vegetation coverage monitoring and nitrogen accumulation estimation of rice (Zheng et al., 2018; Furukawa et al., 2021). It was because that multispectral imager typically captured more information than RGB cameras(Shu et al., 2022). While RGB cameras capture only three color channels, multispectral imagers capture more pronounced changes in reflectance at multiple bands across the electromagnetic spectrum, including near-infrared bands. This allows for the calculation of vegetation indexes that are highly sensitive to changes in plant health and vigor. This additional information can be leveraged to better detect and quantify frost damage. Some relevant studies have proved that RGB images are generally used to monitor the early growth of crops, and the information about near-infrared band provided by multispectral images is more suitable for the later growth of crops(Marcial-Pablo et al., 2019). In addition, the use of multispectral images in some studies enhanced the monitoring of biodiversity(Tait et al., 2019; Wolff et al., 2023). In this research, the monitored field lettuces were already in the harvesting period, and the changes were no longer obvious as in the early growth stage. As a result, the changes captured by the RGB camera were limited. At the same time, many cultivars of lettuce were selected in this study, the diversity of which was suitable for monitoring with a multispectral camera. However, although multispectral imagers had the advantage of high accuracy, RGB cameras could also be an alternative selection for low-cost monitoring of frost damage, for green lettuce at least. The FDI predictive accuracy was further improved by taking the combination of both RGB and multispectral image features as model independent variables, in which way all the information related to frost damage was fully used and the problem of spectrum saturation can be solved(Zhou et al., 2021; Shu et al., 2022). The conclusion that multisource data fusion can improve model accuracy has also been demonstrated in previous studies on crop monitoring(Jiang et al., 2019; Liu et al., 2019; Zhu et al., 2021).

Compared to the models trained based on RED and ALL, the models trained based on GREEN worked better. The major reason for the low accuracy of RED models was that there were only 49 red lettuce plots, and the sample size of red lettuce was too small which led to severe overfitting in most models for RED. In the future studies, the number of red lettuce cultivars should be increased in the selection of experimental cultivars to improve the sample size of the red lettuce dataset. Since green and red lettuces had different levels of secondary metabolites, they presented different colors and produced different responses after frost damage, as manifested in section 3.1. Therefore, the accuracy of models for ALL were not as good as those for GREEN. But even in the best FDI estimation model for GREEN, the RGB and multispectral image features could explain only about 70% of the variation. The differences between lettuces were not only caused by the different frost damage degrees, but also influenced by the different plant morphologies and green levels among different lettuce cultivars. The accuracy of models built by different regression algorithms did not show significant distinction for ALL and GREEN. NN models tended to be more stable than MLR and SVM with less difference of R2 between training and test set.





5 Conclusions

This study showed the feasibility of using features derived from RGB and multispectral images collected by a UAV to estimate lettuce FDI. Especially, the accuracy of models with multisource features were higher than those with single-source features. Notably, the four newly proposed FD_VIs had certain universal correlation with frost damage of lettuce with different colors. The findings could be applied for the prediction and evaluation lettuce resources tolerant to freeze by non-destructive, accurate, and high-throughput identification, providing genetic resources and theoretical basis for the cultivation and genetic improvement of new varieties of lettuce resistant to frost damage in the future. In subsequent works, the impact of differences among cultivars of lettuce on the evaluation of frost damage should be considered, and the sample size of red lettuce should be increased, so as to improve the evaluation models and improve the accuracy of evaluation results.





Data availability statement

Data, models, or codes generated or used in the course of the study are available on GitHub at https://github.com/kwcnmm/predict-FDI.





Author contributions

YL implemented this research and wrote the draft of the manuscript. SB and MT helped formulate research ideas and highlighted research objectives. SW provided research materials and field data. DH and TY provided guidance for technical issues. WL and LL provided constructive suggestions to clarify the expression of ideas. All authors contributed to the article and approved the submitted version.





Funding

The author(s) declare financial support was received for the research, authorship, and/or publication of this article. This study was supported by Shanghai Agriculture Applied Technology Development Program, China (Grant No. G20220401) and SAAS Program for Excellent Research Team (Grant No. 2022015).




Acknowledgments

We would like to thank the relevant workers of Shanghai Agrobiological Gene Center for their extensive assistance in lettuce planting and field investigation. Also, we would like to thank Institute of Agricultural Science and Technology Information of Shanghai Academy of Agricultural Sciences for its financial and equipment support.





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fpls.2023.1242948/full#supplementary-material

Supplementary Figure 1  | Pearson correlation analysis between RGB and multispectral image features and FDI.

Supplementary Table 1 | Damage level and description for assessing frost damage of lettuce.




References

 Agatonovic-Kustrin, S., and Beresford, R. (2000). Basic concepts of artificial neural network (ANN) modeling and its application in pharmaceutical research. J. Pharm. Biomed. Anal. 22 (5), 717–727. doi: 10.1016/S0731-7085(99)00272-1

 Bendig, J., Yu, K., Aasen, H., Bolten, A., Bennertz, S., Broscheit, J., et al. (2015). Combining UAV-based plant height from crop surface models, visible, and near infrared vegetation indices for biomass monitoring in barley. Int. J. Appl. Earth Observation Geoinformation 39, 79–87. doi: 10.1016/j.jag.2015.02.012

 Blackburn, G. (1998). Spectral indices for estimating photosynthetic pigment concentrations: a test using senescent tree leaves. Int. J. Remote Sens. 19 (4), 657–675. doi: 10.1080/014311698215919

 Camargo Neto, J. (2004). A combined statistical-soft computing approach for classification and mapping weed species in minimum -tillage systems (Lincoln, Nebraska, United States: Ph.D, University of Nebraska - Lincoln).

 Chen, S., Gao, Y., Fan, K., Shi, Y., Luo, D., Shen, J., et al. (2021). Prediction of drought-induced components and evaluation of drought damage of tea plants based on hyperspectral imaging. Front. Plant Sci. 12. doi: 10.3389/fpls.2021.695102

 Chen, Y., Sidhu, H., Kaviani, M., McElroy, M., Pozniak, C., and Navabi, A. (2019). Application of image-based phenotyping tools to identify QTL for in-field winter survival of winter wheat (Triticum aestivum L.). Theor. Appl. Genet. 132 (9), 2591–2604. doi: 10.1007/s00122-019-03373-6

 Choudhury, B., Webster, R., Sharma, V., Goswami, J., Meetei, T., Krishnappa, R., et al. (2019). Frost damage to maize in northeast India: assessment and estimated loss of yield by hyperspectral proximal remote sensing. J. Appl. Remote Sens. 13 (4), 44527. doi: 10.1117/1.JRS.13.044527

 Concepcion, R., Lauguico, S., Siphengphet, K., Alejandrino, J., Dadios, E., and Bandala, A. (2020). “Variety classification of Lactuca sativa seeds using single-kernel RGB images and spectro-textural-morphological feature-based machine learning,” in IEEE 12th International Conference on Humanoid, Nanotechnology, Information Technology, Communication and Control, Environment, and Management (HNICEM)). (New York, United States: IEEE).

 Cortes, C., and Vapnik, V. (1995). Support-vector networks. Mach. Learn. 20 (3), 273–297. doi: 10.1007/BF00994018

 Dammer, K., Möller, B., Rodemann, B., and Heppner, D. (2011). Detection of head blight (Fusarium ssp.) in winter wheat by color and multispectral image analyses. Crop Prot. 30 (4), 420–428. doi: 10.1016/j.cropro.2010.12.015

 Feng, M., Yang, W., Cao, L., and Ding, G. (2009). Monitoring winter wheat freeze injury using multi-temporal MODIS data. Agric. Sci. China 8 (9), 1053–1062. doi: 10.1016/s1671-2927(08)60313-2

 Fernandez-Trujillo, J. P., Cano, A., and Artes, F. (1998). Physiological changes in peaches related to chilling injury and ripening. Postharvest Biol. Technol. 13 (2), 109–119. doi: 10.1016/s0925-5214(98)00006-4

 Fitzgerald, G., Rodriguez, D., and O'Leary, G. (2010). Measuring and predicting canopy nitrogen nutrition in wheat using a spectral index-The canopy chlorophyll content index (CCCI). Field Crops Res. 116 (3), 318–324. doi: 10.1016/j.fcr.2010.01.010

 Francini, A., and Sebastiani, L. (2019). Abiotic stress effects on performance of horticultural crops. Horticulturae 5 (4), 67. doi: 10.3390/horticulturae5040067

 Furukawa, F., Laneng, L. A., Ando, H., Yoshimura, N., Kaneko, M., and Morimoto, J. (2021). Comparison of RGB and multispectral unmanned aerial vehicle for monitoring vegetation coverage changes on a landslide area. Drones 5 (3), 97. doi: 10.3390/drones5030097

 Gabbrielli, M., Corti, M., Nicola, F., Maro, P., and Bechini, L. (2022a). “Detection of winterkill events of white mustard (Sinapis alba L.) by satellite-based remote sensing,” in Book of abstract (Bolzano, Italy: Unibz), 1–1.

 Gabbrielli, M., Corti, M., Perfetto, M., Fassa, V., and Bechini, L. (2022b). Satellite-based frost damage detection in support of winter cover crops management: a case study on white mustard. Agronomy-Basel 12 (9), 2025. doi: 10.3390/agronomy12092025

 Gamon, J., and Surfus, J. (1999). “Assessing leaf pigment content and activity with a reflectometer,” in Proceedings of the 4th New Phytologist Symposium on At the Crossroads of Plant Physiology and Ecology, at the Meeting of the ENSA-M: New Phytologist. (Hoboken, New Jersey, United States: Wiley), 105–117.

 Gates, D., Keegan, H., Schleter, J., and Weidner, V. (1965). Spectral properties of plants. Appl. Optics 4 (1), 11–20. doi: 10.1364/AO.4.000011

 Gitelson, A., Kaufman, Y., and Merzlyak, M. (1996). Use of a green channel in remote sensing of global vegetation from EOS-MODIS. Remote Sens. Environ. 58 (3), 289–298. doi: 10.1016/S0034-4257(96)00072-7

 Gitelson, A., Kaufman, Y., Stark, R., and Rundquist, D. (2002). Novel algorithms for remote estimation of vegetation fraction. Remote Sens. Environ. 80 (1), 76–87. doi: 10.1016/S0034-4257(01)00289-9

 Gitelson, A., Keydan, G., and Merzlyak, M. (2006). Three-band model for noninvasive estimation of chlorophyll, carotenoids, and anthocyanin contents in higher plant leaves. Geophysical Res. Lett. 33 (11), L11402. doi: 10.1029/2006GL026457

 Gitelson, A., Merzlyak, M., and Chivkunova, O. (2001a). Optical properties and nondestructive estimation of anthocyanin content in plant leaves. Photochem. Photobiol. 74 (1), 38–45. doi: 10.1562/0031-8655(2001)074<0038:OPANEO>2.0.CO;2

 Gitelson, A., Merzlyak, M., Zur, Y., Stark, R., and Gritz, U. (2001b). “Non-destructive and remote sensing techniques for estimation of vegetation status,” in Proceedings of the 3rd European Conference on Precision Agriculture: Papers in Natural Resources. (Montpelier, France: L'Institut Agro Montpellier), 273.

 Gitelson, A., Viña, A., Ciganda, V., Rundquist, D., and Arkebauer, T. (2005). Remote estimation of canopy chlorophyll content in crops. Geophysical Res. Lett. 32 (8), L08403. doi: 10.1029/2005GL022688

 González-Aguilar, G. A., Tiznado-Hernández, M. E., Zavaleta-Gatica, R., and Martínez-Téllez, M. A. (2004). Methyl jasmonate treatments reduce chilling injury and activate the defense response of guava fruits. Biochem. Biophys. Res. Commun. 313 (3), 694–701. doi: 10.1016/j.bbrc.2003.11.165

 Goswami, J., Sharma, V., Chaudhury, B., and Raju, P. (2019). Rapid identification of abiotic stress (frost) in in-filed maize crop using UAV remote sensing. Int. Arch. Photogrammetry Remote Sens. Spatial Inf. Sci. XLII-3/W6, 467–471. doi: 10.5194/isprs-archives-XLII-3-W6-467-2019

 Guo, Q., Li, J., Yu, W., and Zhang, H. (2014). Study on hyperspectral sensitivity index of winter wheat after freezing injury at mid winter period. Chin. J. Agrometeorol. 35 (06), 708–716. doi: 10.3969/j.issn.1000-6362.2014.06.015

 Hague, T., Tillett, N., and Wheeler, H. (2006). Automated crop and weed monitoring in widely spaced cereals. Precis. Agric. 7 (1), 21–32. doi: 10.1007/s11119-005-6787-1

 Han, Y., Li, Y., Fan, S., Liu, C., Hao, J., Chen, Q., et al. (2014). “Screening and identification of lettuce germplasm for tolerance to high and low temperature,” in Proceedings of the 29th International Horticultural Congress on Horticulture - Sustaining Lives, Livelihoods and Landscapes (IHC) / International Symposium on Plant Breeding in Horticulture  (Belgium: Acta Horticulturae), 381–387.

 Huete, A., Justice, C., and Liu, H. (1994). Development of vegetation and soil indices for MODIS-EOS. Remote Sens. Environ. 49 (3), 224–234. doi: 10.1016/0034-4257(94)90018-3

 Huete, A., Justice, C., and Van Leeuwen, W. (1999). MODIS vegetation index (MOD13)". (Algorithm Theoretical Basis Document Version 3.1). (Tucson, USA: Vegetation Index & Phenology Lab). Available at: https://www.cen.uni-hamburg.de/en/icdc/data/land/docs-land/modis-collection6-vegetation-index-atbd-mod13-v03-1.pdf.

 Huete, A., Liu, H., Batchily, K., and Van Leeuwen, W. (1997). A comparison of vegetation indices over a global set of TM images for EOS-MODIS. Remote Sens. Environ. 59 (3), 440–451. doi: 10.1016/S0034-4257(96)00112-5

 Jełowicki, L., Sosnowicz, K., Ostrowski, W., Osińska-Skotak, K., and Bakuła, K. (2020). Evaluation of rapeseed winter crop damage using UAV-based multispectral imagery. Remote Sens. 12 (16), 2618. doi: 10.3390/rs12162618

 Jenni, S. (2005). Rib discoloration: A physiological disorder induced by heat stress in crisphead lettuce. HortScience 40 (7), 2031–2035. doi: 10.21273/HORTSCI.40.7.2031

 Jiang, Q., Fang, S. H., Peng, Y., Gong, Y., Zhu, R. S., Wu, X. T., et al. (2019). UAV-based biomass estimation for rice-combining spectral, TIN-based structural and meteorological features. Remote Sens. 11 (7), 890. doi: 10.3390/rs11070890

 Jiang, J. L., Johansen, K., Stanschewski, C. S., Wellman, G., Mousa, M. A. A., Fiene, G. M., et al. (2022). Phenotyping a diversity panel of quinoa using UAV-retrieved leaf area index, SPAD-based chlorophyll and a random forest approach. Precis. Agric. 23 (3), 961–983. doi: 10.1007/s11119-021-09870-3

 Johansen, K., Morton, M. J. L., Malbeteau, Y., Aragon, B., Al-Mashharawi, S., Ziliani, M., et al. (2019). Predicting biomass and yield at harvest of salt-stressed tomato plants using UAV imagery. Int. Arch. Photogramm. Remote Sens. Spatial Inf. Sci. XLII-2/W13, 407–411. doi: 10.5194/isprs-archives-XLII-2-W13-407-2019

 Kawashima, S., and Nakatani, M. (1998). An algorithm for estimating chlorophyll content in leaves using a video camera. Ann. Bot. 81 (1), 49–54. doi: 10.1006/anbo.1997.0544

 Kim, C., and Van Iersel, M. W. (2023). Image-based phenotyping to estimate anthocyanin concentrations in lettuce. Front. Plant Sci. 14. doi: 10.3389/fpls.2023.1155722

 Lassalle, G. (2021). Monitoring natural and anthropogenic plant stressors by hyperspectral remote sensing: Recommendations and guidelines based on a meta-review. Sci. Total Environ. 788, 147758. doi: 10.1016/j.scitotenv.2021.147758

 Li, W., Huang, J., Yang, L., Chen, Y., Fang, Y., Jin, H., et al. (2021). A practical remote sensing monitoring framework for late frost damage in wine grapes using multi-source satellite data. Remote Sens. 13 (16), 3231. doi: 10.3390/rs13163231

 Liu, Y., Liu, S., Li, J., Guo, X., Wang, S., and Lu, J. (2019). Estimating biomass of winter oilseed rape using vegetation indices and texture metrics derived from UAV multispectral images. Comput. Electron. Agric. 166, 105026. doi: 10.1016/j.compag.2019.105026

 Liu, Z., Liu, H., Luo, C., Yang, H., Meng, X., Ju, Y., et al. (2020). Rapid extraction of regional-scale agricultural disasters by the standardized monitoring model based on google earth engine. Sustainability 12 (16), 6497. doi: 10.3390/su12166497

 Louhaichi, M., Borman, M., and Johnson, D. (2001). Spatially located platform and aerial photography for documentation of grazing impacts on wheat. Geocarto Int. 16 (1), 65–70. doi: 10.1080/10106040108542184

 Macedo-Cruz, A., Pajares, G., Santos, M., and Villegas-Romero, I. (2011). Digital image sensor-based assessment of the status of oat (Avena sativa L.) crops after frost damage. Sensors 11 (6), 6015–6036. doi: 10.3390/s110606015

 Mao, W., Wang, Y., and Wang, Y. (2003). “Real-time detection of between-row weeds using machine vision,” in 2003 ASAE Annual Meeting. (Michigan, United States: American Society of Agricultural and Biological Engineers), 031004.

 Marcial-Pablo, M. D., Gonzalez-Sanchez, A., Jimenez-Jimenez, S. I., Ontiveros-Capurata, R. E., and Ojeda-Bustamante, W. (2019). Estimation of vegetation fraction using RGB and multispectral images from UAV. Int. J. Remote Sens. 40 (2), 420–438. doi: 10.1080/01431161.2018.1528017

 Marin, D., Araújo, G., Feraz, S., Schwerz, F., Barata, R., Faria, R., et al. (2022). “Analysis of the potential of remote piloted aircraft in the detection of damage by frost in coffee plants,” in 8th International Engineering, Sciences and Technology Conference (IESTEC). (Los Alamitos, United States: IEEE Computer Soc), 654–658.

 Marin, D., Ferraz, G., Schwerz, F., Barata, R., Faria, R., and Dias, J. (2021). Unmanned aerial vehicle to evaluate frost damage in coffee plants. Precis. Agric. 22 (6), 1845–1860. doi: 10.1007/s11119-021-09815-w

 Merzlyak, M., Gitelson, A., Chivkunova, O., and Rakitin, V. (1999). Non-destructive optical detection of pigment changes during leaf senescence and fruit ripening. Physiologia Plantarum 106 (1), 135–141. doi: 10.1034/j.1399-3054.1999.106119.x

 Meyer, G., and Neto, J. (2008). Verification of color vegetation indices for automated crop imaging applications. Comput. Electron. Agric. 63 (2), 282–293. doi: 10.1016/j.compag.2008.03.009

 Millan, V., Rankine, C., and Sanchez-Azofeifa, G. (2020). Crop loss evaluation using digital surface models from unmanned aerial vehicles data. Remote Sens. 12 (6), 981. doi: 10.3390/rs12060981

 Murphy, M., Boruff, B., Callow, J., and Flower, K. (2020). Detecting frost stress in wheat: a controlled environment hyperspectral study on wheat plant components and implications for multispectral field sensing. Remote Sens. 12 (3), 477. doi: 10.3390/rs12030477

 Pan, L. Q., Zhang, Q., Zhang, W., Sun, Y., Hu, P. C., and Tu, K. (2016). Detection of cold injury in peaches by hyperspectral reflectance imaging and artificial neural network. Food Chem. 192, 134–141. doi: 10.1016/j.foodchem.2015.06.106

 Pearson, R., and Miller, L. (1972). Remote mapping of standing crop biomass for estimation of the productivity of the shortgrass prairie (Ann Arbor, Michigan, United States: Remote Sensing of Environment, VIII: Willow Run Laboratories, Environmental Research Institute of Michigan), 1355.

 Peñuelas, J., Filella, I., and Gamon, J. (1995). Assessment of photosynthetic radiation-use efficiency with spectral reflectance. New Phytol. 131 (3), 291–296. doi: 10.1111/j.1469-8137.1995.tb03064.x

 Peñuelas, J., Gamon, J., Fredeen, A., Merino, J., and Field, C. (1994). Reflectance indices associated with physiological changes in nitrogen-and water-limited sunflower leaves. Remote Sens. Environ. 48 (2), 135–146. doi: 10.1016/0034-4257(94)90136-8

 Perry, E., Nuttall, J., Wallace, A., Delahunty, A., and Barlow, K. (2017a). “Evaluating canopy reflectance for assessment of frost damage in wheat,” in Proceedings of the 18th ASA Conference. (Ballarat, Australia: Australian Society of Agronomy), 1–4.

 Perry, E., Nuttall, J., Wallace, A., and Fitzgerald, G. (2017b). In-field methods for rapid detection of frost damage in Australian dryland wheat during the reproductive and grain-filling phase. Crop Pasture Sci. 68 (6), 516–526. doi: 10.1071/cp17135

 Pham, F., Raheja, A., and Bhandari, S. (2019). “Machine learning models for predicting lettuce health using UAV imageries,” in Autonomous Air and Ground Sensing Systems for Agricultural Optimization and Phenotyping IV. (Bellingham, Washington, United States: Spie-Int Soc Optical Engineering).

 Pirinc, V., and Alas, E. (2021). The effects of applying natural plant antifreeze under low temperature conditions on lettuce (Lactuca sativa L.) yield and quality. Appl. Ecol. Environ. Res. 19 (4), 2963–2970. doi: 10.15666/aeer/1904_29632970

 Porat, R., Pavoncello, D., Peretz, J., Ben-Yehoshua, S., and Lurie, S. (2000). Effects of various heat treatments on the induction of cold tolerance and on the postharvest qualities of 'Star Ruby' grapefruit. Postharvest Biol. Technol. 18 (2), 159–165. doi: 10.1016/s0925-5214(99)00075-7

 Romani, L., Goncalves, R., Amaral, B., Chino, D., Zullo, J., Traina, C., et al. (2011). “Clustering analysis applied to NDVI/NOAA multitemporal images to improve the monitoring process of sugarcane crops,” in 2011 6th International Workshop on the Analysis of Multi-temporal Remote Sensing Images (Multi-Temp). (New York, United States: IEEE).

 Romanov, P. (2009). “Satellite-derived information on snow cover for agriculture applications in Ukraine,” in Advanced research workshop on using satellite and in situ data to improve sustainability (Dordrecht, Netherlands: Springer), 81–91.

 Romero, M., Luo, Y., Su, B., and Fuentes, S. (2018). Vineyard water status estimation using multispectral imagery from an UAV platform and machine learning algorithms for irrigation scheduling management. Comput. Electron. Agric. 147, 109–117. doi: 10.1016/j.compag.2018.02.013

 Rouse, J. Jr., Haas, R., Schell, J., and Deering, D. (1973). Monitoring the vernal advancement and retrogradation (green wave effect) of natural vegetation (Washington D.C., United States: NASA Technical Reports Server (NTRS)).

 Rudorff, B., Aguiar, D., Adami, M., and Salgado, M. (2012). “Frost damage detection in sugarcane crop using MODIS images and SRTM data,” in IEEE International Geoscience and Remote Sensing Symposium (IGARSS)). (New York, United States: IEEE), 5709–5712.

 Shah, A., Dubey, A., Hemnani, V., Gala, D., and Kalbande, D. (2018). “Smart farming system: crop yield prediction using regression techniques,” in Proceedings of International Conference on Wireless Communication, ICWICOM 2017. (Switzerland: Springer Singapore), 49–56.

 Shatilov, M., Razin, A., and Ivanova, M. (2019). Analysis of the world lettuce market. IOP Conf. Ser. Earth Environ. Sci. 395, 12053. doi: 10.1088/1755-1315/395/1/012053

 She, B., Huang, J., Guo, R., Wang, H., and Wang, J. (2015). Assessing winter oilseed rape freeze injury based on Chinese HJ remote sensing data. J. Zhejiang University-Science B 16 (2), 131–144. doi: 10.1631/jzus.B1400150

 She, B., Huang, J., Zhang, D., and Huang, L. (2017). Assessing and characterizing oilseed rape freezing injury based on MODIS and MERIS data. Int. J. Agric. Biol. Eng. 10 (3), 143–157. doi: 10.3965/j.ijabe.20171003.2721

 Shi, M., Gu, J., Wu, H., Rauf, A., Emran, T., Khan, Z., et al. (2022). Phytochemicals, nutrition, metabolism, bioavailability, and health benefits in lettuce-a comprehensive review. Antioxidants 11 (6), 1158. doi: 10.3390/antiox11061158

 Shu, M., Fei, S., Zhang, B., Yang, X., Guo, Y., Li, B., et al. (2022). Application of UAV multisensor data and ensemble approach for high-throughput estimation of maize phenotyping traits. Plant Phenomics 2022, 9802585. doi: 10.34133/2022/9802585

 Sims, D., and Gamon, J. (2002). Relationships between leaf pigment content and spectral reflectance across a wide range of species, leaf structures and developmental stages. Remote Sens. Environ. 81 (2-3), 337–354. doi: 10.1016/S0034-4257(02)00010-X

 Soldatenko, A., Pivovarov, V., Razin, A., Meshcheryakova, R., Shatilov, M., Ivanova, M., et al. (2018). The economy of vegetable growing: the state and the present. Vegetable Crops Russia 5), 63–68. doi: 10.18619/2072-9146-2018-5-63-68

 Susantoro, T., Wikantika, K., Saepuloh, A., and Harsolumakso, A. (2017). “Selection of vegetation indices for mapping the sugarcane condition around the oil and gas field of North West Java Basin, Indonesia,” in Proceedings of the 4th International Symposium on LAPAN-IPB Satellite for Food Security and Environmental Monitoring (LISAT-FSEM): IOP Conference Series-Earth and Environmental Science. (Amsterdam, Netherlands: Elsevier Science BV), 012001.

 Tait, L., Bind, J., Charan-Dixon, H., Hawes, I., Pirker, J., and Schiel, D. (2019). Unmanned aerial vehicles (UAVs) for monitoring macroalgal biodiversity: comparison of RGB and multispectral imaging sensors for biodiversity assessments. Remote Sens. 11 (19), 2332. doi: 10.3390/rs11192332

 Tao, M., He, Y., Bai, X., Chen, X., Wei, Y., Peng, C., et al. (2022). Combination of spectral index and transfer learning strategy for glyphosate-resistant cultivar identification. Front. Plant Sci. 13. doi: 10.3389/fpls.2022.973745

 Tucker, C. (1979). Red and photographic infrared linear combinations for monitoring vegetation. Remote Sens. Environ. 8 (2), 127–150. doi: 10.1016/0034-4257(79)90013-0

 Turini, T., Cahn, M., Cantwell, M., Jackson, L., Koike, S., Natwick, E., et al. (2011). Iceberg lettuce production in California (California, United States: University of California Agriculture and Natural Resources), 7215. doi: 10.3733/ucanr.7215

 Wang, H., Qin, F., Liu, Q., Ruan, L., Wang, R., Ma, Z., et al. (2015). Identification and disease index inversion of wheat stripe rust and wheat leaf rust based on hyperspectral data at canopy level. J. Spectrosc. 2015, 1–10. doi: 10.1155/2015/651810

 Wang, H., Wang, J., Dong, Y., Gu, X., and Huo, Z. (2014). Monitoring freeze stress levels on winter wheat from hyperspectral reflectance data using principal component analysis. Spectrosc. Spectral Anal. 34 (5), 1357–1361. doi: 10.3964/j.issn.1000-0593(2014)05-1357-05

 Wang, Z., Yang, R., Liang, Y., Zhang, S., Zhang, Z., Sun, C., et al. (2022). Comparing efficacy of different biostimulants for hydroponically grown lettuce (Lactuca sativa L.). Agronomy-Basel 12 (4), 786. doi: 10.3390/agronomy12040786

 Woebbecke, D., Meyer, G., Von Bargen, K., and Mortensen, D. (1995). Color indices for weed identification under various soil, residue, and lighting conditions. Trans. ASAE 38 (1), 259–269. doi: 10.13031/2013.27838

 Wójtowicz, M., Wójtowicz, A., and Piekarczyk, J. (2016). Application of remote sensing methods in agriculture. Commun. Biometry Crop Sci. 11 (1), 31–50. Available at: http://agrobiol.sggw.pl/~cbcs/content_11_1.php.

 Wolff, F., Kolari, T. H. M., Villoslada, M., Tahvanainen, T., Korpelainen, P., Zamboni, P. A. P., et al. (2023). RGB vs. Multispectral imagery: Mapping aapa mire plant communities with UAVs. Ecol. Indic. 148, 110140. doi: 10.1016/j.ecolind.2023.110140

 Yang, H., Wu, F., and Cheng, J. (2011). Reduced chilling injury in cucumber by nitric oxide and the antioxidant response. Food Chem. 127 (3), 1237–1242. doi: 10.1016/j.foodchem.2011.02.011

 Yang, W., Yang, C., Hao, Z., Xie, C., and Li, M. (2019). Diagnosis of plant cold damage based on hyperspectral imaging and convolutional neural network. IEEE Access 7, 118239–118248. doi: 10.1109/access.2019.2936892

 Yang, X., Zhang, J., Guo, D., Xiong, X., Chang, L., Niu, Q., et al. (2016). “Measuring and evaluating anthocyanin in lettuce leaf based on color information,” in Proceedings of the 5th IFAC Conference on Sensing, Control and Automation Technologies for Agriculture (AGRICONTROL): IFAC-PapersOnLine. (Amsterdam Netherlands: Elsevier Science BV) 96–99.

 Yu, D., and Lee, H. (2020). Evaluation of freezing injury in temperate fruit trees. Horticulture Environ. Biotechnol. 61 (5), 787–794. doi: 10.1007/s13580-020-00264-4

 Zhang, L., Han, W., Niu, Y., Chávez, J., Shao, G., and Zhang, H. (2021). Evaluating the sensitivity of water stressed maize chlorophyll and structure based on UAV derived vegetation indices. Comput. Electron. Agric. 185, 106174. doi: 10.1016/j.compag.2021.106174

 Zhang, Y., Zhao, Z., and Zheng, J. (2022). Estimation of reference crop evapotranspiration under different combination of meteorological elements using multivariate adaptive regression splines. Geomatics Inf. Sci. Wuhan Univ. 47 (5), 789–798. doi: 10.13203/j.whugis20190337

 Zhao, Z., Jiang, W., Cao, J., Zhao, Y., and Gu, Y. (2006). Effect of cold-shock treatment on chilling injury in mango (Mangifera indica L. cv. Wacheng) fruit. J. Sci. Food Agric. 86 (14), 2458–2462. doi: 10.1002/jsfa.2640

 Zheng, H. B., Cheng, T., Li, D., Zhou, X., Yao, X., Tian, Y. C., et al. (2018). Evaluation of RGB, color-infrared and multispectral images acquired from unmanned aerial systems for the estimation of nitrogen accumulation in rice. Remote Sens. 10 (6), 824. doi: 10.3390/rs10060824

 Zheng, H., Zhou, X., He, J., Yao, X., Cheng, T., Zhu, Y., et al. (2020). Early season detection of rice plants using RGB, NIR-G-B and multispectral images from unmanned aerial vehicle (UAV). Comput. Electron. Agric. 169, 105223. doi: 10.1016/j.compag.2020.105223

 Zhou, Y., Lao, C., Yang, Y., Zhang, Z., Chen, H., Chen, Y., et al. (2021). Diagnosis of winter-wheat water stress based on UAV-borne multispectral image texture and vegetation indices. Agric. Water Manage. 256, 107076. doi: 10.1016/j.agwat.2021.107076

 Zhu, W. X., Sun, Z. G., Huang, Y. H., Yang, T., Li, J., Zhu, K. Y., et al. (2021). Optimization of multi-source UAV RS agro-monitoring schemes designed for field-scale crop phenotyping. Precis. Agric. 22 (6), 1768–1802. doi: 10.1007/s11119-021-09811-0




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.


Copyright © 2024 Liu, Ban, Wei, Li, Tian, Hu, Liu and Yuan. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 08 January 2024

doi: 10.3389/fpls.2023.1277672

[image: image2]


Enhancing estimation of cover crop biomass using field-based high-throughput phenotyping and machine learning models


Geng Bai 1*, Katja Koehler-Cole 2, David Scoby 3, Vesh R. Thapa 3, Andrea Basche 3 and Yufeng Ge 1,4


1 Department of Biological Systems Engineering, University of Nebraska-Lincoln, Lincoln, NE, United States, 2 Nebraska Extension, University of Nebraska-Lincoln, Ithaca, NE, United States, 3 Department of Agronomy and Horticulture, University of Nebraska-Lincoln, Lincoln, NE, United States, 4 Center for Plant Science Innovation, University of Nebraska-Lincoln, Lincoln, NE, United States




Edited by: 

Zhenjiang Zhou, Zhejiang University, China

Reviewed by: 

Haikuan Feng, Beijing Research Center for Information Technology in Agriculture, China

Simon Pearson, University of Lincoln, United Kingdom

*Correspondence: 

Geng Bai
 gbai2@unl.edu


Received: 15 August 2023

Accepted: 12 December 2023

Published: 08 January 2024

Citation:
Bai G, Koehler-Cole K, Scoby D, Thapa VR, Basche A and Ge Y (2024) Enhancing estimation of cover crop biomass using field-based high-throughput phenotyping and machine learning models. Front. Plant Sci. 14:1277672. doi: 10.3389/fpls.2023.1277672



Incorporating cover crops into cropping systems offers numerous potential benefits, including the reduction of soil erosion, suppression of weeds, decreased nitrogen requirements for subsequent crops, and increased carbon sequestration. The aboveground biomass (AGB) of cover crops strongly influences their performance in delivering these benefits. Despite the significance of AGB, a comprehensive field-based high-throughput phenotyping study to quantify AGB of multiple cover crops in the U.S. Midwest has not been found. This study presents a two-year field experiment carried out in Eastern Nebraska, USA, to estimate AGB of five different cover crop species [canola (Brassica napus L.), rye (Secale cereale L.), triticale (Triticale × Triticosecale L.), vetch (Vicia sativa L.), and wheat (Triticum aestivum L.)] using high-throughput phenotyping and Machine Learning (ML) models. Destructive AGB sampling was performed three times during each spring season in 2022 and 2023. An array of morphological, spectral, thermal, and environmental features from the sensors were utilized as feature inputs of ML models. Moderately strong linear correlations between AGB and the selected features were observed. Four ML models, namely Random Forests Regression (RFR), Support Vector Regression (SVR), Partial Least Squares Regression (PLSR), and Artificial Neural Network (ANN), were investigated. Among the four models, PLSR achieved the highest Coefficient of Determination (R2) of 0.84 and the lowest Root Mean Squared Error (RMSE) of 892 kg/ha (Normalized RMSE (NRMSE) = 8.87%), indicating that PLSR could be the most appropriate method for estimating AGB of multiple cover crop species. Feature importance analysis ranked spectral features like Normalized Difference Red Edge (NDRE), Solar-induced Fluorescence (SIF), Spectral Reflectance at 485 nm (R485), and Normalized Difference Vegetation Index (NDVI) as top model features using PLSR. When utilizing fewer feature inputs, ANN exhibited better prediction performance compared to other models. Using morphological and spectral parameters as input features alone led to a R2 of 0.80 and 0.77 for AGB prediction using ANN, respectively. This study demonstrated the feasibility of high-throughput phenotyping and ML techniques for accurately estimating AGB of multiple cover crop species. Further enhancement of model performance could be achieved through additional destructive sampling conducted across multiple locations and years.
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1 Introduction

Cover crops, strategically incorporated into farmland soil during fallow periods between primary cash crop production, serve a multitude of potential benefits. These benefits include the reduction of soil erosion through wind and surface runoff, augmentation of carbon sequestration through biomass accumulation, and the contribution of nitrogen to the soil for subsequent growing seasons (Kaye and Quemada, 2017). In the global context of regenerative and conservation agriculture, cover crops have been identified as a key component for ensuring long-term sustainability and ecological resilience of agroecosystems (Marandola et al., 2019; Aiyer et al., 2022; Inveninato Carmona et al., 2022). While cover crops can advance sustainability goals in crop production, their improper implementation could lead to a reduction in the yield of the primary crop. A large-scale remote sensing study on the yield reduction introduced by cover cropping showed an average yield loss of 5.5% and 3.5% for corn (Zea mays L.) and soybean (Glycine max L.) fields in the U.S. Corn Belt (Deines et al., 2023). Terminating rye cover crop close to the planting date of cash crop was found to increase the seedling root disease, which led to reduced yield for corn production (Acharya et al., 2022). Planting ruzigrass cover crop was found to reduce the soil phosphorus availability (Almeida et al., 2019). Continuing to advance management practices as “systems” that optimize benefits from cover crops while minimizing cash crop yield penalty is a critical element of their success and extended use (Basche and Roesch-McNally, 2017; Koehler-Cole et al., 2023; Popovici et al., 2023).

The accumulation of above ground biomass (AGB) from cover crops serves as the fundamental driving force behind these potential benefits as well as potential negative impacts on cash crop yield (Ruis et al., 2019; Nichols et al., 2020). Consequently, quantitatively monitoring this process for different cover crops becomes an essential step in assessing their performance. Furthermore, such monitoring could empower farmers with digital tools to support their decision-making for important applications, such as establishing data-driven methodologies to determine optimal termination dates of cover crops, and understanding nutrient release and recycling to cash crops. The biomass accumulation process, however, is complex due to the genotype by environment (GxE) interactions created by differing geographical locations, fluctuating climatic conditions year after year, and variability in farmers’ practices (Koehler-Cole et al., 2023). As such, intensive research is ongoing to determine the optimal types and cultivars of cover crops, the best termination stage, and the suitable termination method for local farmers (Adetunji et al., 2021). Conventionally, cover crop AGB has been measured through destructive sampling of a specific subarea in the plot. This sampling process is time-consuming and labor-intensive, and poses a challenge in experiments constrained by plot size due to the need to balance treatment levels and field size (O'Brien et al., 2022; Zhang et al., 2022; Capri et al., 2023). Nevertheless, understanding the dynamic nature of cover crop biomass accumulation at high temporal resolution could offer insights for researchers seeking to develop or refine predictive models for cover crop research. However, the use of destructive sampling methods often precludes the possibility of continuous quantification of plant materials over the entire experimental period.

Field-based High-Throughput Plant Phenotyping (FHTPP) systems have made significant progress in recent years, owing to the proliferation of low-cost sensors, ground vehicles, unmanned aerial vehicles (UAV), and high-resolution satellite Constellations (Atefi et al., 2020; Zhang et al., 2020; Feng et al., 2021). Some of these systems have facilitated data acquisition at sub-leaf resolution by measuring plants from a close range (Bai et al., 2018; Bai et al., 2019; Yuan et al., 2019). Various Machine Learning (ML) models leverage morphological and spectral traits extracted from FHTPP systems to quantify important agronomic traits, such as canopy height, flowering date, maturity date, and AGB, among others (Zhou and Nguyen, 2021). While substantial advancements have been made in the development of data collection and processing pipelines in FHTPP, there is a paucity of publications documenting its application for quantifying cover crop AGB. Given the growing popularity and potential benefits of cover crops, FHTPP emerges as a promising tool, capable of quantifying the AGB accumulation process in a non-destructive way with notable efficiency. Multispectral imaging has been employed to establish a correlation with the termination efficiency rating for various cover crop species (Kumar et al., 2023). High-resolution satellite images were used to estimate cover crop biomass, achieving the highest correlation coefficient (R) of 0.74 (Kharel et al., 2023). It is worth noting that some crop species, such as winter wheat, can be utilized as both cash and cover crops, hence a relatively larger volume of literature is available for them. Multispectral images, gathered by UAVs, have been widely used to estimate the AGB of winter wheat with the aid of ML models (Wang et al., 2022). Similarly, Vegetation Index–based ML models have been developed and compared for the estimation of AGB of potato (Solanum tuberosum L.) canopy (Liu et al., 2022a; Liu et al., 2022b). Both traditional ML and deep learning models have been explored for AGB estimation, the choice of which depends on the size of the available data (Yue et al., 2018; Dong et al., 2020; Whitmire et al., 2021).

We undertook a two-year experiment involving five cover crop species: canola, rye, triticale, vetch, and wheat. The objectives of this study were: 1) to employ a FHTPP system to collect high-resolution phenotypic datasets for the cover crops, and 2) to build and evaluate ML models to quantify AGB of cover crops. This research aims to fill an important gap in the application of FHTPP in cover crop research, potentially leading to new tools for cover crop breeding and field management.




2 Materials and methods



2.1 Experimental design and ground truth data collection

Table 1 provides details of a two-year cover crop experiment conducted on a research farm near Mead, Nebraska, United States (41°08’44” N, 96°26’20” W, and an elevation of 350m). The study spanned the growing seasons of 2022 and 2023, involving the cultivation of five cover crop species, with no irrigation or nitrogen application. The dominant soil types are Filbert silt loam and Yutan silt clay loam. Figure 1 illustrates the field conditions where data collection took place, the experimental designs employed, and the cameras/sensors used in the study. In both years, five cover crop species were planted, with each year having 3 and 4 reps, respectively. In 2023, the experiment included two different rye varieties. This gives a total of 15 plots in the first year, and 24 plots in the second year. The dimensions of the plots were 4.6 m by 6.1 m in 2022 and 1.9 m by 6.1 m in 2023. At each plot, a designated area of 0.5 m² was marked using flags. Cover crops and any additional green vegetation within these areas were hand-clipped from the soil surface (Supplementary Figure S1). The harvested fresh biomass was oven-dried at 65°C until a constant weight was achieved for dry AGB determination.


Table 1 | Information for the two-year cover crop field experiment.






Figure 1 | Field condition, experimental layout, and instrumentation of the experiment. (A) Field photo of the data collection; (B, C) Experimental layout in 2022 and 2023 seasons, respectively; (D) Sensors onboard the NU-Spidercam platform; (E) Instrumentation of the on-site weather station.



All crop species survived the winter of the first year, although there was a notable reduction in canola AGB in the spring. In contrast, triticale, vetch, and canola were winterkilled in the second year, attributable to a uniquely dry and cold regional winter. Destructive AGB sampling was carried out three times each year in the spring, resulting in a total of 45 and 72 AGB samples for the respective years (including winterkilled plots with a yield of 0 kg/ha in 2023). These samples include 36 plots with zero AGB due to winter kill in the spring of 2023. The plot-scale HTPP data, including multispectral images, LiDAR (Light Detection and Ranging) point clouds, thermal images, and spectral reflectance in the visible and near-infrared range, were collected using a cable-suspended field phenotyping system. Additionally, an on-site weather station recorded standard weather data at a 1-minute interval, ensuring an accurate integration of the phenotypic and environmental data.




2.2 Data processing before machine learning

Figure 2 outlines the data preprocessing pipeline employed for feature extraction in the context of ML modeling. Phenotypic data, anticipated to correlate with plant AGB, were derived from raw sensor data following a previously developed data processing protocol (Bai et al., 2019). Environmental data, synchronized with the phenotypic data via timestamps, were also incorporated into the analysis. The phenotypic and environmental features are listed in Figure 2. A set of raw images were also presented alongside their corresponding segmentation results. For each dataset, nadir-captured multispectral and thermal images were obtained using the sensing platform. Green vegetation pixels were identified as foreground through image registration, histogram equalization, and thresholding. Green Pixel Fraction (GPF), plot average temperature (Tp), canopy average temperature (Tc), and soil average temperature (Ts) were computed based on the segmentation outcomes. GPF demonstrated a strong correlation with Normalized Difference Vegetation Index (NDVI) throughout the growing season, suggesting its potential as a robust estimator for quantifying canopy growth before canopy closure (Bai et al., 2016). Tp contributed to the estimation of the Leaf Area Index and was used to detect crop water stress (Irmak et al., 2000; Wang et al., 2021; Cheng et al., 2023). Additionally, Growing Degree Day (GDD), a widely adopted feature in crop growth models, was calculated as an additional environmental feature using weather data from the first day of the year. Two base temperatures were applied for the GDD calculation (Winter wheat: 0°C (Slafer and Savin, 1991); Canola: 5°C (Lawson et al., 2006); Rye: 0°C (Szuleta et al., 2022); Vetch: 5°C (Lawson et al., 2012); Triticale: 0°C (Schwarte et al., 2006). Cover crops sharing the same base temperatures had identical GDD values (Supplementary Equation S1). A comprehensive list of equations used for calculating Vegetation Indices (VIs) is provided in the Supplementary File (Supplementary Table S1), sourced from prior publications (Rouse et al., 1974; Rondeaux et al., 1996; Gamon et al., 1997; Barnes et al., 2000; Suárez et al., 2008; Meroni et al., 2009; Badgley et al., 2017).




Figure 2 | Data processing pipeline for phenotypic and environmental features. The left panel visualizes the data processing of NU-Spidercam data, including raw images and a list of phenotypic parameters; the right panel lists the raw environmental data collected from the on-site weather station and the feature reduction process before the development of machine learning models.






2.3 Machine learning models for aboveground biomass estimation

Feature reduction was carried out to mitigate strong multicollinearity among features, as well as to exclude features that showed a weak correlation with AGB (|R| < 0.45). Subsequently, one-hot encoding was applied to convert the crop species into a numerical feature. Model performance was investigated using all features first and using different categories of features. The input features for model training were categorized into phenotypic and environmental features. Phenotypic features can quantify the variance among individual plots due to growth heterogeneity caused by differences in soil, water, and nutrients. Phenotypic features were further grouped into morphological (GPF and Canopy Height (Hc)), spectral (VIs), and thermal (Tp) groups, which were captured using different onboard instruments (Figures 1, 2).

Given the small data size, we used non-deep learning models to avoid the risk of overfitting to a certain degree. These models include Random Forests Regression (RFR), Support Vector Regression (SVR), Partial Least Squares Regression (PLSR), and Artificial Neural Network (ANN). RFR is an ensemble learning method that constructs multiple decision trees during training and outputs the mean prediction of the individual trees for AGB modeling. This method not only offers robustness against overfitting but also provides an inherent feature importance evaluation, enabling an understanding of which predictors are most influential in the modeling process. SVR is a regression adaptation of support vector machines, which operates by identifying an optimal hyperplane that functions as a decision boundary. It strives to ensure that most data points are within a certain margin of this hyperplane, maximizing the margin while limiting the regression errors. This method is effective in providing robust predictions, particularly for datasets with noisy observations. PLSR is a modeling method specializing in handling highly correlated input features. It works by transforming the original input features into a smaller set of uncorrelated components, capturing the most variance in the dataset. These components are formed from linear combinations of the original variables and are used in building the model to efficiently deal with multicollinearity and reducing dimensionality. ANNs are powerful computational models that excel at capturing complex non-linear relationships. They function by adjusting weights and biases during training to minimize a specific loss function and improve the prediction accuracy. This process involves multiple training cycles of forward and backward propagation. By iteratively refining these parameters, ANNs learn high-level patterns and correlations that are often missed by more traditional statistical methods. During the development of the ANN model, only two hidden layers were used, both incorporating potential L2 regularizations to reduce overfitting. The primary parameters explored during hyperparameter tuning are detailed in Supplementary Table S2. The dataset was randomly split into training (80%) and test (20%) sets. Data standardization was carried out for each feature independently. During model training, ten-fold cross-validation was implemented across all models. The optimized models with the best hyperparameters were selected based on the highest R2 observed during cross validation. The chosen optimal model was then implemented for predicting AGB in the test set, and the predictive performance was assessed using R2, Root Mean Squared Error (RMSE), and Normalized RMSE (NRMSE). Scikit-learn, a Python library, was used for training and evaluating ML models. Mean decrease impurity, coefficient magnitudes, and PLS loadings were employed to evaluate feature importance in RFR, SVR, and PLSR models, respectively.





3 Results and discussion



3.1 Aboveground biomass and data pre-processing

Descriptive statistics of AGB for each crop type in the whole, training, and testing data sets are illustrated in the Supplementary Document (Supplementary Figure S2). Figure 3 shows the temporal variations of AGB and selected sensor-based phenotypic features (Hc, NDVI1, and GPF) on the three sampling dates in both years. All parameters exhibited a consistent increase over time, aligning with the observed AGB growth, thus suggesting their potential as features to estimate cover crop AGB. In both years, rye consistently displayed the highest biomass, surpassing other cover crops significantly (Figures 3A, E). Notably, rye stands out as the most widely grown cover crop species in the U.S. Midwest (Nichols et al., 2020). The capacity to produce exceptional AGB under the local climate has prompted the wide adoption of rye cover crop (Ruis et al., 2019; Koehler-Cole et al., 2020). In addition, rye’s capability to significantly suppress weed growth leads to reduced management costs (Oliveira et al., 2019; Rosa et al., 2021). A field study found that a minimum AGB of 5000 kg/ha was required to achieve a 75% reduction in weed biomass (Nichols et al., 2020). Based on the biomass data obtained in this study, it is evident that rye was the only species consistently achieving this threshold in both years, typically by the end of April or the beginning of May, given a planting date at the end of September. In 2022, wheat and triticale outperformed vetch and canola in terms of biomass production. A substantial portion of the canola perished in the spring of 2022, resulting in the lowest biomass yield.




Figure 3 | Aboveground biomass and selected phenotypic parameters in 2022 (A–D) and 2023 (E–H). Three phenotypic parameters include Hc, NDVI1, and GPF. Standard errors are marked with vertical bars.



Rye consistently demonstrated higher Hc values than other cover crops, and all species exhibited increasing Hc values throughout the experimental period (Figure 3B). At the first and second sampling dates of 2022, rye had the highest NDVI1 and GPF values (Figures 3C, D). Discrepancies in VIs among the cover crop species diminished by the second date, ultimately reaching the same level by the third sampling date in 2022. By the final sampling day of 2022, NDVI1 and GPF for different crop species were not significantly different. However, these two parameters for vetch and canola plots experienced a faster increase than those of others during the investigated period. In 2023, triticale, vetch, and canola experienced winterkill, potentially attributable to diminished snow cover during the coldest periods. A few triticale plants survived in 2023 (Supplementary Figure S3), resulting in slightly higher NDVI1 and GFP than vetch and canola, which were essentially bare soil (Figures 3G, H). This underscores a potential risk associated with growing less winter-hardy crops, such as legumes and brassicas, in the study region. Between rye and wheat, all assessed phenotypic parameters showed higher values for rye than wheat in 2023 (Figures 3F–H). The development of additional features can be found in the Supplementary Document (Supplementary Figures S4, S5).




3.2 Correlation analysis

The correlation matrix of all features and AGB before the feature reduction for all crop species is shown in Figure 4A. We categorized these features into four groups for further analysis: morphological (GPF and Hc), spectral (all VIs), thermal (Tp, Tc, and Ts), and environmental (all features from the on-site weather station). The first feature reduction aimed to eliminate features with strong collinearity while retaining at least one feature from each category. Tp, the average temperature of all canopy and vegetation pixels, was retained as the representative thermal feature for Tc and Ts due to their strong positive correlations. Further investigation revealed a notable temperature difference in mid April between Tc and Ts, as opposed to early May (Supplementary Figure S6). However, Tp consistently showed very strong correlations with Tc and Ts. Another rationale for retaining Tp as the thermal feature, rather than Tc or Ts, was its relatively easier measurability without a need to distinguish between canopy and soil pixels. A previous study showed that thermal parameters improve ML-based prediction of the Leaf Area Index for maize (Zea mays L.) (Wang et al., 2021). Therefore, we expected that integrating Tp would improve the model’s performance in estimating AGB. R485 (Blue) and R675 (Red) represent the strong absorption bands by the crop canopy, while R550 (Green) denotes the most reflected band in the visible range. Due to their strong positive correlations, reflectance in the blue wavelength (R485) was kept to represent spectral reflectance in the visible wavelength range. All NDVIs, Normalized Difference Red Edge (NDRE), and Optimized Soil Adjusted Vegetation Index (OSAVI) exhibited strong positive correlations due to the similar wavelengths used in their calculations. Thus, NDVI1 and NDRE were retained for NDVI-related VIs. NDRE was also kept due to its lesser susceptibility to saturation, as evidenced by its behavior at the final sampling date (Supplementary Figures S4, S5). Among the ten Solar-induced Fluorescence (SIF) features, only SIF1, SIF8, and SIF10 were kept, as the remaining SIFs had strong positive correlations with SIF1. These strong correlations could be attributed to similarities in their calculation equations. Notably, SIF8 uses reflectance values from two NIR bands, which is distinct from the equations of other SIFs. While most SIF features leverage reflectance near an oxygen absorption band (O2-B) around 687 nm, SIF10 utilizes reflectance near another oxygen absorption band (O2-A) around 760 nm. The results of the first feature reduction are available in the Supplementary Document (Supplementary Figure S7).




Figure 4 | Correlation matrix of all (A) and reduced features (B), including morphological (GPF and Hc), spectral (VIs), thermal (Tp, Tc, and Ts), and environmental features (GDD_spring, Ta, RH, U3, Solar, and Rain). The correlation coefficient is shown in the correlation matrix of reduced features.



The second feature reduction involved the removal of features with a weak correlation to AGB (|R| < 0.45). In this step, all environmental features were filtered out except for GDD from the beginning of the year (GDD_spring). This indicates that instantaneous environmental features exerted a weaker influence on AGB than phenotypic parameters in this study. The only accumulative parameter, GDD_spring, demonstrated relatively stronger predictive power for AGB (R = 0.45). SIF10 and Transformed Chlorophyll Absorption in Reflectance (TCAR) were also excluded due to their weak correlation with AGB. When considering crop species as a single feature, the feature reduction process resulted in the selection of 12 features for ML model training. Figure 4B illustrates the correlation matrix of the final features, including an environmental feature (GDD_spring), two morphological features (GPF and Hc), seven spectral features (seven VIs), and a thermal feature (Tp). These features served as inputs for ML models, although strong correlations persisted among some of them.

Figure 5 presents the sorted R values between feature inputs and AGB for all crop species (Figure 5A), as well as for each specific crop species (Figures 5B–F). In general, the top five features with stronger correlations were VIs calculated from spectral reflectance. Specifically, NDRE (R = 0.8), SIF1 (R = -0.79), SIF8 (R = 0.78), PRI (R = 0.76), and NDVI1 (R = 0.75) exhibited the highest correlations with AGB when considering all crop species. For individual crop species, additional features were included in the top five features, including R485, R750, GDD_spring, and Hc. A weighted scoring system was used to rank the overall top five predictors, assigning decreasing scores (from 5 to 1) based on the features’ ranks (1 to 5) for each crop species. The results reaffirmed that VIs exhibit relatively stronger linear correlations with AGB, with a slightly varied ranking compared to Figure 5A, where the top five predictors were SIF1, PRI, NDRE, NDVI1, and R485.




Figure 5 | Pearson’s correlation coefficient (R) between all features extracted from the images and sensor data and the aboveground biomass for all crop species (A) and each specific crop species (B–F).






3.3 Machine learning model performance

Figure 6 illustrates the model performance using all feature inputs across different models. The optimal hyperparameters for each model are listed in Supplementary Table S3. R2 and RMSE values are also presented in the corresponding subfigures. The PLSR model (R2 = 0.84, RMSE = 892 kg/ha, NRMSE = 9%) exhibited the best performance when compared with models that could better capture non-linear interrelationships between the features and AGB. The RFR model (R2 = 0.69, RMSE = 1246 kg/ha, NRMSE = 12%) showed the poorest performance, while SVR (R2 = 0.78, RMSE = 1037 kg/ha, NRMSE = 10%) and ANN (R2 = 0.81, RMSE = 981 kg/ha, NRMSE = 10%) showed comparable performance with each other. These results indicate that AGB can be estimated using linear ML models with good performance. The correlation analysis above also confirmed strong linear correlations between features and AGB with feature collinearity at a certain degree (Figures 4, 5), indicating that PLSR could be the most suitable model for this scenario. Previous work concluded that PLSR showed promising performance in AGB estimation for winter wheat at different growth stages (Wang et al., 2022). Thus, our work further establishes the promising performance of PLSR in AGB estimation for multiple cover crop species. Another study explored AGB estimation for multiple oats (Avena sativa L.) cultivars at different locations using RFR, SVR, PLSR, and ANN models. The results showed that no single model performed best across all locations, and PLSR outperformed other models at certain experimental locations (Sharma et al., 2022). Furthermore, a systematic investigation of model performance involving eight ML models concluded that PLSR was among the best models for ABG estimation in winter wheat (Yue et al., 2018). These studies reconfirmed that linear-based models such as PLSR can outperform more complex, non-linear models in AGB estimation. To the best of our knowledge, no prior results are available for comparison with our model performance across multiple cover crop species. Therefore, we exclusively compared the model performance for available crop species, such as winter wheat. Comparable model performance was observed when using drone-based multispectral camera systems and PLSR to estimate winter wheat AGB [R2 = 0.75, (Wang et al., 2021)]. A higher model performance was achieved when using VIs from a close-range field spectrometer and PLSR for the same purpose [R2 = 0.89, (Yue et al., 2018)]. Additionally, comparable performance was achieved for potato AGB estimation using RFR at the tuber-growth stage [R2 = 0.68, (Liu et al., 2022a)].




Figure 6 | Scatter plots of predicted vs. actual aboveground biomass using all features extracted from the cameras and sensors by four machine learning techniques. Model names and performance metrics (R2 and RMSE) are shown in the corresponding subplots.



Figure 7 shows the feature importance of RFR, SVR, and PLSR models. Morphological features (Hc and GPF) ranked among the top five important features of the RFR model. In SVR, Hc and GPF ranked 9th and 6th, while in PLSR, they ranked 16th and 6th. SVR and PLSR shared the top five features from VIs with different ranking orders, including NDRE, NDVI1, R485, SIF1, and SIF8. Among these five VIs, SIF1, R485, and SIF8 were also among the top five important features of RFR. The environmental feature, GDD_spring, ranked 7th, 8th, and 7th for RFR, SVR, and PLSR models, respectively, indicating its significant contribution to model performance. The thermal feature, Tp, ranked 12th, 10th, and 9th in the three models, respectively, suggesting a slightly lesser contribution to model performance in this study. Generally, the crop species feature held lower importance than other features, with average rankings at 13th, 13th, and 12th for the three models, respectively.




Figure 7 | Feature importance for three investigated models, including RFR, SVR, and PLSR.



Table 2 shows the model performance using different feature categories. Firstly, only morphological features were used in the model development. Except for the ANN model (R2 = 0.80, RMSE = 986 kg/ha, NRMSE = 9.81%), other models yielded the lowest R2 (0.34 - 0.50) with the highest RMSE and NRMSE (1573 - 1802 kg/ha and 15.64% - 17.92%) compared to other conditions. ANN appears to be the only method capable of estimating AGB for multiple cover crop species with GPF and Hc alone. When using only spectral parameters as feature inputs, ANN still demonstrated the highest R2 (0.77), although with a slightly reduced margin compared to other methods (RFR: 0.66; SVR: 0.62; PLSR: 0.68). The relatively strong performance of using spectral features alone (R2 ≥ 0.62) confirms the application of aerial sensing platforms with a single multispectral camera (e.g., drones and high-resolution satellite imagery) for cover crop AGB estimation. The difference in model performance between the models utilizing spectral features and those using both morphological and spectral features was small (ΔR2 = ± 0.2). This result indicates that GPF and Hc did not improve the model performance when spectral features were already utilized. A possible explanation is that the spectral features already embedded the useful information of GPF and Hc. Upon excluding the crop species feature, model performance declined except for the ANN model. The feature importance of crop species for RFR, SVR, and PLSR models also explains to a certain degree why adding this feature improves the performance of the overall model for all five crop species. The impact of the thermal feature, Tp, on model performance was also investigated by estimating model performance without Tp. The results indicated that Tp contributed the least to the improvement of R2 and RMSE for RFR, SVR, and PLSR models. Notably, including Tp led to a higher RMSE for ANN. Therefore, the instantaneous thermal features (e.g., Tp) may offer limited improvement in this application. Overall, we concluded that accurate AGB estimation for multiple cover crop species can be achieved using drone systems or high-resolution satellite constellations, which provide spectral and morphological features at the plot level. Also, more accurate prediction models can be generated from drone systems due to their higher spatial resolution of images, while satellite systems offer benefits in terms of higher throughput and coverage (Sankaran et al., 2015; Zhang et al., 2020; Kharel et al., 2023). Furthermore, accurate canopy height and thermal features could improve the model performance to a certain extent.


Table 2 | Comparison of model performance for cover crop aboveground biomass estimation by categorizing model inputs into morphological, spectral, and thermal groups. The units of RMSE and NRMSE are kg/ha and %, respectively.






3.4 Model limitation

Based on Table 2, the PLSR model built on all features yields the highest R2 value of 0.84, with an RMSE of 892 kg/ha. Given this RMSE value, the current model’s accuracy may require further improvement to assist producers in predicting aboveground performance from advanced technology. Additionally, understanding the quantitative influence of the AGB of different cultivars of promising crops (e.g., various rye cultivars) on potential benefits is necessary. This effort will help establish clear target RMSE ranges of the models. The models developed in this study were trained and tested on multiple cover crop types using data from two years. However, the study was limited to a single site in Nebraska with specific soil and weather conditions. As the models are purely data-driven, we acknowledge that their performance may not be robust when predicting cover crop AGB in environments beyond the investigated ranges, even within the U.S. Midwest and Great Plains. Further validation of the model’s robustness and transferability is required by testing with truly independent data sets. For instance, a multi-location experiment across Nebraska, from west to east, would provide a much broader range of growing environments for candidate cover crops, aiding in testing and model improvement.





4 Conclusion

High-throughput plant phenotyping offers a non-destructive and efficient approach for estimating plant AGB. This study encompassed a two-year field experiment aiming at developing ML models for AGB estimation of five cover crop species - rye, vetch, canola, winter wheat, and triticale - from phenotypic and environmental data in the U.S. Midwest region. The raw dataset included multispectral imagery, LiDAR point clouds, spectral reflectance, thermal images, and environmental data, complemented by the AGB data obtained via destructive sampling. Consistent with prior research in similar climates, rye outperformed other species in terms of AGB accumulation in both years. Leveraging morphological, spectral, environmental, crop species, and thermal features extracted from the raw dataset, we employed four ML techniques - Random Forest Regression (RFR), Support Vector Regression (SVR), Partial Least Squares Regression (PLSR), and Artificial Neural Network (ANN) - to predict cover crop AGB. PLSR emerged as the best approach (R2 = 0.84, RMSE = 892 kg/ha, NRMSE = 8.87%) when utilizing all feature inputs. Thus, this study highlights linear models, like PLSR, are on par with non-linear models in capturing the fundamental relationship between features and AGB for cover crop research, especially when dealing with feature collinearity. All feature categories contributed to the performance of RFR, SVR, and PLSR models, while spectral features alone exhibited the strongest performance for RFR, SVR, and PLSR models. Morphological features alone yielded satisfactory results when trained with the ANN model. Instantaneous thermal features made a marginal contribution to the model performance in this study. Despite achieving high testing accuracy in this study, we suggest that further training and validation of the models, using larger datasets and various data splitting techniques, could enhance model robustness. Consistent with challenges identified in previous research on AGB estimation for various crops, the scarcity of ground truth data continues to be a significant obstacle in developing more accurate and robust models, owing to the inherent constraints of field experiments and limited resources. Collecting more biomass data under different soil and climate conditions could further improve the model performance. Continuous development of more universal and robust image processing algorithms for vegetation segmentation, especially in later growing stages with dense vegetation canopy, could improve GPF quantification. Convolutional neural networks could be leveraged to replace manual feature extraction if a much larger biomass data set is available.
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Algorithm 3 Main stem point cloud restoration.

Input: The main stem skeleton point set.
Output: Restored main stem point cloud.
1: for each i € [0, M;.len] do
2 add p; to M,
3 for each j € [0, 10] do
4 Create a new point
5t point.x = p;. X + (P(i41). X - pi- X) / 10 *
6: point.y = p;. ¥ + (Pt). ¥y - Pi- ¥) / 10 *j
7.
8
9

point.z = p;. 2 + (P41). 2 - Pi- 2) / 10 *j
add point to M,
end for

10: end for
11: for each point in M, do
12: use k-nearest search method to search all neighborhood points of point in P,
13 add all the searched points to restored main stem point cloud
14: end for
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Algorithm 1 Skeletonization.
Input: The point cloud after preprocessing method.
Output: The main stem alternative skeleton point set.
i |- Sw = (mec - Zmin) / 30
2: for each i € [0, 30] do

Generate a temporary cloud T, to store points in each slice layer of Z-axis
for each point in P, do
if point.z >= (Zin + Sw * 1) and point.z <= (Zmin + Su * (i+1)) then
add this point to T,
end if
end for
cluster set = euclideanClustering(T,.)
for each cluster in cluster set do
calculate X, and X,,;,, of cluster
if (Xonae - Xpnin) > threshold then
make 5 slices in x-axis of cluster
calculate average grayscale value A, of each slice
calculate centroid point C,, of slices with the maximum A,
add C,, to main stem alternative skeleton point set
end if
else
calculate centroid point C,, of cluster
add C,, to main stem alternative skeleton point set
end else
end for

23: end for
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Algorithm 2 Main stem skeleton point extraction.

Input: The main stem alternative skeleton point set.
Output: The main stem skeleton point set.
1: Generate a plane to take ps as the center and Line(ps, ps) as the normal
2: for each point in P, do
3 substitute the coordinates of point into the plane equation
4 if substitute results > 0 then
5e project this point onto the plane
6 end if
7: end for
8: construct convex boundary with peojected points
9: cacluate average distance Ay from all points on the boundary to ps
10: for each i € [0, M,,.len] do
11: dis = distance(p;, p(+1))
12: A; = Ay - dis
13 if A; <0 then

14: pr =1

15: break

16: end if

17: end for

18: for each i € [py, Mys.len| do

19: add p; to main stem skeleton point set

20: end for
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Trials No. of entries  No. of plots Media Mea Max Min SD CV (%)
Site 1 65 203 1964 1938 3195 662 498 26
Site 2 33 131 4476 4514 6395 2442 783 17

Site 1, advanced yield trial; Site 2, variety testing trial; SD, standard deviation; CV, coefficient of variation. One plot with low yield was considered as outlier and was removed from each trial.
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Center waveleng

width (nm

Bl Coastal Blue* 444 28
B2 Blue 475 32
B3 Green* 531 14
B4 Green 560 27
B5 Red* 650 16
B6 Red 668 14
B7 Red edge* 705 10
B8 Red edge 717 12
BY Red edge* 740 18
B10 Near infrared 842 57

*Indicates the bands of the RedEdge-MX Blue camera.
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Vegetation Index scription Formula

Normalized Difference Vegetation Index (NDVI) (NIRg42-Res0)/ (NIRg42+Rg50)
Red Edge Normalized Difference Vegetation Index (NDRE) (NIRg42-RE705)/(NIRg 42 +RE705)
Modified Triangular Vegetation Index (MTCI) (NIRg42-RE705)/(RE705+Rgso)
Difference Vegetation Index (DVI) NIRg4>-Reso
Ratio Vegetation Index (RVI) NIRg2/Res0
Red edge chlorophyll index (Clied cage) NIRg,/REyos-1
Enhanced Vegetation Index (EVI) 2.5((NTRg42-Res0)/(NIRg42+6Rg50-7.5B475+1))
Soil-adjusted Vegetation Index (OSAVI) (140.16)(NTRg42-Res0)/ (NIRg 42+Rg50+0.16)

Byss, Resor REzo5 and NIRgy, in the table represent the reflectance at blue, red, red edge and near-infrared bands, respectively.

Reference

(Rouse et al., 1974)
(Gitelson et al., 1996)
(Dash and Curran, 2004)
(Naito et al., 2017)
(Liang et al., 2013)
(Gitelson et al., 1996)
(Prabhakara et al., 2015)

(Rondeaux et al., 1996)
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Texture Features

Correlation Coefficients

Red edge;os

Mean(mean) -0.687** -0.703** -0.095*
Variance (var) -0.311 -0.121%* 0.055
Homogeneity (hom) 0.285** 0.073 -0.206*
Contrast (con) -0.285** -0.076* 0.084*
Dissimilarity (dis) -0.291* -0.071 0.131*
Entropy (ent) -0.369** -0.144 0.188**
Second moment (sm) 0.357* 0.165%* -0.196**
[ Correlation (cor) -0.088 0.036 0.237*

*and ** are significant at the 0.05 and 0.01 levels.





OPS/images/fpls.2023.1158837/table4.jpg
Vis+Tls

Technique Data set
RMSE

Cal 0.698 0371 1.487 0.735 0.348 1.656 0.806 0315 1.856
SVM

Val 0.621 0433 1.338 0.790 0312 2010 0.813 0.297 2.084

Cal 0.648 0.403 1.335 0.689 0.380 1445 0791 0311 1.899
BPNN

Val 0.664 0392 1716 0.688 0.389 1.787 0.795 0.330 1.936

Cal 0.840 0271 2257 0.844 0.269 2.095 0.906 0.208 3.149

RE

Val 0.733 0396 1.545 0.699 0.411 1.399 0.786 0.347 1.888

Cal 0.649 0.402 1.392 0.652 0.397 1.405 0753 0.335 1.755
PLSR

Val 0.616 0413 1.328 0.660 0.425 1474 0.759 0.347 1.775

‘The value in bold type indicates that the model is the best LAI estimation model. The Cal and Val in the table represent the calibration set data set and validation set data set respectively.
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Vegetative (0 - 650 GDD)

Flowering (650 - 900 GDD)

Grain Filling (900+ GDD)

led Height Plot v R cc Height Plot R cc Height Plot
NDVIY  CC (¢e ;
10%" 95%" Volume" 10%" 95%" Volume* 10%" 95%" Volume"

Mean 083 0.71 0.83 079 0.86 0.75 0.7 0.94 092 091 0.77 0.84 0.97 095 0.84
Maize 2020 0.85a 081 a 082a 0.86 a 0.89 b 094b 077 b
Maize 2021 081b 057 b 075b 053b 095a 096 a 091 a

RS1234 0.87a 0.86a 082a 0389 a 08a 094a 09a 0.98 ab 097 a
RS23 0.86 ab 0.86a 0.84a 088 a 0.75 ab 094 a 09a 0.98 a 097 a
RS14 0.85 ab 0.83a 078 a 089 a 075 ab 092a 0.85 ab 097 be 0.95b
RS1 078 ¢ 0.83a 079 a 09a 0.66 be 091 a 0.78 be 0.94d 094 ¢
RS2 0.82 be 0.86a 084a 086 a 0.63 be 094 a 0.86 ab 0.98 ab 096 a
RS3 0.82 abc 0.84a 0.82a 087 a 0.76 ab 093 a 088a 0.98 a 096 a
RS4. 079 ¢ 076 b 065b 074b 054 ¢ 0.87 b 0.75¢ 097 ¢ 091d
Trim 0.907 0.879 0.904 0.567 0951 i s 0937
ANOVA Ns' 0.725 NS 0812 NS 0.807 NS NS NS 0.74 NS 0.827 NS 0923 NS NS NS 0722 NS 0.792 NS 0.328 NS NS
. . 0o . 0058 | 0131 <0001 e 0192 0081 . <0001
Year ANOVA | 0.009 0077 NS 0029 o e 0.072NS <0.001 it pt 0328 NS 0938 NS <0.001
<0.001 0.134 0.569 0.27 0.851
RSANOVA  0.003 0617 N$ 0035 0.003 NS 0.005 0.143 NS 0.023 s i 0.005 <0.001 <0.001 e
RSxY 0.342 <0.001 0262 . 0.585 099 . 0.996
ANOVA NS 093 NS 0.59 NS 0.968 NS e NS 0.093 NS 0.967 NS 0.258 NS NS NS 0.756 NS 0.177 NS 0.202 NS NS

Significant differences were declared using ANOVA between plot trimming (Trim) techniques, years (Y), row segments (RS), and interaction (RS x Y) effects. Where ANOVA was significant, letters following the traits indicate significant differences between treatments at
< 0.05. The same letters signify no significant differences between treatments. Where there were not significant differences in ANOVA, values were removed and the mean can be used for the trai
CC, Canopy Cover; R, From RGB sensor; L, From LIDAR sensor; V, From VNIR-hyperspectral sensor; RS, Row Segment; Y, Year.

+ = ANOVA significance based on p-value: 50.05= N$<0.05 = <001 = **,<0.001 = ***,
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Sensor Flights

Growth Stage

LiDAR
Vegetative 8 6 6
Maize Flowering 6 4 I 3
Grain Filling 8 6 6
Vegetative 9 7 5
Sorghum Flowering 7 6 4

Grain Filling 6 5 6
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Abbreviatiol Index Name Formula Reference
Cartel Carter Index 1 Reos/Ryz0 Carter (1994)
GNDVI Green NDVI (Rys0 - Rss0)/(R7s0 + Rsso) Gitelson et al., 1996
mRENDVI Modified Red Edge Simple NDVI (Ry50 - Ry05)/(Rys0 + Rogs - 2Ryys) Sims and Gamon (2002)
NDVI Normalized Difference Vegetation Index (Rys50 - Ryos)/(Rys0 + Ryos) Gitelson and Merzlyak (1994)
OSAVI Optimized Soil Adjusted Vegetative Index (1 + 0.16)(Rsoo - Re70)/(Rgoo + Rezo + 0.16) Rondeaux et al. (1996)
PRI Photochemical Reflectance Index (Rs31 - Rs70)/(Rs31 + Rszo) Gamon et al. (1992)
PSRI Plant Senescence Reflectance Index (Rgso - Rspo)/Rys0 Merzlyak et al. (1999)
SR800680 Simple Ratio Index Rgoo/Reso Sims and Gamon (2002)
SR700670 Simple Ratio Index R700/Re70 McMurtrey et al. (1994)
VOG1 Vogelmann Red Edge Index Ryao/Roz0 Vogelmann et al. (1993)
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Vegetative (0 - 650 GDD) Flowering (650 - 900 GDD) Grain Filling (900+ GDD)

cc Height Plot R (e Height Plot % R CE Height Plot
10%" 95%" Volume" - 10%" 95%" Volumet  NOVI - CC 10%" 95%" Volume"
Mean 0 037 071 065 056 04 048 094 095 08 056 059 092 092 083
Sorghum
it 03b 047b 093b 0911 0 - - 08b
S°;g:‘:"' 05a 046b 0962 095a 081b 061a 092b 083 b
Sorghii 053a 058a 091 3b 091b 0852 054b 093a 081a
2020
RS1234 0474 045a | 06a 0974 096 081a 0690 0964 0954 0884
RS23 0.45.ab 0450 | 0s6ab 0984 096 083b 068 ab 0974 0954 087 ab
RS14 0.43 abe 038b 049 093b 091b 082¢ 057 be 091b 0920 081b
RSt 036d 03¢ 03¢ 087¢ 093 be 077¢ a8 0stc 088 07c
RS2 0.42abe 043ab | 051bc 0974 096 08d 06ab 0564 094ab 083b
RS3 01 be 04ab | 044 de 097a 0962 03d 063 ab 0962 094 3b 085 ab
RSt 04cd 0393 039¢ 09b 091¢ 07 f 047 ¢ 087 ¢ 088 ¢ 078
Trim 0 082 | 0294 0939 . . 0322
i, el osNs | 0smNs 0936 NS o e OIONS  0506NS ossNs | 0oNs | 9 os7sNs | 0s7NS 0727 Ns s
X : ! .95
Yar aNova | %P1 oa03ns | 0216Ns 0244 NS ";g' ozns | <001 <0.001 004+ Q001 UN S" 0002 0518 NS oo+ 0025 *
rsaNova | Y0 oguns  osoiNs 083 NS u.:vzs el I <0.001 <0.001 et Q":? 00027 <0.001 <0.001 "+ <ooot
RSxY 0292 ; o035 ; | 0807 e : o712
MO . INs INs INS INs S o014 0198 NS 0492Ns | 0.0 Yo | 099NS  0389NS INs %

Significant differences were declared using ANOVA between plot trimming (Trim) techniques, years (Y), row segments (RS), and interaction (RS x Y) effects, Where ANOVA was significant, letters following the traits indicate significant differences between treatments at
< 0.05. The same letters signify no significant differences between treatments. Where there were not significant differences in ANOVA, values were removed and the mean can be used for the trait.

CC, Canopy Cover; R, Trait from RGB sensor; L, Trait from LIDAR sensor; V, Trait from VNIR-hyperspectral sensor; RS, Row Segment; Y, Year.

+ = ANOVA significance based on p-value: 0.05= N§,<0.05 = *,<0.01 = **,<0.001 = ***,
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Single fruit Fruit number per fruit-  Fruiting cane number Plant number per Estimated yield (kg/

Treatment 5 3

weight (g) ing cane per plant 667 m? 667 m?)
oPT 79.09 £ 1.47a 36.65 + 1.15b 1033 + 0.57a 445 13325
UST 80.91 + 1.52a 77.35 + 6.80a 12.67 + 0.58a 445 3528.6

Data were expressed as means + SD. Different letters within each column indicate significant differences (P < 0.05).
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Harvest
Parameter

Ripening

fruit shape index 1.30 + 0.07a 1.32 + 0.09a
total soluble solids (°Brix) 7.23 + 0.06b 7.57 +0.12b
soluble sugar content (%) 5.26 + 0.17b 5.84 + 0.15b
titratable acidity (%) 1.58 + 0.02b 1.36 + 0.03¢
total soluble solids/titratable acidity 524 +0.03¢ 5.57 + 0.08¢
dry matter (%) 16.24 £ 0.004a 16.35 £ 0.002a

Data were expressed as means:+ SD. Different letters within each row indicate significant differences (P < 0.05).

1.30 + 0.07a

13.25 £ 0.01a

6.37 £ 0.10a

2.07 +0.06a

640 +0.01b

15.37 £ 0.006a

1.32 +0.09a

13.73 £ 0.06a

6.89 +0.07a

1.82 +0.12b

7.54 + 0.06a

15.23 +0.001a
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Site nal imagery Technique CcC SSIM PSNR ERGAS
1 UASp + Satelliterp, HS 0.82 0.77 2347 275
AWLP 0.81 0.7 23.21 2.83 021
UASte, + Satelliterp HS 0.87 081 28.27 3.84 1.96
AWLP 0.88 085 28.43 372 0.88
2 UASyp, + Satelliterp, IHS 0.84 0.84 25.46 6.92 1.80
AWLP 0.84 085 25.57 6381 043
UASs, + Satelliterp THS 0.83 0.77 25.53 7.20 290
AWLP 0.89 085 26.72 594 0.70
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Slender canes with 6 ~ 8 mm in Medium canes with 8 ~ 10 mm in  Thick canes with > 10 mm in

Date Treatment

diameter diameter diameter
OPT 1121 + 0.79f 12.53 + 0.83f 1323 + 1.71e
June 28
UsT 1401 + 1.05d 1531 + 1.51c 15.85 + 1.85bc
OoPT 1152 + 0.83f 13.82 + 1.27de 13.03 + 1.62¢
July 11
UST 13.52 + 0.97¢ 1421 + 1.35d 1659 + 1.56b
OPT 15.13 + 1.25¢ 15.52 + 1.69¢ 1426 + 1.72d
July 24
UST 1673 + 1.92b 19.95 + 2.07a 1838 + 193a
& oPT 1533 + 1.37¢ 13.25 + 1.17¢ 1532 + 1.77¢
ugust
10 UST 15.41 + 1.29¢ 15.11 + 139¢ 18.53 + 1.65a
st oPT 14.58 = 1.43d 15.18 + 1.83¢ 15.91 % 1.27bc
e UsT 1829 + 192 1739 + 1.92b 1837 + 195

Data were expressed as means + SD. Different letters within each column indicate significant differences (P < 0.05).
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Total fruiting cane Bud Budbreak Budbreak Flower bud Flower bud

Fruiting canes with

2 8 Treatment %
different diameters length (cm) number number rate (%) number rate (%)
S 967 +
) 65.37 £ 1.27e 0.13¢ 578 = 0.13¢ 59.73 £ 0.31a 5.74 + 0.15¢ 59.38 £ 0.27a
slender canes with 6 ~
8 mm in diameter st 23.50 +
156.33 + 2.31a 0272 1431+£0.10a | 60.89 +0.35 1421 +0.13¢ 6047 £ 0.22a
o 767 +
: : 49.32 £ 115 0.15d 4.10 +0.09d 53.48 £ 0.27b 4.04 +0.02d 52.69 £ 0.19b
medium canes with 8 ~
10 mm in diameter 5067 &
UST
115.72 £ 2.69b 0.21b 1130 £ 0.17b | 54.67 + 0.41b 1116 + 0.05b 53.99 £ 0.21b
OPT 1657 &
thick canes with > 10 mm 103.27 + 1.58¢ 0.11d 651 + 0.03¢ 39.26 + 0.37¢ 5.89 + 0.01e 35.56 £ 0.11c
in diameter 1623 +
UST 82.51 + 1.30d o11d 622 +0.11e 38.33 + 0.15¢ 5.95 + 0.01e 36.63 + 0.13¢

Data were expressed as means + SD. Different letters within each column indicate significant differences (P < 0.05).
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Cane length (cm)

Date | Treatment Total Slender canes with 6 ~ Medium canes with 8 ~ Thick canes with > Ratio
length 8 mm in diameter 10 mm in diameter 10 mm in diameter
171.05 +
OPL 4.18f 51.32 + 1.35cd 51.32 £ 1.55¢ 68.42 + 1.28¢ 0:30:40
June 28
24575 +
UST 59:36:05
5.49¢ 145.11 + 2.17a 88.94 £ 2.73b 11.70 + 0.59g
19473 +
OFt 5.56e 5950 + 1.98¢ 5950 + 1.69¢ 75.73 + 1.89bc ABL38
July 11
23650 +
usT 4.80c 134.81 + 2.33ab 8041 £ 1.92b 2129 + 0.55 573409
18243 +
OPL 4.11e 49.26 + 1.56d 47.43 £ 1.08d 85.74 £ 1.47b 2647
July 24
24630 +
st 4.28b 135.47 + 2.25ab 8374 + 1.52d 27.09 + 0.51ef 553l
OPT 2880 23:24:53
A 6.14d 4678 = 1.61de 48.84 £ 1.77d 107.80 £ 2.76a
ugust
10
25177 +
usT 7.25b 118.33 £ 3.95b 103.23 + 2.61a 3021 + 0.69% 7Lz
207.56 +
A Ot 5.28d 42.16 + 1.59% 49.32 £ 0.97d 115.08 £ 2.72a 2245
ugust
24
28102 +
usT 10.33a 123.98 + 5.21b 104.69 + 3.552 52.35 + 1.57d 3719
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Vegetation Index
Ratio Vegetation Index
Difference Vegetation Index

Normalized Difference Vegetation Index
Greenness Indices
Green Normalized Difference Vegetation Index

Enhanced Vegetation Index2

Green Chlorophyll index

Modified simple ratio

Modified Soil Adjusted Vegetation Index

Structure Indices

Calculations

NIR
RVI=—=
R

DVI=NIR-R

NIR-R

NDVI = RR+ R

NIR- G

ONDVI= NR+G

2.5 x (NIR-R)

EVI2 = SR+ 24 xR+ 1

NIR
=
CLgreen 1

(2 x NIR+1)—

MSAVI = 0.5 x ((2><NIR+1)Z 03
)

References

Pearson and Miller, 1972

Becker and Choudhury, 1988

Rouse et al., 1974

Gitelson et al., 1996

Jiang et al., 2008

Gitelson et al., 2006

Chen and Cihlar, 1996

Daughtry et al., 2000

-8 x (NIR-R
o i 5 NIR-G i
Green Optimized soil-adjusted vegetation index GOSAVI = 1.16 X ————— Gilabert et al., 2002
NIR+ G +0.16
s T o NIR-R %
Red Edge Optimized soil-adjusted vegetation index REOSAVI =116 X ——— Kim et al, 1994
NIR + R +0.16
Red Edge Renormalized difference vegetation Index RERDVI = NIR - RE Kim et al, 1994
NIR + RE
Red edge Chlorophyll Index =R Gitelson et al., 2006
RE-1

Chlorophyll Absorption Ratio Index
Normalized Green Red Difference Index

Triangular Vegetation Index

Chlorophyll Content Indices

Modified triangular vegetation index 2

CARI = (RE-R) - 0.2 x (RE+R)

G-R
NGRDI = ——
G+R

TVI = 60 x (NIR - G) - 100 x (R G)

1.2 (NIR - G))

1.5 x (
MTVI2 = -2.5x (R-G)

(2 x NIR + 1)>—

(6 x NIR-5 x VR) - 0.5

Rondeaux et al., 1996
Potgieter et al., 2017

Broge and Leblanc, 2001

Haboudane, 2004

MERIS Terrestrial Chlorophyll Index

Dash and Curran, 2004
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Country

Area of high-throughput field

phenotyping research

Prospects

Reference/web link

West Ghana Exploration of digital agriculture, deployment Digital agriculture, Hall et al., 2018; Kpienbaareh et al., 2019; Kassim et al., 2022;
Africa of low-cost sensors and technologies for low-cost precision Sie et al,, 2022; https:/ftfpeanutlab.caes.uga.edu/Research/
breeding, exploration of remote sensing for agriculture, and variety-development/high-throughput-phenotyping-in-senegal -
precision agriculture, GIS breeding, use of high- | ghana-and-ugandahtml
throughput tools
Senegal Exploration of digital agriculture, exploration Development of high- Dingkuhn et al., 2015; Gano et al., 2021; https:/
of UAV imagery, multi-spectral imaging, GIS  throughput www.devdiscourse.com/article/other/523595-senegals-embrace-
approaches, digital of-the-digital-revolution-in-agriculture-marks-the-way-forward-
agriculture, low-cost for-africa
precision breeding
Nigeria Use of field mobile agricultural robots, digital Development of high- Ifeanyieze et al,, 2014; Daniel et al, 2016; Ejikeme et al., 2017;
imaging, remote sensing, machine learning, throughput Iseki and Matsumoto, 2019; Alabi et al., 2022; Tzuogu et al.,
GIS, site-specific analytics, drone imagery approaches, digital 2023; https:/nitda.gov.ng/wp-content/uploads/2020/11/Digital-
agriculture, low-cost Agriculture-Strategy-NDAS-In-Review_Clean pdf
precision breeding,
deployment of digital
technologies and
innovations
North Morocco High-throughput phenotyping, precision field- Expanding Bijaber et al., 2018; Danzi et al., 2019; Bouras et al., 2020; Jabir
Africa based phenotyping platform for drought/heat phenotyping and Falih, 2020; Laachrate et al., 2020; Quahir et al., 2022;
tolerance, development of quinoa phenotyping  capabilities, low-cost https://www.fao.org/in-action/plant-breeding/
methodologies, expanding the precision and precision breeding, nuestrosasociados/africa/morocco/es/; https://www.icarda.org/
prediction value of phenotyping/genotypic data | deployment of digital research/projects/precision-field-based-phenotyping-platform-
for new germplasm emerging from the wheat, technologies and droughtheat-tolerance-morocco-pwpp
adding an HTPP system for wheat abiotic innovations,
stresses expansion in remote
sensing capabilities
Egypt High-throughput precision phenotyping for Expanding El-Shirbeny et al,, 2014; Elsayed et al,, 2017; Shokr, 2020; Bahn
improvement of drought and salt tolerance in phenotyping et al,, 2021; Elmetwalli et al., 2022; Elsafty and Atallah, 2022;
wheat genotypes, implementation of digital capacities, low-cost Abdelnabby and Khalil, 2023; Mahdy and Ahmad, 2023; Sayed
technology (mobile applications) for field precision agriculture, et al., 2023; https:/globalrust.org/geographic/egypt; https://
phenotyping, Al-enabled system to enhance and breeding www.fao.org/e-agriculture/news/egypt-turns-fao-digital-
agriculture process, satellite imagery for crop transformation-agriculture; https://dailynewsegypt.com/2021/
monitoring 12/07/government-launches-ai-enabled-system-to-enhance-
agriculture-process/
Southern  South Deployment of field scanalyzer (FieldScan) for  Expanding Mutanga et al,, 2016; Brewer et al,, 2022a, b; Buthelezi et al.,
Africa Africa spectral crop measurement, remote sensing for | phenotyping 2023
precision agriculture capacities, low-cost
precision agriculture,
and breeding,
advancing remote
sensing capabilities
Zimbabwe UAV-based high-throughput phenotyping, Expanding Kefauver et al,, 2015; Zaman-Allah et al,, 2015; Gracia-Romero
multispectral remote sensing in maize varietal phenotyping et al., 2018; Musungwini, 2018; Buchaillot et al,, 2019; Chivasa
response to maize streak virus (MSV) disease, capacities, low-cost et al., 2020; Gracia-Romero et al., 2020; Shonhe and Scoones,
high-throughput phenotyping of maize precision agriculture, 2022; Parwada and Marufu, 2023;
performance under phosphorus fertilization, and breeding
remote sensing methodologies for crop
monitoring under conservation agriculture
East Kenya Satellite-based assessment of maize yield Expanding Kefauver et al., 2015; Kotikot and Onywere, 2015; Zaman-Allah
Africa variations in smallholder farms, GIS and phenotyping et al,, 2015; Burke and Lobell, 2017; Manzi and Gweyi-
remote sensing capabilities capacities, low-cost Onyango, 2021
precision agriculture,
and breeding
Ethiopia GIS for precision agriculture, imaging Expanding Alemaw and Agegnehu, 2019; Bontpart et al., 2020; Debesa
technologies for crop trait analysis phenotyping et al., 2020; Beyene et al., 2022; Debalke and Abebe, 2022

capacities, low-cost
precision agriculture,
and breeding
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Trait/phenotypic

parameter

Applications

Advantages

Limitation

References

Hyperspectral sensor

Thermal sensor

Visible light sensor

3D sensor

Fluorescence sensor

Multispectral sensor

Spectrometer

Modified from Zhao et al., 2019.

Examples Crop
species

VNIR, SWIR Rice,
Wheat

Thermal ‘Wheat

infrared

sensor, near-

infrared

camera, FLIR

sensor

RGB sensor, Rice

visible light

camera

LIDAR Maize,

(Light ‘Wheat

Detection

and Ranging)

sensor, 3D

laser scanner

Fluorescence Wheat

camera, LIFT

fluorometer
Sorghum,
Maize
Maize

Nitrogen status, nitrogen
use efficiency, water
content, yield estimation,
canopy components

Canopy temperature,
drought tolerance, water
use efficiency

Shoot growth, phenology,
greenness, plant vigour,
leaf area

Plant height, canopy
cover, above-ground
biomass, crop architecture

Photosynthetic capacity,
chlorophyll content,
quantum yield

Disease resistance,
nutrient use efficiency, N
content, biomass, grain
yield

Water content, seed
composition, yield

Evaluate spectral
properties,
explore
hyperspectral
bands, estimate
indices for
fertilizer
accumulated in
plant organs,
early detection of
plant stress

Monitor crop
temperature for
abiotic stresses
e.g., drought
tolerance

Visible
phenotype
parameters,
classification of
crop organs,
greenness,
growth and
health, time
series of
vegetation indices

Extract
morphological
traits of plants
organs from 3D
point clouds;
measuring crop
height and
volume

Measure
photosynthesis,
chlorophyll,
‘water stress

Multiple plant
responses to
nutrient
deficiency, water
stress, diseases,
etc,

Leaf and canopy
growth, disease
evaluation, leaf
area, chlorophyll
content, canopy
temperature, and
crop responses

Accurate
estimation of
nitrogen content
and other
biochemical or
physiological
status

Low-cost,
precise and
reliable in
repeated
experiments

Affordable
sensors are
available

3D plant
information can
be quickly
captured
through close-
range
observation

Automatic and
rapid
measurement of
photosynthetic
parameters

High-resolution,
fast

Handy and casy
to use,
inexpensive

Update model
for new crop
species, image
processing is
challenging,
sensors are
costly, large data
size

Environmental
factors have an
impact on
performance,
very small
temperature
variations are
undetectable,
and cameras
with higher
resolution are
heavier

Visual spectral
bands and
properties are
limited, Changes
in illumination
conditions cause
image blur and

noise errors

LIDAR can be
sensitive to
small variations
in path length,
field
applications can
be challenging

Limited for
UAV imagery,
can be affected
by background
noise, difficult to
use in the field

Sensors can be
expensive,
limited to a few
spectral bands

The quality of
the data may be
affected by soil
background,
spectral mixing
could occur, and
sensor
calibration
required

Seiffert et al,,
2010; Deery

et al, 2014;
Sadeghi-Tehran
et al, 2021;
Wang et al.,,
2021

Costa et al.,
2013; Deery
etal, 2019;
Sagan et al.,
2019

Kipp et al,,
2014; Guo
et al, 2015

Miiller-Linow
et al,, 2015;
Guo et al,,
2018; Jimenez-
Berni et al.,
2018; Qiu et al.,
2019

Chaerle and
Van Der
Straeten, 2000;
Zendonadi dos
Santos et al,,
2021

Zaman-Allah
et al, 2015;
Zhao et al,,
2021

Cozzolino,
2014; Andrianto
et al, 2017;
Chivasa et al,,
2020; Cavaco

et al, 2022
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Phenotyping

platform

Examples

Applications

Advantages

Limitations

References

Ground-based platforms

Fixed-site systems

Permanent
platforms based on
a cable-suspended
multi-sensor
system

Handheld sensors

In-field mobile
platforms

Aerial platforms

Unmanned aerial
vehicles (UAVs)

Satellite imaging

Modified from Li et al,, 2014 and Deery et al., 2014.

Field scanalyzers
(i.e Rothamsted
field scanalyzer,
Maricopa field
scanalyzer)

The ETH field
phenotyping
platform, the
University of
Nebraska
phenotyping system

Point
spectroradiometers,
thermal sensors,
chlorophyll meters,
imagers

Phenocart,
proximal sensing
cart, phenomobiles,
manned buggies

Broadly classified
into Rotocopters,
fixed

wing systems,
parachutes, and
blimps

Digital Globe
WorldView-2
satellite,
WorldView-3
satellite,
RADARSAT-2

Ground cover, canopy
height, plant

geometry, growth, growth
stages,

vegetation indices,
chlorophyll

fluorescence parameters

Monitor canopy cover,
canopy height, and traits
related to thermal and
multi-spectral imaging
with selected examples
from winter wheat, maize,
and soybean

Estimate chlorophyll
fluorescence, canopy
temperature, nilrogen
status, leaf area, plant
height, yield

Estimate biomass, leaf
area index, counting
plants, plant height, early
vigour, and plant maturity

Traits such as canopy
cover, canopy height, crop
lodging, growth indices,
and canopy temperature
can be estimated from the

imagery

In precision agriculture
for germplasm evaluation,
multi-location yield trials,
field observation of crop
biophysical parameters,
weather predictions

Unmanned continuous
operation with good
repeatability, deploy a wide
range of sensors, fully
automated. Not limited by
soil conditions

Produce precise, high-
resolution images, deploy a
wide range of sensors, fully
automated

Ground truth reference to
validate aerial
measurements (UAVs) and
airplanes, low-cost and easy
to use

Manually operated, low-
cost, easier to construct,
multiple traits evaluations,
deploy

more sensors, flexibility
with payload and view
angle geometry; very
adaptable

Rotocopters (i.e drones)
can deploy a wide range of
sensors, including thermal,
multispectral, and
hyperspectral cameras, high
hovering capabilities, better
flight time

Evaluation of moderate to
large-sized trial, multi-
location evaluation;
provides automated
coverage of isolated field
trials across a larger
geographical area

Expensive, monitor a limited number of
plots, limited by weather conditions

Monitor a limited area of crop, difficult
to move, expensive, and limited by
weather conditions

Labour intensive and time-consuming,
limited plot coverage, measurement bias

The motorized platforms are costly to
construct and run, need technical
expertise, hard operation for large-scale
experiments. Limited by weather and soil
conditions

Lower speeds for image stitching, lens
distortion, and overlap of the acquired
images can affect orthomosaic, battery
use and flying time may be limited by
the payload, and operability is limited in
windy, wet, dull, variable light, or cold
conditions

Affected by weather conditions,
resolution, frequency of imaging, takes a
long time from image acquisition to
access, costly, higher frequency of
satellite revisits, cloud cover can
interfere with imaging

Virlet et al.,
2017; Burnette
et al, 2018

Kirchgessner
et al, 2017; Bai
et al, 2019

Yang et al,,
2014; Andrianto
et al,, 2017;
Garriga et al.,
2017

White and
Conley, 2013;
Andrade-
Sanchez et al.,
2014; Deery
et al, 201
Crain et
2016

Sankaran et al.,
2015; Zaman-
Allah et al.,
2015; Chawade
et al, 2019;
Holman, 2020

Tattaris et al.,
2016; Yang
et al, 2017b;
Yang, 2018
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pical waveforms

Constraint-based EM

2166.21

130.32

1552.01
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1951.70

292.26

EM
217958
13119
1510.62
805.17
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Actual value

2166.87
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775.86

1945.25
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Optimization algorith

Constraint-based EM 0.979 6.907 103.016 8.596

EM 0.978 6.971 104.740 8.681

“Constraint-based EM” means the Expectation-Maximization algorithm with peaks boundary constraints, “EM” means the original Expectation-Maximization algorithm.
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Waveform gy parameters Optimization algorithms R2
Constraint-based EM 0991
Rv
EM 0.990
Constraint-based EM 0.998
Rg
EM 0.997

“Constraint-based EM” means the Expectation-Maximization algorithm with peaks boundary constraints, “EM” means the original Expectation-Maximization algorithm.
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27.324

33.766
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p./p, calculation

Reference il Correlation
strategy Po/Py
LiDAR f d Spectral Ch:
: - WRIEOImLANC np st \ GORT Fusion strategy (proposed) #nge 0.81 065  1.01
imagery value
LiDAR waveform Tang et al. (2012) | GORT Set experienced value 250 0.63 040 201
Al 8
LiDAR waveform (2’0 "1';';’" e GORT Least squares 107 053 028 285
LiDAR f d Spectral fraction-|
= WEYEIOEIRANC JPecie Yang et al. (2019) Sap fraction:based Set experienced value 2.00 0.51 030 276
imagery model
i NDVI-LAI
Spectral imagery \ relationship \ \ 0.48 025 272

\, indicates that the grid value is empty.





OPS/images/fpls.2023.1237988/table4.jpg
Pa eters Value
Number of grids 2331
Max 3.68
Min 0.00
Average 245

Standard deviation 0.80
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Platform = Sensors Bands range* Revisit interval Spatial Resolution (m/ Running state on

(CEVD) pixel) orbit
NOAA AVHRR 5-6 VIS, NIR, MIR, TIR 0.5 1100 Free In progress
Landsat 5 ™ 7 VIS, NIR, SWIR, TIR 16 30, 120 Free Decommissioned in
2013
Landsat 7 ETM+ 7 VIS, NIR, SWIR, TIR, 16 15, 30, 60 Free Decommissioned in
PAN 2021
Terra MODIS 36 VIS, NIR, SWIR, 12 250, 500, 1000 Free In progress
MIR, TIR
IRS P6 LISS-3 4 VIS, NIR 24 235 Paid In progress
GeoEye-1 = 4 VIS, NIR 35 0.41-1.65 Paid | In progress
Landsat 8,9 | OLI/TIRS 11 VIS, NIR, SWIR, TIR, 16 15, 30, 100 Free In progress
PAN
PlanetScope PS2, PS2- 4-5 VIS, RE, NIR 1-2 3-4 Paid In progress
SD
Sentinel- MSI 13 VIS, RE, NIR, SWIR 10 10, 20, 60 Free In progress
2A/2B

*Meaning of the abbreviations. MIR, Mid-Infrared; MW, Microwave; NIR, Near Infrared; PAN, Panchromatic; RE, Red edge; SWIR, Shortwave Infrared; TIR, Thermal Infrared; VIS, Visible Spectrum.
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Abbreviations
ABA
AEZ

AgRISTARS

Al
ANFIS

ANN

APE
APSIM
AVHRR
cC
CGM
CGMS

CI

Cn
CI2

CIpP

cv
DL
EnKF
EOS

ETM+

EVI
FAO
FPAR
GA
GF-1
GLUE
HI

HS
TIASA
LACIE
LAI

LF
LiDAR
LSTM
LUE

MARS

Full Name
Abscisic Acid

Agro-Ecological Zone

Agriculture and Resources Inventory Surveys Through Aerospace Remote

Sensing
Artificial Intelligence
Adaptive Neuro-Fuzzy Inference System

Artificial Neural Network

Agro-Pastoral Ecotone

Agricultural Production System Simulator Next Generation

Advanced Very-High-Resolution Radiometer
Canopy Cover

Crop Growth Model

Crop Growth Monitoring System

Chlorophyll Index

Red-Edge Chlorophyll Index 1
Red-Edge Chlorophyll Index 2
International Potato Center
Computed Tomography
Computer Vision

Deep Learning

Ensemble Kalman Filter

Earth Observing System

Enhanced Thematic Mapper Plus

Enhanced Vegetation Index

Food And Agriculture Organization

Fraction Of Absorbed Photosynthetically Active Radiation

Genetic Algorithm

Gaofen-1

Generalized Likelihood Uncertainty Estimation

Harvest Index

Hyperspectral

International Institute for Applied Systems Analysis

Large Area Crop Inventory Experiment
Leaf Area Index

Limiting Factor

Light Detection and Ranging

Long Short-Term Memory Networks
Light Use Efficiency

Monitoring Agricultural Resources

Abbreviations

MCARI

MCYFS

ML

MLR

MME

MODIS

MRE

MS

MSE

MSS

MTY

NDVI

NOAA

NRCT

OLI

PAR

PPI

PROSPECT

RF

RS

RVI

SAIL

SAR

SAVI

SDGs

SLR

SVM

TCI

TIR

™

UAV

VCI

VI

‘WDVI

‘WOFOST

wp

4DVAR

Full

Modified Chlorophyll Absorption Ratio Index

Mars Crop Yield Forecasting System

Machine Learning

Multiple Linear Regression
Multi-Model Ensembles

Moderate Resolution Imaging
Spectroradiometer

Mean Relative Error

Multispectral
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Vi3 VARI 0.39 3.63 v7 RVI 0.70 6.19 V1o OSAVI 0.71 7.19
Vn MSAVI 0.53*%* 321 Vi1 DATT = 0.69*** 5.83 Vn SR445 0.80%** 574
Soil

R1 0.56** 2.82 Vn Cv1 0.82*** 4.04 R1 CVI 0.76*** 6
cover

R2 TGI 0.43*%¢ 3.61 R1 Cv1 0.79*%* 4.54 R3 SAVI 0.67*** 7.69

R4 LCI 0.56*** 3.18 R2 LCI 0.76*** 4.81 R5 SR445 0.89%** 421

RS MTCI 0.54*%¢ 3.01 R5 TGI 0.83*%% 4.59

V5,V6, V7, V10, V11, and V13, represent the vegetative growth stage with 5,6, 7, 10, 11 and 13 visible leaf collars on the main stem. Vn represent number of leaf collars greater than 13. R1, R2,
R3, R4, and R5, which correspond to the silk, blister, milk, dough, and dent stages, respectively. *, ** and *** indicate the regression is significant at p<0.05, p<0.01 and p<0.001 respectively. ‘ns"
indicates non-significant. VI- vegetation index; MAPE: mean absolute percentage error. Full form of acronyms are given in Figure 4 or Supplementary Table 2.
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Biomass sampling dates

Information

Vetch: Hairy vetch
Canola: Trophy canola
Wheat: Winter wheat
Triticale: Triticale
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Sep-26-2021
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May-09-2022

Vetch: Hairy vetch
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Wheat: Winter wheat
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Rye: Elbon and Yankee rye

Sep-27-2022

Apr-07-2023
Apr-27-2023
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Growth stage
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2020
V5 1 0.04ns 4.65 0.04ns 4.65 0.18* 4.07 0.18% 4.07 0.18* 4.07
Vi3 0.24%* 4.26 0.21* 4.36 0.17** 4.46 0.17* 4.46 0.19* 4.39
Vn 0470+ 344 043+ 3.58 0.44* 57 044 3.57 0.48*%* 342
R1 0.59"* 3.07 0.58*** 312 0.60*** 3.03 0.60*** 3.03 0.62*** 2.99
R2 0.59% 312 0.58*** 3.18 [V e 3.42 051 342 051" 34
R4 0.56%** 3.18 0.55%** 323 0.46*** 3.54 0.46%** 354 0.47** 3.51
RS 0.55%x¢ 297 0.54** 3.01 .51 3.17 0.51%%* 317 0.52* 317
; 2021 7 :
V5 L L 7.05 DA™ 6.85 0.57* 7.02 DETe* 7.02 D5 713
v7 0.68*** 5.64 0.68*** 573 0.70*** 5.5 0.70%** 5.5 0.70%%* 5.45
Vi1 1 by 5.16 0.79+%* 4.89 0.76*** 531 115 o 531 0.74%* 5.49
Vn 0.78%* 5.14 0.80%%* 4.81 0.69*** 5.92 0.69%%* 592 0.67** 6.15
R1 0.90%* 3s 0.924%* 3.12 0.86*** 3.87 0.86*** 387 0.84%%* 4.16
R2 0.76™** 481 0.77*** 4.72 0.74** 512 0.74*** 5.12 0.72%+ 535
RS 0.55%** 742 0.59*** 7.0 0.49*** 7.49 0.49*** 7.49 0.46*** 772
2022
V6 0.09ns 11.85 0.09ns 11.85 0.60*** 7.8 0.60** 7.8 0.60*** e §
V10 0.69** 739 0.65*** 7.72 0.67*** 7.44 0.67*** 744 0.71** 7.11
Vn L5 5.51 0.76*** 6.29 Qe 6.18 077+ 6.18 081> 553
R1 0.82%** 5.79 0.81%%* 5.89 0.79*** 6.16 0.79%%* 6.16 0.80*** 6.09
R3 0.70** 7.13 0.70%%* 7.06 0.64** 7.88 0.64%%* 7.88 0.63*** 8.05
R5 0.53*** 8.68 (157 o 8.55 0.54*** 8.65 0,54 8.65 0.5+ 8.76

Leaf Chlorophyll Index (LCI), MERIS Terrestrial Chlorophyll Index (MTCI), Red Edge Chlorophyll Reflectance Index (RIrededge), Modified Simple Ratio at 705 (mSR705) and Modified
Normalized Difference at 705 (mND705). *, ** and *** indicate the regression is significant at p<0.05, p<0.01 and p<0.001 respectively. ‘ns’ indicates non-significant. MAPE: mean absolute
percentage error, DAP: day after planting. Bold values represent the best V1 for a given growth stage.
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N represcais th sie of the dataset SD indicats the standard deviaions GV stands for the coeficient of variation.
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Statistical characteristics

Training set Test set Training set Test set Training set  Test set
Mean 0525 053 0518 0517 0562 0541
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Mode 045 0278 045 0375 06 0714
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Sample size 146 63 112 48 35 14
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Equation

Ryso + Ry — Rees
Rygo + Ry7 + Regs

Reao +R71y — Rees
Reto + Ryiy + Rees = Ruzs

Reao + Ryiy — Regs

Rgyo + Ryyy +6 X Rggg = 7.5 X Ryps +25

Rsao + Ry17 + Rsgo — Regs
Rgio + Ryi7 + Regs + Rsgo — Rizs +7

Ry ~ Rees

Ryio + Res

Ry
Rees

2.5 % (Rgso ~ Regs)
Rgyo +6 X Rggg —7.5 X Ryps + 1
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Reference

(Rouse et al., 1973)
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(Huete et al,, 1999)
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(Fitzgerald et al., 2010)

(Sims and Gamon, 2002)

(Huete et al., 1997)

(Gitelson et al., 2005)

(Peiiuelas et al., 1995)

(Blackburn, 1998)

(Gamon and Surfus, 1999)

(Merzlyak et al., 1999)

(Gitelson et al, 2001b)

(Gitelson et al., 2001b)

(Gitelson et al., 2001a)

(Gitelson et al., 2006)

(Gitelson et al., 1996)

(Gitelson et al., 2005)
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NDVI = (NIR -~ Red) / (NIR + Red), )
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NDRE = (NIR - RedEdge) / (NIR + RedEdge), (1)





OPS/images/fpls.2023.1237988/im57.jpg
Ry





OPS/images/fpls.2023.1272049/fpls-14-1272049-g002.jpg
Soil stage Jointing stage

Growth stage





OPS/images/fpls.2023.1208404/im6.jpg





OPS/images/fpls.2023.1237988/im56.jpg
P/ Pe





OPS/images/fpls.2023.1272049/fpls-14-1272049-g001.jpg





OPS/images/fpls.2023.1208404/im5.jpg





OPS/images/fpls.2023.1237988/im55.jpg
P/ Pe





OPS/images/fpls.2023.1272049/crossmark.jpg
©

2

i

|





OPS/images/fpls.2023.1208404/im4.jpg





OPS/images/fpls.2023.1237988/im54.jpg
P/ Pe





OPS/images/fpls.2023.1284235/table5.jpg
Windows

Small

Middle

Large

Calibration set

Validation set

RMSE RMSE R? rRMSE

(kg/ha) (kg/ha) (VA)
ND 6244 0.98 823 2077.88 076 25.68
DI 667.89 097 8.1 1956.36 079 2418
D2 560.70 0.99 7.39 1838.56 0.81 273
D3 666.55 0.97 8.79 2162.41 0.74 26.73
D4 686.44 0.97 9.05 1949.04 0.79 24.09
ND 565.31 0.98 7.45 1766.42 0.82 21.83
DI 529.04 0.98 6.98 1746.74 0.83 21.59
D2 565.59 0.98 7.46 1704.28 0.84 21.07
D3 596.49 0.98 7.87 1769.39 0.83 21.87
D4 596.03 0.98 7.86 1836.60 0.81 22.70
ND 57297 0.98 7.56 1758.00 0.83 2173
DI 624.10 0.98 823 182555 0.1 2256
D2 573.87 0.98 757 1711.52 0.84 21.16
D3 611.56 0.98 8.06 1796.42 0.82 2220
D4 593.81 0.98 7.83 1823.08 0.81 22,53
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Calibration set

Validation set

RMSE (kg/ha) R2 rRMSE (%) RMSE (kg/ha) rRMSE (%)
LT 237.56 0.89 1221 343.95 0.82 18.44
B 779.01 0.90 9.09 1339.28 0.78 15.55
HtF 827.80 0.87 8.65 1931.32 047 22.62
EF 1021.92 0.87 877 1857.75 0.63 18.37
All 75529 0.97 9.96 1938.27 0.79 23.96
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Windows

Small

Middle

Large

Late Tillering stage

Booting stage

Heading to Flower-

Early Filling stage

ing stage
Directions

RMSE R2 rRMSE  RMSE R2 rRMSE  RMSE R2 rRMSE  RMSE R? rRMSE

(kg/ha) (%) (kg/ha) (%) (kg/ha) (%) (kg/ha) (VA]
ND 37635 | 0.82 2017 140100 079 1627 176193 0.62 20.64 1869.57 050 1849
D1 491.46 0.63 26.35 1410.43 0.73 16.38 1918.14 0.63 2247 1872.06 0.54 18.51
D2 399.85 0.76 2143 1173.01 0.82 13.62 1664.21 0.69 19.50 1813.24 0.53 17.93
D3 421.89 0.77 22.62 1552.01 0.77 18.02 1686.04 0.65 19.75 1908.85 045 18.88
D4 378.64 0.82 203 151191 0.77 17.56 1779.76 0.66 20.85 1826.19 0.54 18.06
ND 43171 | 073 2314 157741 | 074 1832 174406 | 057 2043 1897.33 051 1876
D1 43652 07 23.40 15748 066 18.29 180840 = 070 2119 201991 053 1998
D2 397.88 0.76 2133 1335.28 0.80 15.51 1658.65 0.64 19.43 2038.48 0.44 20.16
D3 442.94 0.73 2374 1866.81 0.58 21.68 1720.56 0.59 20.16 1928.3 0.44 19.07
D4 443.72 0.69 2379 1798.19 0.66 20.88 1793.00 0.57 21.00 1848.5 0.56 18.28
ND 426.54 0.71 22.87 1490.65 0.77 17.31 1691.00 0.71 19.81 1870.34 0.55 18.5
D1 46152 | 067 | 2474 142564 072 16.56 180298 | 067 2112 184866 058 1828
D2 45315 065 2429 119883 0.83 13.92 165800 075 19.42 191927 | 047 1898
D3 410.27 0.79 21.99 1766.66 0.71 20.52 1698.83 0.64 19.90 1949.16 041 19.28
D4 381.10 0.81 2043 1572.64 0.76 18.26 1774.50 0.64 20.79 1879.00 0.56 18.58
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Texture  Calculation equations Features
features description
Mean N N, The mean value in the
(Mean) Mean =i X P(i,]) GLCM window.
i=1j=1
Variance NNy ) o The variance in the
(Var) Var =33~ u)" x Plij) GLCM window.
i=1j=
Homogeneity ;I:‘:zlhomogeneity of grey
H Hom = x P(i,j)
(Hom) 2121 1+ (’ i in the GLCM window.
The clarity of texture in the
Contrast N N, GLCM window, as opposed
(Con) Con = 22(:‘ -j)* x P(i,j) to
= HOM.
The similarity of the pixels
Dissimilarity in
. Ng Ng . . 2y 1 i i
(Dis) Dis = 3'S'[i - j| x P(i, ) the GLCM window, similar
i=1j=1 to
CON.
The diversity of the pixels
in
Entropy N, N, the GLCM window,
(Ent) Ent = — EEP (i,5) x log[P(i, )] proportional to the
=i complexity of the
image texture.
Second The uniformity of greyscale
N, N, .
Moment SM = ngg[P(i,j)]z in
(SM) =1j=1 the GLCM window.
- The linear dependency of
Correlation Egzg(i, j) % P(i,j) - u;u; greyscale on those of
(Cor) o = neighboring pixels in the
0;0; GLCM window.

P(ij) represents the probability of each pixel pair (i) value and i, j are the gray tones in the windows,
which are also the coordinates of the co-occurrence matrix space; Ng represents the number of
distinct grey levels in the quantized image, which has a gray value range of the original image; 1L and
G represents the mean and standard deviation of P(ij), respectively.
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Testing
time

Varieties

Accuracy

References

APSIM-Potato Australia 2012/13 Russet Burbank, 2 NRMSE = 154% - Borus et al, 2018
Moonlight
APSIM-Potato China 1986-2020 - 1 R* =092, 10 Luo et al,, 2022
NRMSE =
14.48%
Aquacrop Argentina 20092010 Spunta 1 R* =056 25 Casa et al,, 2013
AquaCrop Denmark 2013-2015 Folva i R® = 0.63-0.98, - Razzaghi et al.,
NRMSE = 7.3- 2017
21%
AquaCrop Ethiopia 2012 Jalene 2 E = 0.84-0.96, - Yibrah et al.,
NRMSE=3.49-8% 2015
AquaCrop Iran 2010 Kuzima 1 R®=09,NRMSE - Afshar et al.,
=921% 2014
CropSystVB-CSPotato United States 2001-2002 Ranger Russet 1 - - Alva, 2010
Daisy Poland 2000-2006 Triada 1 RRMSE = 15.4% - Mazurczyk et al.,
2007
Hamer-model United Kingdom 3-15 years - 5 average error % 115 Ejieji and
=158 Gowing, 2000
Infocrop-potato India 8-18 years - 2 NRMSE = 8-10% - Govindakrishnan
et al., 2007
LINTUL-NPOTATO Netherlands 1996-1999 Eersteling, Bintje, 2 R* = 0.865, 18 Van Delden
Junior, Agria RMSE = 1.08 Mg et al, 2003
ha!
LINTUL-POTATO-DSS South Africa 2013-2014 Innovator 10 R® = 0.939, 0.635 6,9 Machakaire et al.,
2016
LPOTCO Ireland, Germany, 1998-1999 Bintje 20 R* = 0.65 - Wolf, 2002
Sweden, Finland, UK,
Belgium, Ttaly
MacKerron and Waister (1985) India 1992/1993 Kufri 1 error % = 4.1- 2 Prihar et al., 1995
model, Versteeg and Van Keulen Chandermukhi 25.7%
(1986) model
MoDrY Poland 1971-1996 - 1 R = 0.64, MRE 25 Zyromski et al.,
(excluding =12.40% 2013
1984)
Sands-model Australia - Exton, Sebago, 9 = = Hackett et al.,
Kennebec, 1979
Delaware, Sequoia
SSM-iCrop2 Iran 2017-2018 Sante, Arinda, 4 r=080, RMSE= 20 Dadrasi et al,,
Agria, Marfona 543gm™’ 2020
SUBSTOR-Potato Argentina 1979-1983, Huinkul, 4 R* =0.915 24 Travasso et al.,
1987-1991 Kennebec, Mailen 1996
and Spunta
SUBSTOR-Potato Canada 1992-1993 Kennebec 8,12 error % = 4-15% = Mahdian and
Gallichand, 1997
SUBSTOR-Potato Czech 1994-2002 Rosara il R* =097 (4 4 Stastna et al.,
years) 2010
SUBSTOR-Potato Uganda, Burundi, Peru, 1980,2002-  Asante, Amarilis, 5 RRMSE = 28.1% 26 Kleinwechter
India, USA 2010 Kufri Bahar, et al, 2016
Kathadin
SUBSTOR-Potato, AquaCrop China 2018-2019 Zihuabai 1 12 Wang et al,, 2023

R® = 0.37-0.72
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Platform Sensor Model Cultivars Bands Bands Parameters  Modelling Accuracy References

Type number  range Method
(nm)
Germany  Handheld Ms' ‘hand-held multi-spectral radiometer - 2 670, 870 LAI, model assimilation of =063 36 Finke, 1992
(CROPSCAN, Inc.) input LALand
parameters LEACHN model
Canada Handheld HS? FieldSpec HandHeld spectroradiometer Russet 200 325-1075 cn® SLR™ =064 40 Morier et al.,
(Analytical Spectral Devices [ASD] Inc, Boulder, |~ Burbank 2015
€0)
United Handheld MS GreenSeeker™ (Trimble Navigation Limited, Russet GreenSeeker: ~ GreenSeeker: |~ NDVI®, nonlinear R 144 Sharma et al.,
States Sunnyvale, CA, USA); Burbank 2% 660, 770; proprietor- regression (GreenSecker) 2017
Holland Scientific Crop Circle™ ACS 430 Crop Circle:  Crop Circle:  proxy LA = 0.60;
(Holland Scientific, Inc., Lincoln, NE, USA) 3 650,730, 760 R (Crop
Circle) = 064
United Handheld Ms GreenSeeker™;Holland Scientific Crop Circle™  Russet GreenSeeker:  GreenSecker: | NDVI; nonlinear Ry 288 Jasim et al,,
States ACS 430 Burbank, 2 660, 770; NDVI, NDRE',  regression (GreenSecker) 2020
Shepody, Crop Circlee | Crop Circle | CHLRE®, LA =057;
Superior 3 650, 730, 760 Ry
(GreenSecker)
=036
China Handheld | HS USB 2000 spectrometer (Ocean Optics, Inc, Shepody 1630 350-1100 OCW-based CI  SLR R=0825 27 Luoetal,
Dunedin, Florida, United States) RMSE = 2020
02257
Canada | Handheld | MS FieldScout CM 1000 NDVI Russet 2 660, 840 NDVI, soil data  SLR; EN'; k- R (SVR) = 479 Abbas et al,
Meter (Spectrum Technologies, Aurora, USA) Burbank NN'%; svM'® 0.54-0.72; 2020
R (SLR) =
053-070;
R* (EN)
0.49-064;
R (kNN) =
053064
Egypt Handheld ‘Thermal,  handheld infrared thermal camera (Ti-32; Fluke  Bellini, - 7500-14000,  color Indices, SMLR"; R (SMLR) = 48 Elsayed et al.,
RGB* ‘Thermography, Glottertal, Germany); Arizona 400-700 NRTC" ANFIS'®-GA" 073; 2021
14-megapixel digital camera (Kodak D5100 R (ANFIS-
reflex; Tokyo, Japan) GA) = 080
Peru Handheld Thermal,  FLIR thermal camera (Model E60, FLIR Systems ~ Unica - 7500-13000, cc', dr?, assimilation of dT  R* =091-099 8 Ninanya
RGB Inc, Taby, Sweden); digital camera D5300 400-700 ‘model input and SOLANUM etal, 2021

(Nikon, Thailand) parameters model

' MS, Multispectral;* HS, Hyperspectral; * RGB, red-green-blue; * LAL Leaf Area Index;* CI1, Red-edge Chlorophyll Index 1;° NDVI, Normalized Difference Vegetation Index; ” NDRE, Normalized Difference Red-edge: * CHLRE, Chlorophyll Red-edge: * OCW, Optimal
Combination Weighting Method; '* NRTC, Normalized Relative Canopy Temperature; '' CC, Canopy Cover; ' dT, Canopy temperature minus air temperature; '* SLR, Single Linear Regression; '* EN, Elastic Net; '* k-NN, k-nearest neighbor; '® SVM, Support Vector
Machine; 7 SMLR, Stepwise Multiple Linear Regression; '7 ANFIS, Adaptive Neuro-fuzzy Inference System; ** GA, Genetic Algorithm.
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Platform  Platform  Sensor  Sensor Model Cultivars Bands Bands  Parameters Modelling ~ Accuracy References

Type Model Type number  range Method
United Plane Piper Seneca | MS' three Kodak Megaplus 4.2i - 3 G,R, Integrated SAVI SLR" R =0.89 18 Sivarajan,
States. digital cameras NIR 2011
Japan UAV YH300 Ms MSIS, MS2100, DuncanTech, Toyoshiro 4 VIS, SPAD, stem length MLR™ R =075 10 Yokobori
(Yammer Ltd. NIR etal, 2004
Ld)
Japan UAV DIt Ms Micro MCA RGB+3, Tetracam | Toyoshiro 6 425950 NDVI, height Alex Net, R(NDVD = 23 Tanabe et al,
Spreading nm SLR, MLR 0.18-0.67; 2019
Wings 5900 R (NDVI &
height) =
0.12-1.005
Alex Net:
Insufficient
precision
China UAV. DJI Matrice | HS? Headwall Nano-Hyperspec Favorita; 72 400- MCARP, €I, CI2%, PLSR', RF' | R? (PLSR) = 144 Liet al, 2020
600 Pro (Headwall Photonics Inc., Shepody; 1000 nm  MCARI/OSAVIS, full 081
Bolton, MA, USA) Zhongshu 5/10/ spectrum, height R (RF) =
1819 063
United UAV DJI Matrice | HS Headwall Nano-Hyperspec 6 unknown 273 400- full spectrum Ridge'%; R (ridge) = 96 Sun et al.,
States 600 Pro (Headwall Photonics Inc., varieties 1000 nm oLs'% 063; 2020
Bolton, MA, USA) PLSR; SVM'; | R? (OLS) =
RF; AdaBoost | 0.13;
R* (PLSR)
053
R (SVR) =
057
R (RF) =
051
®
(AdaBoost) =
045
United UAV DI Ms NIR + regular camera/senser; Russet Burbank; | 4,6 VIS, RE,  ANTHO', GNDVT, GLM™ R =0.34- 288 Jasim et al.,
States Phantom 4, Altum multispectral Shepody; NIR, BNDVI’; CHLGR'™®, 063 2020
DJl Inspire sensor (MicaSense, Seattle, WA, Superior LWIR  NDVI
2 UsA)
China UAV DJI Matrice | HS regular camera, Cubert UHD- | Zhongshu 3/5 125 450950 - PLSR 2 Wuetal,
600 185 nm 2020
United UAV DjlInspire | MS GEMS multispectral camera - 4 RG,B, cultivar information RE, SVM = Lietal, 2021
States 2 (Sentek Systems LLC, NIR

Minneapolis, MN, USA)

! MS, Multispectral;  HS, Hyperspectral; * MCARI, Modified Chlorophyll Absorption Reflectance Index; * CI1, Red-edge Chlorophyll Index 1; * CI2, Red-edge Chlorophyll Index 2; ¢ OSAVI, Optimised Soil Adjusted Vegetation Index;” ANTHO, Anthocyanin; * GNDVI,
Green Normalized Difference Vegetation Index; * BNDVI, Blue Normalized Difference Vegetation Index; '” CHLGR, Chlorophyll Green; '* SLR, Single Linear Regression: '* MLR, Multiple Linear Regression; '* PLSR, Parcial Least Squares Regression; '* RF, Random
Forest; '* Ridge, Ridge Regressions '® OLS, Ordinary Least Squares; ' SVM, Support Vector Machine; '® GLM, Generalised Linear Model.
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Testing

year

2005/06-
2006/07

2004-2005

2011

1980-2014

2016

2010/11-
2015/16

2016-2018

2012/13-
2017/18

2017

2004-2018

2016-2019

2019-2020

2020

2016-2018

Country

Bangladesh

United
States

Libya

Bangladesh

Saudi
Arabia

Bangladesh

Spain

India

United
States,
Lebanon

Mexico

Spain

United
Kingdom

India

Belgium

Satellite

Terra Mms'

Landsat 5 MS

GeoEye-l  MS

NOAA MS

Landsat 8, MS
Sentinel-2A

Landsat 5, MS
7.8

Sentinel- MS
2A,2B
IRS P6 MS

PlanetScope  MS

Terra MS

Sentinel-2 MS

Sentinel-2 MS

Sentinel-2 MS

Sentinel-2 MS

Sensor
Type

Sensor
Model

MODIS

™

AVHRR

OLI/
TIRS,
MSI

™,
ETM+,
OLI/TIRS

MSI

LISS-3

PS2, PS2-

SD

MODIS

MSI

MSI

MSI

MSI

Cultivars

Russet
Burbank,
Norkotah

Monalisa,
Spunta,
Rudolf

Maris
Piper,
Amora,
Pentland
Dell

Parameters

Regional level:
NDVP,

LAP,

FPAR',

Field level:
mean NDVI

ISAVE,
cumulative
ET®

NDVI

ver, Ter

NDVI, SAVI,
cumulative
NDVI,
cumulative
SAVI

Mean NDVI

ARI2%, CRI2",
IRECI2",
LCC'?, NDVI,
PSRI™,
WDVI', §2
bands'®

VCI, climate
data

SAVI

NDVI,
Harvested last
year, climate,
irrigation

NDVI,
PPI'C, S2
bands

NDVI,
SLAVIY,
NDMI',
aG”

NDVI

NDVI
integral,
Tmax™, P*'

SDrz*

Modelling
Method

SLR*

MLR*

SLR

ANN*

SLR

SLR

GLM*,
rqlasso?,
LeapBack®,
svmL?,
svmR*,
MARS™,

kknn?, RF*”,

avNNet*

Step wise
regression

OLS35

RF, svmP,
svmL, svmR,
GLM

RF, SVM

SLR

SLR

RF

Accuracy

Regional
level:

R* (NDVI)
=0.79;

R* (LAD =
0.87;

R® (FPAR)
=0.83;
Field level:
R? (mean
NDVI) =
0.66

R* (2004) =
0.97;
R* (2005) =
075

R* = 0.60

error % <
10%

R? (Landsat
8) =0.39-
065

e
(Sentinel-
24) = 0.47-
065

R*=0.81

The best
three
algrithoms:
R (rqlasso)
=0.90;

R
(LeapBack)
=089

R? (svmR)
=0.93

RMSE =
9.8-21.8%

R® (Russet
Burbank) =
0.44;

R?
(Norkotah)
=0.57

R* (RF) =
0.757-0.839;
R* (svmR)
=0.733-
0.837;

R* (svmL)
=0.692-
0.863;

R? (svmP)
=0.717-
0.858;

R* (GLM)
=0.612-
0.834

S2 & PPL:
R* (RF) =
0.77;

R* (SVM)
=0.63

S2 &
NDVI:
R* (RF) =
0.66;

R* (SVM)
=0.64

R*~0.65,
NRMSE =
0.16

R* = 0.692

R? (Late
potato) =
0.57;

R? (Early
potato) =
0.68

Sample
size

6

(Regional)

50 (Field)

9 (2004)
13 (2005)

24

24

60

33

838

40

94

50

723

References

Bala and
Islam, 2009

Sivarajan,
2011

Elmetwalli
etal, 2014

Akhand et al.,
2016

Al-Gaadi
etal, 2016

Newton et al.,
2018

Gomez et al,,
2019

Kumar et al.,
2019

Abou Ali
etal, 2020

Salvador
etal, 2020

Gomez et al,,
2021

Mhango et al.,
2021

Singha and
Swain, 2022

Vannoppen
and Gobin,
2022

! MS, Multispectral; > NDVI, Normalized Difference Vegetation Index; > LA, Leaf Area Index; * FPAR, Fraction of Absorbed Photosynthetically Active Radiation; * ISAVL, three-date Integrated
Soil Adjusted Vegetation Index; ® ET, Evapotranspiration; 7 VCI, Vegetation Condition Index; * TCI, Temperature Condition Index; ® ARI2, Anthocyanin Reflectance Index; ' CRI2, Carotenoid
Reflectance Index; ! IRECI2, Inverted Red-Edge Chlorophyll Index; ' LCC, Leaf Chlorophyll Content; ** PSR, Plant Senescence Reflectance Index; '* WDVI, Weighted Difference Vegetation
Index; '* S2 bands, Sentinel-2 bands; ' PPI, Potato Productivity Index; '7 SLAVI, Specific Leaf Area Vegetation Index; '® NDMI, Normalized Difference Moisture Index; ' CIG, Chlorophyll
Index Green; *° Tmax, monthly maximum temperature; >' P, monthly precipitation; ** SDrz, daily root-zone soil water depletion; * SLR, Single Linear Regression; ** MLR, Multiple Linear
Regression; > ANN, Artificial Neural Network; ® GLM, Generalised Linear Model; *” rqlasso, Quantile Regression with LASSO penalty; > LeapBack, Linear Regression with Backwards Selection;
# svmL, Support Vector Machine Linear; * svmR, Support Vector Machine Radial; *' symP, Support Vector Machine Polynomial; *> MARS, Multivariate adaptive regression splines; ** RF,
Random Forest; > kknn, k-Nearest Neighbours; ** avNNet, Averaged Neural Network.
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Year N rates (kg/ha) RUE

0 0.12d
25 0.14 ¢
50 0.19b
2021
100 0.20 ab
150 0.20 ab
200 0.21a
0 0.07 b
25 0.08 ab
50 0.10a
2022
100 0.11a
150 0.09 a
200 0.10a

For a specific year, values with a distinct letter after them are significant at the 5% level using
Tukey-Kramer method.
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N rates (kg/ha)

Days after transplanting

14 20
0 430 £ 0.96 b 1179 £ 351 b 1460 £3.02 b 19.15+ 1.78 ¢ 2859 £ 1.75 ¢
25 630 £ 0.79 ab 19.96 + 2.21 ab 21.86 £2.81 b 38.80 £ 6.10 b 4501 + 13.28 be
50 733 £0.90 ab 3024 £871a 3633£571a 52.36 + 8.81 ab 65.90 + 18.81 abc
o 100 800 +131a 3332+ 366a 3888 £5.01a 66.14 + 6.86 a 68.97 + 8.22 ab
150 6.80 + 1.74 ab 26.76 + 8.06 ab 4075 £391a 53.44 £ 1136 ab | 7467 £17.33ab
200 7.03 +0.50 ab 3345+563a 3901 £7.26a 59.03 + 3.08 a 93.12 £ 1574 a
Days after transplanting
Year N rates (kg/ha) T
16 20 = 25 =
0 387 £023d 5.70 £ 095 ¢ - ‘ 7.57 £ 040 b -
25 647 +2.02 be 9.30 + 2.1 be - 14.63 + 2.11 ab -
50 567 +0.98 ¢ 10.90 + 2.86 ab - 16.26 + 221 ab -
2022
100 6.57 +0.25 be 10.73 £ 2.14 ab = 19.27 + 448 a =
150 7.63 +1.82ab 11.80 + 3.50 ab - 16.90 + 154 a -
200 8.00 +231a 13.10 £ 2.65 a - 2023£795a -

Values with a distinct letter after them are significant at the 5% level using Tukey-Kramer method.
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N rates (kg/ha)

14 20
0 350 +0.11 ¢ 357+£030b 380 £0.12b 3.02£017b 312£035b
25 475005 b 450 + 128 ab 392+0.10b 3.76 £ 0.88 ab 327+042b
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2022
100 4.99 £ 0.09 a 493 +022a - 343+037a -
150 484 %016 355+ 045¢ - 357+ 0142 -
200 511+020a 432+ 023 ab - 370 £ 049 a -

Values with a distinct letter after them are significant at the 5% level using Tukey-Kramer method.
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