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Editorial on the Research Topic

Human-centered AI at work: common ground in theories and methods

Human-centered AI at work is being theorized, investigated, and developed in various

disciplines providing different definitions and interpretations. Involved disciplines range

from information science, machine learning, engineering and robotics, medicine up to

ergonomics/work science, psychology, sociology, pedagogics, philosophy, business studies,

law and labor relations, just to mention the core disciplines involved in the current debate.

The state-of-the-art presented in the Research Topic’s contributions includes lessons

learned from socio- technical system design, group work and humane working conditions,

negative short-term and long-term consequences in working with automation, design

principles of human-autonomy-teaming and effective collaboration between humans

collaborating with humans in face of technology, human-machine interaction, workplace

democracy and configurational theory.

Authors contribute with reviews, disciplinary and interdisciplinary theory outlines,

empirical analysis for tool assessment as well as outcome measures and case illustration. In

addition, they provide visionary perspectives to guide future research. The Research Topic

includes contributions which (1) systematize the state-of-the-art discourses and methods,

(2) specify the operationalization of variables and their relationships, and (3) outline a

vision for future practice and related research.

This forms a basis for the development of a research agenda in human-centered AI

at work.

State-of-the-art discourses and methods

Berretta et al. conduct a scoping review for a research network analysis and identify five

dominant clusters in the field of human-AI-teaming (HAIT) facing (1) human variables,

(2) task-dependent variables, (3) AI explainability, (4) AI-driven robotic systems, and (5)

effects of AI performance on human perception. It becomes obvious that current research

streams are dominated by techno-centric and engineering perspectives but might define a

starting point for further elaborating on more human-centric approaches as supported by

the authors. They emphasize communication and collaboration requirements in sharing
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intents, situational awareness and shared mental models as well as

trust among the team members as an issue of HAIT.

Buschmeyer et al. specify the state-of-the-art in the

development of methods that are aligned with ISO norms in

human-centered design and propose to transfer this framework

to AI-based work systems. They introduce a validated instrument

assessing (1) system characteristics that are particularly important

from the users’ perspective; (2) work-related characteristics with

respect to mental load and augmentation potential, and (3)

cross-task work characteristics. These criteria and the underlying

validation define a starting point for future method development.

A research design for measuring the effects of AI tools on

human cognitive performance is introduced by Wallinheimo et

al.. The authors present a pre-post-measurement among language

professionals applying a tool for 5 weeks within a test design.

Positive effects for the individual are identified in particular with

respect to working memory.

Operationalization of variables and
their relationships

Wilkens et al. conduct a cross-disciplinary systematic

literature review for specifying criteria as operational benchmarks

for human-centered AI at work. In total, they explore eight

criteria of human-centricity, (1) trustworthiness and (2)

explainability face challenges of technology development, (3)

prevention of job loss, (4) health, and (5) human agency &

augmentation face challenges of employee development, and

(6) compensation of systems’ weaknesses, (7) integration of

user-domain knowledge, (8) accountability & safety culture

reflect challenges of organizational development. With

reference to configurational theory the authors argue that

different criteria matter in different contexts and depending on

stakeholders’ responsibility.

Haipeter et al. also contribute toward the contextualization of

AI-related research in this field. They refer to the discourse of

German speaking sociologists and stress the positive moderator

impact of employees’ participation in AI implementation as an issue

of accountability. The authors illustrate their theoretical argument

with a case study description from the German telecommunication

industry in which work councils participated in the development of

a responsible AI declaration.

Bocklisch and Huchler add further criteria of successful

AI implementation for the context of AI-based team settings.

Their review among writings from sociology specifies (1)

complementarity, (2) shared knowledge & goals, and (3) bounded

autonomy as a prerequisite to gain (4) human and team trust in

implemented AI.

Mazarakis et al. present a draft for a comprehensive cross-

disciplinary model with respect to outcome factors. They pled

for the integration of expertise of human factors engineering,

human computer interaction, psychology, information

science, and adult education in order to envision a future in

which AI systems and humans collaborate synergistically to

gain higher levels of productivity, innovation, participation

and wellbeing.

Vision for future research and practice

Hagemann et al. illustrate hybrid multi-team systems in which

human-centered AI emphasize the need for team-centeredness

that aligns goals, communication, and decision making with

humans. They outline the requirements for such future work

contexts with team-centered AI from a sociotechnical perspective,

such as cognitive competence, reinforcement learning, and

semantic communication.

Fenwick et al. describe the lack of human considerations in

HRM tech design and thus develop a vision for the future role

of HRM in face of human-AI work systems. They specify the

technical, human, and ethical challenges of future HRM systems

fully-embedded in a human-centered approach. In this context,

they define human-centric AI as AI tools that prioritize and

enhance the human experience by making them more intuitive,

empathetic, and aligned with human values and needs.

Is there a common ground?

It became clear that a pure focus on technology is too narrow

for human-centered approaches but that an exclusive focus on

individual variables is also too narrow.

These writings underline that there is a range of criteria

indicating human-centered AI at work. The selection of these

criteria for empirical analysis varies between disciplines and use

fields. It becomes obvious that overall frameworks and criteria

exist but need to be adapted to the concrete context as unit of

analysis and stakeholders involved whether it is e.g., technology

development, human-AI team building or bargaining between

status groups.

Hence, it seems that the work system and job characteristics,

but especially the team focus and interaction with and around AI

which matter as a future unit of analysis. Established methods and

leading communities and their impact become clear by the help of

these articles.

The Research Topic’s contributions show that different

perspectives co-exist and—to increase complexity- they co-exist on

different levels: individual workplace, team, and organization. On

the organizational level Haipeter et al., Wilkens et al., and Fenwick

et al. address organizational and social practices of human-centered

AI. The team level is addressed in contributions byHagemann et al.,

Bocklisch and Huchler, and Berretta et al.. On the workplace level

Wallinheimo et al., Mazarakis et al., and Buschmeyer et al. discuss

aspects and measurable criteria for designing human-centered

workplaces, jobs and AI-assisted tasks.

Hence, based on the Research Topic’s contributions, we propose

that the common ground of human-centered AI at work

• is embedded in the social systems of an organization, including

organizational practices such as HR processes, production

processes, and participation processes;

• is value driven- by the striving for decent working conditions

(e.g., SDG #8),

• but goes beyond the demand for decent work and sketches

images of the augmented worker, working with intelligent
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systems that fulfills the requirements of social belonging and

relatedness and self-actualization and development;

• acknowledges employees as social beings with needs regarding

social contact and motives related to other social beings

(“teaming”) in the organization;

• augments human capabilities without imposing

additional load due to “bad design” in direct

human-AI-interaction, and while performing a

work task;

• can be assessed and evaluated by means of subjective and

objective measures

The Research Topic’s visionary contributions underline that

human-centered AI needs a focus on interrelated systems to

evaluate whether ethical criteria are fulfilled and what are the

outcomes and effects on different levels. A set of criteria and

variables that needs to be adapted to the use case and unit of

analysis were specified. In this way, the research contributions

together provide a common ground in human-centered AI

at work.
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Psychological assessment of
AI-based decision support
systems: tool development and
expected benefits

Katharina Buschmeyer1*, Sarah Hatfield1 and Julie Zenner2

1Faculty of Business, Augsburg Technical University of Applied Science, Augsburg, Germany, 2Faculty of

Liberal Arts and Science, Augsburg Technical University of Applied Science, Augsburg, Germany

This study aimed to develop an evaluation tool that assesses the use of AI-based

decision support systems (DSSs) in professional practice from a human-centered

perspective. Following the International Organization for Standardization, this

perspective aims to ensure that the use of interactive technologies improves users’

psychological load experience and behavior, e.g., in the form of reduced stress

experience or increased performance. Concomitantly, this perspective attempts

to proactively prevent or detect and correct the potential negative e�ects of

these technologies on user load, such as impaired satisfaction and engagement,

as early as possible. Based on this perspective, we developed and validated a

questionnaire instrument, the Psychological Assessment of AI-based DSSs (PAAI),

for the user-centered evaluation of the use of AI-based DSSs in practice. In

particular, the instrument considers central design characteristics of AI-based

DSSs and the corresponding work situation, which have a significant impact on

users’ psychological load. The instrument was tested in two independent studies.

In Study 1, N = 223 individuals were recruited. Based on the results of item and

scale analyses and an exploratory factor analysis, the newly developed instrument

was refined, and the final version was tested using a confirmatory factor analysis.

Findings showed acceptable-to-good fit indices, confirming the factorial validity

of the PAAI. This was confirmed in a second study, which hadN= 471 participants.

Again, the CFA yielded acceptable-to-good fit indices. The validity was further

confirmed using convergent and criterion validity analyses.

KEYWORDS

AI-based decision support systems, work, human-centered evaluation, survey inventory,

system properties, characteristics of the supported task, psychological load

1. Introduction

Professionals have to make various decisions during the course of their work. For

example, asset managers must choose between various investment options, whereas lawyers

have to decide on a possible defense strategy for a particular case. For a decision to be made,

a conscious and voluntary choice must be made among several alternative courses of action

by comparing, considering, and evaluating them based on available data, information, and

knowledge (Büssing et al., 2004; Rau et al., 2021). Owing to the growing amount of data and

information in our increasingly digitalized and globalized world, decision-making processes

have become very complex across various professions (Latos et al., 2017; van Laar et al., 2017;

Timiliotis et al., 2022). For many, keeping a track of all relevant new data and information
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when making decisions and placing them in the context of existing

knowledge poses a great challenge (Timiliotis et al., 2022). The

amount of available data in some areas has become so vast that

it cannot be processed by humans, as it simply exceeds their

information processing capacity (Koltay, 2017; Saxena and Lamest,

2018; Shrivastav and Kongar, 2021). Moreover, in everyday work,

highly complex decision-making situations are often complicated

by stressors, like an elevated time and performance pressure. Such

challenges and, for many professionals, overstraining decision-

making situations lead to higher levels of uncertainty, stress, and

lower decision quality (Phillips-Wren and Adya, 2020). They also

affect, for example, job satisfaction (Nisar and Rasheed, 2020) and

organizational productivity (Miller and Lee, 2001; Vosloban, 2012).

Although the intensification of digitization and globalization

leads to increased risks for companies and professionals, it also

opens up new opportunities. For example, the accumulation of

data, both in terms of quantity and quality, has enabled impressive

improvements in the field of artificial intelligence (AI), which helps

in the development of extremely powerful algorithms (Nicodeme,

2020). They are often based onmachine-learningmodels, which are

more scalable and flexible than traditional statistical models (Rajula

et al., 2020), making them appropriate tools for today’s dynamic

and complex work environments. For problems such as those

described above, researchers have acknowledged the particular

great potential of the use of AI-based decision support systems

(DSSs; see Brynjolfsson et al., 2011; Cai et al., 2019; Shin, 2020;

Tutun et al., 2023), which are often referred to as Augmented

Intelligence Systems (Jarrahi, 2018; Hassani et al., 2020;Walch, 2020;

Kim et al., 2022). As the name suggests, these systems are designed

to augment, and not replace, humans in complex decision-making

situations by taking over specific task components, like processing

big data, which are difficult for human intelligence to handle. In

professional practice, this looks like this: AI-based applications

analyze the huge amounts of data and information available and

make hidden patterns in the data accessible to humans in the

form of insights or concrete recommendations for action (Konys

and Nowak-Brzezińska, 2023). Humans are free to decide whether

to follow the system’s recommendation. Thus, humans remain

the central element in the interpretation and verification of AI-

based systems, resulting in complex decision-making situations

and continued sovereignty over the final decisions and associated

actions (Hellebrandt et al., 2021). This is pivotal because even

though there are powerful algorithms behind AI-based DSSs,

they also have limitations and weaknesses like overfitting, lack

of transparency, and biases (Pedreschi et al., 2019). Humans can

compensate for these weaknesses through their inherent strengths

and mental acumen (e.g., critical thinking, creativity, and intuition;

Spector and Ma, 2019; Wilkens, 2020). Hence, the introduction

of augmented intelligence systems ideally leads to a synergetic

interaction between human and machine intelligence, which helps

professionals to better handle increased cognitive demands (Kirste,

2019). Consequently, they feel appropriately challenged and less

burdened in work-related decision-making situations (Cai et al.,

2019), which is reflected, for example, in their higher task

performance (Li et al., 2021). From a business perspective, the

improved decision-making process should, for example, lead to

increased company’s performance (Brynjolfsson et al., 2011). To

summarize, the introduction of an AI-based DSS should create a

mutually beneficial scenario for professionals and their companies.

However, it has been noted that many AI initiatives have

failed to achieve their objectives. This can be attributed to several

reasons, including technical challenges like insufficient databases,

organizational failures like inadequate expectation management,

and failed system design. For example, users often cannot find

a new system that is sufficiently useful or transparent, making

them unwilling to use the system (Westenberger et al., 2022).

To avoid this, since 2019, the International Organization for

Standardization (ISO) has advocated the adoption of a human-

centered design approach in the development of interactive

systems such as AI-based DSSs. The approach “aims to make

systems usable and useful by focusing on users, their needs and

requirements, and applying knowledge and techniques from the

fields of human factors/ergonomics and usability. This approach

increases effectiveness and efficiency; improves human wellbeing,

user satisfaction, accessibility, and sustainability; and counteracts

the potential negative effects of use on human health, safety, and

performance” (ISO International Organization for Standardization,

2019). To achieve this, the ISO International Organization for

Standardization (2019) recommends an organizations’ active user

involvement throughout the development process and follows a

four-step design process: (1) understanding and describing the

context of use, (2) specifying user requirements, (3) developing

design solutions, and (4) evaluating the design solutions. The fourth

step of evaluation plays a decisive role in this process. Here, the

success of the project is determined; if not successful, stakeholders

can study the concrete modification measures required and process

steps that must be repeated. However, when assessing success, the

ISO International Organization for Standardization (2019) also

underpins the importance of observing not only whether system

introduction has led to the intended effects but also whether

possible negative, unintended side-effects have occurred.

Based on previous project reports, it is evident that it is

common for the introduction of AI-based systems to lead to

negative, unintended side-effects. For example, in a case study

in the banking sector, Mayer et al. (2020) observed that the

introduction of an AI-based system in the lending department led

to a perceived loss of competence and reputation among system

users. To derive appropriate actions in cases where unintended

outcomes occur and in those where desired outcomes are not

achieved, it is necessary to gain an accurate understanding of the

impact of a new system (and its individual characteristics) on

the relevant work situation and its users. This consideration is

particularly important when an AI-based DSS is assisting with a

core activity, and showcases that the introduction of AI-based DSSs

carries particular weight in influencing the user’s load experience—

both in desirable and undesirable ways. A well-known example of

this is related to service and customer support professionals, whose

core activity is dealing with customer issues on a daily basis. These

professionals now increasingly have access to AI-based DSSs that

assist them with a relatively high degree of automation: it provides

them with concrete suggestions for actions regarding the requests

made by customers. In this scenario, the need for a thorough and

comprehensive evaluation of system implementation is undeniable.

However, practical evaluation instruments considering this holistic
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perspective are currently lacking. The available assessmentmethods

comprise either (a) user experience surveys, which enable the

evaluation of the impact of specific system properties on users

(e.g., SUS, Bangor et al., 2008; Perceived Usefulness and Ease

of Use scales, Davis, 1989; meCue, Minge et al., 2017) or (b)

job analyses, which allow a comprehensive examination of the

influence of new technologies as a whole on task design (e.g.,

WDQ,Morgeson andHumphrey, 2006; TBS-GA(L), Rudolph et al.,

2017; FGBU, Dettmers and Krause, 2020). However, to the best of

our knowledge, there is currently no specific practical assessment

tool for evaluating the use of AI-based DSSs and that effectively

combines both levels of consideration (i.e., user experience and job

analyses). Therefore, this study aims to close this gap by developing

and validating a questionnaire instrument that not only captures

the properties of an AI-based DSS but also the characteristics

of the corresponding work situation, thus providing a holistic

evaluation framework.

2. Conceptualization and use of the
evaluation instrument

The newly developed evaluation questionnaire, called

Psychological Assessment of AI-based DSSs (PAAI), is based on

the core idea of many occupational psychology models (e.g., the

job demand control model, Karasek, 1979; the Stress-Strain model,

Rohmert., 1984; the Transactional Model of Stress and Coping,

Lazarus and Folkman, 1984; and the Action Regulation theory,

Hacker, 1978). These models describe that when assessing work

tasks, a distinction should be made between work characteristics

(trigger factors) and the resulting psychological load (trigger

reactions) experienced by professionals. Work characteristics

include all identifiable aspects of a task, such as complexity,

social environment, and work equipment, which affect human

engagement in the task. The immediate impact of psychological

work characteristics on an individual, considering one’s internal

(e.g., intelligence) and external resources (e.g., social support), is

referred to as psychological load. Depending on the alignment

between psychological work characteristics and individual

resources, the psychological load can be positive (e.g., activation

and flow experience) or negative (e.g., mental overload and

stress). Persistent psychological load has medium- and long-term

consequences, including positive outcomes, like satisfaction and

wellbeing, or negative outcomes, like dissatisfaction and reduced

performance (ISO International Organization for Standardization,

2019).

From the above-mentioned perspective, the introduction of

a new work tool (e.g., an AI-based DSS) can be perceived as a

new work task characteristic that should help to alleviate user

psychological overload. Following Hacker (1978) hierarchical levels

of technology-based tasks, this impact on psychological load can

occur at three levels (see Figure 1).

First, the immediate interaction with the system can trigger

a psychological response in the user. Depending on the design

of the system and the user’s resources (e.g., technical knowledge),

this can be positive (e.g., enjoyment), or negative (e.g., irritation).

Previous research on conventional information systems and DSSs

show which design features are particularly influential for user

experience (see Venkatesh and Davis, 2000; Calisir and Calisir,

2004; Alshurideh et al., 2020). These findings also apply to AI-based

DSSs (see Henkel et al., 2022; Meske and Bunde, 2022). However,

since they differ from conventional DSSs in their probabilistic

nature and black-box character (Zhang et al., 2020; Jussupow et al.,

2021), related design features must also be considered in this case.

Section 2.1 provides an overview of the traditional as well as

the specific characteristics that current research suggests promote

positive human-augmented intelligence interactions.

Second, the implementation of AI-based DSSs can influence

users’ psychological load regarding the entire processing of the

task supported by the system. To this end, they are implemented

to support their users in task processing and to handle other—

in this case unfavorable—work characteristics (e.g., information

overload). Thus, DSSs can and should reduce, for example, user

uncertainty and stress in task processing. DSSs based on AI

methods are currently seen as particularly promising tools for

this purpose. This is because their extremely powerful algorithms

enable them to capture both highly complex and dynamic problems

(Kirste, 2019; Kim et al., 2022). However, it is likely that the

great power of the systems will not only have a direct impact—

by providing immediate support in decision-making situations—

but also an indirect impact on the psychological load of users.

Because they also have a great potential—targeted or untargeted—

to change the character of the supported work tasks from the

professionals’ point of view, which in turn determines their load

experience. This kind of change is desirable when, for example,

it enables professionals to perceive previously overwhelming

tasks as less complex and therefore less stressful. On the

other hand, unintended consequences can occur if, for example,

employees perceive fewer opportunities for further learning

and, as a result, the personality-enhancing aspect of the work

activity is lost.

Third, to make the levels of consideration complete, the

introduction of an AI-based DSS should also be considered from

the overall job perspective. This is because the introduction

of an AI-based DSS can also potentially affect cross-task work

characteristics, consequently affecting the psychological load of

users in relation to their jobs as a whole. For example, recent

research shows that professionals can feel threatened in their jobs

by the introduction of new technologies (Gimpel et al., 2020); for

example, this may occur if new technologies cause them to perceive

their jobs as less future-proof (Lingmont and Alexiou, 2020).

To sum up, the introduction of an AI-based DSS can influence

the psychological load of users (and the associated consequences) at

three different levels: (1) during immediate human-AI interaction,

(2) during processing of the supported task, and (3) during

executing the entire job. Since the three levels are interrelated, they

should all be considered in an evaluation of these systems. During

the evaluation, it may turn out that the users’ psychological load or

related consequences on one ormore levels deviate from the desired

result, or it may be grasped that further optimization potential

remains to be identified. In these cases, it is advisable to first take

a closer look at the lowest level, examining its characteristics and

derive possible required modification needs. Thereafter, the other

levels can be gradually included in the analysis. In this way, the
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FIGURE 1

The basic model of the assessment instrument psychological assessment of AI-based decision support systems (PAAI).

need for action can be identified from a more specific to a more

general level.

Moreover, if the various work characteristics are surveyed both

as part of a one-time measurement after its introduction and before

system introduction, the evaluation can also examine how these

have changed as a result of the initiative. Thus, all effects of system

introduction—including unintended side-effects—can be precisely

tracked and easily corrected if necessary. In practice, this means

that the system evaluation can be applied both as part of a one-time

measurement or in the form of a pre-post measurement, depending

on the exact purpose of the evaluation. In the next section, we

provide discussions on level-specific characteristics that (a) have a

significant impact on the psychological load of professionals

and (b) are closely associated with the implementation

of AI-based DSSs. They form the assessment measures in

the PAAI.

2.1. Level 1: human-AI-interaction

At the finest level of consideration, the focus is on the individual

design characteristics of AI-based DSSs that strongly influence

users’ psychological load during their interactions with the system

and their willingness to use it in the first place. The best-studied

and most important characteristics that all types of information

systems should satisfy—and thus the characteristics that are most

consistently evaluated—are Perceived Usefulness and Perceived Ease

of Use, as described in the Technology Acceptance Model (Davis,

1989). When evaluating these two factors for AI-based DSSs,

it is also important to consider the unique properties of these

systems, which significantly influence user perceptions of Perceived

Usefulness and Perceived Ease of Use.

More specifically, the Perceived Usefulness of a system is

strongly influenced by its information quality (Machdar, 2019)

and thus, in the case AI-based DSSs, by the accuracy of the

system. This is because, as mentioned earlier, AI-based DSSs

operate on a probabilistic basis, meaning that there is no absolute

guarantee that a system result will be correct (Zhang et al., 2020).

Thus, in order for users to experience systems as valuable and

trustworthy, they must provide correct results with the highest

possible probability (Shin, 2020). Therefore, when evaluating the

Perceived Usefulness of AI-basedDSSs, it is important to ask directly

about the perceived quality of the system output, in addition to

considering other conventional and concrete design features, such

as the task-technology fit of the system (Goodhue and Thompson,

1995).

The Perceived Ease of Use of an AI-based DSSs, as with

conventional DSSs, is generated by design features such

as self-descriptiveness (ISO International Organization for

Standardization, 2020) and simplicity (Lee et al., 2007). AI-based

DSSs should also pay particular attention to ensuring that the

system output is presented in a way that is easy to understand

(Henkel et al., 2022). The aforementioned probabilistic nature of AI

systems can make it difficult for users to correctly interpret system

output; research in cognitive psychology has shown that humans

often have difficulty correctly understanding probabilities, which

lead to increased misjudgments (Anderson, 1998). Therefore, to

facilitate good user interactions, it is necessary to create intuitively

designed interfaces and present results in a human-centered way to

reduce the risk of misinterpretation.

In addition to the peculiarity of the probabilistic nature

and associated uncertainty of AI-based DSSs, they differ from

conventional systems that they develop their own programming

rules. Their algorithmic mechanisms for model generation are

therefore not transparent (Jussupow et al., 2021). As a result, the

underlying logic of these systems is often referred to as a black-

box model (Kraus et al., 2021). The lack of information about

why an AI-based system operates in a certain way also complicates

the interpretation of system outputs. Therefore, an increasing

number of AI-based DSSs provide additional explanations using

Explainable AI (XAI) methods. These relate to how an AI-based

system arrives at its output and what goes into that output

(Arrieta et al., 2020). However, a failure to sufficiently perceive

these explanations as comprehensible can negatively impact trust

and acceptance of AI-based DSSs (Shin et al., 2020), as well as the

cognitive effort required for decision-making (Meske and Bunde,

2022).

Freely accessible AI assistance systems, like ChatGPT (https://

chat.openai.com) and DeepL (https://www.deepl.com/translator),

are increasingly bringing AI to the forefront of public awareness.
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Simultaneously, our own interactions with these cloud-based

solutions highlight the criticality of their reliable accessibility,

particularly in hectic working situations. Frequent unavailability

(e.g., due to overwhelming user demand) can lead to stress (Körner

et al., 2019). Therefore, Perceived Availability is also a central

influencing factor of user experience.

Table 1 provides an overview of what existing research

has revealed about the influences of the four system

characteristics—Perceived Usefulness, Perceived Ease of Use,

Perceived Comprehensibility, and Perceived Availability—on users’

psychological loads. Below, a detailed description of each construct

considered in the inventory is presented.

Perceived Usefulness refers to the extent to which an individual

believes that using an AI-based DSS improves decision-making

effectiveness and efficiency (Davis, 1989; Krieger and Lausberg,

2021). To perceive a system as useful, a high task suitability must

be perceived by the users, which implies that the system meets

the specific requirements of the task it supports (Goodhue and

Thompson, 1995; Klopping and McKinney, 2004). Furthermore,

the system must provide high-quality information and deliver

accurate, timely, complete, and relevant results (Gorla et al., 2010;

Hsiao et al., 2013; Atta, 2017; Machdar, 2019).

Perceived Ease of Use encompasses the extent of effortlessness of

use of an AI-based DSS as perceived by individuals (Davis, 1989).

To achieve this, systems should be designed with clear functions

and user-friendly interfaces to ensure that the system output is easy

to understand (Doshi-Velez and Kim, 2017; Iriani and Andjarwati,

2020; Sati and Ramaditya, 2020). Additionally, simplicity should be

prioritized in system design, which can be achieved through the

reduction, organization, integration, and prioritization of system

features (Lee et al., 2007).

Perceived Comprehensibility includes individuals’ perceptions

of the extent of their clear understanding of reasons for the

output generated by the system (Coussement and Benoit, 2021).

To achieve this, it is advantageous to provide both general model

explanations, which elucidate functional relationships between the

input and output variables, and specific explanations, which aid in

understanding individual data-related outputs (Kraus et al., 2021).

The users should not be overwhelmed with excessive system details;

instead concise and effective information should be offered that

enables them to effectively utilize the system within their task

environment (Mercado et al., 2016).

Perceived Availability encompasses the extent to which

individuals perceive the content of a system as reliably accessible

and retrievable. Usually, this is affected by factors such as the

frequency of unexpected system updates, system crashes, error

messages, and technical problems (Körner et al., 2019).

2.2. Level 2: AI-supported task

At the second evaluation level, along with the system

characteristics discussed at Level 1, specific task characteristics of

the supported tasks were considered. To facilitate the evaluation

process, three broad groups of task characteristics were identified:

requirements, resources, and stressors (Iwanowa, 2006). The task

characteristics considered in the inventory for each of these groups

are discussed in detail below, and they have the following common

traits: (a) they have a significant impact on the psychological load

of professionals and (b) it is very likely that the introduction of

AI-based DSSs will affect them directly or the way professionals

interact with them (see Table 2).

2.2.1. Requirements
The group of requirements includes all work characteristics

that professionals must meet in order to successfully and

effectively perform their work tasks. Therefore, requirements

are inherent to the nature of the task and unavoidable. In

general, the characteristics of this group are considered positive

and beneficial for personality development per se, but only

as long as they fit individual resources of the jobholder.

Otherwise, it leads to psychological underload or overload

(Iwanowa, 2006; Semmer and Zapf, 2018). Two requirements

were considered in the developed inventory: Perceived Complexity

and Decision-making Requirements and Perceived Cooperation and

Communication Requirements.

Perceived Complexity and Decision-making Requirements refer

to the perceived level of mental demand of a task. It can be

categorized into various levels, ranging from routine activities with

rehearsed mental requirements to activities requiring productive

thinking and problem-solving (Hacker, 2016). Decision-making is

a component of complex tasks, and its degree can be assessed by

various measures like the number of variables involved (Stemmann

and Lang, 2014).

Perceived Cooperation and Communication Requirements

involve the perceived need to inform and coordinate with

colleagues. It includes factors like the duration of communication,

number of partners involved, mode of communication (direct

or indirect), and content, like information sharing, instruction

dissemination, and collaborative problem-solving (Richter

et al., 2014). These requirements are often accompanied by

highly complex tasks, as they often necessitate cooperation and

collaboration between different specialists or departments owing

to the diverse skills and knowledge required (Helquist et al., 2011).

2.2.2. Resources
The group of resources includes all work characteristics that

provide opportunities for action and may or may not be used

voluntarily (Zapf, 1998; Semmer and Zapf, 2018). However, the

professionals should be aware of these possibilities. Resources

have a predominantly positive relationship with the indicators

of maintaining and promoting health and fostering personal

development (Iwanowa, 2006). In the evaluation tool, the two

resources of Perceived Latitude for Activity and Perceived Use of

Qualifications and Learning Opportunities should be considered

and explained.

Perceived Latitude for Activity is a multidimensional construct

that includes the perceived scope of action, design, and decision-

making in a professional set-up. Scope of action refers to

the range of available action-related options, including the

choice of approach, resources, and temporal organization of task

components. This defines the degree of flexibility in performing

subtasks in a professional scenario. Design latitude refers to the
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TABLE 1 PAAI’s Level 1 assessment criteria and their influence on professionals’ psychological load.

Evaluation criteria
by system level

Associated results on …

… professionals’ experience of
human-machine-interaction (Level 1)

… professionals’ psychological load
during task processing (Level 2)

Perceived usefulness (PU) Attitude toward use (Alhashmi et al., 2020); behavioral intention

to use a system (Venkatesh and Davis, 2000; Alhashmi et al., 2020;

Al Shamsi et al., 2022); technology trust (Amin et al., 2014);

technology satisfaction (Amin et al., 2014); actual usage

(Rigopoulos et al., 2008)

Decision quality (Wook Seo et al., 2013); performance

(Omar et al., 2019; Arnold et al., 2020); engagement (Lackey

et al., 2016); workload (Lackey et al., 2016)

Perceived ease of use (PEU) Attitude toward use (Alhashmi et al., 2020); behavioral intention

to use a system (Venkatesh and Davis, 2000; Alhashmi et al., 2020;

Al Shamsi et al., 2022); technology trust (Amin et al., 2014);

technology satisfaction (Amin et al., 2014); actual usage

(Rigopoulos et al., 2008)

Performance (Omar et al., 2019); mental effort (Lackey et al.,

2016); frustration (Lackey et al., 2016)

Perceived comprehensibility

(PC)

Technology trust (Shin, 2020, 2021; Liu et al., 2022); perceived

value (Liu et al., 2022); perceived quality of advice (Gaube et al.,

2023)

Performance (Stowers et al., 2020; Gaube et al., 2023);

workload (Mercado et al., 2016); cognitive effort (Meske and

Bunde, 2022)

Perceived availability (PA) Stress (Körner et al., 2019); perceived value (Baldauf et al., 2020;

Prakash and Das, 2020)

Stress (Körner et al., 2019)

ability to design processes independently based on goals. Decision-

making latitude considers the degree of decision-making authority

in task definition and delineation and determines the degree of

autonomy associated with an activity (Ulich, 2011).

Perceived Use of Qualifications and Learning Opportunities

refers to the perception that one can optimally utilize own existing

expertise, skills, and abilities professionally. Therefore, a process

of learning maintenance occurs. Conversely, low levels of this

resource indicated unlearning (Büssing et al., 2004). Learning

opportunities are closely related to the use of own qualifications

and resources in executing job responsibilities. Interestingly, the

existence of learning opportunities can only be assessed by

comparing existing and required knowledge, skills, and abilities

(Rau et al., 2021).

2.2.3. Stressors
The group of stressors encompasses all factors that impede

the achievement of task goals and those that require professionals

to make additional efforts or take additional risks. These efforts

and risks, in turn, increase their work load, time, and effort

(Büssing et al., 2004; Semmer and Zapf, 2018). Thus, dealing

with stressors has adverse effects on the mental health of

most professionals (Iwanowa, 2006). In the PAAI, four stressors

are considered: Perceived Information Overload, Perceived Lack

of Information, Perceived Time and Performance Pressure, and

Perceived Qualification Deficits.

Perceived Information Overload involves the perception of the

need to consider or evaluate an amount of information that is

larger than the one’s information intake and processing capacity

(Dettmers and Krause, 2020). Furthermore, it has been noted that

humans have a unique characteristic: the more information we are

offered, the more information we think we need (Krcmar, 2011).

According to Heinisch (2002), this leads to a paradox in knowledge

society. This states that in the midst of the flood of information,

there is a lack of information.

Perceived Lack of Information indicates that information is

perceived as missing, unavailable, or not up to date (Dettmers and

Krause, 2020).

Perceived Time and Performance Pressure describes the

perceived imbalance between three work components, as follows:

quantity, time, and quality (Trägner, 2006). The mismatch between

these three components lies in the fact that a certain amount of

work cannot be accomplished in the required or necessary quality

in the available working time (Schulz-Dadaczynski, 2017).

Perceived Qualification Deficits indicate that, from the

perspective of professionals, the work task assigned to them

does not match their existing qualifications; these qualifications

include technical competencies (e.g., specialized knowledge, work

techniques, skills, and abilities) and social and communicative

competencies required for the proper execution of a task (Richter

et al., 2014). However, the mismatch can be attributed to

qualification deficits for an activity, for example, due to insufficient

training; as a result, workers feel overtaxed. Low qualification

adequacy can also be seen when workers perform activities below

their qualification level, triggering a qualitative underchallenge

(Dettmers and Krause, 2020).

2.3. Level 3: overall job

The third level considers the workplace’s cross-task

characteristics, which extend beyond task-related aspects and

affect users’ psychological load in relation to their job. As

mentioned earlier, in AI implementation projects, there is a

risk that the introduction of AI-based systems may induce a

higher level of Perceived Job Insecurity among its users. This fear

is related to concerns about job loss owing to automation or

insufficient proficiency in using digital technologies and media

(Gimpel et al., 2020). According to a recent study by Lingmont

and Alexiou (2020), professionals who are highly aware of AI

and robotics tend to perceive a higher level of job insecurity than

those with lower awareness. The implementation of AI-based
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TABLE 2 PAAI’s Level 2 assessment criteria and their influence on professionals’ psychological load, and the potential influence of AI-based DSSs on these criteria.

Characteristics group Evaluation criteria on task
level

Associated outcomes on
professionals’ psychological
load and load consequences

Possible positive intended e�ect
through system implementation

Possible negative unintended
e�ect through system
implementation

Requirements Perceived Complexity and

decision-making requirements (PCDR)

Stress (Phillips-Wren and Adya, 2020);

Performance (Maynard and Hakel, 1997;

Mosaly et al., 2018; Chinelato et al., 2019);

mental effort (Mosaly et al., 2018);

satisfaction (Morgeson and Humphrey,

2006)

With AI-based system support, professionals

probably perceive tasks/decisions as less

complex or feel more confident in dealing with

them (Mayer et al., 2020; Wanner, 2021). As a

result, they feel less stressed (Cai et al., 2019; Lee

et al., 2021). The improved data-driven decision

basis is also expected to improve decision quality

and performance (Li et al., 2021; Wanner, 2021).

There is the risk of automation bias, in that users

may come to often rely on the system’s advice

and not critically reflect on it (Skitka et al., 1999;

Mayer et al., 2020; Panigutti et al., 2022). They

may then perceive the task as not complex

enough or monotonous, which can lead them to

feel under challenged and bored (Loukidou

et al., 2009).

Perceived cooperation and

communication requirements (PCCR)

Stress (Zeffane and McLoughlin, 2006);

mental health (Lu and Argyle, 1991);

happiness (Lu and Argyle, 1991)

If employees feel more confident in

decision-making situations with system support,

the need for cooperation with colleagues is likely

to decrease. If these were previously perceived as

too high and high losses of time and energy were

associated with them, this can have a positive

effect on the experience of psychological load.

If employees feel more confident in

decision-making situations with system support,

the need for exchange with colleagues is likely to

decrease. If these were previously perceived as

appropriate, this can be perceived as negative,

since social exchange reduced, for example.

Resource Perceived Latitude for activity (PLA) Work engagement (Dettmers and Krause,

2020); satisfaction (Morgeson and

Humphrey, 2006); motivation (Glaser et al.,

2015); loss of irritation (Glaser et al., 2015;

Dettmers and Krause, 2020); loss of

psychosomatic complaints (Dettmers and

Krause, 2020)

No effects are expected. The introduction of new technologies like AI is

often accompanied by process standardization

(Silva and Gonçalves, 2022), which in turn

probably limit professionals’ perceived latitude

for activity.

Perceived use of qualifications and

learning opportunities (PUQL)

Satisfaction (Rowden and Conine, 2005);

engagement (Jin and McDonald, 2017);

intention to stay (Steil et al., 2020)

No effects are expected. There is a risk that by using AI-based DSSs,

professionals rely little on their own skills and

thus lose their expertise over time. Since there is

no maintenance learning and they do not take

advantage of learning opportunities (Mayer

et al., 2020).

Stressors Perceived information overload (PIO) Irritation (Dettmers and Krause, 2020);

stress (Misra et al., 2020); tension (Theron,

2014); tiredness (Theron, 2014); loss of job

satisfaction; (Theron, 2014); decision

quality (Hwang and Lin, 1999)

Through the use of AI-based DSSs that bundle

and process information, the information

overload should perceived to be less or its

handling easier due to the new resource (Maes,

1995; Aussu, 2023).

Often, stressors influence psychological load to

such an extent that they can overshadow other

work characteristics (Phillips-Wren and Adya,

2020). Therefore, there is an AI-based DSSs will

have little or no impact on professionals’

psychological load experience if they remain too

high.

Perceived lack of information (PLI) Irritation (Dettmers and Krause, 2020);

psychosomatic complaints (Dettmers and

Krause, 2020)

By using the system, it is likely for fewer

information deficits to occur, as the system

generates new patterns, new information, and

insights from the data (Haefner et al., 2021).

(Continued)
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DSSs probably increases users’ awareness of AI, which in turn

could raise concerns related to job insecurity and thereby increase

psychological load.

3. Scale and item generation and
qualitative review

To measure the 13 characteristics described (see Section 2),

we developed the respective PAAI. To be able to observe the

impact of the constructs on the professionals in the context of

an evaluation, it is also necessary to collect appropriate indicators

of the professionals’ psychological load and related consequences.

Fortunately, several scales already exist for this purpose (e.g.,

NASA-TLX, Hart and Staveland, 1988; irritation scale, Mohr et al.,

2006; stress experience, Richter, 2000), from which a particular

variable can be selected as per project objectives. However,

one exception is the measurement of psychological load during

immediate human-AI interaction. To the best of our knowledge,

no questionnaires are available for this variable as of yet. Therefore,

we developed an additional scale to measure user Irritation during

System Use. In developing the 14 scales, we took care to keep

the number of statements per scale as short as possible while

ensuring that a minimum of three items met the scientific validity

criteria (Mvududu and Sink, 2013). The items were formulated

using generic terms, so that they can be applied to different

occupations and types of AI-based DSSs. Simultaneously, the

assessment incorporates design recommendations to facilitate the

identification of specific causes and derivation of appropriate

action measures.

To test the clarity and face validity of the developed items,

cognitive pretests were conducted with N = 10 individuals without

prior experience of AI-based DSSs in an occupational context. First,

a paraphrasing method was used (Porst, 2013). In this method,

participants were asked to reproduce the individual statements of

the questionnaire in their own words. If a respondent did not

understand a statement or understood it incorrectly, the statement

was rephrased, clarified with examples, or removed. The revised

items were then tested in the second step with the remaining

respondents. In this step, a sorting technique was used to examine

how respondents assigned the given items to the given constructs.

It could be said that the sorting technique is a type of factor analysis

that does not require previously collected data (Porst, 2013). All

items assigned to the correct category by at least 75% of raters were

retained. This development process resulted in a questionnaire with

59 items (Table 1; Supplementary material).

4. Empirical testing of the developed
items and scales

The newly developed items and scales were empirically tested

in two consecutive studies using causal samples. Adjustments like

the deletion of items were made as required. Study 1 began with

an analysis of the items and scales. Subsequently, an exploratory

factor analysis (EFA) was conducted to examine the factor structure

of the questionnaire derived from the item and scale analysis. The

resulting factor structure, which was expected to be statistically
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and theoretically adequate, was subjected to confirmatory factor

analysis (CFA) for further validation, employing the maximum

likelihood (ML) estimation method, and allowing the factors to

correlate (detailed information is accessible in the provided data

on OSF—see the data availability statement). Study 2 tested the

factorial validity of the final model from Study 1 using CFA,

utilizing maximum likelihood estimation, with a different sample

size. Furthermore, the final scale was assessed in terms of its

convergent and predictive validity. In both cases, correlations

with other variables collected simultaneously using established

instruments were analyzed. Correlation analyses, item and scale

analyses, and EFAwere conducted using IBM SPSS software version

26.0. For the CFA, RStudio software (version 4.2.0) was used.

4.1. Study 1

4.1.1. Method
4.1.1.1. Participants and procedures

On January 24, 2023, N = 250 participants from the UK were

recruited from a crowdsourcing platform, Prolific, for the survey.

The prerequisite was that the participantsmust being employed and

regularly use a DSS in the job. For the survey, it did not matter

whether the DSS is based on AI methods because the properties

surveyed can be assessed for all DSSs, regardless of which technical

solutions are behind them. After excluding participants who, for

example, missed one of the two attention checks or had superficial

response patterns, N = 223 participants remained (n= 132 female,

n = 91 male). Most respondents (42.6%) were aged between 30

and 39 years and worked in customer service and support (12.1%),

organization, data processing and administration (11.7%), and

marketing and sales (11.2%). Regarding educational level, the most

had a bachelor’s degree (46.6%).

4.1.1.2. Materials

The survey comprised the newly developed instrument (see

Supplementary Table 1) and general demographic questions (e.g.,

age, gender, and field of activity). Aside from the general

demographic questions, all other items were answered on a 5-point

scale ranging from 1 (doesn’t apply at all) to 5 (applies completely).

4.1.2. Analysis and results
4.1.2.1. Item and scale analysis

In the context of item and scale analysis, it is first checked

whether the items are too easy, too difficult, or insufficiently

differentiated, and then the internal consistency of the scales is

assessed. Specifically, items with a difficulty index between P =

0.20–0.80 and a discriminatory power of rit ≥ 0.40 are targeted

(Bortz and Döring, 2016; Kalkbrenner, 2021). All but two items

(19 and 52) met these criteria, and the two items that did not meet

the criteria were therefore deleted. Supplementary Table 2 presents

the descriptive statistics for each scale at the end of the item and

scale analyses.

4.1.2.2. EFA

In the next step, the scales or items were further tested

separately within their corresponding levels, as described herein:

(1) human-AI interaction, (2) AI-supported task, and (3) overall

job (as described in Section 2). We conducted an EFA for each.

The prerequisites for the EFA needed to be examined further. First,

inter-item correlations were checked; that is, whether each item

correlated with at least three other items with a value between

r = 0.20 to r = 0.85. Moreover, we tested whether each item

had a Kaiser-Meyer-Olkin (KMO) measure of ≥0.70, Bartlett’s

test for sphericity of p < 0.05, and a measure of sampling

adequacy (MSA) >0.8 (Kalkbrenner, 2021; Zhang et al., 2021).

These conditions were fulfilled in all cases. To determine the most

suitable number of factors for summarizing the elements within

each level, two analyses were conducted: principal component

analysis (PCA) and parallel analysis (Kalkbrenner, 2021). The

results in Supplementary Table 3 indicate that different criteria

suggest different numbers of factors.

In subsequent EFAs, the modeling process employed principal

axis factorization (PFA) with the oblique rotation method

Promax because of the assumed inter-factor correlations

(Moosbrugger and Kelava, 2008). The initial starting point

for each analysis was the highest assumed number of factors, as

shown in Supplementary Table 3, to ensure maximum information

preservation. Throughout the exploration, individual items were

systematically excluded, and after each exclusion, the PFA was

recalculated. Items were excluded if at least one of the following

three conditions was not met: First, items should exhibit a factor

loading of at least λ ≥ 0.40. Second, it is desirable that the items

have no cross-loadings, that is, they should have no loadings of

λ ± 0.40 on two or more factors. Meanwhile, if an item does

demonstrate cross-loadings, but the loading on one factor is

λ ≥ 0.10 higher than on the other factors, researchers can use

their theoretical understanding to decide whether the variable

should be assigned to a factor or deleted. Third, from a theoretical

perspective, all items should fit the respective factors to which they

were assigned according to the EFA (Korner and Brown, 1990;

Kalkbrenner, 2021). Consequently, of the 28 items included in the

EFA at Level 1 (human-AI interaction), seven items (items 1, 5, 9,

12, 13, 17, and 22) were deleted. At Level 2 (AI-supported task),

of the 26 items included in the EFA, eight items (items 32, 36,

39, 40, 47, 48, 49, and 50) were deleted. According to the criteria

mentioned above, Item 30 should also have been deleted as it

loaded highly on two factors (difference λ = 0.05). However, this

was not done because of (a) strong theoretical reasons and (b) the

decision is statistically confirmed in the subsequent CFA because

the model quality is better with the inclusion of the item in the

scale than without it.

For the remaining 21 items at Level 1, a five-factor structure

resolved a total of R²= 60.29% of the variance. In terms of content,

the five factors were consistent with the theory described in Section

2. However, at Level 2, contrary to the theoretical assumption, a six-

factor structure—not an eight-factor structure—was determined

for the remaining 18 items, and it explained R² = 60.12% of the

cumulative variance. Specifically, the EFA results indicated that

the items developed to measure the constructs of decision-making

and complexity requirements should be combined with those

representing the construct of information overload into a single

factor. This merger was supported by theoretical considerations.

Moreover, all items related to the construct “lack of information”

were deleted because of their high cross-loadings. This deletion was
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TABLE 3 Overview of exploratory factor analysis and confirmatory factor analysis results in Study 1.

Level 1: Human-AI-interaction Level 2: AI-supported task Level 3: Overall job

Factor Item Load EFA Load CFA Factor Item Load EFA Load CFA Factor Item Load EFA Load CFA

PU 2 0.74 0.75 PCDR 30 0.70 0.80 PJI 57 0.89 0.89

3 0.82 0.79 31 0.72 0.71 58 0.89 0.89

4 0.77 0.78 45 0.69 0.62 59 0.70 0.70

6 0.78 0.77 46 0.71 0.63

7 0.75 0.77 PCCR 33 0.80 0.83

PEU 8 0.76 0.76 34 0.77 0.76

10 0.77 0.74 35 0.88 0.84

11 0.70 0.67 PLA 37 0.57 0.59

14 0.74 0.77 38 0.78 0.67

15 0.74 0.75 41 0.72 0.77

PC 16 0.83 0.76 PUQL 42 0.73 0.75

18 0.71 0.70 43 0.73 0.76

20 0.69 0.70 44 0.86 0.81

21 0.69 0.74 PTPP 51 0.75 0.75

PA 23 0.59 0.62 53 0.76 0.76

24 0.78 0.76 PQD 54 0.87 0.87

25 0.78 0.78 55 0.83 0.83

26 0.77 0.76 56 0.77 0.77

ISU 27 −0.89 0.89

28 −0.91 0.91

29 −0.82 0.82

Model fit indices: Model fit indices: Model fit indices:

χ
2/df = 1.48 χ

2/df = 1.48 χ
2/df = 0

CFI= 0.97 CFI= 0.97 CFI= 1.00

TLI= 0.96 TLI= 0.96 TLI= 1.00

RMSEA= 0.05 RMSEA= 0.05 RMSEA= 0.00

SRMR= 0.04 SRMR= 0.05 SRMR= 0.00

N= 223.

χ2 , Chi squared; df, degree of freedom; CFI, Comparative Fit Index; ISU, Irritation during System use; PA, Perceived Availability; PC, Perceived Comprehensibility; PCCR, Perceived Cooperation and Communication; PCDR, Perceived Complexity andDecision-making

Requirements; PEU, Perceived Ease of Use; PJI, Perceived Job Insecurity; PLA, Perceived Latitude for activity; PQD, Perceived Qualification deficit; PTPP, Perceived Time and performance pressure; PU, Perceived Usefulness; PUQL, Perceived Use of Qualifications

and Learning Opportunities; RMSEA, Root Mean Square Error of Approximation; SRMR, Standardized Root Mean Residual; TLI, Trucker–Lewis index.
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theoretically justifiable and appropriate. For the three remaining

items at Level 3, as theoretically hypothesized, we obtained a one-

factor structure that resolved R² = 68.95% of the variance. A

comprehensive depiction of the factor structure encompassing the

items and their corresponding factor loadings for each scale is

provided in Table 3.

4.1.2.3. CFA

CFAs were conducted to confirm the factor structure of the

developed instrument according to the EFAs. This analysis was

used to determine the fit between the model and obtained data

(Bandalos, 2002). Following Hu and Bentler (1999), the model fit

index was determined using chi-square/degree of freedom (good fit

= 0 ≤ χ
2/df ≤ 0.2; acceptable fit = 2 < χ

2/df ≤ 0.3), comparative

fit index (CFI; good fit = 0.97 ≤ CFI ≤ 1.00; acceptable fit = 0.95

≤ CFI < 0.97), Tucker-Lewis index (TLI; good fit = 0.97 ≤ TLI ≤

1.00; acceptable fit= 0.95≤ TLI < 0.97), root mean square error of

approximation (RMSEA; good fit= 0≤ RMSEA≤ 0.05; acceptable

fit= 0.05 < RMSEA≤ 0.08), and standardized RMR (SRMR; good

fit= 0≤ SRMR≤ 0.05; acceptable fit= 0.05 < SRMR≤ 0.10). The

indices for the threemodels are listed in Table 3. Acceptable to good

fit indices were observed for all models.

4.2. Study 2

4.2.1. Method
4.2.1.1. Participants and procedure

From 6 to 16 February 2023, a second survey was conducted

in the UK and US via Prolific. The participation criteria were the

same as those of Study 1. Of the N = 535 participants, N = 471

individuals (n = 235 female, n = 233 male, n = 3 non-binary)

remained after data cleaning as in the first study. Most respondents

(36.5%) were between 30 and 39 years and had a bachelor’s degree

(39.7%). In addition, most worked in customer service and support

(12.1%), organization, data processing and administration (8.1%),

and marketing and sales (7.9%).

4.2.1.2. Materials

Along with the final questionnaire inventory from Study 1

(Supplementary Table 4) and demographic data, we collected data

on load indicators and consequences to test criterion validity.

Specifically, system use satisfaction was surveyed through a

custom-developed item, “I like using the system” and trust in a

system was surveyed using a custom-developed question, “How

much do you trust the system?” The subjective stress experienced

during a task was surveyed using the six items developed by

Richter (2000), which were translated from German to English.

Moreover, mental effort and mental exhaustion were assessed with

two questions from the BMS short scales, which were translated

from German into English (Debitz et al., 2016). Task enjoyment

was surveyed with the item “How much pleasure do you usually

get from the work task?” Furthermore, competence experience

during task processing was assessed using four items adapted from

a prior study (Sailer, 2016). Job satisfaction was surveyed using

an item, which was translated from German into English, from

a past study (Kauffeld and Schermuly, 2011). For later testing of

convergent validity, the six-item meCue (Minge et al., 2017), which

measures the usefulness and usability of technologies, was used.

All statements were answered on a 5-point scale ranging from 1

(doesn’t apply at all) to 5 (applies completely). The questions, for

example on mental effort and exhaustion, were responded on a

slider scale ranging from 1 (low) to 10 (high).

4.2.2. Analysis and results
4.2.2.1. Item and scale analysis

Table 4 shows the descriptive statistics for all the scales. All

scales showed an internal consistency of α ≥ 0.70 (Hussy et al.,

2013), and the Perceived Time and Performance Pressure scale

a Spearman-Brown coefficient of 0.757. In addition, high mean

values and low standard deviations were observed for most scales.

4.2.2.2. CFA

To test the factor structure of the final version of the PAAI on

another sample, a second CFAwas conducted for each Level and for

the overall instrument. As in Study 1, the results showed acceptable

to good fit indices (Hu and Bentler, 1999) for all three models per

Level, and for the overall model (see Table 5). A detailed overview of

the individual factor loadings is provided in Supplementary Table 4.

4.2.2.3. Correlation analysis

A correlation analysis was conducted to further test the validity

of the PAAI (see Supplementary Tables 5, 6). In this analysis, the

Level 1 scales were correlated with the meCue (Minge et al.,

2017) to test their convergent validity and overall summary. It

showed that all Level 1 scales as a whole correlate strongly with

the meCue (r = 0.83, p < 0.01) according to Cohen’s (1988)

criteria (r ≥ 0.10 small, r ≥ 0.30 moderate, r ≥ 0.50 strong

effect). From the perspective of individual scales, the Perceived
Usefulness (r = 0.70, p < 0.01) and Perceived Ease of Use (r
= 0.83, p < 0.01) showed particularly very high correlations,

as expected, and the Perceived Comprehensibility (r = 0.54, p
< 0.01) and Perceived Availability (r = 0.56, p < 0.01) showed

high correlations.

Moreover, for all levels, the collected criterion-related variables

capturing the load indicators and the corresponding predictive

scales were found to be correlated. These results demonstrate the

criterion-related validity of the instrument. Furthermore, in the

task characteristic group of requirements, the Perceived Complexity

and Decision-making Requirements scale was moderately positively

related to mental effort (r = 0.41, p < 0.01) and mental exhaustion

(r = 0.28, p < 0.01), and simultaneously positively related to

task enjoyment (r = 0.15, p < 0.01). Contrastingly, stressors

such as Perceived Qualification Deficits correlated with negative

load indicators like stress experience (r = 0.64, p < 0.01), and

had no significant relationship with positive load indicators, such

as task enjoyment (r = 0.06, not significant) or competence

experience during task processing (r = −0.30, p < 0.01). This

undesirable influence of stressors was also evident at Level 3,

with the Perceived Job Insecurity scale correlating negatively with

job satisfaction (r = −0.34, p < 0.01). However, variables in the

resources group such as Perceived Latitude for Activity (Level 2)

were moderately correlated with task enjoyment (r = 0.40, p <

0.01) and competence experience during task processing (r = 0.31,

p < 0.01).
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TABLE 4 Results of the item and scale analysis in Study 2.

Level Characteristics
or load

Scale Number
of items

Range of
the scale

Cronbach’s
α

Mean
value

Standard
deviation

1 System characteristics PU 5 1;5 0.84 3.85 0.64

PEU 5 1;5 0.84 3.67 0.69

PC 4 1;5 0.77 3.38 0.73

PA 4 1;5 0.83 3.63 0.77

meCue 6 1;5 0.86 3.72 0.67

Load indicators ISU 3 1;5 0.88 2.22 0.85

Satisfaction with system

use

1 1;5 - 3.50 0.92

Trust in the system 1 1;10 - 7.15 1.60

2 Task characteristics PCDR 4 1;5 0.72 3.20 0.78

PCCR 3 1;5 0.87 2.96 1.01

PLA 3 1;5 0.76 2.94 0.90

PUQL 3 1;5 0.82 3.21 0.90

PTPP 2 1;5 0.76 2.95 0.99

PQD 3 1;5 0.76 2.19 0.87

Load indicators Stress experience 6 1;5 0.86 2.09 0.74

Mental effort 1 1;10 - 6.76 1.89

Mental exhaustion 1 1;10 - 5.35 2.17

Task enjoyment 1 1;10 - 5.54 2.25

Competence experience

in task processing

4 1;5 0.77 3.66 0.69

3 Job characteristics PJI 3 1;5 0.88 2.23 1.02

Load indicators Job satisfaction 1 1;10 - 6.92 2.08

N= 471.

ISU, Irritation during System use; PA, Perceived Availability; PC, Perceived Comprehensibility; PCCR, Perceived Cooperation and Communication; PCDR, Perceived Complexity and Decision-

making Requirements; PEU, Perceived Ease of Use; PJI, Perceived Job Insecurity; PLA, Perceived Latitude for activity; PQD, Perceived Qualification deficit; PTPP, Perceived Time and

performance pressure; PU, Perceived Usefulness; PUQL, Perceived Use of Qualifications and Learning Opportunities.

PAAI criteria are shown in italics.

TABLE 5 Confirmatory factor analysis results from Study 2.

χ
2/df CFI TLI RMSEA SRMR

Good fit 0 ≤ χ
2/df ≤ 0.2 0.97 ≤ CFI ≤ 1.00 0.97 ≤ TLI ≤ 1.00 0 ≤ RMSEA ≤ 0.05 0 ≤ SRMR ≤ 0.05

Acceptable fit 0.2 < χ
2/df ≤ 0.3 0.95 ≤ CFI < 0.97 0.95 ≤ TLI < 0.97 0.05 < RMSEA ≤ 0.08 0.05 < SRMR ≤ 0.10

Models tested

Level 1 scales 1.76 0.97 0.97 0.04 0.04

Level 2 scales 2.04 0.96 0.95 0.05 0.04

Level 3 scales 0 1.00 1.00 0.00 0.00

All scales 1.45 0.96 0.96 0.03 0.04

N= 471.

χ2 , Chi squared; df, degree of freedom; CFI, Comparative Fit Index; RMSEA, Root Mean Square Error of Approximation; SRMR, Standardized Root Mean Residual; TLI, Trucker–Lewis index.

5. Discussion

This study aimed to develop and validate an evaluation

tool that assesses the use of AI-based DSSs in the workplace,

strongly emphasizing the human aspect. Using this human-

centered perspective, this study ultimately aimed to ensure that the

implementation of new technology has a positive impact on user

psychological wellbeing, as well as helps in avoiding unintended

negative consequences that could hinder personal development

in the workplace. To be able to verify the outcomes of AI-based

DSSs implementation, it was necessary to understand the effects of

system deployment on users and the associated work situation in
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a differentiated manner as part of the evaluation. Only in this way

can the need for adaptation be specifically derived if necessary.

Thus, an instrument called PAAI was developed to capture

the following design characteristics in the context of AI-based

DSSs: (1) system characteristics of AI-based DSSs that are

particularly important from the users’ perspective; (2) work-

related characteristics of the AI-supported task that are particularly

influential for professionals’ psychological load and known to

play a frequent role in the context of implementation of new

technology based on the augmented intelligence approach; and

(3) cross-task work characteristics that are often relevant from

the professionals’ perspective in this context. The selection of

the specific system-, task-, and job-related design characteristics

collected in the PAAI is guided by this research. In total,

13 characteristics were initially identified from the literature

and measured with 56 items after an initial, concise, cognitive

preliminary study. The newly developed questionnaire was then

extensively tested in a preliminary quantitative study, which

yielded the necessary adjustments to the instrument. The refined

version of the questionnaire was tested in a second quantitative

study using another sample. The final instrument encompasses

a total of 11 design characteristics measured by 39 items (see

Supplementary Table 4).

Looking at the results

In both studies, the items or scales generated to capture

system-, task-, or job-related characteristics were first analyzed

in detail within their associated characteristic group or level of

consideration. This procedure guaranteed that the newly developed

scales function well within their respective levels, and before they

are evaluated as a coherent whole across all three levels at the end

of Study 2. It also ensured that the three questionnaire parts can be

used independently if needed.

In the first section of the questionnaire, in which items

assessed the perceived system characteristics of AI-based DSSs

from the user’s perspective, the EFA in Study 1 yielded a four-

factor structure: Perceived Usefulness, Perceived Ease of Use,

Perceived Comprehensibility, and Perceived Availability. It fit well

with the expected theoretical structure (see Section 2). Strictly

speaking, however, the EFA resulted in a five-factor structure, as

items measuring the psychological load indicator of professionals

(i.e., in the form of Irritation during System Use) were also

included in the analysis. This is because no questionnaire had,

thus far, been developed to capture users’ direct experiences of

psychological load during direct human-AI interactions. Therefore,

the inclusion of the Irritation during System Use scale in the

EFA was necessary to ensure the validity of this newly developed

instrument. Furthermore, an exploratory analysis showed that for

the items on system characteristics, the EFA results do not differ

depending on whether the Irritation during System Use scale is

included, which indicates the high separability of this dependent

variable from the other four independent variables. Contrarily, this

construct of independence within the scales of system properties

was not as pronounced as shown by the cross-loadings observed in

the EFA for the associated items. This finding is not unexpected, as

previous studies have shown a close association between individual

system characteristics, such as perceived usefulness and ease of

use (Suki and Suki, 2011). To delineate the individual constructs

more clearly, we eliminated items that could not be clearly assigned

to a particular construct. This item reduction procedure was not

problematic, as the analysis commenced with an item surplus in

order to identify the most powerful and relevant items for the

primary study. Therefore, despite the item reduction, all Level-1-

scales (a total of five) show good internal consistency, as indicated

by the Cronbach’s alpha values (Hussy et al., 2013) ranging from

α = 0.81–0.91 in Study 1. These acceptable reliabilities are also

shown in Study 2, as the Cronbach’s alpha values ranged from α

= 0.77–0.88.

Importantly, both studies had high mean values (tending to

be at the high end of the scale) and low standard deviations

for all four system characteristic scales. These observations can

be interpreted as an indication of the strong predictive role

of the captured system characteristics for system use. This is

because participants in both studies evaluated only systems

that are regularly used in everyday life. Furthermore, the

criterion validity of the developed system characteristic scales

on professionals’ psychological load experience during immediate

human-AI interactions was also empirically confirmed in this

study. In particular, in Study 2, all four scales showed, following

Cohen’s (1988) methodology, moderately negative correlations

with the criterion Irritation during System Use; thus, both the

criterion and construct validity of the newly developed scales were

demonstrated. As in Study 1, consistently acceptable goodness-of-

fit indices were observed for the final scales in the CFA on a second

independent sample. Along with factorial validity, convergent

validity was also examined to confirm construct validity. As

expected, the Perceived Usefulness and Perceived Ease of Use

scales showed a strong correlation with the meCue (Minge et al.,

2017), as this well-established instrument maps two very similar

constructs. Conforming to this, the Perceived Comprehensibility

and Perceived Availability scales correlated moderately with the

meCue scale, as with the Perceived Usefulness and Perceived Ease of

Use scales.

The second part was designed to obtain the relevant work-

related characteristics of AI-supported tasks in the context of

AI-based DSSs. Initially, this questionnaire section comprised

eight task characteristics based on the theoretical foundations

(see Supplementary Table 1), and had a total of 27 items.

However, the assumed factor structure for the newly developed

items could not be confirmed in Study 1. The EFA results

revealed high cross-loadings between items in the hypothesized

scales of Perceived Complexity and Decision-Making Requirements,

Perceived Information Overload, Perceived Lack of Information,

and Perceived Time and Performance Pressure, suggesting the need

for adjustment. These findings can be attributed to the fact that

work-related characteristics often co-occur in practice and partially

influence each other (Dettmers and Krause, 2020; Phillips-Wren

and Adya, 2020; Rau et al., 2021).

To ensure the valid measurement of the constructs, two

approaches were employed. First, inaccurate items were gradually

eliminated during the exploratory phase. This was not problematic,

because the preliminary study started with a larger number of

items than required. Moreover, whenever reasonable, items from
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closely related constructs were combined into a single factor.

Consequently, during the item deletion process, all items related

to the construct of Perceived Lack of Information were removed,

along with single items from other assumed scales. By removing

the entire Perceived Lack of Information construct, the relationships

among the remaining constructs became clearer. Given that AI-

based DSSs are primarily designed to improve the handling of

information overload and complex decision processes (Dietzmann

and Duan, 2022; Stenzl et al., 2022), and addressing information

lack through the identification of novel patterns only yields the

possibility of an incidental benefit, we do not consider the omission

of this task characteristic of the inventory to be critical. The

second approach for improvement involved merging two closely

related constructs: Perceived Complexity and Decision-Making

Requirements and Perceived Information Overload. This decision to

include the Perceived Information Overload scale in the Perceived

Complexity and Decision-making Requirements is also supported

by theoretical considerations since high decision-making and

complex requirements often involve dealing with a substantial

number of variables and their associated information (Phillips-

Wren and Adya, 2020; Rau et al., 2021). From a professional

perspective, these two components are likely to be perceived as

unified entities rather than as separate constructs. After these

adjustments, the CFA results of both the preliminary and main

studies consistently showed acceptable to good fit indices for

the new six-factor structure of the questionnaire. Furthermore,

satisfactory reliabilities were observed for all scales in Studies 1

and 2, ranging from α = 0.72 to α = 0.87. It is noteworthy

that although the Perceived Time and Performance Pressure scale

comprises only two items, it met all the reliability and validity

criteria. Since the survey was to be as concise as possible for

practical reasons, there was no need to add a third item to the

scale, as often recommended by prior studies like that conducted

by Mvududu and Sink (2013). In addition to factorial validity,

the criterion validity of all the scales was confirmed in the

main study. For example, the mental effort criterion showed

the strongest correlation with the scale Perceived Complexity

and Decision-making Requirements. This result is consistent with

previous research, showing that complexity and decision demands

are significant predictors of cognitive effort (Lyell et al., 2018).

Furthermore, the correlation results support those of previous

studies, demonstrating a significant relationship between users’

negative load experiences and qualification deficits (Dettmers

and Krause, 2020). As expected, the results also showed the

positive correlation of the two resources variables of Perceived
Latitude for Activity and Perceived Use of Qualifications and

Learning Opportunities with indicators of positive load, like

task enjoyment.

To holistically evaluate the introduction of an AI-based

DSS, the last section of the PAAI focuses on a cross-task

job characteristic, more specifically, on Perceived Job Insecurity.

This focus serves to enable the tool to provide data on

whether this variable increases from the perspective of the

affected professionals as a result of the introduction of new

technology. In both the preliminary and main studies, the

results consistently confirmed the reliability and construct validity

of the scale. Furthermore, the main study proves criterion

validity, as this construct correlates negatively with positive

load indicators, in this case job satisfaction, in line with

previous reports.

Thus, the results of Studies 1 and 2 provide compelling

evidence of the validity and reliability of all three parts of the

final questionnaire. Furthermore, the construct validity of the

questionnaire instrument was assessed in the main study using

CFA, showing satisfactory-to-very good fit indices and the overall

validity of the instrument.

5.1. Limitations and future research

Thus far, the empirical results have confirmed the reliability

and validity of the new questionnaire instrument, which can be

used both in practice in the context of evaluating AI-based DSSs

and in scientific research. This instrument is economic, easy-

to-use, and has a solid scientific basis. However, this study has

some limitations. First, the validation of the questionnaire relied

solely on questionnaire-based instruments; therefore, the results

may have been influenced by social desirability bias. Therefore,

future validation studies should include a wider range of data

sources. For example, the additional assessment of relevant system

properties using mathematical metrics, such as system accuracy,

is an important sub-design criterion for perceived usefulness (Yin

and Qiu, 2021) psychological load indicators using physiological

and biochemical measures (Lean and Shan, 2012). Second, because

we aimed at developing a questionnaire with the shortest possible

survey duration, it is critical to note that convergent validity was

only tested for the characteristic scales of the lowest human-AI-

interaction level. Scholars are thus recommended to test both

the convergent and discriminant validity of the scales at the

other two levels (AI-supported tasks and overall jobs) in future

studies. This would allow for a more comprehensive assessment of

instrument validity across all system levels. Third, data collection

for this study was conducted via a paid crowdsourcing platform,

which may raise concerns about data quality (Douglas et al.,

2023).

To address these issues, (a) a conscious decision was made

to use a sample provider that, according to prior research (Peer

et al., 2022), delivers the highest data quality; (b) two control

questions were included in the questionnaire used in each of the

studies, and the data of all participants who failed one of these

questions were immediately excluded. Nonetheless, it is advisable

to validate the instrument using a separate sample that does

not receive financial compensation for participation as well as

that is not exclusively from the US and the UK—but instead

from various countries and cultures. This will further strengthen

the confidence in the observed results and their generalizability

beyond the paid crowdsourcing platform sample. Furthermore,

the target group of the questionnaire comprised people who

used DSSs in their daily work. We decided to not impose

any further specific participation conditions related to the AI

methods behind the system for several reasons. First, the PAAI

can be used separately from this specific technical solution, even

if it is simultaneously assumed that, especially in the case of

AI-based DSSs, attention must be paid to ensure that systems

are designed to be, e.g., sufficiently comprehensible because of
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their black-box nature. Second, the definition of the subject of

AI varies widely, and until this date, there is no universally

expected definition of the subject (Alter, 2023). Finally, users

may not be aware of the specific technical solutions underlying

their DSS. Therefore, by omitting the technical solution, the

PAAI could focus on capturing user perceptions and experiences

of the DSS, rather than their awareness of the underlying AI

methods. Nevertheless, future studies should investigate whether

the term “AI” alone influences user experience and behavior.

Previous research investigating the impact of AI-based DSSs

on user psychological load has so far mainly focused on the

particular characteristics of accuracy and transparency of these

systems (see Stowers et al., 2020; Jacobs et al., 2021; Jussupow

et al., 2021; Gaube et al., 2023). These arise, as described in

the theory section, from the essence of AI-based DSSs; namely,

their probabilistic nature and black-box character. In addition,

individual studies have been exploring the effect of the timing of

the introduction of AI-generated advices to users (Jussupow et al.,

2021; Langer et al., 2021). For example, initial findings suggest

that users are more satisfied and experience higher self-efficacy

in task processing if they receive support from the system after

first independently processing the information underlying their

decision-making (Langer et al., 2021). However, further evidence

is required before generalizations can be made on this topic.

Future research efforts should therefore explore other design and

implementation characteristics of AI-based DSSs, including the

timing of support, and investigate the influence of the term “AI”.

This work can yield deeper understandings of the dynamics of

user experience and psychological load in relation to AI-based

DSSs. Ultimately, this research may enable the identification of

other potential key characteristics that should be considered when

evaluating AI-based DSSs. Furthermore, future research could

conduct research to identify under which design aspects and

contextual conditions users of augmented intelligence systems (e.g.,

AI-based DSSs) perceive these systems as optimal complements

to their own abilities, and how the degree of augmentation

affects users’ psychological load; for example, regarding their

own experience of motivation and empowerment. Finally, it

would also be interesting to investigate what inversely influences

professionals’ experience of load on their perception of the system

and work-related characteristics. Previous studies have indicated

that professionals’ current load experience also influences their

perceptions of working conditions (Rusli et al., 2008). To increase

the acceptance of users toward a new work system, it could be

helpful to implement it not in particularly stressful peak periods

but in times of moderate workloads.

5.2. Practical implications

In augmented-intelligence projects, it is critical for

organizations to prioritize future users throughout the

development and validation processes. As mentioned in

the introduction, the success of augmented intelligence

implementation, like AI-based DSSs, in the workplace ultimately

depends on the experience and behavior of the employees

involved. If they are not ready to use the new technology, the

project is likely to fail during the implementation phase. To

avoid this, organizations could follow the four phases of the

human-centered design approach when implementing an AI-

based DSS (ISO International Organization for Standardization,

2019). This requires the involvement of a transdisciplinary

team that includes psychological experts and usual technical

experts. The expertise of the former is valuable in tasks like

requirements analysis, adaptation of work habits, changes

in communication during implementation, and evaluation.

In the evaluation, it is not sufficient to assess only whether

the intended effects were achieved; it is equally important to

identify any unintended effects that may have occurred. To

gain insight into why newly implemented systems actually

have an impact, organizations could conduct comprehensive

surveys to understand their effects on individuals and their work

environments. This comprehensive understanding facilitates

the development of tailored action plans. Along with the use

of the PAAI evaluation tool, organizations could consider

incorporating complementary criteria of system performance,

like accuracy (Kohl, 2012) and response time (Tsakonas and

Papatheodorou, 2008). Furthermore, Organizations could also

include users’ individual resources in the evaluation, considering

the stress and strain models (ISO International Organization

for Standardization, 2017). For example, their expertise level or

AI knowledge (Gaube et al., 2023) could be included to identify

users’ qualification needs. Moreover, data on project management

related variables could be collected. As per prior studies, changes

in communication are extremely influential in AI project success,

particularly expectation management (Alshurideh et al., 2020).

Therefore, organizations could also evaluate the success of

specific communication measures and whether any further action

is needed.

6. Conclusion

This study emphasizes the importance of a human-centered

design approach in the development and implementation of

augmented intelligence projects, as well as the implementation of

a user-centered evaluation within this framework. An evaluation

tool suitable for this purpose, called PAAI, was developed. The

novel instrument can be seen as a holistic tool that, along with

immediate interface design, focuses on personality-promoting

workplace design. The PAAI can not only be used selectively to

evaluate the impact of AI-based DSSs implementation projects

on users, but also as a starting point for the requirements

analysis of the four-step human-centered design process. Thus,

it could be used as a pre-post measurement. Thus, organizations

can use the PAAI to develop AI-supported workplaces that are

conducive to a positive mental health among workers. Although

the PAAI was validated by the two independent studies reported

in this manuscript, further research is required to collect data

from more diverse samples and verify evidence consistency.

Moreover, the use of additional data sources, such as objective
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and qualitative measures, should help further validate the newly

developed instrument.
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University of Bremen, Bremen, Germany, 3DFKI GmbH, Robotics Innovation Center, Bremen, Germany

As part of the Special Issue topic “Human-Centered AI at Work: Common Ground

in Theories and Methods,” we present a perspective article that looks at human-

AI teamwork from a team-centered AI perspective, i. e., we highlight important

design aspects that the technology needs to fulfill in order to be accepted by

humans and to be fully utilized in the role of a team member in teamwork.

Drawing from the model of an idealized teamwork process, we discuss the

teamwork requirements for successful human-AI teaming in interdependent and

complex work domains, including e.g., responsiveness, situation awareness, and

flexible decision-making. We emphasize the need for team-centered AI that

aligns goals, communication, and decision making with humans, and outline the

requirements for such team-centered AI from a technical perspective, such as

cognitive competence, reinforcement learning, and semantic communication.

In doing so, we highlight the challenges and open questions associated with

its implementation that need to be solved in order to enable e�ective human-

AI teaming.

KEYWORDS

human-agent teaming, hybrid multi-team systems, cooperation, communication,

teamwork, integrative artificial intelligence

1. Introduction

In the future, Mars is a target for long-duration space missions (Salas et al., 2015).

Both governments and private space industries are fascinated by the Red Planet, and are

aiming to send teams of astronauts on a mission to Mars in the late 2030’s (Buchanan,

2017; NASA, 2017). For successful survival and operation on Mars, a habitat with intelligent

systems, such as integrative Artificial Intelligence (Kirchner, 2020), and robots (e.g., for

outdoor operations), are indispensable, among other things. To avoid unnecessary exposure

to radiation the crew will be in the habitat most of the time. There, they will collaborate

with technical systems with capabilities that are more like the cognitive abilities of humans

compared to previous support systems. Advancements in Machine Learning and Artificial

Intelligence (AI) have led to the development of systems that can handle uncertainties, adjust

to changing situations, and make intelligent decisions independently (O’Neill et al., 2022).

Intelligent autonomous agents can either exist as virtual entities or can embody a physical

system such as a robot. Although much of the decision-making paradigm may be similar in

both cases, the physical spatio-temporal constraints of robots must be properly considered

in their decisions (Kabir et al., 2019). In the given context, autonomous agents perform tasks

such as adaptively controlling light, temperature, and oxygen levels. In addition, they can

gather important information about the outdoor environment and guide the crew’s task

planning by telling themwhen, for example, an outdoormission is most advantageous due to

weather conditions such as isotope storms. Additionally, for outdoor activities, multi-robot
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teams (Cordes et al., 2010) will facilitate efficient exploration in

areas of low accessibility, transportation of materials, and analysis

and transmission of information to the human crew.

In the previously described scenario, we are concerned with

human-AI teaming (cf. Schecter et al., 2022), also often referred

to as human-agent teaming (cf. Schneider et al., 2021) or human

autonomy teaming (cf. O’Neill et al., 2022) (all abbreviated as

HAT). Those are systems, in which humans and intelligent,

autonomous agents work interdependently toward common goals

(O’Neill et al., 2022). These forms of hybrid teamwork (cf.

Schwartz et al., 2016a,b) are already present in some industries and

workplaces and are becoming more andmore relevant, for example

in aviation, civil protection, firefighting or medicine. They provide

opportunities for increased safety at work and productivity, thus

supporting human and organizational performance.

A well-known example from the International Space Station

is the astronaut assistant CIMON-2 (Crew Interactive MObile

companioN), which has already worked with the astronauts.

CIMON-2 is controlled by voice and aims to support astronauts

primarily in their workload of experiments, maintenance, and

repair work. Astronauts can also activate linguistic emotion

analysis, so that the agent can respond empathically to its

conversation partners (DLR, 2020). Another example of AI at

work is the chatbot CARL (Cognitive Advisor for Interactive User

Relationship and Continuous Learning), which has been in use

in the human resources department of Siemens AG. CARL can

provide information on a wide range of human resources topics

and thus serves as a direct point of contact for all employees.

Also, the human resources Shared Service Experts themselves use

CARL as a source of information in their work. CARL understands,

advises, and guides and is used extensively within the company.

Carl has been positively received by the employees as well as the

human resources experts and leads to a facilitation in the work

like a colleague (IBM and ver.di, 2020). Artificial agents are also

used in the medical sector, for example, when nurses and robots

collaborate efficiently in the Emergency Department during high

workload situations, such as resuscitation or surgery.

The question that emerges is how to effectively design such

a novel form of teamwork that fully meets the needs of humans

in a successful teamwork process (Seeber et al., 2020; Rieth and

Hagemann, 2022). This perspective thus highlights the role of AI

interacting with humans in a team instead of only using a normal

high developed technology. Consequently, this perspective aims

toward a comprehensive and interdisciplinary exploration of the

key factors that contribute to successful collaboration between

humans and AI. We (1) illustrate the requirements for successful

teamwork in interdependent and complex work domains based

on the model of an idealized teamwork process, (2) identify

the implications of these requirements for successful human-AI

teaming, and (3) outline the requirements for AI to be team-

centered from a technical perspective. Our goal is to draw attention

to the teamwork-related requirements to enable effective human-

AI teaming, also in hybridmulti-team systems, and at the same time

to create awareness of what this means for the design of technology.

2. Human-AI multi-team systems

As described above, the question arises as to what aspects

need to be considered in human-centered AI in teamwork, both

in terms of the human crew and the “team” of artificial agents to

achieve effective and safe team performance. Imagine a scenario

for major disasters on earth. Here we will not only have a

team with one or two humans and one agent, but several teams

of people, e.g., police, fire fighters, rescue services, and several

agents, e.g., assistance system in the control center, robots in

buildings and drones in the air, who must communicate and

collaborate successfully.

Thus, HATs also exist in a larger context and work in

dependence with other teams. These human-AI multi teams

are called hybrid multi-team systems (HMTS) and refer to

“multiple teams consisting of n-number of humans and n-number

of semi-autonomous agents [i.e., AI] having interdependence

relationships with each other” (Schraagen et al., 2022, p. 202). They

consist of sub-teams, with each individual and team striving to

achieve hierarchically structured goals. Lower-level goals require

coordination processes within a single team and higher-level

goals require coordination with other teams. Their interaction

is shaped by the varying degrees of task interdependencies

between the sub-teams (Zaccaro et al., 2012). HMTS highlight

the complexity of the overall teamwork situation, as sub-teams

consist of humans, of agents and of humans and agents. Therefore,

teamwork relevant constructs such as communication (Salas

et al., 2005), building and maintaining an effective situation

awareness (Endsley, 1999) and shared mental models (Mathieu

et al., 2000) as well as decision making (Waller et al., 2004)

will not only be of high relevance in the human crew, but

also in the AI teams (Schwartz et al., 2016b) as well as in the

human-AI teams (cf. e.g., Carter-Browne et al., 2021; Stowers

et al., 2021; National Academies of Sciences, Engineering, and

Medicine, 2022; O’Neill et al., 2022; Rieth and Hagemann,

2022).

To date, research has focused on individual facets of successful

HAT, ignoring the Input-Process-Output (IPO) framework

(Hackman, 1987) in teamwork research (cf. O’Neill et al., 2023)

which acknowledges the pivotal role of group processes (e.g.,

shared mental models or communication) in converting inputs

(e.g., autonomy or task) into desired outcomes (e.g., team

performance or work satisfaction). Often, the focus is on single

aspects such as trust (Lyons et al., 2022), agent autonomy (Ulfert

et al., 2022), shared mental models (Andrews et al., 2023), or speech

(Bogg et al., 2021). Examining individual facets is important to

understand human-AI teaming, yet we would like to point out that

successful teamwork does not consist of individual components per

se, but rather the big picture, i.e., the interaction of inputs, processes

and outcomes. Thus, we would like to think of a teamwork-centered

AI holistically and discuss relevant aspects for a successful human-AI

teaming from a psychological and technical perspective using the

model of the idealized teamwork process (Hagemann and Kluge,

2017; see the black elements in Figure 1).
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FIGURE 1

Model of an idealized teamwork process of hybrid multi-team systems. Adapted from Hagemann and Kluge (2017), licensed under CC BY 4.0.

2.1. Teamwork requirements in human-AI
teaming

The cognitive requirements for effective teamwork and the

team process demands are consolidated within the model of an

idealized teamwork process (Kluge et al., 2014; Hagemann and

Kluge, 2017). Figure 1 shows an adapted version of this model.

The black elements in the model are from the original model by

Hagemann and Kluge (2017). The brown elements of the model

are additions which, based on literature analyses, are essential for

team-centered AI addressing human needs and thus for successful

human-AI teaming. These elements will now be discussed in more

detail in the course of this article. Following the IPO model, our

proposedmodel does not focus on solely a certain component of the

model, such as only the input, but holistically all three components.

Central elements of the model are situation awareness, information

transfer, consolidation of individual mental models, leadership, and

decision making (for a detailed explanation see Hagemann and

Kluge, 2017). Human-AI teams are responsible for reaching specific

goals (see top left of model), for example, search for, transport,

and care for injured persons during a large-scale emergency, as

well as extinguishing fires. Based on the overall goals, various

sub goals exist for the all-human teams, the agent teams, and

the human-AI teams that will be identified at the beginning of

the teamwork process and communicated within the HMTS. For

routine situations, there will be standard operating procedures

known by all humans and agents. However, it becomes challenging

for novel or unforeseen situations for which standard operating

procedures do not yet exist. Here, an effective start requires an

intensive exchange of mission analysis, goal specification, and

strategy formulation, which are important teamwork processes

occurring during planning activities (cf. Marks et al., 2001). Such

planning activities are a major challenge, especially in multi-

team systems, since between-team coordination is more difficult

to achieve than within-team coordination, but it is also more

important for effective multi-team system teamwork (Schraagen

et al., 2022). Thus, the responsiveness of the agents will be important

for a team-centered AI (see upper left corner in the model),

meaning that the agents are able to align their goals and interaction

strategies to the shifting goals and intentions of others as well as the

environment (Lyons et al., 2022).

As depicted in our model, the defined goals provide the

starting position for all teams building an effective situation

awareness, which is important for successful collaboration within

teams (Endsley, 1999; Flin et al., 2008). Situation awareness

means collecting information from systems, tools, humans, agents,

and environments, interpreting this information and anticipating

future states. The continuous assessment of situations by all

humans and agents is important, as they work independently

as well as interdependently and each team needs to achieve a

correct situation awareness and to share it within the HMTS.

High-performing teams have been shown to spend more time

sharing information and less time deciding on a plan, for example

(Uitdewilligen and Waller, 2018). This implies the importance of

a sound and comprehensive situation awareness between humans

and agents (cf. McNeese et al., 2021b) and an accompanying
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goal-oriented and continuous exchange of information in HMTS.

For developing a shared situation awareness, the information

transfer focuses on sending and receiving single situation awareness

between team members. Aligned phraseology between humans and

agents (i.e. using shared language and terminology) and closed-

loop communication (i.e. verifying accurate message understanding

through feedback: statement, repetition, reconfirmation; Salas et al.,

2005) are essential for effective teamwork. However, possible effects

of closed-loop communication have not yet been investigated in

a HAT. Thus, it is not clear, for example, whether this form of

communication is more likely to be considered disruptive in joint

work and whether it should be used only in specific situations,

such as when performing particularly important or sensitive tasks.

Nevertheless, these requirements for communication in a HAT are

important to consider for successful teamwork, as it has been shown

that performance and perception of teamwork are significantly

higher with verbal communication in a HAT (Bogg et al., 2021).

Therefore, for a team-centered AI, agents should communicate quite

naturally with human team members in verbal language.

Expectations of all humans and agents based on their

mental models and interpositional knowledge impact the situation

awareness, the information transfer, and the consolidation phases.

Mental models are cognitive representations of system states,

tasks, and processes, for example, and help humans and agents

to describe, explain, and predict situations (Mathieu et al., 2000).

Interpositional knowledge refers to an understanding of the tasks

and needs of all team members to develop an understanding of the

impact of one’s actions on the actions of other team members and

vice versa. It lays a foundation for understanding the information

needs of others and the assistance they require (Smith-Jentsch et al.,

2001). Interpositional knowledge and mental models are important

prerequisites for effective coordination in HMTS, i.e., temporally

and spatially appropriately orchestrated actions (Andrews et al.,

2023). Thus, a fully comprehensive and up-to-date mental model of

the agents about the tasks and needs of the other human and artificial

team members is highly relevant for team-centered AI.

Based on effective information transfer, a common

understanding of tasks, tools, procedures, and competencies

of all team members is developed in the consolidation phase in

terms of shared mental models. These shared knowledge structures

help teams adapt quickly to changes during high workload

situations (Waller et al., 2004) and increase their performance

(Mathieu et al., 2000). The advantage of shared mental models is

that HMTS can shift from time-consuming explicit coordination

to implicit coordination in such situations (cf. Schneider et al.,

2021). For example, observable behaviors or explicit statements

may cause the agent to exhibit appropriate behavior, such as a

robot observes that the human has reached a certain point in the

experiment and is already preparing the materials that the human

will need in the next step. Accordingly, a team-centered AI must be

able to coordinate with the humans in the team not only explicitly,

but also implicitly. In addition, the agents in a HMTS must be

able to detect when there is a breakdown in collaboration between

humans and agents, or between the different agents, and intervene

so that they can explicitly coordinate again.

As a result of the consolidation phase, the HMTS or leading

humans and agents need to make decisions to take actions. Thus,

it is important that the artificial agents have agency, i.e., they can

have control over their actions and the decision authority to execute

these actions (Lyons et al., 2022). For an effective collaboration

of humans and agents, the HMTS needs a flexible decision-

making authority, that is, authority dynamically shifting among

the humans and agents in response to complex and changing

situations (Calhoun, 2022; Schraagen et al., 2022). Requirements

in this phase include task prioritization and distribution as well

as re-prioritization and distribution of tasks according to changes

in the situation or plan (Waller et al., 2004). The resilience of

the system is thus also important for team-centered AI, so that

the agents can adapt to changing processes and tasks (Lyons

et al., 2022). In this phase, it is very important that the agents

can interpret the statements of all the others and continue to

think about the situation together with the humans. Only in this

way can HMTS be as successful as only human high-performing

teams. That is due to the fact that in the decision-making phase

high-performing teams compared to low performing teams use

more interpretation-interpretation sharing sequences: the process

involves an initial statement made by one human or agent, followed

by an interpretative response from another agent, leading to a

subsequent statement by the first agent that builds upon and

expands the reasoning and thus build a collective sensemaking

(Uitdewilligen and Waller, 2018).

The result of decision-making and action flows back into

individual situation awareness and the original goals are compared

with the as-is state achieved. This model of a continuously idealized

teamwork process includes diverse feedback loops that enable a

HMTS to adapt to changing environments and goals. For the

described processes to be successfully completed, cooperation is

required within the HMTS. This includes, for example, mutual

performance monitoring, in which humans and agents keep track

of each other while performing their own tasks to detect and

prevent possible mistakes at an early stage (Paoletti et al., 2021).

Cooperation also requires backup behavior in the team, i.e., the

discretionary help from other human or artificial team members

as well as a distinct collective orientation of all members (Salas

et al., 2005; Hagemann et al., 2021; Paoletti et al., 2021). For

team-centered AI, the agents must be able to provide this support

behavior for the other team members. A successful pass through

the teamwork process model also depends on the trust of each

team member (Hagemann and Kluge, 2017; McNeese et al.,

2021a). Important for the trust of humans in agents is a reliable

performance, i.e., as few to no errors as possible (Hoff and Bashir,

2015; Lyons et al., 2022). Nevertheless, the agent should not only

be particularly reliable, but for a team-centered AI it should also

be able to turn to all members of the HMTS in new situations and

request an exchange because it cannot get on by itself.

2.2. Technical requirement for artificial
team members

Increased autonomy enables agents to make decisions

independently in different situations, i.e., to develop situational

awareness, even in situations where there is only a limited

possibility of human intervention. For agents to be part of HMTS,

it is mandatory to achieve a level of cognitive competence that
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allows them to grasp the intentions of their teammates (Demiris,

2007; Trick et al., 2019). This claim is much easier said than

done as it requires the existence of mental models in agents that

are comparable to the models that humans rely on, especially if

they exchange information. However, such models cannot just

be preprogrammed and then implanted into agents. One reason

for this is that the process by which mental models are created in

humans is still a subject under investigation (Westbrook, 2006;

Tabrez et al., 2020). Even though this cognitive competence is

required for team-centricity, this process is difficult to reproduce

artificially. On the other hand, there is usually not just a single

isolated model (or brain process) that generates human behavior,

but rather an ensemble of models that are active at any given

time and influence the observable outcome. Compared to humans

that function based on cognitive decision-making, intuition,

etc., machines are digitized, and act based on experience, their

understanding of the current situation, and prediction models.

These models must improve over time, based on a limited set of

prerecorded data to move toward more accurate, robust systems.

Thus, for future developments in HATs it would be important to

design models with higher predictive power, which we define by

how well the model can predict the outcome of its decisions based

on the situation, experience and team behavior (see also Raileanu

et al., 2018).

Moreover, agents must be competent and empowered to make

decisions when needed, without having to wait for instructions

from humans, especially in extreme environments where humans

must adapt to particular conditions (Hambuchen et al., 2021), and

resources are scarce. System resilience is also of high importance as

the consequences of failure, on either side (human or agent) could

be catastrophic. Whenever there is a potential threat to human

lives, HMTS can prove more effective compared to homogeneous

human or AI teams. During search and rescue operations on

Earth (Govindarajan et al., 2016), responsiveness, coordination,

and effective communication are crucial requirements for HMTS.

Therefore, through teleoperation and on-site collaboration, HATs

are able to mitigate the impact after a disaster. HATs can

also be witnessed in modern medical applications that demand

cooperation and high degrees of precision. For example, nurses

and robots in the Emergency Department can efficiently handle

high workloads, and safety-critical procedures like surgery and

resuscitation, using a new reinforcement learning system design

(Taylor, 2021). Reinforcement learning is a class of machine

learning algorithms, wherein the agent receives either a reward

or a penalty depending on the favorability of the outcome of a

particular action.

In HATs of the future, we will thus have to work with

agents that can learn over time to adjust to human behavior

and shape the models of the environment and of other team

members over time. This learning approach will enable the agents

to exchange substantial information even with very few bits

or in other words content and meaning will be exchangeable

between humans and agents rather than bits and bytes. This

process, also known as semantic communication, is currently under

investigation by different teams from a more information theoretic

approach over symbolic reasoning to an approach that is called

integrative artificial intelligence (Kirchner, 2020). Beck et al. (2023)

approach this problem by modeling semantic information as

hidden random variables to achieve reliable communication under

limited resources. This is a valuable step toward adapting to the

problem of communication losses and latencies in applications

like space, and exploration in remote areas. In a HAT setup, it

is important to make some decisions regarding the nature of the

team, either a priori or dynamically. Like pure human systems,

assigning specific roles and defining hierarchies among agents

in a team and between teams can enhance the overall mission

strategy. Role-based task allocation is especially useful when the

team consists of heterogeneous (Dettmann et al., 2022) and (or)

reconfigurable (Roehr et al., 2014) agents. In HMTS, having every

member trying to communicate with every other member is

highly impractical, resource intensive and chaotic. This issue is

further complicated when all members are authorized to act as

they will. Implementing an organized hierarchical team structure

(Vezhnevets et al., 2017) is therefore imperative for a team-centered

AI successfully collaborating with humans.

To achieve seamless interaction between humans and agents,

the latter must display behavioral traits that are acceptable to

humans. An agent is truly team-centered when it can intelligently

adapt to the situation and team requirements, in a team-oriented

(Salas et al., 2005), rather than a dominant or submissive manner.

Agents need to achieve predictive capabilities for other teammates

and the environment to account for variation, as in Raileanu

et al. (2018). In the autonomous vehicle domain, it is crucial

that the vehicle can accurately predict the behavior of pedestrians

and others to enable seamless navigation (Rhinehart et al., 2019).

According to Teahan (2010), behavior is defined by how an agent

acts while interacting with its environment. Interaction entails

communication which can be either verbal or non-verbal. An

interesting aspect will be to investigate deeper into large language

models, like ChatGPT and to find out if these approaches can

be extended to general interactive behavior (Park et al., 2023)

instead of just text and images. Apart from language, verbal

communication is also characterized by the acoustics of the

voice, and style of speech. Moreover, movement is a fundamental

component that defines the behavior of any team member.

Depending on design, agents are already capable of performing

and recognizing gestures (Wang et al., 2019; Xia et al., 2019)

and emotions (Arriaga et al., 2017). Motion analyses have shown

that the intention behind performing an action is intrinsically

embedded in the style of movement, for instance, in the dynamics

of the arm (Niewiadomski et al., 2021; Gutzeit and Kirchner,

2022). In all the scenarios, one of the biggest challenges faced by

HMTS is the trustworthiness of the team. Cooperation requires

building trust-based relationships between the team members.

Bazela and Graczak (2023) evaluated, among other factors, “the

team’s willingness to consider it [the Kalman autonomous rover—

an astronaut assistant] a partially conscious team member” (p. 369).

The opposite also holds true. Agents must maintain a high trust

factor of their human teammates, i.e., be able to trust humans,

as this factor has a significant influence on the decision-making

process (Chen et al., 2018). For instance, the agent’s trust factor

can be improved by means of reliable communication when the

human switches strategies. From a technical perspective, humans

are the chaos factor in the HAT equation and even though this
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can be modeled to a certain extent on the agent side, an effective

collaboration largely depends on the predictability of human

actions. A summary of all the requirements mentioned for team-

centered successful human-AI teaming addressing human needs

can be found with definitions of these and example references in

the Supplementary Table 1.

3. Conclusion

The aim of this contribution is to discuss the central teamwork

facets for successful HATs in an interdisciplinary way. Starting

from a psychological perspective addressing the human needs,

the importance of team-centered AI is revealed. However, its

technical feasibility is challenging. It is an open problem from

a standpoint of technical cognition if AI systems can ever be

regarded and/or accepted as actual team members as this poses

a very fundamental question of AI. This question refers to the

challenge to replicate intelligence in technical systems as we only

know it from human systems. This is an old and long-standing

question that has been addressed by Turing (1948) in his famous

paper on “intelligent machinery” already in the early last century.

As a mathematician he concluded that it is not possible to build

such systems ad hoc. One loophole that he identified in this

paper is to create highly articulated robotic systems that learn—

in an open-ended process- from the interaction with a real-world

environment. It is his assumption that somewhere along this

process, which is open-ended, some of the features that we associate

with intelligence may emerge and thus the resulting system will

eventually be able to simulate intelligence well enough such that

it will be regarded as intelligent by humans. If this is actually

feasible has never been tested but could be a worthwhile experiment

to perform with technologies of the 21st century. However, for

the meantime, teamwork attributes like responsiveness, situation

awareness, closed-loop communication, mental models, and decision

making remain to be buzz words in this context and are technical

features that we will be able to implement to a limited extent

into technical systems in order to enable these systems to act

as valuable tools for humans in well-defined environments and

contexts. But whether this will qualify the agents as team members

is unknown so far (cf. also Rieth and Hagemann, 2022). This

would in fact require a much deeper understanding of the processes

that enable cognition in human systems as we have it today

and even if we had that understanding, it will still be an open

question if the understanding of mental processes is also a blueprint

or design approach to achieve the same in technical systems.

Overall, the manuscript provides insights into the team-centered

requirements for effective collaboration in HATs and underscores

the importance of considering teamwork-related factors in the

design of technology. Our proposed guidelines can be used to

design and evaluate future concrete interactive systems. In the

experimental testing of the single facets discussed for a truly

team-centered and successful HAT, which considers the needs of

the humans in the HAT, many highly specific further research

questions will arise, the scientific treatment of which will be of

great importance for the implementation of future HATs. Thus,

further research in this area is needed to address the challenges

and unanswered questions associated with HMTS. Solving them

will open doors to applying hybrid systems in diverse setups, thus

leveraging the advantages of both, human and agent members, as

human-AI multi-team systems.
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Introduction:With the advancement of technology and the increasing utilization

of AI, the nature of human work is evolving, requiring individuals to collaborate

not only with other humans but also with AI technologies to accomplish complex

goals. This requires a shift in perspective from technology-driven questions to a

human-centered research and design agenda putting people and evolving teams

in the center of attention. A socio-technical approach is needed to view AI asmore

than just a technological tool, but as a teammember, leading to the emergence of

human-AI teaming (HAIT). In this new form of work, humans and AI synergistically

combine their respective capabilities to accomplish shared goals.

Methods: The aim of our work is to uncover current research streams on HAIT

and derive a unified understanding of the construct through a bibliometric network

analysis, a scoping review and synthetization of a definition from a socio-technical

point of view. In addition, antecedents and outcomes examined in the literature

are extracted to guide future research in this field.

Results: Through network analysis, five clusters with di�erent research focuses

on HAIT were identified. These clusters revolve around (1) human and (2) task-

dependent variables, (3) AI explainability, (4) AI-driven robotic systems, and (5) the

e�ects of AI performance on human perception. Despite these diverse research

focuses, the current body of literature is predominantly driven by a technology-

centric and engineering perspective, with no consistent definition or terminology

of HAIT emerging to date.

Discussion: We propose a unifying definition combining a human-centered and

team-oriented perspective as well as summarize what is still needed in future

research regarding HAIT. Thus, this work contributes to support the idea of the

Frontiers Research Topic of a theoretical and conceptual basis for human work

with AI systems.

KEYWORDS

artificial intelligence, human-centered AI, network analysis, bibliometric analysis,

bibliometric coupling, work psychology, human-AI teaming, humane work

1. Introduction

With the uprise of technologies based on artificial intelligence (AI) in everyday

professional life (McNeese et al., 2021), human work is increasingly affected by the use of

AI, with the growing need to cooperate or even team up with it. AI technologies describe

intelligent systems executing human cognitive functions such as learning, interacting,
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solving problems, and making decisions, which is an enabler for

using them in a similarly flexible manner as human employees

(e.g., Huang et al., 2019; Dellermann et al., 2021). Thus, the

emerging capabilities of AI technologies allow them to be

implemented directly in team processes with other artificial and

human agents or to overtake functions that support humans in

a way team partners would. Such can be referred to as human-

AI teaming (HAIT; McNeese et al., 2018). HAIT constitutes

a human-centered approach to AI implementation at work, as

its aspiration is to leverage the respective strengths of each

party. The diverse but complementary capabilities of human-AI

teams foster effective collaboration and enable the achievement of

complex goals while ensuring human wellbeing, motivation, and

productivity (Kluge et al., 2021). Other synergies resulting from

human-AI teaming facilitate strategic decision making (Aversa

et al., 2018), the development of individual capabilities, and

thus employee motivation in the long term (Hughes et al.,

2019).

Up to now, the concept of HAIT has been investigated

from various disciplinary perspectives, e.g., engineering, data

sciences or psychology (Wilkens et al., 2021). An integration

of these perspectives seems necessary at this point to design

complex work systems as human-AI teams with technical,

human, task, organizational, process-related, and ethical

factors in mind (Kusters et al., 2020). In addition to this, a

conceptual approach with a unifying definition is needed to

unite research happening under different terms, but with a

potentially similar concept behind it. To evolve from multi- to

interdisciplinarity, the field of HAIT research needs to overcome

several obstacles:

(1) The discipline-specific definitions and understandings of

HAIT have to be brought together or separated clearly.

(2) Different terms used for the same concept, e.g., human-

autonomy teaming (O’Neill et al., 2022) and human-AI

collaboration (Vössing et al., 2022), have to be identified to

enable knowledge transfer and integration of empirical and

theoretical work.

(3) The perspectives on either the technology or the human should

be seen as complementary, not as opposing.

As “construct confusion can [...] create difficulty in building

a cohesive body of scientific literature” (O’Neill et al., 2022,

p. 905), it is essential that different disciplines find the same

language to talk about the challenges of designing, implementing

and using AI as a teammate at work. Therefore, the goal

of this scoping review is to examine the extent, range, and

nature of current research activities on HAIT. Specifically, we

want to give an overview of the definitory understandings of

HAIT and of the current state of empirically investigated and

theoretically discussed antecedents and outcomes within the

different disciplines. Based on a bibliometric network analysis,

research communities will be mapped and analyzed regarding

their similarities and differences in the understanding of HAIT

and related research activities. By this, our scoping review

reaches synergistic insights and identifies research gaps in

examining human-AI teams, promoting the formation of a

common understanding.

2. Theoretical background: human-AI
teaming in the workplace

As technologies progress and AI becomes more widely

applied, humans will no longer work together only with

other humans but will increasingly need to use, interact

with and leverage AI technologies to achieve complex goals.

Increasingly “smart” AI technologies entail characteristics that

require new forms of work and cooperation between human

and technology (Wang et al., 2021), developing from “just”

technological tools to teammates to human workers (Seeber

et al., 2020). According to the CASA-paradigm, people tend

to perceive computers as social actors (Nass et al., 1996),

which is probably even more true with highly autonomous

technologies driven by AI, being seen as very agentic. This opens

opportunities to move the understanding of AI as a helpful

technological application to a team member that interdependently

works with the employee toward a shared and valued goal

(Rix, 2022). Thus, human-AI teams evolve as a new form

of work, pairing human workforce and abilities with that

of AI.

Why is a shift in parameters needed? Our proposed answer is

that that it offers a new, humane attempt towardAI implementation

at work that respects employees’ needs, feeling of belongingness

and experience (Kluge et al., 2021). Additionally, employees’

acceptance, and a positive attitude in working with an AI can

improve when it is seen as a teammate (see, e.g., Walliser et al.,

2019). Thus, HAIT provides an opportunity to create attractive

and sustainable workplaces by harnessing people’s capabilities and

enabling learning and mutual support. This in turn leads to

synergies (Kluge et al., 2021), increased motivation and wellbeing

on the part of humans, by spending more time on identity-forming

and creative tasks, while safety-critical and monotonous tasks can

be handed over to the technology (Jarrahi, 2018; Kluge et al., 2021;

Berretta et al., 2023). In addition to the possibility of creating

human-centered workplaces, the expected increase in efficiency and

performance due to complementary capabilities of humans and AI

technologies, described as synergies, are further important reasons

for the parameter shift (Dubey et al., 2020; Kluge et al., 2021).

However, those advantages connected to the human workforce

and the performance do not just come naturally when pairing

humans with AI systems. The National Academies of Sciences,

Engineering, and Medicine (2021) defines four conditions for a

human-AI team to profit from these synergies:

(1) The human part has to be able to understand and anticipate the

behaviors of the deployed intelligent agents.

(2) To ensure appropriate use of AI systems, the human should be

able to establish an appropriate relationship of trust.

(3) The human part can make accurate decisions when using the

output information of the deployed systems and

(4) has the ability to control and handle the systems appropriately.

These conditions demonstrate that successful teaming depends

on technical (e.g., design of the AI system) as well as human-

related dimensions (e.g., trust in the system) and additionally

requires interaction/teamwork issues (e.g., form of collaboration).

This makes HAIT an inherently multidisciplinary field, that
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should be explored in the spirit of joint optimization to achieve

positive results in all dimensions (Vecchio and Appelbaum, 1995).

Nevertheless, joint consideration and optimization is still not

common practice in the development of technologies or the design

of work systems (Parker et al., 2017), so that much research

looks at HAIT solely from one perspective. The following section

introduces two perspectives on teams in work contexts relevant for

the proposed, joint HAIT approach.

2.1. Human-technology teaming

The field of human-technology teaming encompasses a number

of established concepts, including human-machine interaction

(e.g., Navarro et al., 2018) or human-automation interaction (e.g.,

Parasuraman et al., 2000). These constructs can, but do not

have to, include aspects of teaming: they describe a meta-level

of people working in some kind of contact with technologies.

Concepts further specify on two different aspects: the interaction

aspect and the technology aspect. The term “interaction” as

a broad concept is increasingly replaced by terms trying to

detail the type of interaction such as co-existence, cooperation

and collaboration (Schmidtler et al., 2015), usually understood

as increasingly close and interdependent contact. Maximally

interdependent collaboration including an additional aspect of

social bonding (team or group cohesion, see Casey-Campbell and

Martens, 2009) is called teaming. In terms of the technology aspect,

a range of categories exists from general terms like technology,

machines or automation, which can be broad or specific, depending

on the context (Lee and See, 2004). More specific categories

include autonomy, referring to adaptive, self-governed learning

technologies (Lyons et al., 2021), robots or AI.

A recent and central concept in this research field is human-

autonomy teaming, as introduced by O’Neill et al. (2022) in their

review. Although using a different term than HAIT, this concept

plays a crucial role in consolidating and unifying research on the

teaming of humans and autonomous, AI-driven systems. Their

defining elements of human-autonomy teaming include:

(1) a machine with high agency,

(2) communicativeness of the autonomy,

(3) conveying information about its intent,

(4) evolving shared mental models,

(5) and interdependence between humans and the machines

(O’Neill et al., 2022).

However, there are several critical aspects to consider in

this review: The term “human-autonomy teaming” can elicit

associations that may not contribute to the construct of HAIT.

The definition of autonomy varies between different fields and

the term alone can be misleading, as it can be understood as the

human’s autonomy, the autonomy of a technical agent, or as the

degree of autonomy in the relationship. Additionally, O’Neill et al.’s

(2022) reliance on the levels of automation concept (Parasuraman

et al., 2000) reveals a blind spot in human-centeredness, because

the theory fails to consider different perspectives (Navarro et al.,

2018) and is not selective enough to describe complex human-

machine interactions. Furthermore, the review primarily focuses

on empirical research, neglecting conceptual work on teaming

between humans and autonomous agents. As a result, the

idea of teaming is—despite the name—not as prominent as

expected, and the dynamic, mutually supportive aspect of teams

is overshadowed by the emphasis on technological capabilities for

human-autonomy teaming.

In addition to the emerging problem of research focusing

solely on technology aspects, which is important, but insufficient

to fully describe and understand a multidimensional system like

HAIT, different definitions exist to describe what we understand

by human-AI teams. Besides the already mentioned definition

of human-autonomy teaming, Cuevas et al. (2007) for example

describe HAIT as “one or more people and one or more AI systems

requiring collaboration and coordination to achieve successful task

completion” (p. 64). Demir et al. (2021, p. 696) define that in HAIT

“human and autonomous teammates promptly interact with one

another in response to information flow from one team member

to another, adapt to the dynamic task, and achieve common goals”.

While these definitions share elements, such as the idea of working

toward a common goal with human and autonomous agents, there

are also dissimilarities among the definitions, for example, in the

terminology used, as seemingly similar terms like interaction and

collaboration represent different constructs (Wang et al., 2021).

In an evolving research field, terminology ambiguity can inspire

different research foci, but also pose challenges. Different emerging

research fields might refer to the same phenomenon using various

terms (i.e., human-AI-teaming vs. human-autonomy-teaming or

interaction vs. teaming), which is known as jangle-fallacy and

can cause problems in research (Flake and Fried, 2020). Such

conceptual blurring may hinder interdisciplinary exchange and the

integration of findings from different disciplines due to divergent

terminology (O’Neill et al., 2022).

2.2. Human-human teaming

Another important perspective to consider is that of human

teams, which forms the foundation of team research. Due to its

roots in psychology and social sciences, the perspective on teams

is traditionally a human-centered one, implying relevant insights

on the blind spot of human-technology teaming research. The term

“team” refers to two or more individuals interacting independently

to reach a common goal and experiencing a sense of “us” (Kauffeld,

2001). Each team member is assigned a specific role or function,

usually for a limited lifespan (Salas et al., 2000). Teamwork allows

for the combination of knowledge, skills, and specializations, the

sharing of larger tasks, mutual support in problem-solving or task

execution, and the development of social structures (Kozlowski and

Bell, 2012).

The roots of research on human teams can be traced

to the Hawthorne studies conducted in the 1920s and 1930s

(Mathieu et al., 2017). Originally designed to examine the

influence of physical work conditions (Roethlisberger and Dickson,

1939), these studies unexpectedly revealed the impact of group

dynamics on performance outcomes, leading to a shift in focus

toward interpersonal relationships between workers and managers

(Sundstrom et al., 2000). In this way, psychology’s understanding
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of teamwork and its effects has since stimulated extensive theory

and research on group phenomena in the workplace (Mathieu

et al., 2017). Following over a century of research, human

teamwork, once a “black box” (Salas et al., 2000, p. 341), is now

well-defined and understood. According to Salas et al. (2000),

teams are characterized by three main elements: Firstly, team

members have to be able to coordinate and adapt to each other’s

requirements in order to work effectively as a team. Secondly,

communication between team members is crucial, particular in

uncertain and dynamic environments, where information exchange

is vital. Lastly, a shared mental model is essential for teamwork,

enabling team members to align their efforts toward a common

goal and motivate each other. Moreover, successful teamwork

requires specific skills, such as adaptability, shared situational

awareness, team management, communication, decision-making,

coordination, feedback, and interpersonal skills (Cannon-Bowers

et al., 1995, see Supplementary Table 1 for concept definitions).

Commonalities of human-human teams and human-AI teams

have already been identified in terms of relevant features

and characteristics that contribute to satisfactory performance,

including shared mental models, team cognitions, situational

awareness and communication (Demir et al., 2021). Using human-

human teams research insights as a basis for HAIT offers access

to well-established and tested theories and definitions, but leaves

unclarities in the questions which characteristics and findings can

be effectively transferred to HAIT research and what the vital

existing differences are (McNeese et al., 2021).

2.3. Combining human-technology and
human-human teaming in a
human-centered way

A consideration of both the human-human and human-

technology teaming perspectives serves as a useful and necessary

starting point for exploring human-AI teams. In order to

advance our understanding, it is crucial to combine the findings

from these perspectives and integrate them within a socio-

technical systems approach. The concept of socio-technical systems

recognizes that the human part is intricately linked to the

technological elements in the workplace, with both systems

influencing and conditioning each other (Emery, 1993). Therefore,

a comprehensive understanding of human-AI teams can only be

achieved through an integrative perspective that considers the

interplay between humans and technology, as well as previous

insights from both domains regarding teaming. In our review, we

aim to address the lack of integration by. . .

• establishing the term human-AI teaming (HAIT) as an

umbrella term for teamwork with any sort of artificially

intelligent (partially), autonomously acting system.

• omitting a theoretical basement for embedding our literature

search and analysis. We want to neutrally identify how

(different) communities understand and use HAIT and

what might be the core to it, without pre-assumptions on

the characteristics.

• taking a human-centered perspective and using the

ideas of socio-technical system designs to discuss our

findings, anyways.

• including a broad range of scientific literature, which contains

conceptual and theoretical papers—thereby being able to

cover a deeper examination of HAIT-related constructs.

• seeing if the understanding of teaming has developed since

the review by O’Neill et al. (2022) and if there are papers

considering especially the team level and dynamics associated

with agents sharing tasks.

2.4. Rational for this study: research
questions and intentions

The goal of this paper is to examine the scope, breadth, and

nature of the most current research on HAIT. In this context,

we are interested in understanding the emerging research field,

the streams and disciplines involved, by visualizing and analyzing

current research streams using clusters based on a bibliometric

network analysis (“who cites who”). The aim is to use mathematical

methods to capture and analyze the relationships between pieces

of literature, thereby representing the quantity of original research

and its citation dependencies to related publications (Kho and

Brouwers, 2012). The investigation of resulting networks can reveal

research streams and trends in terms of content and methodology

(Donthu et al., 2020). Concisely, the objective of the network

analysis is to investigate the following research question:

RQ1: Which clusters can be differentiated regarding

interdisciplinary and current human-AI teaming research based on

their relation in the bibliometric citation network?

Further, the publications of the identified clusters will

be examined based on a scoping review concerning the

definitory understanding of human-AI teams as well as their

empirically investigated or theoretically discussed antecedents and

outcomes. This should contribute to answering the subsequent

research questions:

RQ2: Which understandings of human-AI teaming emerge from

each cluster in the network?

RQ3:Which antecedents and outcomes of human-AI teaming are

currently empirically investigated or theoretically discussed?

This second part of the analysis should lead to a consideration

of the quality of publications in the network in addition to the

quantity within the network analysis (Kho and Brouwers, 2012).

We want to give an overview of what is seen as the current core

of HAIT within different research streams and identify differences

and commonalities. On the one hand, making differences in the

understanding of HAIT explicit is important, as it allows future

research to develop into decidedly distinct research strands. On

the other hand, the identification of similarities creates a basis for

the development of a common language about HAIT, which will

allow the establishment of common ground in the future so that

the interdisciplinary exchange on what HAIT is and can be grows

in stringency. To also contribute to this aspect, we aim to identify

a definition of HAIT that serves the need for a common ground. In

doing so, the definition is intended to extend that of O’Neill et al.

(2022), reflecting the latest state of closely related research as well
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FIGURE 1

Illustration of the procedure. WoS, web of science; HAIT, human-AI teaming.

as addressing and considering the problems identified earlier. If we

are not able to find this kind of a definition within the literature that

focuses on the teaming aspect, we want to use the insights from

our research to newly develop such a definition of HAIT. Thus,

our fourth research question, which we will be able to answer after

collecting all other results and discussing their implications, is:

RQ4: How can we define HAIT in a way that is able to bridge

different research streams?

This is expected to help researchers from different disciplines

finding a shared ground in definitions and concepts and explicating

divergences in understanding. By identifying the current state of

research streams and corresponding understandings of HAIT, as

well as the antecedents and outcomes, synergistic insights and

research gaps can be identified. A unifying definition will further

help stimulate and align further research on this topic.

3. Materials and methods

To identify research networks and to analyze their findings on

HAIT, the methods of bibliometric network analysis and scoping

review were combined. The pre-registration for this study can be

accessed here: https://doi.org/10.23668/psycharchives.12496.

3.1. Literature search

The basis for the network analysis and the scoping review was a

literature search in Clarivate Analytic’s Web of Science (WoS) and

Elsevier’s Scopus (Scopus) databases. Those were chosen because

they represent the main databases for general-purpose scientific

publications, spanning articles, conference proceedings and more

(Kumpulainen and Seppänen, 2022). The process of the literature

search was conducted and is reported according to the PRISMA

reporting Guidelines for systematic reviews (Moher et al., 2009),

TABLE 1 Used search-terms for the database-search.

Human AI Teaming Work

“human” “AI” “team∗” “work”

“people” “artificial

intelligence”

“collaborat∗” “occupation”

“employee” “machine

learning”

“cooperation” “profession”

“Mensch” “synthetic agent” “symbiosis” “job”

“Mitarbeiter∗” “autonomous

agent”

“alliance” “Arbeit”

“Beschäftigte∗” “KI” “coalition” “Beruf∗”

“Künstliche

Intelligenz”

“partner∗”

“maschinelles

lernen”

“Kollaboration”

“Kooperation”

“Symbiose”

“Tandem”

Four categories of terms were used: Human, AI, Teaming andWork. Terms inside a category

were connected by the search operator “OR” and Categories themselves were connected by

the “AND” operator. The asterisk serves as a wildcard for different endings to a common

word stem.

more specifically the extension for scoping reviews (PRISMA-

ScR; Tricco et al., 2018). Figure 1 provides an overview of the

integrated procedure.

The literature search was conducted on the 25.01.2023. The

keywords for our literature search (see Table 1) were chosen to

include all literature in the databases that relates to HAIT in

the workplace. Thus, the components “human,” “AI,” “teamwork,”

and “work” all needed to be present in any (synonymous) form.

Furthermore, only articles published since the year 2021 were

extracted. This limited time frame was chosen as the goal was
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to map the most current research front, using the European

industrial strategy “Industry 5.0” (Breque et al., 2021) as s starting

point. Its focus on humans, their needs, and capabilities instead of

technological system specifications represents a shift in attention

to the individual that is accompanied by the explicit mention of

creating a team of human(s) and technical system(s) (Breque et al.,

2021), therefore marking a good starting point of a joint human-

AI teaming understanding. Accordingly, only the most current

literature published since the introduction of Industry 5.0 and

not yet included in the review of O’Neill and colleagues is taken

into account in our review (note that by analyzing the references

in bibliometric coupling and qualitatively evaluating the referred

concepts of HAIT, we also gain information on older important

literature). Included text types were peer-reviewed journal articles,

conference proceedings and book chapters (not limited to empirical

articles) in English or German language. As shown in the PRISMA-

diagram in Figure 2, the search resulted in n = 1,963 articles being

retrieved. After removing n = 440 duplicates, abstract-screening

was conducted using the web-tool Rayyan (Ouzzani et al., 2016).

In case of duplicates, the WoS version was kept for its preferable

data structure.

Six researchers familiar with the subject screened the abstracts,

with every article being judged by at least two blind raters.

Articles not dealing with the topic “human-AI teaming in the

workplace” or being incorrectly labeled in the database and not

fitting our eligibility criteria were excluded. In case of disagreement

or uncertainty, raters discussed and compared their reasoning

and decided on a shared decision, and/or consulted the other

raters. In total, 1,159 articles (76%) were marked for exclusion.

Exclusion criteria were: (a) publication in another language than

English or German, (b) publication form of a book (monography

or anthology), (c) work published before 2021, (d) work not

addressing human-AI-teaming in title, abstract or keywords, (e)

work not addressing work context in title, abstract or keywords.

The remaining articles (n = 364, 24%) were used in the network

analysis (see Figure 2).

3.2. Bibliometric mapping approach and
clustering algorithm

To map and cluster the included literature and thus describe

the network that structures the research field of HAIT, a

bibliometric mapping approach and clustering algorithm had to

be chosen. Networks consist of publications that are mapped,

called nodes, and the connection between those nodes, which

are called edges (Hevey, 2018). Which publications appear in the

nodes and how the edges are formed depends on the mapping

approach used. The variety includes direct citation, bibliometric

coupling, and co-citation networks (Boyack and Klavans, 2010),

but bibliometric coupling analysis has been shown to be the

most accurate (Boyack and Klavans, 2010). It works by first

choosing a sample of papers, serving as the network nodes.

The edges are then created by comparing the references of the

node-papers, adding edges between two publications if they share

references (Jarneving, 2005). Thus, the newest publications are

mapped, while the cited older publications themselves are not

included in the network (Boyack and Klavans, 2010; Donthu

et al., 2021). Since our goal was to map and cluster the current

research front, we chose bibliometric coupling for our network

analysis approach.

The article metadata from WoS and Scopus were prepared for

network analysis using R (version 4.2, R Core Team, 2022), as well

as their reference lists. We did this in a way that the first author,

including initials, the publishing year, the starting page, and the

volume were extracted from all cited references. This information

was then combined in a new format string. In total, n = 17.323

references containing at least first author and year were generated.

Of those, 8.955 references containedmissing data about the starting

page, the volume or both. To minimize the risk of two different

articles randomly having the same reference string, we excluded all

references that missed both volume and starting page information

(n = 3,794). We kept all references that only had either starting

page (n = 1,384) or volume (n = 3,794) information missing, due

to a low probability and influence of single duplicates.

3.3. Network analysis

Using the newly created format, we conducted a coupling

network analysis using R and the packages igraph (version 1.3.1;

Aria and Cuccurullo, 2017) and bibliometrix (version 4.1.0; Csárdi

et al., 2023). The used code can be accessed here: https://github.

com/BjoernGilles/HAIT-Network-Analysis. Bibliometrix was used

to create the first weighted network with no normalization. Then

it was converted into igraph format, removing any isolated edges

with degree = 0. The degree centrality refers to the number

of edges a node is connected by to other nodes, while the

weighted degree centrality adapts this measure by multiplying it

with the strength of the edge (Donthu et al., 2021). Then, the

multilevel community clustering algorithm was used to identify

the dominant clusters. Multilevel-clustering was chosen since the

network’s mixing parameter was impossible to predict a-priori and

since it shows stable performance for a large range of clustering

structures (Yang et al., 2016). The stability of our clustering solution

was checked by comparing our results with 10,000 recalculations of

the multilevel-algorithm on our network-data.

Afterwards, all clusters containing ≥ 20 nodes were selected

and split into subgraphs. The top 10% of papers with the highest

weighted degree of each subgraph were selected for qualitative

content analysis (representing the most connected papers for each

cluster). Additionally, we selected the 10% papers with the highest

weighted degree in the main graph for content analysis (i.e.,

representing the most connected papers over all the clusters, i.e.,

in the whole network). We decided to use the weighted degree as

a measure for centrality, because our goal was to identify the most

representative and strongest connected nodes in each cluster.

3.4. Content analysis

To analyze the content of our literature network and the

respective clusters, we chose the scoping review approach. It is

defined as a systematic process to map existing literature on a
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FIGURE 2

PRISMA-diagram of the conducted literature screening process.

research object with the distinctiveness of including all kinds of

literature with relevance to the topic, not only empirical work

(Arksey and O’Malley, 2005). It is especially of use with emerging

topics and evolving research questions (Armstrong et al., 2011)

and to identify or describe certain concepts (Munn et al., 2018).

Its aims are to show which evidence is present, clarify concepts,

how they are defined and what their characteristics are, explore

research methods and find knowledge (Munn et al., 2018)—and

thus, match our research goals. Whilst this approach lead our

systematic literature selection, as described before, it also was our

guideline in analyzing the content of the network and the selected

publications within.

To understand the network that the respective analysis

produced, we looked at the 10% publications with the highest

weighted degree in each cluster, analyzing both the metadata such

as authors and journals involved, and the content of those papers.

For this, we read the full texts of all those publications that were

available to us (n = 41), as well as the abstracts of the literature

without full-text access (n = 4). To find the literature’s full texts,

we looked into the databases and journals that were available to

us as university members as well as for open access publication

websites, e.g., on Research Gate. For those articles we could not find

initially, we contacted the authors. Nevertheless, we could still not

get access to four papers, namely Jiang et al. (2022) (cluster 1), Silva

et al. (2022) (cluster 3), Tsai et al. (2022) (central within network),

Zhang and Amos (2023) (central within network). For those, as

they were amongst the most connected publications based on the

bibliographic clustering, we considered at least information from

the title and abstract.

We first synthesized the main topics of each of the clusters,

identifying a common sense or connecting elements within.

To then differentiate the clusters, we described them based

on standardized categories including the perspective of the

articles, research methods used, forms of AI described, role

and understanding of AI, terms for and understandings of

HAIT and contexts under examination. This, in addition to the
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network analysis itself, helped to answer RQ1 on clusters within

interdisciplinary HAIT research.

The focus then was on answering RQ2 about the

understandings of HAIT represented within the network. For

this, we read the full texts central within the clusters and within the

whole network, marking all phrases describing, defining, or giving

terms for HAIT, presenting the results on a descriptive base. We as

well-sorted the network-related papers by the terms they used and

the degree of conceptuality behind the constructs to get an idea of

terminology across the network.

To answer RQ3 about antecedents and outcomes connected to

HAIT, we marked all passages in the literature naming or giving

information about antecedents and outcomes. Under antecedents,

we understood those variables that have been shown to be

preconditions for a successful (or unsuccessful) HAIT.We included

those variables that were discussed or investigated by the respective

authors as preceding or being needed for teaming (experience),

without having a pre-defined model of antecedents and outcomes

in mind. For the outcomes, we summarized the variables that

have been found to be affected by the implementation of HAIT

in terms of the human and technical part, team and task level,

performance, and context. We only looked at those variables that

were under examination empirically or centrally discussed within

the non-empirical publications. Antecedents or outcomes only

named in the introductions or theoretical background were not

included, as those did not appear vital within the literature. We

synthesized the insights for all clusters and gave an overview

over all antecedents and outcomes, quantifying their appearance.

This was done by listing each publication’s individual variables

and then subsequently grouping and sorting the variables within

our researcher team to achieve a differentiated, yet abstracted

picture about all factors under examination within the field

of HAIT.

4. Results

4.1. Literature network on
human-AI teaming

After removing isolated nodes (n = 63) without connections

and two articles with missing reference meta-data, the network

consisted of 299 nodes (i.e., papers) and 2,607 edges (i.e., paths

between the publications). Each paper had on average 17.44 edges

connected to it. This is in line with the expected network structure,

given that a well-defined and curated part of the literature was

analyzed, where most papers share references with other papers.

The strength (corrected mean strength = 18.23) was slightly

higher than the average degree (17.44), showing a small increase

in information gained by using a weighted network instead of

an unweighted one. The uncorrected mean strength was 200.55.

Transitivity, also known as global clustering coefficient, measures

the tendency of nodes to cluster together and can range between the

0 and 1, with larger numbers indicating greater interconnectedness

(Ebadi and Schiffauerova, 2015). The observed transitivity was 0.36,

which is much higher than random degree of clustering, compared

to a transitivity of 0.06 of a random graph with the same number

of edges and nodes. The network diameter (longest path between

two nodes) was 6, and the density (number of possible vs. observed

edges) was 0.06. Overall, this shows that the papers analyzed are

part of a connected network that also displays clustering, providing

further insights about the network’s character.

In total, multilevel community clustering identified five clusters

that fit our criteria of a cluster size of≥20 edges (see Figure 3). The

sizes for the five clusters were: n1 = 55, n2 = 58, n3 = 55, n4 =

75, n5 = 54. Thus, all except two edges could be grouped in these

clusters. The modularity of the found cluster solution was 0.36.

Modularity is a measure introduced by Newman and Girvan (2004)

that describes the quality of a clustering solution A modularity of

0 indicates no better clustering solution than random, while the

maximum value of 1 indicates a very strong clustering solution. Our

observed modularity of 0.36 fell in the lower range of commonly

observed modularity measures of 0.3–0.7 (Newman and Girvan,

2004).

4.2. Authors and publication organs within
the network

Overall, the network involved about 1,400 authors (including

the editors of conference proceedings and anthologies).While most

of them were the authors of one to two publications within the

network, some stood out with four or more publications: Jonathan

Cagan (five papers), Nathan J. McNeese (eight papers) & Beau G.

Schelble (four papers), Andre Ponomarev (four papers), Myrthe L.

Tielman (four papers) and Dakuo Wang (four papers; see Table 2).

Looking at publication organs, we list all journals, conference

proceedings or anthologies of the respective 10% most connected

publications within and across the clusters in Figure 4 for economic

reasons. To give further insights, we classified those publication

organs according to their thematic focus based on color coding.

4.3. Description of clusters within the
network

For the content analysis, we decided to include the publications

with the 10% highest weighted degree from each cluster to

deduce the focus in terms of content and research of these

identified clusters and in general. Thus, we read six representative

contributions for clusters 1, 2, 3, and 5, eight publications from the

larger cluster 4, and for the 10% of articles with the highest weighted

degree across the network, another 13 publications were screened,

resulting in n= 45 publications within the network being reviewed

concerning the topic of human-AI teaming.

Regarding RQ1, we subsequently provide a description of

the thematic focus within the five clusters. However, it should

be acknowledged that the content of theses clusters exhibits a

high degree of interconnectedness, making it more challenging to

distinguish between them as originally anticipated. The distinctions

among the clusters are based on subtle variations in research

orientation or the specific AI systems under investigation. A

noteworthy commonality across all clusters is the prevailing

technical orientation observed in current HAIT research. This

orientation is also reflected in the disciplinary backgrounds of the
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researchers involved, with a predominant presence of computer

science and engineering expertise across the clusters and in the

whole network and partially in the publication organs. The nuanced

aspects of this predominantly one-sided perspective, which we

were able to discern, are outlined in the subsequent section.

Table 2 provides information on the composition of each cluster,

including the contributing researchers and the weighted degree of

each contribution.

4.3.1. Cluster 1: human-oriented
The 10% most central articles within this first cluster were

all journal articles, mostly from ergonomics and psychology-

oriented journals: Three of them belonged to Computers in Human

Behavior, while the others were from Human Factors, Ergonomics

and Information System Frontiers. Two articles shared the two

authors McNeese and Schelble. The papers are not regionally

focused, with contributions from the US, Germany, Australia,

China and Canada. All take a human-oriented approach to HAIT,

looking at or discussing a number of subjective outcomes of HAIT

such as human preferences, trust and situation awareness. All the

papers seem to follow the goal of finding key influencing factors

on the human side for acceptance and willingness to team up with

an AI. One exception was the paper by O’Neill et al. (2022), which

is based more on the traditional technology-centered LOA model

in its argumentation, but still reports on many studies looking at

human-centered variables.

4.3.2. Cluster 2: task-oriented AI modes
Whilst the 10% most central articles did not have much in

common considering geographic origin, authors, journals and

FIGURE 3

Graph of the bibliometric network. Numbers indicate publications included in the content analysis. Publications are matched to their reference

numbers in Table 2. White numbers represent papers included based on their relevance for the whole network, black numbers represent papers

selected based on their relevance in their cluster. The clusters’ titles will be further explained in section 4.2.
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124 Vössing et al.

(2022)

435 76 Yam et al.

(2023)

263 43 Fan et al.

(2022)

475 232 Castro et al.

(2021)

473 216 Kraus et al.

(2021)

254 25 Cabour et al.

(2022)

731

95 Xiong et al.

(2023)

414 69 Jain et al.

(2021)

261 84 Naiseh et al.

(2023)

428 154 Mukherjee

et al. (2022)

418 48 Chong et al.

(2023)

194 244 Weisz et al.

(2021)

697

111 O’Neill et al.

(2022)

393 191 Jain et al.

(2022)

261 187 Silva et al.

(2022)

423 164 Rodrigues

et al. (2023)

310 79 Chong et al.

(2023)

174 281 Johnson et al.

(2021)

640

78 Endsley (2023) 388 7 Chandel and

Sharma (2023)

194 19 Lai et al.

(2022)

379 299 Galin and

Meshcheryakov

(2021)

224 91 Kridalukmana

et al. (2022)

172 87 Le et al. (2023) 599

85 Hauptman

et al. (2023)

370 73 Jiang et al.

(2022)

183 139 Rastogi et al.

(2022)

377 172 Othman and

Yang (2022)

192 55 Demir et al.

(2021)

168 145 Chen et al.

(2022)
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1 Saßmannshausen

et al. (2021)

348 2 Li et al. (2022) 164 189 Tabrez et al.

(2022)

353 152 Semeraro et al.

(2022)

191 238 Wang et al.

(2021)

167 105 Verhagen et al.

(2022)

534

110 Dahl et al.

(2022)

189 153 Tsai et al.

(2022)

524

250 Aliev and

Antonelli

(2021)

184 136 Arslan et al.

(2022)

523

56 Cabitza et al.

(2021)

517

6 Zhang and

Amos (2023)

517

117 Fogliato et al.

(2022)

511

21 Pynadath et al.

(2022)

509

123 Cruz et al.

(2021)

489

str., node strength based on the cluster’s subgraph; str. tot., node strength based on the main graph; no., number of publications within cluster (see Figure 4).
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FIGURE 4

Publication organs within the analyzed papers in the network, sorted by their point of orientation. Pr., proceedings; Con, conference; Int.,

international.

conferences, they share a rooting in information science. All

the papers, except for Yam et al. (2023), discuss different types

of intelligence automation or roles of AI. They argued from a

task perspective, with a focus on the application context and

specific ideas for collaboration strategies dependent on the task

at hand.

4.3.3. Cluster 3: explainability
The 10% most central articles from Cluster 3 were conference

proceedings (four) and journal articles (two) all within the

field of human-computer interaction. Three of the articles

incorporated practitioner cooperations (with practitioners from

Microsoft, Amazon, IBM and/or Twitter). The authors were

mainly from the USA, the UK and Canada. Methodologically, the

articles were homogeneous in that they all reported laboratory

experiments in which a human was tasked with a decision-

making scenario during which they were assisted by an AI.

The articles took a technical approach to the question of how

collaboration, calibrated trust and decision-making can be reached

through AI explainability (e.g., local or global explanations,

visualizations). Explainability can be defined as an explainer

giving a corpus of information to an addressee that enables the

latter to understand the system in a certain context (Chazette
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et al., 2021). The goal of the articles was to facilitate humans

to adequately accept or reject AI recommendations based on

the explainability of the system. AI has been characterized as

an advisor/helper or assistant and the understanding of AI is

focused on the algorithm/machine-in-the-loop paradigm, involving

algorithmic recommendation systems that inform humans in

their judgements. This is seen as a fundamental shift from full

automation toward collaborative decision-making that supports

rather than replaces workers.

4.3.4. Cluster 4: technology-oriented
Cluster 4 can be described as a technology-oriented cluster,

which focused primarily on robots as the technology under study.

Of the 10% most central articles in this cluster, a majority were

journal articles (six), added by two conference contributions. The

papers were mainly related to computer science and engineering

and similar in their methods, as most of the papers (six) provided

literature and theoretical reviews. No similarities could be found

regarding the location of publication: While a large part of

the articles included in Cluster 4 were published in Europe

(Portugal, Scotland, UK, Sweden, and Italy), there were also

contributions from Canada, Brazil, and Russia. All included papers

dealt with human-robot collaboration as a specific, embodied

form of AI, with an overarching focus on the security aspects

during this collaboration. The goal of the incorporated studies

was to identify factors that are important for a successful

collaboration in a modern human-robot collaboration. In this

context, communication emerged as an important influencing

component, taking place also on a physical level in the case

of embodied agents, which necessitates special consideration of

security aspects. Furthermore, the articles had a rather technology-

oriented approach to safety aspects in common and in most of the

articles, concrete suggestions for the development and application

of robot perception systems were made. Nevertheless, the papers

also discussed the importance of taking human aspects into account

in this specific form of collaboration. Additionally, they shared a

common understanding of the robot as a collaborative team partner

whose cooperation with humans goes beyond simple interaction.

4.3.5. Cluster 5: agent-oriented
The 10% most connected articles within the cluster

consisted of conference proceedings (five) and one journal

article, all from the fields of human-machine systems and

engineering. The authors were mostly from the USA, but

also from Germany, Australia, Japan, China and Indonesia

and from the field of technology/engineering or psychology.

Methodologically, the papers all reported on laboratory or online

experiments/simulations. A connecting element between the

articles was the exploration of how human trust and confidence

in AI is formed based on AI performance/failure. One exception

is the paper by Wang et al. (2021), which is a panel invitation

on the topic of designing human-AI collaboration. Although

it announced a discussion on a broader set of design issues for

effective human-AI collaboration, it also addressed the question

of AI failure and human trust in AI. In general, the articles

postulated that with increasing intelligence, autonomous machines

will become teammates rather than tools and should thus be

seen as collaboration partners and social actors in human-AI

collaborative tasks. The goal of the articles was to investigate how

the technical accuracy of AI affects human perceptions of AI and

performance outcomes.

The main focus of the clusters, similarities as well as differences

are summarized in Table 3. Taken together, the description of

the individual clusters reveals slightly different streams of current

research on HAIT and related constructs, within the scope of

more technology-driven research yet interested in the interaction

with humans.

4.4. Understandings of human-AI teaming

To answer RQ2 on understandings of human-AI teaming and

to find patterns in terminology and definitions potentially relevant

for the research question on a common ground definition, the

following section deals with the understandings of human-AI teams

that emerged from the individual clusters and the overarching 10%

highly weighted papers.

Within cluster 1, there were several definitions and defining

phrases in the papers. The most prominent and elaborate within

the cluster might be that of O’Neill et al. (2022), underlining that “If

[the AI systems] are not recognized by humans as team members,

there is no HAT” (p. 907) and defining human-autonomy teaming

as “interdependence in activity and outcomes involving one or

more humans and one or more autonomous agents, wherein each

human and autonomous agent is recognized as a unique team

member occupying a distinct role on the team, and in which the

members strive to achieve a common goal as a collective” (p. 911).

This definition is also referred to by McNeese et al. (2021). To this,

the latter added the aspects of dynamic adaptation and changing

task responsibility. Endsley (2023) differentiated two different

views on human-AI work: one being a supportive AI enhancing

human performance (which is more of where Saßmannshausen

et al., 2021 and Vössing et al., 2022 position themselves), and

one being human-autonomy teams with mutual support and

adaptivity (thereby referring to the National Academies of Sciences,

Engineering, and Medicine, 2021). What unites those papers’

definitions of HAIT are the interdependency, the autonomy of the

AI, a shared goal, and dynamic adaptation.

In cluster 2, there were not many explicit definitions of HAIT,

but a number of terms used to describe it, with “teaming” not

being of vital relevance. Overall, the understanding of HAIT—or

cooperation—is very differentiated in this cluster, with multiple

papers acknowledging that “various modes of cooperation between

humans and AI emerge” (Li et al., 2022, p. 1), comparable to when

humans cooperate. The focus in these papers lies on acknowledging

and describing those differences. Jain et al. (2022) pointed out

that there can be different configurations in the division of labor,

dependent on work design, “with differences in the nature of

interdependence being parallel or sequential, along with or without

the presence of specialization” (p. 1). Li et al. (2022) differentiated

between inter- and independent behaviors based on cooperation

theory (Deutsch, 1949), describing how the preference for those

can be dependent on the task goal. Having this differentiation in

mind, intelligence augmentation could happen in different modes
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TABLE 3 Description of the clusters.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Perspective Human-oriented Task-oriented Explainability-
oriented

Robot-oriented Agent-oriented

Methods Mainly mixed methods,

qualitative interviews,

field and online

experiments, literature

review

Mixed methods, vignette

study, theory and

framework development,

literature synthetization,

commentary,

experiment, experience

sampling

Mixed-methods,

laboratory experiments

with Wizard of OZ or

real AI

Mainly theory and

framework development,

literature review, partly

enriched with exemplary

studies

Laboratory and online

experiments, panel

invitation

Forms of AI Decision (support)

system, variety of

software or embodied

agents

Decision (support)

system, robot

Decision (support)

system, virtual drone

Robots with machine or

reinforcement learning

techniques

Embodied agents,

software

Role and understanding

of AI

Different roles from

decision support to

mutually supporting

team member,

augmentor of

intelligence, support in

decision-making, full,

active member with an

own role, equal partner,

social counterpart

Different roles,

augmentor of

intelligence, decision

agent, independent,

active agent, partner &

teammate

Assistant & helper,

advisor

Autonomous agent,

(physical) interaction

partner

Autonomous agent,

conversational agent,

partner, teammate rather

than tool

Terms for HAIT Cooperation, human-AI

collaboration, human-

autonomy-teaming,

human-machine team,

human-AI teaming

Human-AI cooperation,

collaboration,

augmented intelligence,

human-computer

symbiosis

Human-AI

collaboration,

collaborative

partnership,

algorithm-in-the-loop,

AI-assisted

decision-making,

human-AI partnership,

human-

agent/robot/drone

teaming

Human-robot

interaction,

human-robot

collaboration, duality,

human-robot team

Mixed-initiative

interactions, human-AI

collaboration, human-AI

teaming, autonomy as

teammate

Understanding of HAIT Independent agents

working toward a

common goal, adaptive

roles within team

Differentiated

understanding from

independent to

interdependent,

integrated architecture

Spectrum from full

automation to full

human agency, AI

assistance to support

humans

Supportive relationship,

working together for task

accomplishment,

co-working with

influence of each’s values

and broadening

individual capabilities

Complementary

strengths, prompt

interaction in response

to communication flow,

adaptation toward

dynamic task to achieve

common goal

Contexts under

examination

Hospitality, production

management, cyber

incident response,

sequential risky,

decision-making,

context-free

Context-aware services,

managerial

decision-making,

financial markets, gig

economy platforms,

autonomous driving

Clinical decision

making, user experience,

content moderation,

performance prediction,

gaming

Manufacturing,

production, industry,

safety, context-free

Design, military,

autonomous driving,

context-free

or by different strategies, as well as mutually, with AI augmenting

human or humans augmenting AI (Jain et al., 2021). This led

to different roles evolving for humans and robots, although the

distinct, active role of AI was underlined as a prerequisite for

teaming (Li et al., 2022; Chandel and Sharma, 2023). The authors

claimed that research is needed on the different cooperationmodes.

In cluster 3, the central papers argued that the pursuit of

complete AI automation is changing toward the goal of no

longer aspiring to replace domain workers, but that AI “should

be used to support” their decisions and tasks (Fan et al., 2022,

p. 4) by leveraging existing explainability approaches. In that,

the aspiration to reach collaborative processes between humans

and AI was understood as a “step back” from full automation,

which becomes necessary due to ethical, legal or safety reasons

(e.g., Lai et al., 2022). Collaboration, along with explainability,

is a central topic in cluster 3, which Naiseh et al. (2023, p. 1)

broadly defined as “human decision-makers and [...] AI system

working together”. The goal of human-AI collaboration was

defined as “‘complementary performance’ (i.e., human + AI >

AI and human + AI > human)” (Lai et al., 2022, p. 3), which

should be reached by explainability or “algorithm-in-the-loop”

designs, i.e., a paradigm in which “AI performs an assistive role

by providing prediction or recommendation, while the human

decision maker makes the final call” (Lai et al., 2022, p. 3).

Thus, the understanding of human-AI teaming was based on the

perspective that AI should serve humans as an “assistant” (Fan

et al., 2022; Lai et al., 2022; Tabrez et al., 2022) or “helper”

(Rastogi et al., 2022); the notion of AI being a “team member”
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was only used peripherally in the cluster and HAIT was not

explicitly defined as a central concept by the selected papers of

cluster 3.

In cluster 4, which focused mainly on robots as technological

implementations of AI, the term teaming was not used once

to describe the way humans and AI (or humans and robots)

work together. The terms “human-robot interaction” (HRI)

and “human-robot collaboration” (HRC) were used much more

frequently, with a similar understanding throughout the cluster:

An interaction was described as “any kind of action that involves

another human being or robot” (Castro et al., 2021, p. 5), where the

actual “connection [of both parties] is limited” (Othman and Yang,

2022, p. 1). Collaboration, instead, was understood as “a human

and a robot becom[ing] partners [and] reinforcing [each other]”

(Galin and Meshcheryakov, 2021, p. 176) in accomplishing work

and working toward a shared goal (Mukherjee et al., 2022). Thus,

the understanding of collaboration in cluster 4 is similar to the

understanding in Cluster 3, differentiating between distinct roles

in collaboration as in Cluster 2. The roles that were distinguished

in this cluster are the human as a (a) supervisor, (b) subordinate

part or (c) peer of the robot (Othman and Yang, 2022). A

unique property of cluster 4 involved collaboration that could

occur through explicit physical contact or also in a contactless,

information-based manner (Mukherjee et al., 2022). The authors

shared the understanding that “collaboration [is] one particular

case of interaction” (Castro et al., 2021, p. 5; Othman and Yang,

2022) and that this type of interaction will become even more

relevant in the future, aiming to “perceive the [technology] as a

full-fledged partner” (Galin and Meshcheryakov, 2021, p. 183).

However, more research on human-related variables would be

needed to implement this in what has been largely a technology-

dominated research area (Semeraro et al., 2022).

In cluster 5, the understanding of HAIT is based on the

central argument that advancing technology means that AI is

no longer just a “tool” but, due to anthropomorphic design and

intelligent functions, becomes an “effective and empowering” team

member (Chong et al., 2023, p. 2) and thus a “social actor”

(Kraus et al., 2021, p. 131). The understanding of AI as a team

member was only critically reflected in the invitation to the panel

discussion byWang et al. (2021) whomentioned potential “pseudo-

collaboration” and raised the question of whether the view of AI

as a team member is actually the most helpful perspective for

designing AI systems. The shift from automation to autonomy has

been stressed as a prerequisite for effective teaming. Thus, rather

than understanding HAIT as a step back from full automation (see

cluster 3), incorporating autonomous agents as teammates into

collaborative decision-making tasks was seen as the desirable end

goal that becomes realistic due to technological progress.

In addition to the clusters and their interpretation of teaming,

we looked at the 10% papers with the highest weighted degree

in the whole network, i.e., the papers that had the most central

reference lists across all the literature on HAIT. We expected

those papers to deliver some “common sense” about the core

topic of our research, as they are central within the network

and connected with papers from all clusters. Contrary to our

expectations, none of those articles focused on trying to classify and

differentiate the concept of HAIT from other existing terminologies

in order to create a common understanding across disciplines. See

Figure 5 for a classification of the articles based on the extent to

which the construct was defined in relation to the term used to

depict collaboration.

Four of the central papers showed attempts to define HAIT

or related constructs: In the context of human-robot teaming,

Verhagen et al. (2022) explored the concept of HART (human-

agent/robot team), which encompassed the collaboration and

coordination between humans and robots in joint activities, either

acting independently or in a synchronized manner. A key aspect

emphasized by the authors is the need for mutual trust and

understanding within human-robot teams. Similarly, the study

conducted by Le et al. (2023) also used robots as interaction

partners, although the terminology used was “collaboration”. They

drew a comparison between the streams of research focusing

on human-robot collaboration, which is technically oriented, and

human-human collaboration, which is design oriented. To develop

their approach to human-robot collaboration, they considered not

only the relevant literature on collaboration, but also the theory

of interdependence (Thibaut and Kelley, 1959). In turn, Johnson

et al. (2021) discussed the concept of human-autonomy teaming

and emphasized the importance of communication, coordination,

and trust at the team level, similar to Verhagen et al. (2022). Their

perspective was consistent with the traditional understanding of

teaming, recognizing these elements as critical factors for successful

teamwork. Another perspective was taken by Cabitza et al. (2021)

who used the term “interaction” to a large extent including AI not

only for dyadic interaction with humans but also as a supportive

tool for human decision teams. They emphasized a contrast to the

conventional understanding of human-AI interaction, which views

AI either as a tool or as an autonomous agent capable of replacing

humans (Cabitza et al., 2021).

The remaining papers referred to HAIT or related constructs

in their work but provided minimal to no definition or references

for their understanding: Arslan et al. (2022) emphasized that

AI technologies are evolving “beyond their role as just tool[s]”

(Arslan et al., 2022, p. 77) and are becoming visible players in

their own right. They primarily used the term “interaction” and

occasionally “collaboration”, focusing on the team level without

delving into the characteristics and processes of actual teaming.

Cabour et al. (2022), similar to Cruz et al. (2021), discussed HAIT

only within the context of explainable AI, without providing a

detailed definition or explanation. Cruz et al. (2021) specifically

used the term “human-robot interaction” rather than teaming,

where the robot provides explanations of its actions to a human

who is not directly involved in the task. Emphasizing the “dynamic

experience” (Chen et al., 2022, p. 549) of both parties adapting to

each other, Chen et al. (2022) used mostly the term “human-AI

collaboration”. They adopted a human-centered perspective on AI

and the development of collaboration. In addition, the paper by

Tsai et al. (2022) discussed human-robot work, primarily using the

notion of collaboration to explore different roles that robots can

take, including follower, partner, or leader. The paper by Zhang

and Amos (2023) focused on collaboration between humans and

algorithms. Fogliato et al. (2022) focused on “AI-assisted decision-

making” (p. 1362) and used mainly the term “collaboration” to

describe the form of interaction. They only used the term “team” to
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FIGURE 5

Papers with the most impactful connections within the network on HAIT, classified according to their definitory approach and their use of terms for

teaming. “Mere use of term(s)” refers to using one of the listed terms without employing or referencing a definition. “Definition” includes the articles

in which the understanding of the used teaming term is specified. “Concept” refers to a deep understanding toward the used term, e.g., by

di�erentiating it from other terms or deriving/proposing a definition.

describe the joint performance output without further elaboration

on its characteristics or processes. Weisz et al. (2021) took the

notion of teaming a step further, discussing future potential of

generative AI as a collaborative partner or teammate for human

software engineers. They used terms such as “partnership,” “team,”

and “collaboration” to describe the collaborative nature of AI

working alongside human engineers. Finally, Pynadath et al. (2022)

discussed human-robot teams and emphasized the “synergistic

relationship” (p. 749) between robots and humans. However,

they also did not provide additional explanations or background

information on their understanding of teamwork.

What we see overall is that there are different streams of current

research onHAIT, examining different aspects or contexts of HAIT.

Whilst there is one cluster centered around human perception of

HAIT, with a tendency to use the term teaming, the other clusters

focus more on the AI technology or on the task, describing teaming

in a sense of cooperation or collaboration, partially envisioning

the AI as a supportive element. Also, within the network’s most

connected papers, we find this diversity in understandings and

terminology and, yet again, a lack in conceptual approaches

and definitions.

4.5. Antecedents and outcomes

To structure the antecedents and outcomes under examination

within the clusters on RQ3, we developed a structural framework

helping to group them according to the part of the (work) system

they refer to. We used the structuring of Saßmannshausen et al.

(2021) as an orientation, who differentiate AI characteristics,

human characteristics and (decision) situation characteristics as

categories for antecedents. As our reference was HAIT and not

only the technology part (as with Saßmannshausen et al., 2021),

we needed to broaden this scheme and chose the categories of

human, AI, team, task (and performance for outcomes) and context

to describe the whole sociotechnical system. We as well-added

a perception category for each category to clearly distinguish

between objectively given inputs (see also O’Neill et al., 2022) and

their subjective experience, both being potential (and independent)

influence factors or outcomes of HAIT. Note that all antecedents

and outcomes were classified as such by the authors of the

respective publications (e.g., by stating that “X is needed to form

a successful team”) and can relate to either building a team, being

successful as a team, creating a feeling of team cohesion etc. The

concrete point of reference differs depending on the publication’s

focus but is always related to teaming of human and AI.

Cluster 1 contained a high number of antecedents of HAIT

or variables necessary to it such as trust. Amongst these were the

(dynamic) autonomy of the AI, trust, but also aspects relating to

explainability of the AI and situation awareness. Two of the papers

took a more systematic view on antecedents, structuring them

into categories. The review by O’Neill et al. (2022) contained in

this cluster, sorts the antecedents they found into characteristics

of the autonomous agents, team composition, task characteristics,

individual human variables and training. Communication was

found to serve as a mediator. Saßmannshausen et al. (2021)

structure their researched antecedents (of trust in the AI team

partner) into AI characteristics, human characteristics and decision

situation characteristics. For outcomes, cluster 1 included—

next to a number of performance- and behavioral outcomes—

many different subjective outcomes, e.g., perceptions of the AI

characteristics, perceived decision authority, mental workload

or willingness to collaborate. O’Neill et al. (2022) did not

provide empirical data on outcomes of HAIT itself, but presented

an overview of the literature on various outcomes, including
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performance on the individual and team level (70 studies),

workload (39 studies), trust (24 studies), situation awareness (23

studies), team coordination (15 studies) and shared mental models

(six studies).

Cluster 2 incorporated relatively few antecedents and outcomes

of teaming, as most papers focused on the structure or mode of

teaming itself. These cooperation modes could be considered as

the central antecedent of the cluster. AI design, explainability as

well as the specificity of the occupation, task (and goal) or the

organizational context were also named. They were supposed to

affect subjective variables such as trust, role clarity, attitude toward

cooperation and preference for a feedback style, but also broad

organizational aspects such as competitive advantages.

In cluster 3, AI explainability emerged as the main antecedent

considered by all central articles. The articles differed in the way

that explainability was technologically implemented (e.g., local

vs. global explanations), but all considered it as an antecedent

for explaining outcomes related to calibrated decision-making

(objective, i.e., accuracy of decisions as well as subjective, i.e.,

confidence/trust in decision).

The majority of the contributions in cluster 4 consisted of

theoretical reviews and frameworks, in which antecedents of a

successful human-robot collaboration were derived and discussed.

Identified antecedents, primarily related to the physical component

of a robotic system, were robot speed, end-effector force/torque,

and operational safety aspects. Indicated antecedents, which were

discussed and can also be applied to non-embodied AI systems,

were the ability of the system to learn and thus to generalize

knowledge and apply it to new situations, as well as effective

communication between the cooperation partners, a shared mental

model to be able to work toward the same goal, and (bidirectional)

trust. In addition, the usability of the system, its adaptability, and

ease of programming, the consideration of the psychophysiological

state of the human (e.g., fatigue, stress) and the existing roles

in the workplace were identified as prerequisites for a create

harmonious collaboration between humans and technologies.

When considering the antecedents addressed, expected outcomes

included increased productivity and efficiency in the workplace,

reduced costs, and better data management.

The articles in cluster 5 considered or experimentally

manipulated AI performance (accuracy, failure, changes in

performance) and the general behavior of the system (proactive

dialogue). The articles argued that this is a central antecedent for

explaining how trust is developed, lost or calibrated in human-

AI teams.

Overall, the antecedents and outcomes on HAIT have received

a large amount of research interest, thus a number of variables

have already been studied in this context (see Tables 4, 5 for

an overview).

4.6. Definition of human-AI teaming

Our final RQ4 was to identify, if feasible, a cohesive definition

that would bridge the diverse aspects addressed in current HAIT

research. However, as evident from the results of the other research

questions, a lack of defining approaches and concepts is apparent

throughout the network. We only found one elaborate definition

with O’Neill et al. (2022), which was also cited, but not by

the breadth of publications. Notably, the included publications,

including O’Neill et al. (2022), predominantly adopt a perspective

that focuses on one of the two subsystems within a team (i.e., the

human or the AI), and tend to be primarily technology-oriented.

That means that it is mainly examined which conditions a technical

system needs for teaming or, which characteristics the human

being should bring along and how these can be promoted for

collaboration. This one-sided inclination is also reflected in the

addressed antecedents and outcomes (see Tables 4, 5).

However, in order to foster a seamless teaming experience

and promote effective collaboration, it is crucial to consider the

team-level perspective as a primary focus. Questions regarding the

requisite qualities for optimal human-AI teams and the means to

measure or collect these qualities remain largely unaddressed in

the included publications, resulting in a blind spot in the network

and the current state of HAIT research, despite the fundamental

reliance on the concept of teaming. While the review of O’Neill

et al. (2022) on human-autonomy teaming dedicates efforts toward

defining the concept and offering insights into their understanding,

an extension of this concept, particularly with regard to the

team-level perspective, is needed. The subsequent sections of the

discussion will expound on the reasons for this need in greater

detail and propose an integrative definition that endeavors to unite

all relevant perspectives.

5. Discussion

In this work, we aimed to examine the current scope and

breadth of literature of HAIT as well as research streams to

comprehend the study field, the existing understandings of the

term and important antecedents and outcomes. For this purpose,

we conducted a bibliometric network analysis revealing five main

clusters, followed by a scoping review examining the content and

quality of the research field. Before delving into the terminology

and understanding of HAIT and what we can conclude from

the antecedents and outcomes under examination, we point out

the boundaries and connected risks of our work. This serves as

the background for our interpretation and the following idea of

conceptualizing and defining the construct of HAIT, which is

complemented by demands for future research from a perspective

on humane work-design and socio-technics.

5.1. Limitations

Choosing our concrete approach of a bibliometric network

analysis and follow-up scoping review helped us answer our

research questions, despite posing some boundaries on the

opportunity of insight. First of all, the chosen methods determined

the kind of insights possible. Network analyses rely on citation

data to establish connections between publications (Bredahl, 2022).

Thereby, the quality and completeness of the citation datamay vary,

leading to missing or insufficient citations of certain publications,

thus causing bias and underrepresentation of certain papers or

research directions (Kleminski et al., 2022). We are not aware of
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TABLE 4 Antecedents of human-AI teaming.

Category Antecedent No of
sources

Sources Cluster(s)

Human Individual human variables 3 O’Neill et al., 2022; Othman and Yang, 2022; Xiong

et al., 2023

1, 4

Digital affinity, including

Aversion to AI

2 Saßmannshausen et al., 2021; Jain et al., 2022 1, 2

Psychophysiological state 2 Galin and Meshcheryakov, 2021; Mukherjee et al.,

2022

4

Control 1 Vössing et al., 2022 1

Mental model of situation 1 Endsley, 2023 1

Perception of

human

/ 0

AI Explainability of AI, including

Local and global explanations

Visualizations/guidance

Explanation and information about

decision uncertainty

Transparency

10 Fan et al., 2022; Kridalukmana et al., 2022; Lai

et al., 2022; O’Neill et al., 2022; Rastogi et al., 2022;

Tabrez et al., 2022; Vössing et al., 2022; Chandel

and Sharma, 2023; Endsley, 2023; Naiseh et al.,

2023

1, 2, 3, 5

Design

Minding human cognitive skills

and limitations

Organization-specific adaptation

3 Jain et al., 2021; Jiang et al., 2022; Vössing et al.,

2022

1, 2

Difficulty of programming 1 Galin and Meshcheryakov, 2021 4

LOA/AI autonomy

Partial vs. full

Restrictions in autonomy

Proactivity of AI

4 Kraus et al., 2021; Mukherjee et al., 2022; O’Neill

et al., 2022; Hauptman et al., 2023

1, 4, 5

Dynamics

AI adaptivity

AI adaptability

3 Galin and Meshcheryakov, 2021; Mukherjee et al.,

2022; Hauptman et al., 2023

1, 4

AI performance, including

Good vs. bad performance

Failures

Changes in performance

Reliability

3 Demir et al., 2021; O’Neill et al., 2022; Chong et al.,

2023

1, 5

Guaranteed safety of the AI 1 Galin and Meshcheryakov, 2021 4

Openness to human scrutiny 1 Chandel and Sharma, 2023 2

Conformability of the AI 1 Galin and Meshcheryakov, 2021 4

Perception of AI Predictability of AI actions 3 Aliev and Antonelli, 2021; Mukherjee et al., 2022;

Hauptman et al., 2023

1, 4

Perceived AI comprehensibility 1 Saßmannshausen et al., 2021 1

(Bidirectional) trust, including

trusting behavior

4 Saßmannshausen et al., 2021; Mukherjee et al.,

2022; Semeraro et al., 2022; Vössing et al., 2022

1, 4

Perceived AI ability 1 Saßmannshausen et al., 2021 1

Team Team interaction, including

Communication

5 Castro et al., 2021; Demir et al., 2021; Mukherjee

et al., 2022; O’Neill et al., 2022; Othman and Yang,

2022

1, 4, 5

Interdependence between human and

AI

1 Li et al., 2022 2

Human-robot roles 1 Othman and Yang, 2022 4

Collaboration mode

Sequential or parallel task, with or

without specialization, AI

or human first

1 Jain et al., 2022 2

Team composition (members) 1 O’Neill et al., 2022 1

(Continued)
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TABLE 4 (Continued)

Category Antecedent No of
sources

Sources Cluster(s)

Team experience level 1 Hauptman et al., 2023 1

Shared mental models Castro et al., 2021; Mukherjee et al., 2022 4

Situation awareness (SA)

Shared SA

Human SA of AI state

AI SA on state of human

1 Endsley, 2023 1

Perception of team / 0

Task Task characteristics 2 Mukherjee et al., 2022; O’Neill et al., 2022 1, 4

Work phase 1 Hauptman et al., 2023 1

Goal orientation (task) 1 Li et al., 2022 2

Time for decision making 1 Rastogi et al., 2022 3

Perception of task Ease of critical information transferring 1 Othman and Yang, 2022 4

Context Effects of the (joint) decision

Probability of significant and

irreversible changes

1 Hauptman et al., 2023 1

Training/learning, including

Time needed or used for acceptance

and understanding of AI

3 Castro et al., 2021; O’Neill et al., 2022; Hauptman

et al., 2023

1, 4

Type of workspace 1 Mukherjee et al., 2022 4

a bias toward certain journals, geographic regions or disciplines

within our network, but do not know if this also holds for the cited

literature. This might lead to certain areas of HAIT research, such

as literature on the teaming level, not being considered by the broad

body of literature or by the most connected papers (maybe also due

to the mentioned inconsistent terminology), which would reflect

also in the papers’ content revealing blind spots. Furthermore,

bibliometric network analyses focus mainly on the structural

properties of the network and hence often disregard contextual

information (Bornmann and Daniel, 2008), which is why we

decided to conduct a scoping review additionally. Scoping reviews

are characterized by a broad coverage of the research area (Arksey

and O’Malley, 2005), which is both a strength and a weakness of the

method: On the one hand, a comprehensive picture of the object of

investigation emerges, but on the other hand, a limitation in the

depth of detail as well as in the transparency of quality becomes

apparent. Only being able to look into the 10% most connected

papers within each cluster also limited our opportunity to go into

more detail and map the whole field of research, again with the

risk of leaving blind spots that are actually covered by literature.

Hence, we considered also the most connected papers within the

whole network to get a broader picture.

The basis of our network analysis and review was a literature

search in WoS and Scopus. Although these are the most

comprehensive databases available (Kumpulainen and Seppänen,

2022), there is a possibility that some relevant work are not listed

there or were not identified by our search and screening strategy.

More than in the databases, this problemmight lie in restricting our

search to publications published from 2021 onwards. It might be

that important conceptual and definitory approaches can be found

in the prior years, although we found no indications for that within

the qualitative analyses of terminology or referenced definitions.

Confining our search strongly to the last 2 years of research enabled

us to address a relatively wide spectrum of the latest literature

in a field that is very hyped and has a large output of articles

and conference contributions. While there is a risk associated with

excluding “older” research, we sought to partially balance it out by

analyzing the papers’ content, including their references to older

definitions and concepts. Nonetheless, it remains a concern that our

conclusions may primarily apply to the very latest research stream,

potentially overlooking an influential stream of, for instance, team-

level research on HAIT, that held prominence just a year earlier.

Therefore, it is important to view our results as representing the

latest research streams in HAIT.

Finally, bibliometric studies analyze only the literature of a

given topic and time period (Lima and de Assis Carlos Filho,

2019), which can limit our results because of research not

being found under the selected search terms, and the clustering

algorithms used are based on partially random processes (Yang

et al., 2016), which limits transparency on how results are

achieved. We tried to balance this out by properly documenting

our whole analysis procedure and all decisions taken within

the analysis.

Another limitation was discovered in our results during the

analyses. Our primary idea was to find different clusters in the

body of literature which illuminate the construct HAIT from

different disciplinary perspectives. From this, we wanted to extract

the, potentially discipline-specific, understandings of HAIT and

compare them among the clusters. Although we identified five

clusters approaching HAIT with different research foci, they

did not differ structurally in their disciplinary orientation. The

differences in terminology and understanding within the clusters

sometimes were just as high as between. Almost all of the

identified publications, as well as most of the clusters, took a
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TABLE 5 Outcomes of human-AI teaming.

Category Outcome No of
sources

Sources Cluster(s)

Human Human agency 2 Fan et al., 2022; Tabrez et al., 2022 3

Preference for feedback 1 Jain et al., 2022 2

Perception of

human

Perceived decision authority 1 Xiong et al., 2023 1

Subjective workload 2 Lai et al., 2022; Xiong et al., 2023 1, 3

Fatigue 2 Galin and Meshcheryakov, 2021; Semeraro et al.,

2022

4

Stress 2 Galin and Meshcheryakov, 2021; Tabrez et al., 2022 3, 4

Fear 1 Galin and Meshcheryakov, 2021 4

Role clarity 1 Jain et al., 2022 2

AI / 0

Perception of AI Trust/confidence in AI 12 Demir et al., 2021; Kraus et al., 2021; Fan et al.,

2022; Jain et al., 2022; Kridalukmana et al., 2022;

Rastogi et al., 2022; Tabrez et al., 2022; Vössing

et al., 2022; Chong et al., 2023; Endsley, 2023;

Naiseh et al., 2023; Xiong et al., 2023

1, 2, 3, 5

Comfort with AI teammate 1 Hauptman et al., 2023 1

Acceptance of AI/willingness

to collaborate

As replacement of a

human teampartner

3 Li et al., 2022; Chong et al., 2023; Xiong et al., 2023 1, 2, 5

AI legitimacy as a team member 1 Hauptman et al., 2023 1

Social presence 1 Fan et al., 2022 3

Evaluation of AI autonomy 1 Hauptman et al., 2023 1

Perceived AI capability/understanding

of AI

3 Fan et al., 2022; Lai et al., 2022; Xiong et al., 2023 1, 3

User experience, including

Engagement, subjective perception

3 Fan et al., 2022; Lai et al., 2022; Xiong et al., 2023 1, 3

Satisfaction with AI 2 Kraus et al., 2021; Fan et al., 2022 3, 5

Team Human-machine augmentation 1 Chandel and Sharma, 2023 2

Situation awareness 1 Tabrez et al., 2022 3

Decision style matching 1 Xiong et al., 2023 1

Perception of team Interaction experience 1 Galin and Meshcheryakov, 2021 4

Attitude toward collaboration 1 Li et al., 2022 2

Preference for a collaboration mode 2 Li et al., 2022; Xiong et al., 2023 1, 2

Responsibility attribution 1 Xiong et al., 2023 1

Task Data management 1 Othman and Yang, 2022 4

Human reliance on AI/adjusted decision

making

2 Rastogi et al., 2022; Vössing et al., 2022 1, 3

Perception of task Perception of task interdependence 1 Xiong et al., 2023 1

Performance Performance

Human performance (e.g.,

time/number of pauses)

AI performance (e.g., efficacy,

precision)

HAIT performance (e.g., quality

of decision)

10 Saßmannshausen et al., 2021; Fan et al., 2022; Lai

et al., 2022; Rastogi et al., 2022; Tabrez et al., 2022;

Vössing et al., 2022; Chong et al., 2023; Endsley,

2023; Naiseh et al., 2023; Xiong et al., 2023

1, 3, 5

Cost reduction 1 Othman and Yang, 2022 4

Perceived

performance

Perception of efficiency increase

through AI

1 Othman and Yang, 2022 4

(Continued)
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TABLE 5 (Continued)

Category Outcome No of
sources

Sources Cluster(s)

Perception of AI performance 1 Xiong et al., 2023 1

Human confidence in decisions 2 Lai et al., 2022; Tabrez et al., 2022 3

Confidence in own performance

(human)

1 Chong et al., 2023 5

Perception of task performance 1 Xiong et al., 2023 1

Context Perceived risk (of a decision) 1 Xiong et al., 2023 1

Trust in the team by stakeholders 1 Hauptman et al., 2023 1

more technology-centered perspective, which means that some

disciplines are not broadly covered in our work. For example,

psychological, legal, societal, and ethical perspectives are poorly

represented in our literature network. An explanation for this

may be that there has been little research on HAIT from these

disciplines, or that publications within the network that were

not included in the review on a content base or literature

form former years not included in our network highlighted

these perspectives. Finally, it should be noted that even though

very different aspects are researched and focused on within the

clusters, the understanding of the construct of HAIT within which

the research takes place is either not addressed in detail or

only in very specific aspects, limiting our ability to answer our

RQ2 adequately.

5.2. Looking at the results: what we know
about HAIT so far

Summarizing the findings within our literature network

on HAIT under examination or discussion, we can

identify some general trends, but also some research gaps

and contradictions.

5.2.1. Current research streams and
understandings

To answer RQ1 about human-AI teaming research clusters,

we identified five distinct clusters with varying emphases. Despite

their shared focus on technological design while considering

human aspects, which also reflects in the network metrics, subtle

differences in research foci and the specific AI systems under

investigation were discernible: Cluster 1 focuses mainly on human

variables that are important for teaming. Cluster 2 examines

task-dependent variables. Cluster 3 especially investigates the

explainability of AI systems, cluster 4 concentrates on robotic

systems as special AI applications, and cluster 5 deals mainly

with the effects of AI performance on humans’ perception. Except

for cluster 1, the publications exhibit a focus on technology

and are grounded in engineering principles. This is reflected in

the publication organs, which are mainly technically oriented,

with many at the intersection of human and AI, but primarily

adopting a technological perspective. While other perspectives

exist, they are not as prevalent. While reasonable due to

technological system development’s origin in this field (Picon,

2004), research should allocate equal or even more attention

to the human and team component in in socio-technical

systems. Human perceptions can impact performance (Yang and

Choi, 2014), contrasting with technological systems that perform

independently of perceptions and emotions (Šukjurovs et al., 2019).

However, current research streams continue to emphasize the

technological aspects.

Regarding RQ2, both terminologies and their comprehension

within the clusters were examined to investigate the understanding

of HAIT. A broad range of terms is used, often inconsistently within

publications. While “teaming” is occasionally used, broader terms

like “interaction” and “cooperation” prevail, with “collaboration”

being the most common. Interestingly, many terms used do

not focus on the relational or interactional part of teaming

but instead highlight technology as support, a partner or a

teammate, reflecting the technology-centeredness once again.

In parallel, it becomes apparent that the phenomena of work

between humans and AI systems are rarely defined or classified

by the authors. Instead, the terms “cooperation,” “collaboration,”

“interaction,” and “teaming” are used in a taken-for-granted and

synonymousmanner. Paradoxically, a differentiated understanding

emerges in some of the papers: “interaction” denotes shared

workspace and task execution with sequential order or just

any contact between human and AI, “cooperation” involves

access to shared resources to gather task-related information,

but retains separate work interests, and “collaboration” entails

humans and technologies working together on complex, common

tasks. However, this differentiation that is very established in

human-robot interaction research (see, e.g., Othman and Yang,

2022), is not consistently reflected within the majority of papers

within our network. Except for O’Neill et al.’s (2022) paper, the

term “teaming” is underdefined or unclassified in other works.

Possible reasons include the dominance of a technology-centric

perspective (Semeraro et al., 2022) in current research efforts,

as collaboration aspects are likely to attract more interest in

other research domains, such as psychology or occupational

science (Bütepage and Kragic, 2017). Regarding the exemplary

publication organs, those are underrepresented in our network.

Another possible reason could be the novelty of the research

field of teaming with autonomous agents (McNeese et al., 2021).

Compared to the other definable constructs, the concept of teaming
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has only been increasingly used in recent years, which means

that research in this field is still in its infancy and, thus, it has

not yet fully crystallized what the defining aspects of teaming

are. However, it raises questions about conducting high-quality

research in the absence of a well-defined construct, as terms like

“teammate” or “partner” alone lack the scientific clarity required

for construct delineation.

One interesting idea shown in some of the publications

offers a way to unite the different terms used within the field:

the concept of existing collaboration modes or different views

on human-AI work. Authors such as McNeese et al. (2021),

Li et al. (2022), Chandel and Sharma (2023), and Endsley

(2023) address that there might be different ways (or degrees)

of AI and humans collaborating: Some aim to support the

human, which reflects more of a cooperative perspective with

distinct, not necessarily mutually interdependent tasks. Others

are conceptualized as human-AI teams from the very beginning,

with mutual intelligence augmentation, dynamic adaptation to

one another and collaborative task execution. One can discuss

if these should be seen as different categories of interaction,

or if they are considered different points on a continuum of

working together.

5.2.2. Antecedents and outcomes
To answer RQ3 on antecedents and outcomes of HAIT we

note that for antecedents, nearly all components of a human-

AI team were under examination or discussion at least in

a few publications, except for team and human perception.

Research on AI characteristics dominated the field, with many

constructs under research from the, apparently most important,

topic of explainability (10 publications) to dynamics and levels

of automation of AI. For team variables, most papers looked at

team interaction as well as the conglomerate of (shared) situation

awareness andmental models. What we can see overall is a focus on

characteristics of the work system, but also quite a few perceptional

and subjective antecedents under investigation. This shows the

importance of considering not only objectively given or changeable

characteristics, e.g., in AI design, but also how humans interact with

those characteristics, how they perceive them on a cognitive and

affective level.

For the outcomes, we find that trust (11 publications) and

performance (10 publications) are by far the most researched and

discussed outcomes of human-AI teaming. This is interesting, as

they represent both the objective, economically important side of

implementing teams of AI and humans, but also the subjective

basis for efficient long-term collaboration. In the studies, we find a

strong focus on subjective outcomes, considering the perception of

oneself within the work situation (e.g., stress or fear), the perception

of the AI (e.g., comfort with it, perceived capabilities) which is

a focus of the literature with 26 mentions, and the perception of

the team (e.g., preference for a collaboration mode) as well as

its performance.

Nevertheless, considering human perception in researching

and designing HAIT is only the first step toward reaching human-

centeredness. This approach portrays the human as the central

role within complex sociotechnical systems (Huchler, 2015). As a

research philosophy, it goes beyond measuring trust or including

some worker interviews in one’s research and understands the

human (and, e.g., their trust in an AI system) as the starting point

of any system design. This perspective perfectly goes along with

other conceptual approaches such as a socio-technical thinking

(see, e.g., Emery, 1993) or the idea of Industry 5.0 (Breque et al.,

2021). The breadth of different antecedents and outcomes found in

the field of literature on HAIT is impressive, showing knowledge

on specific aspects on HAIT and an interest in interdisciplinarity

and finding out about different aspects preceding or resulting

from HAIT. Still, it lacks a conceptual underpinning that is

holistically considering the human as the central figure within a

work system.

5.2.3. Exploring existing definitions of HAIT
What we can see considering current understandings of

human-AI teams is that many of the publications involved some

definitory elements, be it the support aspect, shared mental models,

or mutual communication, but all were very focused on those

(or other) specific aspects. Nearly no publication clearly defined

HAIT in their theoretical background as a basis of their work—

most publication use it in a way as if it was self-explanatory.

Terms for teaming are used inconsistently and differentiations

between them are only addressed in some publications on different

cooperation modes. However, the range of terminology, as well

as the multitude of disciplines and perspectives contributing

to the study of HAIT, permit extensive exploration and the

generation of numerous fresh insights. This diversity is appropriate

for a field of research that is just evolving. Nonetheless, in

order to enhance the clarity and cohesiveness of the literature

in this field, there is a pressing need for a unified conceptual

framework that allows for transparency (Flake and Fried, 2020)

and illuminates how the amalgamation of various attributes can

effectively shape humans and AI into a team. We were not

able to find such a widely accepted, clear and comprehensive

definition of HAIT that would fully answer RQ4. This is a

problem that links back to the research topic of Human-

Centered AI at Work and its aim to find common ground

in theories and methods. To better answer RQ4, we therefore

developed an own definition on HAIT, which is derived in

section 5.3.3.

5.3. What we need for HAIT: integrated,
well-defined teaming approaches

Overall, a great interest in HAIT research can be seen.

Studies are being published successively on this topic, being

connected through a network of references, and many variables

are examined. Some of them are investigated extensively, such

as explainability or trust, while there is a variety of variables

that is more exploratory examined in single studies. What is

lacking, however, is a defined construct that would systematize

the understanding toward HAIT and lead to unified and more
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integrated research. There is little effort in creating a unified

definition for the teaming aspect of humans and AI working

together; rather, the focus is still primarily on how to prepare

the technological counterpart for collaborating. The way toward a

common ground is still to be gone, but our review helps identify

what is needed next.

The different terms used, lack of definitions and concepts,

and various understandings of what constitutes “teaming” and

what role(s) the AI might take make it difficult to unify research,

build common ground, and advance the field. Hence, we see the

need for. . .

1. addressing HAIT from a socio-technical perspective, thus

strengthening the teaming idea and human-centeredness.

2. understanding the AI as a team partner able to take roles

adaptively instead of holder of one specific role.

3. a clear definition and a distinct terminology, that is grounded in

the work so far and that has the potential to be referred to and

used in future research.

5.3.1. The teaming idea within human-AI teams
from a socio-technical perspective

What we have seen throughout the review is the vast

interest in human-related variables, that show the importance

of a human-centered understanding and a consideration of the

whole socio-technical system when examining and designing

HAIT. Still, this interest does not yet result in taking a human-

or even team-oriented perspective. One of the few definitory

approaches of O’Neill et al. (2022), focusses on what the AI

needs to be and contribute to enable teaming, and not on

what this teaming actually is. Thus, research needs to take a

holistic approach involving multiple disciplines to investigate

and design functioning, accepted and adaptable collaboration

between humans and AI. This idea is not new in itself, but

follows the concept of socio-technical system design (see, e.g.,

Emery, 1993), where work systems are seen as consisting of

a social and a technical subsystem, connected by organization.

Central to that is the approach of joint optimization, meaning to

design both systems together and constantly adapt them to one

another so that both systems yield positive outcomes (Appelbaum,

1997). The epitome of this thinking is the idea of human-AI

teaming. It incorporates the idea of humans (social systems)

and AI (technical system) working together, creating synergies

and jointly forming something that goes beyond their individual

capabilities, and thus a new social system. Hence, we want to

underline the importance of bringing the teaming idea, and

established theories and empirical research from human-human

teaming, into the field of research on human-AI or human-

autonomy teaming. In most of the literature, terms underlining

the collaborative element such as partner, symbiosis or teammate

are used as buzzwords without further explanation or without

really understanding humans and AI as a sociotechnical system

acting as a team. For a clearly defined field of research, future

work should therefore think carefully about which construct (e.g.,

interaction, teaming) is examined and disclose this understanding

to the readers. Furthermore, different constructs should not be used

synonymously, as this can lead to a deterioration in the quality of

research and confusion.

For us, the term and idea of teaming is still central,

being reflected in the vast use of associated terms and the

omnipresent idea of a new quality of interaction with a

development away from the tool perspective, adaptive behavior,

and shared mental models. This evokes the need to unite

knowledge on (human) teaming with knowledge on AI and

human interaction to go a step further and establish a concept of

HAIT that is viable for sustaining research and implementing it

into practice.

5.3.2. The “role” of AI within the team
Throughout the papers within our network, we have identified

various labels and roles for the AI systems described. While

most papers primarily focus on one specific role of AI in

their investigations, some, such as Endsley (2023), describe

different “concepts of operation” (p. 4) like an AI as an aid

to a human supervisor, AI as a collaborator, or AI as an

overseer and limiter of human performance. She also mentions

roles like “coach, trainer or facilitator” (p. 4). These roles

can be described by factors like the nature of the task (e.g.,

exploration and exploitation, see Li et al., 2022), the level

of dependence between AI and human, and specialization

(Jain et al., 2022). Jain et al. (2022) distinguish between

different “work designs”, systematically describing the division

of labor between humans and AI in different categories.

Beyond the literature screened for our review, there are other

papers addressing the systematics of human-AI interaction,

such as Gupta and Woolley (2021). One notable example with

comprehensive categorization is Dellermann et al. (2021), who

differentiate between aspects defining AI-human and human-

AI interactions.

From our perspective, what is needed is to use these

existing delineations and taxonomies to develop a new concept

of AI as a dynamic team member, capable of adaptively

changing roles as required. In our understanding, HAIT goes

beyond mere cooperation or collaboration alone, but it can

encompass elements of both. HAIT entails humans and AI

working together on the same tasks and goals, adapting and

exchanging roles as needed. Sometimes, this involves separate

cooperation, but it can switch the “mode of collaboration” to

mutual support or to the AI providing guidance to the human

executor. This understanding of HAIT transcending the categories

of cooperation and coordination and including a wide range

of potential roles for both humans and AI is depictured in

Figure 6.

This concept aligns with the idea of augmented intelligence,

as described by Jain et al. (2021), where “computers and

humans working together, by design, to enhance one another,

such that the intelligence of the resulting system improves”

(p. 675). Building on the present research and knowledge

about specific roles and cooperation modes, the next step

in research is a more realistic, dynamic utilization of AI
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FIGURE 6

The role of AI within HAIT.

systems as genuine team members. They should be capable

of, e.g., supporting, taking over, cooperating, or setting borders

for the human as needed in specific situation. This view of

AI as a dynamic team member, akin to humans, can lead

to a new, more profound and nuanced understanding of

teaming, which now requires a clear definition and appropriate

research efforts.

5.3.3. A definition of human-AI teaming
The need for common ground in HAIT research pointed out

throughout this paper as well as the whole Frontiers Research

Topic “Human-centered AI at work: Common ground and theories

and methods”, can, after collating the insights from our review,

only be met by a uniting, clear, interdisciplinarity usable definition

that is embedded within the idea of socio-technical systems

and humane work design. While a diverse research field and

evolving insights from different disciplines require the “freedom”

to find their own path toward a construct, there comes a point

in time where synchronization and integration of perspectives,

and necessarily also terminology, become inevitable. This is

especially crucial for interdisciplinary exchange, discoverability

of publications, discussions employing the same mental models,

and transdisciplinary cooperations with practice. Consistent

terminology, based on clearly defined and explicit concepts, is a

vital prerequisite.

After the field of HAIT research has flourished and produced

many valuable insights on various various aspects from different

disciplines, the time has come for synchronization. As we could not

find an appropriate and integrating definition within our literature

search, we decided to use the insights from this review, unite them

with the theoretical background in human teaming and develop our

own definition of HAIT to answer RQ4. We base this definition

on (1) the theoretical background presented within this paper

of human-machine interaction, (2) the theoretical background

on human teaming, especially the skill dimensions by Cannon-

Bowers et al. (1995), (3) the terms used within the literature on

HAIT, and (4) the definitory elements that the different clusters

and papers offered. Figure 7 shows an overview of the definitory

aspects that we identified throughout this review, together with

exemplary sources.

What we propose is a definition of HAIT that is broad

enough to unite different research streams yet focuses on the

processes and characteristics of teaming rather that that specific

to the technology or the human part. This definition enables joint

optimization of social and AI-system(s) as they are both equal

parts within it and the focal point is the team as a synergetic

socio-technical system:

Human-AI teaming is a process between one ormore human(s)

and one or more (partially) autonomous AI system(s) acting as

team members with unique and complementary capabilities, who

work interdependently toward a common goal. The teammembers’

roles are dynamically adapting throughout the collaboration,

requiring coordination and mutual communication to meet

each other’s and the task’s requirements. For this, a mutual

sharing of intents, shared situational awareness and developing

shared mental models are necessary, as well as trust within

the team.

Our definition centers on the team level, acknowledging

its dynamic and changeable nature by understanding HAIT

as a process. This emphasis is a response to the prevailing

literature on HAIT, which especially highlights the dynamic and

adaptive aspects of teaming (e.g., Hauptman et al., 2023). By

understanding teaming as a dynamic process, the collaboration

system as a whole becomes more flexible compared to narrowly

predefined roles and modes of collaboration. This emphasis stems

from the recognition of the diverse capabilities and potential

applications of AI systems, which have a significant impact on
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FIGURE 7

Key components of our proposed HAIT definition. The sources indicated in the figure are exemplary.

collaboration modes and possibilities. Moreover, the learning

ability of AI systems allows their capabilities to evolve and

adapt over time (e.g., Mukherjee et al., 2022), further impacting

their potential applications. Emphasizing dynamism and adaptivity

enables directly addressing of constantly changing contextual and

task-related aspects and requirements. Thus, we consider this

aspect crucial in our definition, setting it apart from previous

definitions, e.g., by O’Neill et al. (2022).

Nevertheless, we do not perceive our definition as a counter-

position to O’Neill et al. (2022). On the contrary, all aspects

of their definition can be found within ours, making it an

extension offering a different focus, namely on the team process,

which we identified as a currently blind spot in the literature.

Consequently, we have diverged from including specific capabilities

of either subsystem in our definition. We have chosen to focus

solely on team-level capabilities that contribute to the success

of human-AI teams (e.g., shared situational awareness or shared

mental models). This choice acknowledges the potential changes in

subsystem capabilities resulting from the dynamics and adaptivity

of collaboration.

By centering our definition on team processes and capabilities,

we hope to offer a useful definition for future research, building

upon current research streams on HAIT and considering insights

on human teams.

6. Key takeaways

Navigating through the field of research, the findings from

both our network and content analysis and our interpretation

of the results, we want to give the five key findings of the

review in Figure 8, each of them leading to a specific practical or

theoretical implication.

From a practical point of view, we can conclude that human-AI

teaming is still in its infancy. Nevertheless, we see great scientific

interest in it as well as many antecedents and outcomes that we

already have plenty of knowledge on. Practice, from our point of

view, should take inspiration from the fast-evolving research and

implement human-AI teaming workplaces. Although this takes

much more organizational and work redesign and a more creative

and generative approach than just to implement AI as a tool,

the opportunities are promising for economic reasons as well as

humane work.

7. Conclusion

Human-AI teaming is a currently flourishing,

multidisciplinary, yet mostly unsystematically approached and so

far, one-sided research field. Nevertheless, there is a high need

and interest in advancing interdisciplinarity, taking an integrated

perspective and finding ways to describe and research a new

quality of human collaboration with autonomous technologies,

going beyond replacement or mere support of humans in work

contexts. Our bibliometric network analysis and scoping review

has shown different research streams, understandings, antecedents,

and outcomes, revealing the need for a common ground. We

close our work by delivering a definition of HAIT considering

all the topics from the literature, broadening them with classical

teaming knowledge and embedding them in a socio-technical
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FIGURE 8

Findings and implications of our work.

perspective. By this, we want to stimulate future research and

promote the convergence of disparate research streams, ultimately

fostering the concept of joint optimization in the context of

human-AI teams.
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Human-centered artificial intelligence (HCAI) has gained momentum in the

scientific discourse but still lacks clarity. In particular, disciplinary di�erences

regarding the scope of HCAI have become apparent and were criticized,

calling for a systematic mapping of conceptualizations—especially with regard

to the work context. This article compares how human factors and ergonomics

(HFE), psychology, human-computer interaction (HCI), information science, and

adult education view HCAI and discusses their normative, theoretical, and

methodological approaches toward HCAI, as well as the implications for research

and practice. It will be argued that an interdisciplinary approach is critical for

developing, transferring, and implementing HCAI at work. Additionally, it will be

shown that the presented disciplines are well-suited for conceptualizing HCAI

and bringing it into practice since they are united in one aspect: they all place

the human being in the center of their theory and research. Many critical aspects

for successful HCAI, as well as minimum fields of action, were further identified,

such as human capability and controllability (HFE perspective), autonomy and

trust (psychology and HCI perspective), learning and teaching designs across

target groups (adult education perspective), as much as information behavior and

information literacy (information science perspective). As such, the article lays the

ground for a theory of human-centered interdisciplinary AI, i.e., the Synergistic

Human-AI Symbiosis Theory (SHAST), whose conceptual framework and founding

pillars will be introduced.

KEYWORDS

artificial intelligence, interdisciplinary, HCAI, human factors and ergonomics, information

science, human-computer interaction (HCI), adult education, psychology

1. Introduction

The excitement around artificial intelligence (AI) is sparking a flurry of activity by

researchers, developers, business leaders, and policy-makers worldwide. The promise of

groundbreaking advances from machine learning and other algorithms drives discussions

and attracts huge investments in, e.g., medical, manufacturing, and military innovations

(Shneiderman, 2022). However, much of the debate in society is associated with aspects

of whether or not AI will replace people in business activities (Del Giudice et al.,

2023). In addition, trust in AI systems, transparency, and explaining such systems is not

straightforward to end users (Laato et al., 2022).

In a survey in Germany in May 2023, 46% of 1,220 respondents considered AI

technologies to be more of a risk for them personally, while only 39% saw opportunities in

AI solutions. However, openness to these new technologies decreases with age and increases
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with education: most younger people up to age 34 see AI as an

opportunity, as do individuals with a university degree (Infratest

dimap, 2023). The results of previous surveys conducted worldwide

are confirmed, although the results differ greatly depending on the

economic development in each country (Ipsos, 2022).

More particularly, in the workplace, there is a risk of creating

a defeatist mentality among the employees when ignoring human

aspects of AI implementation. Similar examples exist from the past,

e.g., knowledge management faced the same challenges around

individual, organizational, and technological barriers (Riege, 2005).

Nevertheless, it is argued that high levels of human control and

automation are likely to simultaneously empower people and not

just emulate humans (Shneiderman, 2020). The idea of human

centeredness in AI implementation binds these critical research

results together.

Artificial intelligence is, by definition, a sequence of

mathematical models created by humans, which are executed

by computers. The OECD defines AI more precisely: “An AI

system is a machine-based system that can, for a given set of

human-defined objectives, make predictions, recommendations, or

decisions influencing real or virtual environments. [...] AI systems

are designed to operate with varying levels of autonomy” (OECD.,

2019, p. 23–24). This is a refinement of the definition of McCarthy

(2007, p. 2), in which AI is defined as “[...] the science and

engineering of making intelligent machines, especially intelligent

computer programs. It is related to the similar task of using

computers to understand human intelligence, but AI does not have

to confine itself to methods that are biologically observable.”

In general, Artificial Narrow Intelligence (ANI) and Artificial

General Intelligence (AGI) are distinguished. An AGI system

would be an autonomous agent that can learn unsupervised

(McLean et al., 2021). ANI has achieved enormous success in

determined situations with a low-dimensional phase space, such

as strategy games (Lenzen, 2019). However, the methodology of

ANI performance can only be applied to a limited range of tasks

(Landgrebe and Smith, 2022).

The organization of working processes may profit from a

design approach that integrates human and technical intelligence.

Such an organization is achieved, among other things, when

humans and machines can use their specific skills and when

humans and machines mutually support each other in gaining

capabilities (Braun, 2017). In this sense, human-centered AI

(HCAI) already consists of a set of standards, concepts, and

principles, like e.g., fairness, accountability, beneficence, justice,

and explicability, to name a few (Huchler et al., 2020). However,

these principles are not consistently implemented in practice

because of competing goals of productivity and cost-cutting,

which has been a traditional challenge of HFE (Spitzley,

1980).

The present article aims at setting the foundations for

an interdisciplinary theory of human-centered AI. For this,

the article reflects in Section 6.2 on learnings from an

interdisciplinary research project, which is considered as

a demonstrator. This demonstrator combines normative,

theoretical, and methodological concepts from human factors

and ergonomics (HFE), psychology, human-computer interaction

(HCI), information science, and adult education to study AI

at work.

The article introduces each discipline’s perspective on human-

centricity and AI at work. It discusses the implications for

developing, transferring, and implementing AI at the workplace,

including disciplines not yet in the spotlight about HCAI at

work. By explaining the fruitful interplay of these disciplines

and how they contribute to human-centricity, we will ultimately

argue that a theory of human-centered AI will immensely benefit

from incorporating critical concepts, norms, and theories from

the presented disciplines as well as from an interdisciplinary

approach. This article, therefore, sheds light on different co-existing

perspectives on and criteria of human-centered AI and will show

how they can be meaningfully integrated to answer the research

question of what is critical for human-centered AI at work. So far,

this has only been conducted for, e.g., social sciences (Miller, 2019)

and thus has not acknowledged or even included more diverse

disciplines. However, many authors have identified an urgent need

for collaboration across disciplines for human stakeholders, e.g., for

explainable AI (Langer et al., 2021). This article contributes to this

research gap by introducing views from heterogeneous disciplines

with either a focus on individuals, such as psychology, or a focus on

technology, such as HCI.

Moreover, the article leverages insights from disciplines that

are either primarily concerned with a work context, such as HFE,

or disciplines that study the work context as one research object

amongst others, such as adult learning and information science.

Furthermore, it systematizes results from the different disciplines

by using the five perspectives on human-centricity byWilkens et al.

(2021). In addition, it identifies fields of action for human-centered

AI implementation—such as supporting balanced workload,

information literacy, providing tailored learning opportunities

for low-skilled workers, enhancing technology acceptance, and

building trust. By that, it finally sets the foundation for a

synergistic human-AI symbiosis theory, which includes these

aspects of AI implementation. Overall, this article is written for an

interdisciplinary readership interested in human-centered AI. As

a result, this article has more of an explorative, descriptive, and

conceptual character.

2. Supporting balanced workload:
HCAI in human factors and
ergonomics

Human factors and ergonomics (HFE) has developed concepts

and principles for work design, especially for human-technology

interaction. These concepts can be applied to AI systems in terms

of a division of functions between humans and AI. The principles

of HFE inhibit a mutually reinforcing relationship between humans

and AI based on capabilities and ethical design principles.

2.1. Defining ergonomics and illustrating
the methodology

Ergonomics is the scientific discipline concerned with the

understanding of interactions among humans and other elements

of a system; ergonomics is also the profession that applies theory,
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principles, data, and methods to design in order to optimize

human wellbeing and overall system performance (IEA, 2000). The

terms ergonomics and human factors are often used interchangeably

or as a unit (HFE). Domains of HFE are physical ergonomics

(i.e., human anthropometric, physiological, and biomechanical

characteristics as they relate to work), cognitive ergonomics (i.e.,

concerning mental processes), and organizational ergonomics (i.e.,

optimization of socio-technical systems, including their structures

and processes). HFE is a multidisciplinary, human-centered

integrating science that is not domain-specific (ILO and IEA,

2021). HFE encompasses not only safety and health but also the

cognitive and psycho-social aspects at work. Additionally, HFE can

focus on micro ergonomic design aspects—including the design

of the procedures, the context, and the equipment and tools used

to perform tasks—as well as macro ergonomic design aspects—

including the work organization, types of jobs, technology, work

roles, and communication (Wilson, 2014). Through their work

activity, human beings acquire experiences about physical and

social, external as well as internal reality, and they change by

self-reflection (Schön, 1983).

A socio-technical “work system” is part of a work process in

which a task is accomplished. Through the interaction of working

humans with work equipment, the function of the system is

fulfilled within the workspace andwork environment under specific

working conditions (ISO 6385, 2016). “Work design” is a collective

term for measures for the purposeful and systematic design of

work objects, work processes, and working conditions. The aim

of work design is the optimal fulfillment of work tasks, taking

into account human development requirements and economic

efficiency (Dyckhoff, 2006). In order to increase productivity,

work design is based on the rational principle of labor division

and the systematization of work processes. The division of labor

supports specialization, which makes it possible to use machines

and automate work processes. Work design determines which

functions are automated and which remain with humans (Baxter

and Sommerville, 2011). The systematization of work sequences

aims at their method-based optimization (Schlick et al., 2018).

Since the division of labor goes along with external supply and a

loss of autonomy, the social dimension of human-centered work

seems to be indispensable; it is expressed, among other things,

in committed cooperation, fair work relationships, and learning

opportunities (Ulich, 2011).

2.2. Human-centered work design and
interactive human-technology systems

Human-centered work design refers to a problem-solving

approach from a human perspective and the interactions of the

working human with technical and organizational factors. One

application focus concerns interactive human-technology systems

(i.e., interaction design). For this purpose, knowledge and methods

from human factors, ergonomics, usability, and user experience are

applied. Human-centered design criteria are documented in legal

regulations, standards, and rules (Karwowski et al., 2021).

Human-centered work is characterized by balanced workload

situations in order to avoid over-and under-strain and thus

to promote performance, job satisfaction, and learning (Schlick

et al., 2018). Work activities should not harm the health of

the working person, should not-or at most temporarily-impair

their wellbeing, meet their needs, enable individual and collective

influence on working conditions and work systems, and contribute

to the development of their personality in the sense of promoting

their capability potentials and competencies (Ulich, 2011). Design

dimensions include work content, time, process, conditions,

workplace, or equipment.

Concerning the design of interactive human-technology

systems, ISO 9241-2 (1992) Part 2 specifies the human-centered

requirements of user orientation, variety, holism, meaningfulness,

the scope for action, social support, and development opportunity.

In ISO 9241-110 (2020) Part 110 (interaction principles), the

human-centered design criteria of task appropriateness, self-

describability, expectation conformity, learnability, controllability,

error robustness, and user binding of technical systems are

concretized. ISO 9241-210 (2019) Part 210 (Human-centered

design for interactive systems) emphasizes the user experience,

which describes the functional and emotional impressions of a user

when interacting with a product or service. If users’ requirements

are met in a useful way, it is pleasant to use a product.

2.3. Human work and human factors

Technical rationalization measures aim to raise work

productivity and reduce costs also by substituting the human

workforce with machines. Such automation efforts can affect both

physical and mental work. To automate sophisticated forms of

work that were previously preserved by humans, the use of AI

aims to imitate human intelligence (Landgrebe and Smith, 2022).

In order to assess the extent to which AI can explain, predict, and

influence human behavior requires HFE expertise.

Humans represent a physical, biological, social, and mental

entity. They are generally aware that they have a perception, a

mind, and a will. A basic requirement of human existence is to

access the natural and social environment through interpretive

understanding to gain meaning. In communicating with other

humans and interacting with the environment, humans gain

a deep understanding of the world (Bender and Kolle, 2020).

On this basis, they can act purposefully even in the face of

incomplete and contradictory information (Wilkens et al., 2014),

transfer existing experiential knowledge to new contexts through

the understanding of meaning, adopt different perspectives, and

anticipate the consequences of their actions. However, the world

can only be understood through knowledge of concepts and

symbols that emanate from human intelligence (Whorf, 1963).

Human intelligence is a complex neurological capacity including

reasoning, memory, consciousness, emotions, will, intention, and

moral judgment. Humans can take responsibility for acting

solidaristic and morally (Böhle, 2009). Such subjective and implicit

competencies are the basis of knowledge and innovation work:

• “Knowledge work” refers to the execution of work orders that

are to be carried out according to available (un-) complete

rules that the working person knows. Knowledge includes
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explicit or implicit components that guide action but cannot

be verbalized.

• “Innovation work” refers to problem-finding and problem-

solving work assignments in which the goal and the path to

achieving the goal are not predetermined. Innovation work

includes unplannable or poorly plannable, unpredictable

intellectual performances, prognostic intellectual

performances that do not have precisely defined goals,

and diagnostic intellectual performances for which no

algorithms can exist because it is unclear what is being

searched for in the first place (Hacker, 2018).

There is increased interest to substitute knowledge work by AI.

However, as expected, significant aspects of innovation work will

remain with humans in the future (Hacker, 2018).

2.4. HFE design criteria for HCAI

HCAI encompasses individual safety, the trustworthiness of AI

operation, an appropriate division of functions between humans

and machines, and conducive working conditions (Huchler et al.,

2020). Insofar as AI applications contribute to the automation of

knowledge work, the design criteria of conduciveness to learning

and social compatibility take on increased importance.

HCAI ties in with the human capabilities and places the

mutual reinforcement of humans and AI at the center of

their interaction. Such reinforcement will be reached through a

complementary division of functions between humans and AI that

takes into account the differences between human capabilities and

technical functionalities (Rammert, 2009). The core principle of the

complementary division of functions strives for higher productivity

and adaptivity through a lower overall degree of automation with

increasing partial automation and systematic integration of the

capabilities of the working human (Huchler, 2022). In order to

cope with the uncertainties of work systems, human options of

control are extended, e.g., by informal work actions and work-

integrated learning processes. Appropriate competencies are to be

maintained by designing the interaction between humans and AI in

a learner-friendly way (Grote et al., 2000).

Regarding the social responsibility of AI applications, ethical

aspects need to be clarified. Ethics focuses on specifically moral

action, especially with regard to its justifiability and reflection

(Bostrom and Yudkowsky, 2013). In AI use, ethical questions are

concretized in the phenomena of uncertainty and social inequality

(Brynjolfsson and McAfee, 2012):

• Uncertainty: Purposes of the use of technology are not or

not exclusively achieved, i.e., the relationship between

means and ends is not always comprehensible; this

manifests in insufficient transparency, comprehensibility,

and manageability, as well as the irreversibility of

decision-making processes.

• Social inequality: The people who suffer harm are not the

beneficiaries; inequality affects personal and informational

autonomy in the use of data, the possibility of personal

development, decision-making power, and the economic

exploitation of work results.

When designing HCAI systems, ethical rules should ensure that

human autonomy of decision and action is preserved with moral

intent (Floridi et al., 2018). Currently, AI is not yet comprehensively

capable of making moral decisions. Moral principles are instead

specified by humans and implemented in the form of algorithms

that can lead to morally grounded actions as a result. An essential

principle of human-centered design is preserving and appropriately

using these moral means of control and access (Bülchmann, 2020).

This also relates to the human influence of exit points, if necessary.

Bostrom and Yudkowsky (2013) recommend four ethical

design principles of HCAI: An HCAI functioning should be (1)

comprehensible and (2) its actions predictable in principle; there

should be sufficient time for users to react and veto control in the

event of a potential malfunction. HCAI should (3) not be easily

manipulated, and if a malfunction does occur, (4) responsibility

should be clearly defined.

HFE traditionally incorporates a variety of perspectives on

humanwork. In this chapter, manymethods and definitions of HFE

were presented, which are also relevant to the other disciplines.

HFE has a pragmatic concept for the design of work systems,

processes, and tools, including AI, some of which are documented

in regulations and standards. Knowledge of these methods and

definitions is cross-disciplinary relevant, and not limited to HFE,

and additionally necessary to prepare the implementation of HCAI

at work.

3. Information is the key: HCAI in
information science

The topic “human-centered AI” has not gained much attention

in information science; even “human-centricity” is not a much-

discussed concept due to how information science’s central object

of study — information — is conceptualized and defined. In

the following, it will be argued that there is no need to be

explicit about “human-centricity” because, for one, information

does not exist outside of human beings, and second, information

behavior is central to the development and evolution of humans. If

human-centered AI systems are considered information systems,

then several implications can be deduced for their design and

handling from this argumentation. Overall, there are three ways

how information science can conceptually approach human-

centered AI:

(1) The meta-level that discusses HCAI against the discipline’s

pragmatic understanding of information.

(2) The information behavior perspective, which is considered

central to human life and that leads to the creation of

user models.

(3) The literacy aspect that reflects on the skills humans need to

handle AI successfully.

3.1. The meta-level: what is information?

In the literature, information is often characterized by using

the Semiotic Triangle by Charles Sanders Peirce since it has

been argued that information is the basis for the communicative

action (in the sense of information as a message, information
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as a state) and a communicative act itself (in the sense of

exchanging knowledge/being informed, as a process; Henrichs,

2014). Accordingly, information has a triadic structure consisting

of the following:

• Object, meaning of the information or semantics,

• Sign(s)/syntax, signals for or physical carrier of knowledge and

formal-syntactic representation of signs, and

• Interpretant, user/usage of information, or pragmatics.

This structure is dynamical since forming the relations between

the parts always entails some sort of transmission. The structure

is also relational, which results in the need to consider all

three parts of the triangle simultaneously when referring to

information since they are linked inseparably. Information science

deals with all three aspects of information, leading to multi-

and interdisciplinary studies with, e.g., computer science (that

mostly focuses on the signal part, for example, when building

digital libraries) or linguistics (focusing on the object part,

for example when constructing ontologies or other knowledge

organization systems). The most fruitful — and therefore most

central — avenue for information science concerns, however,

the pragmatics of information, which focuses on the human

part of information processing and how humans make use

of information. In a nutshell, information science seeks to

understand how and for what reasons humans need, gather,

and use information. It primarily asks from the interpretant

point of view: What is information used for? Which actions are

possible with that information, and what do humans need to

act properly?

This understanding of information differs from the definition

used in, e.g., computer science or telematics that focuses on

the signal and disregards the meaning of the information

(Shannon, 2001). Information science considers knowledge as

the raw material for the creation of information — knowledge

is possible information (Rauch, 1988), and information is a

manifestation or representation of knowledge (Kuhlen, 2004).

Since (formless) knowledge, which exists independently from

signals, needs to be brought into a (physical) form to be

transmitted (Stock and Stock, 2015), it can be argued that

“information is a thing — knowledge is not” (Jones, 2010).

If humans use that potential information for further action,

information materializes. In general, information is used to

decrease the amount of uncertainty a human experiences (Wersig,

1974).

Therefore, information depends on the context in which

humans perceive it, and it can be different with different

contexts and different humans. Humans construct information by

decoding the signal — information does not just exist (whereas

knowledge exists even without signals; Stock and Stock, 2015).

This construction takes place in social environments and via

means of communication. The recent popularity of ChatGPT and

generative language models for AI, as well as how interaction (or

communication) with those systems has been designed, is reflective

of the relevance of communication in information processes and

for information behavior.

3.2. Information behavior and user
modeling: traces toward the human
perspective

Reflections on the concept of information and studies on

how humans engage with information have mutually influenced

each other, developing a shared understanding of the subject.

Information behavior research, as a sub-discipline of information

science, is concerned with how and why humans interact

with information in different informational contexts, including

how they use, create, and seek information (Bates, 2017),

actively or passively (Wilson, 2000), individually, collectively, or

collaboratively (Reddy and Jansen, 2008). Information non-use,

such as information avoidance (Golmann et al., 2017), is also part

of the research agenda as well as information sharing, (personal)

information management, information practices, information

experiences, and information discovery (Greifeneder and Schlebbe,

2023).

It is remarkable that, similarly to the triadic structure that

considers the human, the interpretant, an inseparable part of

information, the concept ofHuman Information Behaviorwas never

adopted by the research community (Bates, 2017). Information

behavior research underwent several so-called conceptual and

methodological turns that are also reflective of the increasing

relevance and attention the human being has been attributed

over the years: from understanding which information sources

and systems humans use to gather information, learning about

the information need that motivates humans to interact with

information (cognitive turn) and their emotions involved (affective

turn), to the role of socio-cultural contexts (socio-cognitive turn)

and habitualized information practices (social-constructionist

turn) (Hartel, 2019). Information behavior can only be exposed by

humans — manifesting their (for outsiders’ implicit) relevance for

information science again.

This also becomes apparent by one central activity of

information behavior, i.e., the humans’ engagement in looking

for information. Case and Given (2016) emphasize that from

birth onwards, humans are prompted to seek information to

meet their fundamental needs. Information needs are driven by

those fundamental needs, often because the human recognizes

a lack of information to meet the fundamental needs (Stock

and Stock, 2015). Information seeking behavior is activated

by concrete information needs and is, therefore, active and

intentional (Case and Given, 2016). If a computer or IT system

is used to look for information, then Wilson (1999) speaks of

Information Searching.

Information behavior research is not a goal in itself — like other

disciplines, it seeks to advance information systems to tools that can

be easily and efficiently used, that automatically adapt to changing

situations, and that are adaptable to the needs of their users

(Elbeshausen, 2023; Lewandowski and Womser-Hacker, 2023).

As has been argued, understanding information and information

behavior always requires knowledge about humans, e.g., users of an

AI system. The complexity of information behavior often prevents

the use of quantitative or statistical methods, so that qualitative

methods are the main approach.

Frontiers in Artificial Intelligence 05 frontiersin.org66

https://doi.org/10.3389/frai.2023.1257057
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Mazarakis et al. 10.3389/frai.2023.1257057

User modeling is an important activity in this regard,

which aims to describe individual users to enable, for example,

personalization of search results or groups of typical users that

share certain characteristics (e.g., novices and experts). Latter

is often realized via personas that represent typical users of a

system with very concrete properties (an approach sometimes

criticized for replicating stereotypes; Marsden and Haag, 2016). If

the information system targets a broad user base, user modeling

can be a tough challenge since there is not only a large, diverse

group of (possible) users, but user behavior is also dynamic and

can change while using the system for particular tasks or over

time. Humans adjust informational practices, tactics, and behavior

dynamically to match contexts and to maximize the amount of

information they can get, e.g., by changing search terms (Pirolli

and Card, 1999). In addition to the informational environment and

contexts, the information behavior of a person is also connected to

their personality (Lewandowski and Womser-Hacker, 2023). The

principle of least effort (Zipf, 1949) is also applicable to information

behavior: humans tend only to spend the minimum effort to

accomplish tasks, often only resulting in only a satisfying (but not

the best) result.

Interactive information systems that more dynamically react

to users’ information behavior and that serve a variety of tasks,

need to even better understand humans, their needs, and context

to be accepted and add value. Ingwersen and Järvelin (2005)

argue — similar to the pragmatic definition of information —

that information systems are never used in isolation but are

always embedded in personal, organizational, cultural, and more

contexts and therefore need to be designed and evaluated within

those contexts. Users should be given the opportunity to use

information systems purposefully to focus on the task to be fulfilled

without being bothered by the challenges of handling the system

(Elbeshausen, 2023, p. 474). For economic reasons, in the corporate

context, it is of paramount importance to know which information

types and information services are meaningful for employees and

which information needs arise (Stock and Stock, 2015). Gust von

Loh (2008) distinguishes between objective information needs from

workers and employees that arise from a certain job position (e.g.,

because of the company strategy) and that are independent of a

particular staff member, and subjective information needs that are

articulated by a specific job holder and that stem from user studies.

Here, strong connections to the human-computer interaction

(HCI) field become apparent. Information science and HCI share

their focus on humans interacting with information systems, their

cognitive and contextual embeddedness while doing so, and the

subjective and objective information needs a system has to satisfy

(Jetter, 2023). Both disciplines acknowledge that the design of

humane (or human-centered) information systems (empirically

proven via usability-and user experience methods) benefits from

the enrichment of information and contextualization.

Technical information systems may be unable to fit all the

information behavioral aspects of a broad user base but may

need to focus on a selection of tasks or user types. Furthermore,

information behavior also takes place outside of technical or digital

environments. Then, educating the users toward a certain behavior

and increasing their knowledge about the information system and

environment could be an additional approach.

3.3. Information literacy as a prerequisite to
deal with AI

Although information is central to human development and

life, dealing with information in a good and meaningful way

is a skill that has to be acquired and cultivated — especially

with regard to the ever-increasing complexity of today’s digital

information environments. To be able to efficiently and ethically

deal with information in a particular context, to understand how

information is produced, evaluated, and distributed, how it can be

effectively searched for, and to assess the personal informational

and thinking competencies critically are skills that are subsumed

under the term “information literacy” (Griesbaum, 2023). The

UNESCO (2013) considers media and information literacy as a

core competency for democratic societies that enables citizens

to successfully engage and participate in private, vocational, and

societal activities. Information literacy is, however — and similarly

as the concept at its core: information — a relational concept.

Its characteristics change with the information environments and

contexts in which human beings have to deal with information

(Griesbaum, 2023). This also presumes that an information-literate

person has a certain amount of knowledge about the topic or

circumstances they are dealing with — but this is not always the

case. Hence, themore the person lacks expertise and knowledge, the

more trust the person needs to put into the information ecosystem.

Information literacy then transfers from the topic or situation itself

to the evaluation of other information sources or experts whose

recommendations have to be trusted (Griesbaum, 2023).

Despite its stated relevance, often, information literacy is

not an integral part of school education but rather embedded

in higher education and services of university libraries (ACRL,

2016). In work-related contexts, information literacy issues become

apparent in enterprises with structured knowledge management

approaches (Travis, 2017). However, Lloyd (2013) has found that

information literacy at the workplace is mainly reduced to socio-

cultural practices for collaboration. Middleton et al. (2018) could

show that information literacy is strongly connected to innovative

work practices.

This hints toward an increasing need for information literacy

in complex information contexts as induced by AI systems.

Consequently, AI literacy is an emerging field in information

science, borrowing most of the central aspects already embedded

in information literacy but also highlighting further skills and

normative claims (Touretzky et al., 2019). Ng et al. (2021a,b)

performed a literature search on AI literacy to derive aspects

this concept entails. They found that all selected articles consider

knowing the basic functions of AI and how to use AI applications

in everyday life ethically (know and understand AI), as well as

applying AI knowledge, concepts, and applications in different

scenarios (apply AI), the core competencies of AI-literate humans.

Two-thirds of the analyzed articles also mention critical higher-

order thinking skills (such as evaluating, appraising, predicting, and

designing) as part of AI literacy (evaluate and create AI).

Furthermore, the literature states that AI literacy is central

to the future workforce, simultaneously preparing humans to

efficiently use and critically evaluate AI and sparking career interest

in this field (Chai et al., 2020). Interestingly, the study revealed
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that only 50% of the articles considered educating humans about

socially responsible behavior when using or designing AI as part

of AI literacy. Here the authors see room for improvement: “[. . . ]

conceptualizing AI literacy with human-centered considerations

is crucial to building a future inclusive society” (Ng et al., 2021a,

p. 507). The evaluation of AI literacy itself is conducted via

knowledge tests, self-reporting, questionnaires, or observations

when interacting with AI.

4. Designing learning opportunities for
all: HCAI in adult education research
and adult learning

The core assumption of HFE is that human beings are able

and willing to learn and shape their working lives. Considering this

first assumption, aspects of lifelong learning, adult and continuing

education, and adult learning at the workplace touch the core of

work design and human centeredness. At the same time, for many

years adult education policies and research have dealt with how

educational systems can effectively provide knowledge and skills

for a technologically changing (working) society (Merriam and

Bierema, 2013). The results of numerous research activities within

the adult education scientific community contribute to shaping AI-

affected workplaces in a human-centered way, which from an adult

educational perspective means a learning-centered way (Harteis,

2022).

From the perspective of adult education research and policy,

it is a consensus that educational systems target fostering

the quality of educational processes and providing learning

opportunities equally (UNESCO, 2019; BMAS and BMBF, 2021;

Council of the European Union, 2021; Autor:innengruppe

Bildungsberichterstattung, 2022; OECD, 2023).

Educational systems contribute to designing and establishing

learning opportunities. That means they contribute to channeling,

organizing, and monitoring informal, non-formal, and formal

(adult) learning processes. In democratic states, educational

systems aim to provide skills to individuals so that they can

actively participate in public and working life. At the same time,

quality learning processes within educational systems underlie

the expectancy to provide a qualified and employable workforce.

Scientific discourse treats these aspects using the two concepts of

individual self-regulation, on the one hand, and human resources,

on the other hand (Autor:innengruppe Bildungsberichterstattung,

2022).

Work has a major role to play in education. First, work and

working life are significant fields of adult learning. Human subjects

acquire skills for and within their employment to stay employable.

Second, in Western-so-called working societies-work is a major

part of active participation in society, as it impacts, e.g., social

status and social and financial resources as much as professional

and, therefore, social identity (Kraus, 2008; Gericke, 2017). Third,

work in terms of work-based learning is a learning and teaching

methodology (Bauer et al., 2004; Dehnbostel, 2022). Therefore, it

is an important quality criterion of professionally designed adult

and continuing education to take aspects of individuals’ (working)

lives, such as possible ruptures in (working) biographies and career

development, as one starting point for developing and creating

learning opportunities.

Equality of opportunities in adult education refers to equal

access to learning opportunities as a major challenge for education

systems (Käpplinger and Lichte, 2020; Council of the European

Union, 2021). It targets especially vulnerable and marginalized

groups such as migrants, low-qualified, unemployed, disabled, or

illiterate persons, who have different learning needs regarding

content but also need differently structured learning opportunities

than high-skilled workers or middle-class citizens. Work has an

important role to play in the equality of learning opportunities.

According to the Adult Education Survey (BMBF, 2022), for

years, more than 70 up to 75% of the adult learning activities

of the German population aged 16–65 have taken place during

daily working time or were financed by the employer. A much

smaller and even decreasing part of adult learning activities was

work-related but based on individually generated financial and

time resources (13% in 2012 – 8% in 2020), while the share of

individual non-work related learning activities is relatively stable

at about 17–18% (BMBF, 2022, p. 22). Major differences exist in

the participation rates of different social groups. The employed

population shows a higher participation rate (46% in 2012 –

60% in 2020) than the unemployed population (13% in 2012

– 19% in 2020). The same applies when comparing the un-or

low-skilled population (30% in 2012 – 46% in 2020) with high-

qualified persons (about 70% in 2012 – 81% in 2020). Remarkably,

in the German adult population, learning activities are on the

rise in absolute numbers. At the same time, the differences

in share between certain social groups have not remarkably

diminished. These findings concerning the participation rates in

adult learning vary across countries, still the gap between employed

and unemployed, as much the high – and the low-skilled persons,

shows to be a central challenge in more or less all OECD countries

(European Union, 2021).

Against this background, an adult education research

perspective on human-centered AI implementation will

concentrate not only on how to provide quality learning

opportunities but it will focus as well on how to tailor these

quality opportunities for each social group. So, an adult education

research perspective contributes to human-centered AI, first of

all, by analyzing if an educational system, an employer, or a single

workplace offers learning opportunities for AI-based workplaces,

whom these learning opportunities are made for, and what kind of

learning opportunities are proposed.

4.1. Designing learning: what skills should
we qualify for?

Regarding contents and needs for skills, there is consensus that

in a digitalized and AI-based world, life and work tasks will become

more complex. There are catalogs trying to capture and describe

important future skills. In the context of education and lifelong

learning, the European Commission’s Framework DigComp has

had quite an impact in the field in Germany (Joint Research Center

(JRC), 2022). Moreover, in higher education, the so-called twenty

first-century skills play an important role (Anandiadou and Claro,
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2009; Schnabel, 2017). These two catalogs represent important

examples for a whole discussion that brings the importance of

future skills to the fore. They concentrate on skills in

• Working with media, technology, information, and data

• Virtual and face-to-face communication and collaboration

in diverse (e.g., interdisciplinary, intercultural,

intergenerational) contexts

• Creative problem solving, innovation, analytical and

critical thought

• Flexibility, coping with ambiguity, self-motivation, and

working independently (Schnabel, 2017)

When thinking human centeredness from an adult learning

perspective, it is important to note that these skills will not replace

professional skills but will additionally be on top of professional

skills. Even more, they will be interlinked with professional skills.

So when preparing a workforce for an AI working world, degrees

will have to encompass professional skills as a basis plus these

future skills.

4.2. Designing learning: who should we
target and how?

Quality is not determined by knowing the skill needs and

contents of learning but also by methodologies that help to

teach these skills professionally, effectively, and efficiently to a

whole range of target groups. When it comes to skill delivery

in companies, there is a vivid research landscape on how to

deliver sustainable learning success in digital transformation. The

learning and teaching methodologies in focus range from informal

learning in the workplace, learning nuggets, non-formal workshop

settings, or formal learning arrangements within chambers and

universities (e.g., Rohs and Ganz, 2015; Anderson and Rivera-

Vargas, 2020). From the company’s viewpoint, where there are

financial and economic restrictions, these discussions are critical.

With a company’s decision to invest in one or another kind

of learning opportunity, it shapes structures and methodologies

of learning and, finally, participation rates in adult learning

opportunities to a high degree.

Discussions of teaching and learning methodology differentiate

along the question of which knowledge or skill can be efficiently

and professionally taught in which setting to which target group.

Taking marginalized groups as an example, it is a common

educational argument based on Bourdieu (Watkins and Tisdell,

2006) or biographical research (Alheit, 2021) that low-skilled

people or functional illiterates have rather negatively experienced

learning throughout their lives, sometimes they have gone through

biographies of failing in an educational system. Therefore, it is

highly challenging for professionally organized adult education to

get access to these groups and to teach them effectively-much more

challenging than teaching high-skilled people or managers who

have had successful learning careers.

Therefore, when implementing AI in a human-centered way,

quality learning opportunities need to ensure that all target

groups who are affected by AI in the workplace get the

opportunity to qualify for these changes. At the same time,

different target groups will need different skills in the workplace

and different learning methodologies for acquiring these skills.

In addition, it is a professional adult education task to create

good learning opportunities with a well-fitted methodology that

facilitates between the affordances of a company within the digital

transformation, on the one hand, and the needs of the target group

and their learning habits, on the other hand.

In terms of learning methodologies, recent projects have shown

(a) That professionally implemented learning projects in the

workplace can effectively qualify low-skilled workers on the

job within digital transformation processes (Goppold and

Frenz, 2020).

(b) That worker’s councils have an important role to play as

facilitators of bringing together unskilled and low-skilled

workers or functionally illiterate employees with continuing

education activities. Still, the members of worker’s councils

need to be qualified to fulfill their role (Lammers et al., 2022;

Arbeiter, 2023).

In recent years, networked structures in adult education

have been brought to the fore (e.g., UNESCO, 2015). In the

case of implementing human-centered AI networks between

adult education providers, companies and worker’s councils will

probably be in favor of channeling professionally tailored learning

opportunities into companies. Taking Germany as an example,

vocational training providers create those networks in order to

target marginalized groups; in the case of high-skilled individuals,

universities of applied sciences have a mandate of developing

continuing education to create opportunities in cooperation with

companies (Dollhausen and Lattke, 2020). It is an issue if these

networks allow scaling up learning opportunities for a whole

population or multiple companies and not to tailor adult learning

for one single company.

5. Technology, autonomy, and trust:
HCAI in psychology and
human-computer interaction

Typically, the AI research community focuses on algorithmic

advances, deeming a human-centered approach unnecessary, but at

the same time, human-centered thinking is gaining popularity, and

the AI community is diverse. However, this new thinking challenges

established practices (Shneiderman, 2022, p. 40). This new thinking

also influences the perception of psychology and HCI, which are

closely related, although they are separate disciplines, because

psychology plays a significant role in HCI. For this reason, both

disciplines are discussed together in this section (Clemmensen,

2006). From a psychological and human-computer interaction

(HCI) point of view, technology acceptance and adoption are also

becoming essential aspects of human-centered AI (Del Giudice

et al., 2023), especially in human autonomy (Bennett et al., 2023)

and the development of guidelines for human-AI interaction

(Amershi et al., 2019). Such guidelines need to consider issues

with information overflow and should assist in using complex

Frontiers in Artificial Intelligence 08 frontiersin.org69

https://doi.org/10.3389/frai.2023.1257057
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Mazarakis et al. 10.3389/frai.2023.1257057

systems (Höök, 2000). This consideration can be achieved by

putting in place verification measures or regulating levels of

human-controlled autonomy to prevent unintended adaptations

or activities by intelligent systems (Amershi et al., 2019; Xu

et al., 2023). In addition, AI-driven influence techniques like

psychological targeting or digital nudging have raised ethical

worries about undermining autonomy (Bermúdez et al., 2023).

Moreover, a series of recent studies found that employees who

work with AI systems are more likely to suffer loneliness,

which can lead to sleeplessness and increased drinking after

work (Tang et al., 2023).

Nevertheless, in HCI, the understanding of human autonomy

remains ambiguous (Bennett et al., 2023). This ambiguity might

be attributed to an old controversy if people and computers

being in the same category or if, as many HCAI sympathizers

believe, vast differences exist (Shneiderman, 2022, p. 25), with

Shneiderman supporting the latter (Shneiderman, 2022, p. 31).

However, AI and its impact on the workplace are said to

be disruptive, including chatbot-based communication systems

that can demonstrate empathy through an understanding of

human behavior and psychology, allowing the chatbot to

connect with customers emotionally to ensure their satisfaction

and thus support the adoption of AI systems (Krishnan

et al., 2022). AI differs from HCAI by two key human-

centered aspects in terms of performance and the product.

The human-centered process is based on user experience

design methods and continuous human performance evaluation.

Furthermore, the human-centered product is emphasized by

human control to enhance human performance by designing

super tools with a high level of automation (Shneiderman, 2022,

p. 9).

Still, HCI acknowledges the importance of AI by highlighting

it in almost all of the current HCI grand challenges, like

human-technology symbiosis and human-environment

interactions, to name a few (Stephanidis et al., 2019). This

is accompanied by six grand challenges of human-centered

AI: human wellbeing, responsible design of AI, privacy

aspects, AI-related design and evaluation frameworks, the

role of government and independent oversight, and finally,

HCAI interaction in general (Garibay et al., 2023). HCAI

interaction especially plays a vital role at work, as economic

challenges meet with ethical and organizational considerations

(Garibay et al., 2023). This collection of grand challenges

reflects the almost symbiotic relationship between HCI

and AI.

Finally, the transition to human interaction with AI systems

by moving on from siloed machine intelligence to human-

controlled hybrid intelligence can be considered a new opportunity

for HCI professionals to enable HCAI (Xu et al., 2023).

A potential goal of human-centered AI design is to create

human-controlled AI using human-machine hybrid intelligence,

which emphasizes the integration of humans and machines

as a system, aided by the introduction of human functions

and roles that ensure human control of the system (Xu

et al., 2023, p. 503). However, such integration of humans

and machines is not without obstacles and unrealistic user

expectations, and negative emotional responses are often a source

of concern.

5.1. Unrealistic user expectations

Exaggerated and unrealistic user expectations about AI-

based applications and absent design solutions to support

human-centered work can lead to frustration and questioning

the “intelligence” of such applications (Luger and Sellen, 2016).

For example, high efficiency of search functions should be

combined with curated content and meaningful recommendations

even without the necessary meta-information. These demands

raise hopes that may neglect the actual software and hardware

capabilities of research projects, which may only be feasible for very

large companies. In addition, it is requested to combine, match,

and recommend different kinds of heterogeneous data, even on

the internet, without considering resources. Although AI makes

significant improvements daily, these are still quite unrealistic user

expectations today.

One possible way to overcome these challenges of unrealistic

user expectations is to divide the AI-based processes into different

phases. For example, Amershi et al. (2019) offer 18 AI design

guidelines separated into four phases: the initial phase when

beginning to work with an AI-based application, during general

interaction, when things go wrong, and aspects considering long-

term experiences. A vital aspect of these guidelines is providing

support and managing expectations. Such aspects are not unknown

to technology acceptance models.

5.2. Building on technology acceptance
and trust

Technology acceptance models, e.g., TAM (Davis, 1989),

UTAUT (Venkatesh et al., 2003), and their extensions in various

fields (Kao and Huang, 2023), offer a promising domain for an

evaluation concerning human-centered AI. TAM is a conceptual

model used to account for technology usage behavior, which has

been confirmed to be valid in various technologies among different

groups of people (Venkatesh et al., 2003; Choung et al., 2023). The

original TAMmodel postulates that the intention to use technology

in the future is determined by two key factors: perceived usefulness

and perceived ease of use (Davis, 1989).

Choung et al. (2023) integrated trust as an additional variable

in their extended TAM model. Their two studies confirm that

trust is vital for accepting technology. Therefore, AI technologies

should be designed and implemented in a human-centered way;

consequently, their implementation should be easy to use, useful,

and trusted. In general, empirical findings support the assumption

that technology acceptance models help to explain the acceptance

of AI technologies (Sohn and Kwon, 2020), including the aspect

of trust (Choung et al., 2023). However, nevertheless, there are

limitations to their usage, which are discussed by Bagozzi (2007).

Users’ low level of trust in how their data is handled and

processed must also be adequately considered psychologically. AI,

in general, can predict user behavior in a wide range of applications

by following digital traces of usage. Besides legal and ethical

challenges, psychologists call this approach digital phenotyping

when using elaborated smart sensing techniques and when it is

successfully assisted and analyzed by data mining and machine
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learning tools (Baumeister et al., 2023). This is not an entirely

new topic, as, e.g., user behavior in an online environment relates

to their personality and can be used to tailor content, improve

search results, and increase the effectiveness of online advertising

(Kosinski et al., 2014), which is backed by many empirical studies

and summarized by Baumeister et al. (2023). At the same time,

ethical challenges are addressed by the human-in-the-loop design,

where individuals are asked to make a final decision or action

(Shneiderman, 2022; Garibay et al., 2023; Xu et al., 2023), which

can also help to improve the trust to HCAI.

This is in line with results from an experiment by Westphal

et al. (2023), in which they empower users to adjust the

recommendations of human-AI collaboration systems and offer

explanations for the reasoning of the systems. The idea behind

this approach is to counter low trust and limited understanding

of users dealing with recommendations of an AI system, and

at the same time, to keep in mind to achieve an adequate or

calibrated trust, meaning that, e.g., not to over trust the AI system

(Leichtmann et al., 2023b). However, interestingly, explanations

could backfire because they can increase or signal task complexity,

whereas enhanced decision control leads to higher user compliance

with system recommendations (Westphal et al., 2023). These results

affirm that well-explained support can be essential to accept and

facilitate HCAI at work, leading to HCAI systems that explain

themselves, so-called human-centered explainable AI, which can

be accompanied by educational offers and measures for providing

human-centered explainable AI.

5.3. A glimpse into the near future:
explainable, understandable, and gamified
AI

Such explainable AI, especially if it is human-centered,

can be considered crucial. However, from a socio-technical

standpoint, AI should also be understandable to stakeholders

beyond explainability (Habayeb, 2022). This can be achieved when

implementing user-participated experimental evaluation because it

is necessary to overcome the relatively simple unilateral evaluation

methods that only evaluate AI systems’ performance.

One way to implement this is to use, e.g., a gamified

crowdsourcing framework for explainability (Tocchetti et al., 2022),

which uses game design elements in a non-game context (Deterding

et al., 2011). However, current research focuses primarily on

strategic and system issues related to AI system performance

(Raftopoulos and Hamari, 2023), which limits the view of AI.

Furthermore, HCI should promote the evaluation of AI systems as

human-machine systems by including the end-user perspective (Xu

et al., 2023, p. 505). Nevertheless, this makes it necessary for HCI to

enhance its current methods. Constraints like focusing on single

user-computing artifacts with a limited context of use, lab-based

studies, or static human-machine functions are prevalent. Instead,

“in-the-wild studies,” the application of distributed contexts of

use, and longitudinal study designs are encouraged to address the

identified unique issues of AI systems to influence the development

of AI systems in a human-centered way (Xu et al., 2023, p. 509–

512).

Additionally, incentives for using artificial intelligence, e.g.,

gamification, are also emerging topics of interest for human-

centered AI (Mazarakis, 2021). Gamification tries to bring the

motivating effect associated with games to non-game situations

with the help of elements like badges, leaderboards, and points

(Mazarakis, 2021, p. 279, 283). First studies conducted with

intelligent user interfaces and voice user interfaces like Amazon

Alexa, which are also considered social robots and active appliances

in artificial intelligence (Shneiderman, 2022), show the potential

to focus on empirical research for the acceptance of these

interfaces (Bräuer and Mazarakis, 2022a,b; Haghighat et al., 2023).

Nevertheless, explainable AI is also, in this use-case, key to

counteracting suspicion regarding the trust of social robots and

active appliances in artificial intelligence. For example, to achieve

transparent and accountable conversational AI and to include

such a system in a gamified environment, interpretability, inherent

capability to explain, independent data, interactive learning, and

inquisitiveness are necessary (Wahde and Virgolin, 2023, p. 1856).

Inquisitiveness is meant to be by the AI to show curiosity and not

to annoy the user to achieve human centeredness. Curiosity means

just displaying inquisitiveness in specific contexts, such as during

learning, so as not to disturb the user (Wahde and Virgolin, 2023,

p. 1865).

A further step is taken by Tocchetti et al. (2022), which

propose a gamified crowdsourcing framework for explainability.

Their crowdsourcing framework engages users on different levels

than other platforms, primarily relying on extrinsic rewards.

The provided user education, in particular, would raise users’

understanding of the types of information that an AI system

requires, learns, and produces, improving users’ efficiency and

developing the users’ mindsets (Tocchetti et al., 2022, p. 7).

Furthermore, their work shows that a symbiosis of HCAI,

gamification, and explainable AI is also possible with greater effort

and exertion. Consequently, this also results in an increased human

centeredness. A first effort of studies in game-based environments

yields promising results for explainable AI (Leichtmann et al.,

2023a).

Different scenarios for using gamified AI and gamification

in the context of AI, in general, are possible. For example, Tan

and Cheah (2021) describe a work in progress and prototype for

developing an AI-enabled online learning application for lecturing

at a university physics. However, this scenario can be switched to

a work-related setting without much effort. As education is one

of the main application areas of gamification (Mazarakis, 2021), a

combination with AI is obvious and already taking place (Kurni

et al., 2023). In this case, first data is collected for AI processes,

e.g., through step-by-step scaffolding instructions and feedback

to students by studying students’ progress in answering quiz

questions. Then, it is possible to implement adaptive assessments

to more accurately identify the student’s level of mastery, adjust

the difficulty level and the number of questions at each level

of difficulty, and finally, step between each level of progression

based on the student’s answer. Thereby, individual feedback,

which can then be used for learning analytics to improve,

optimize, or redesign the curriculum to meet the needs of specific

student cohorts, can be provided (Mazarakis, 2013; Tan and

Cheah, 2021), e.g., for employer-provided training in different

work scenarios.
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6. Discussion

This chapter presents conclusions from the previous chapters’

theory and practice and shows relations between them in

order to inform a synergistic human-centered AI theory. First

interdisciplinary human-centered AI perspectives are shown,

according to Wilkens et al. (2021), and how they relate to the

five disciplines. Then, interdisciplinary views of human-centricity

and their interrelations are matched with observations from a

demonstrator. These views have the goal of setting foundations

for an interdisciplinary synergistic theory of human-centered AI,

which is presented in Section 6.3.

6.1. Interdisciplinary perspectives on
human-centered AI

Wilkens et al. (2021) found five co-existing views in a

comprehensive literature review analyzing the significance

of HCAI: a deficit-oriented, a data reliability-oriented, a

protection-oriented, a potential-oriented, and a political-oriented

understanding of how to achieve human-centricity while deploying

AI in the workplace. These five perspectives reflect many aspects

of AI’s human-centricity, with varying levels of maturity along

each dimension. In order to put the results of this article into

context, the disciplines of information science, human-computer

interaction, psychology, and adult learning are related in Table 1

to the five perspectives of Wilkens et al. (2021). HFE is inherent in

Wilkens et al. (2021) and would cover all five perspectives, so it is

not shown in Table 1.

The perspectives of Wilkens et al. (2021) largely coincide with

the results of the demonstrator. Although all the perspectives

are covered, HFE is particularly concerned about the data

reliability-oriented understanding of HCAI and the potential-

oriented understanding.

Potential deficits of data reliability are mainly considered from

an ethical perspective since technical artifacts are not ascribed to

any moral competence; at best, they can imitate human moral

behavior. Taking into account the instrumental character of AI, it is

rather necessary to consider fundamental conflicts of interest that

might favor immoral behavior. This, however, leaves the field of

AI design.

The potential-oriented understanding promotes a hybrid design

approach corresponding to the “complementary division of

functions between humans and AI.” The mutual reinforcement of

humans and HCAI appears to be suitable for satisfactorily coping

with future, currently potentially unknown working requirements.

It emphasizes the evolutionary principle of humans, whose

behavior is imitated by intelligentmachines, and that will ultimately

be reflected in the precision and reliability of machine procedures.

The information science perspective on human-centered AI

can be summarized mainly as protection-oriented, potential-

oriented, and political-oriented. It is protection-oriented when it

studies how information systems should be designed so that

humans can easily and safely use them, and it is potential-oriented

since it considers information systems sociotechnical environments

in which humans co-construct information with the help of

technology. In social settings, and especially at the workplace, the

political-oriented perspective is also part of information science’s

agenda, e.g., in terms of information literacy.

An adult education perspective, which in its tradition always

includes an advocacy perspective, can be contextualized as a

protection-oriented, a potential-oriented, and a policy-oriented

approach. It is protection-oriented when talking about qualifying

workers for correct decision-making in cooperation with AI

systems. It is potential-oriented when thinking about how to use

AI systems for quality learning opportunities, e.g., in learning

analytics. Finally, when reflecting on the advocacy tradition of

empowering social subjects, an adult education perspective is

politically oriented.

It is not surprising that from a HCI and psychology point

of view, most perspectives by Wilkens et al. (2021) are relevant,

as they touch technology and individual aspects at the same

time. Interestingly, the deficit-oriented understanding and data

reliability-oriented understanding perspectives are more related

to HCI. So assisted tools that work through elaborated sensor

technology are common to, e.g., gamified and explainable AI, which

are fields of HCI.

In contrast, the protection-oriented understanding and

potential-oriented understanding perspectives are closely related

to psychology. Unrealistic user expectations questioning the

“intelligence” of AI, In connection with loss of autonomy and trust,

are prevailing psychological aspects of human-centricity for these

two perspectives. Nevertheless, these areas can also be found in

HCI and, depending on the degree of technical implementation,

are likely to be assigned to HCI.

It is clear from Table 1 that the disciplines do not cover all of

Wilkens et al. (2021) perspectives, but there are different emphases,

with an imbalance existing for the first two perspectives. The article

at hand shows that all disciplines are important for HCAI, with

HFE functioning as an umbrella discipline for HCAI at work. This

makes the call for an interdisciplinary view obvious. The following

section will detail these views that are enriched by findings from

a demonstrator.

6.2. Interdisciplinary views of
human-centered AI

This section presents the different fields of action, the

relevant factors of human-centered AI from different disciplines,

and the interdisciplinary views of HCAI, including possible

areas of collaboration. Adding insights from a demonstrator,

the foundations for a synergistic human-AI symbiosis theory

are revealed.

For HFE, human-centricity means involving humans in the

design of work systems, e.g., processes or tools. The design is

based on a comprehensive understanding of users, tasks, and

work environments. Human-centered design aims at balanced skill

and performance development as the basis of work productivity

and health. HFE combines the human potential with technology.

From a HFE perspective, human-centered AI emphasizes that the

decision-making competence of humans and their intervention

in technical systems in doubt are weighted higher than that of
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TABLE 1 Analysis of human-centered AI perspectives for information science, adult education, human-computer interaction, and psychology according

to Wilkens et al. (2021).

Discipline Deficit-oriented
(Perspective 1)

Data reliability-
oriented
(Perspective 2)

Protection-
oriented
(Perspective 3)

Potential-oriented
(Perspective 4)

Political-oriented
(Perspective 5)

Information science x x x

Adult education x x x

HCI x x

Psychology x x

AI machines. Information science and HCI provide details and

key features of how to calibrate this interaction of humans and

computers. A key factor lies in aspects of designing AI systems

with regard to personality issues, search behavior, and information

literacy of users.

From an adult education perspective, the success of human-

centered AI lies in providing learning opportunities across all

target groups affected by AI. These learning opportunities need

to adapt to learners and their individual learning habits and

learning needs in terms of content and methodology instead of

one-fits-all solutions. Especially marginalized learners will have to

be a focus. Information science can add to this perspective with

its differentiated insights on information literacy, a concept that

might be helpful when implementing HCAI solutions and, up-

to-date, is far away from being profoundly treated in the field of

adult education with, e.g., low-skilled adults. Furthermore, HFE

perspectives can help in elaborating adult learning methodologies,

as HFE provides clear perspectives on workplace learning and how

it adds to effective learning.

Additionally, mutual reinforcement of humans and AI, which

considers ethical principles during design, is essential and is actively

considered in information science, e.g., in aspects of usability and

interaction design. Especially the more profound understanding of

sociotechnical information systems and how humans interact with

digital environments are essential to information science.

Finally, forHCI and psychology, human-centered processes and

products are the foundation of human-centricity. As a result, user

experience design approaches and ongoing human performance

evaluation are required. Additionally, human-centered AI products

are emphasized by human control (Shneiderman, 2022, p. 9). These

elements should be utilized to help tackle the six grand challenges

of human-centered AI: human wellbeing, responsible design of AI,

privacy aspects, AI-related design and evaluation frameworks, the

role of government and independent oversight, and finally, HCAI

interaction in general (Garibay et al., 2023). The overlap between

HFE and HCI is visible where interaction design is considered

from a perspective when knowledge and experience of usability

and user experience are applied. This helps, among other things, to

implement technology acceptance models and, thus, to build trust

and support when the overlap betweenHFE andHCI is consistently

implemented. In addition, HFE and psychology (and partly also

HCI) meet in the field of human autonomy. Furthermore, the

relationship between information science andHCI is exemplified in

the interaction of any kind of information and the focus on human-

centered systems, again considering usability and user experience.

Recognition of the importance of information literacy should be

considered an important link for HCAI in this regard.

In order to validate the findings compiled here, a demonstrator

is used. The project “Connect & Collect: AI-based Cloud for

Interdisciplinary Networked Research and Innovation for Future

Work (CoCo)” (CoCo Website, 2023) promotes the transfer of

knowledge between HFE research and operational practice in

companies about artificial intelligence and is funded by the German

Federal Ministry of Education and Research (BMBF). To support

our theory development, the CoCo project serves as a demonstrator

to illustrate the interrelation between the different disciplines. The

purpose of the demonstrator is to reveal the necessity of each

discipline, namely HFE, psychology, HCI, information science,

and adult education, to create successful HCAI implementation

at work and, therefore, to show the impact and potential in

society. Participants are predominantly transdisciplinary actors in

labor research from science, enterprises, unions, education, and

intermediaries pursuing an innovative new approach or applying

best practices and have joined forces in “Regional Competence

Centers for Labor Research.”

It can be derived from the demonstrator that while many

companies are interested in implementing AI applications, they

shy away from the research and investment effort involved in

developing company-specific solutions. Instead, they aim to use

proven AI applications. In this case, the importance of human-

centered AI design-especially regarding learning facilitation and

ethical-social compatibility-is not sufficiently applied (Pokorni

et al., 2021). Undesirable consequences usually emerge only after

a time delay and are rarely causally associated with AI use. An

essential part of the work of the demonstrator is to increase the

relevance of human-centered design of AI applications practically

and systematically, which will also enhance the role of HFE experts.

At the same time, it is crucial to qualify the workers for

the changes in the working society. The examples from the

demonstrator show that, when implementing AI systems on a large

scale, it is important to develop and establish a broad range of

learning opportunities that can be upscaled to diverse target groups.

Within the digital transformation, especially marginalized groups

are at risk of getting lost in terms of workforce, labor markets,

and in a democratic society. There is a need to focus on these

marginalized groups when referring to human centeredness. Adult

education providers and unions have an enormous role in this

challenge because they have expertise in accessing themarginalized.

Human-centered AI is strongly related to HCI and psychology,

albeit with different emphases. As HCI has evolved from a mainly

Frontiers in Artificial Intelligence 12 frontiersin.org73

https://doi.org/10.3389/frai.2023.1257057
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Mazarakis et al. 10.3389/frai.2023.1257057

technical field to an interdisciplinary profession, the same can

be expected for HCAI. Nevertheless, there are critical challenges

to overcome, like explainability, trustworthiness, or unrealistic

user expectations. However, technology acceptance models can

be used to build trust to accept AI systems and make them

more human-centric, thus keeping expectations in line. Ultimately,

achieving an explainable AI contributes to the mutual collaboration

and interaction of humans and AI. For ethical reasons, AI’s

instrumental character must always be considered. Furthermore,

AI can be made more accessible to stakeholders by implementing

gamification, which can increase stakeholder commitment to

increased engagement with human-centered AI, especially in the

workplace. Finally, the demonstrator acknowledges the importance

of ethical concerns by utilizing the human-in-the-loop concept,

thus increasing trust.

It can be concluded that the transfer of human-centered

research results into practical application is supported

by an interdisciplinary approach that combines different

ideas, knowledge, and work methods. By displaying the

interrelationships between the disciplines, this article reveals

in the following section further directions for research as

well as concepts and features a (future) theory of HCAI

should entail.

6.3. Setting foundations for a
human-centered interdisciplinary AI
theory: synergistic human-AI symbiosis
theory (SHAST)

In order to advance the research field regarding human-

centered AI, a conceptualization of a Synergistic Human-AI

Symbiosis Theory (SHAST) has been started. SHAST takes into

account that the optimal deployment of artificial intelligence in

the workplace needs the establishment of a symbiotic relationship

between humans and AI systems, drawing upon the expertise of

five distinct disciplines: human factors engineering (HFE), human-

computer interaction (HCI), psychology, information science,

and adult education. Based on the present findings, all five

disciplines appear to be necessary to successfully implement

HCAI in the workplace. SHAST envisions a future where

AI systems and humans collaborate synergistically to achieve

unprecedented levels of productivity and wellbeing. The five

disciplines presented here are predestined to contribute to the

future of HCAI, as they incorporate fundamental components of

human centeredness and address important fields of action for its

creation and implementation.

SHAST posits that AI should be designed to augment

human capabilities, foster seamless interactions, and ensure ethical

practices. HFE is the foundational pillar, advocating for AI

systems that enhance human potential while preserving human

autonomy, decision-making, and overall work performance. HCI,

another elementary bedrock, focuses on user-centric design,

creating seamless and intuitive interactions between humans and

AI, fostering realistic user expectations, and minimizing friction

in collaborating with AI technologies that intuitively adapt to

user needs and preferences. Psychology’s role in SHAST revolves

TABLE 2 Framework with minimum fields of action for the disciplines.

Discipline Minimum fields of action

HFE • Balanced workload

• Enhancing human capabilities

• Human control

• Social and ethical responsibility

Information science • Pragmatics of information

• Consider contexts and information behavior

• Information literacy

Adult education • Include low-skilled workers and workers’ unions

• Tailored learning and teaching in courses and the

workplace

HCI and Psychology • Technology acceptance and adoption

• Human autonomy and control

• Realistic user expectations

• Explainable AI

• Trust

around cultivating user trust, achieved through transparent AI

design and explainable algorithms. Information science considers

the pragmatic side of information, ensuring that humans can

effectively and efficiently use information systems, for example,

by increasing their information literacy. Finally, adult education

plays a critical part in SHAST by cultivating digital literacy

and ensuring that individuals possess the skills to navigate

AI-powered environments, fostering learning opportunities for

a workforce to engage with AI technologies for innovation

and productivity effectively, minimizing disparities, and enabling

broad participation.

SHAST proposes that human-AI symbiosis can be achieved

through an interplay of these disciplines, resulting in AI

technologies that empower individuals, enhance collaboration, and

create a sustainable and equitable future. In fact, SHAST is based

on a framework that is presented in Table 2. The outcomes from

theory and practice show minimum fields of action for a successful

HCAI implementation.

If fundamental aspects from the framework of the five

disciplines are missing for the implementation and application of

HCAI, then this will result in severe consequences and challenges

(Stephanidis et al., 2019; Garibay et al., 2023; Xu et al., 2023).

More precisely, it is postulated that when a discipline is not

adequately considered, there may be a failure to comply with

the minimum fields of action, and implementation may not

be successful.

It remains open for discussion and empirical research on which

disciplines would further be needed to support the development

of a widely applicable theory of human-centered AI. The article

aims to convincingly present the normative, theoretical, and

methodological concepts from human factors and ergonomics

(HFE), psychology, human-computer interaction, information

science, and adult education and why they are considered critical

building blocks for HCAI and SHAST.
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7. Conclusions for human-centered AI
at work from theory and practice

In the last section, the article summarizes how it contributes

to the ongoing scientific discussion on HCAI. Conclusions are

drawn for HCAI at work by leveraging insights from disciplines

focusing mainly on individuals (psychology), technology (HCI),

work (HFE), or work context as one research field amongst others

(information science and adult learning). From the fundamental

disciplinary considerations and the current experiences and

observations from the demonstrator, theoretical implications are

derived to bring HCAI in line with today’s demands of workers and

companies to reflect human centeredness when dealing with the

complexity of information, data, and decisions. Furthermore, the

article also highlights the relevant internal logic of the individual

disciplines and reveals possible mutual complementarity. It mainly

argues that, although human-centered AI is a popular concept

across disciplines today (Capel and Brereton, 2023), successful

HCAI and its design are in strong need for an interdisciplinary

approach, as all disciplines conceptualize “their humans” differently

in their views and methodological approaches.

Besides the differences in detail, our comparison of the different

disciplinary approaches to conceptualizing HCAI and bringing

it into practice has revealed important similarities. All presented

disciplines have the human at their cores — the development

of human-centered AI systems is therefore deeply connected

to aspects considered central to humans and that cannot be

substituted with machines, such as learning and constructing

information. Technology, along with its AI systems, is considered

a means for human development-therefore putting the human in

a superior position, which also has to be guaranteed by certain

regulations to prevent AI from overruling human decision-making.

The disciplines also widely agree that human-centricity can only

be achieved if struggles with the use of technology are minimized.

In the end, it is always a human being in a company who will

use technology. Depending on the degree of how much the AI

design and AI implementation process reflects the users, including

their skills, trust, and their work tasks — the users will cope or

fail with technology within their workplace. Hence, raising the

issue of humans practically coping or failing with technology use

in the workplace as a common theoretical and practical problem

of human centeredness might open scientific discourse between

disciplines and practice in companies (Nowotny et al., 2001).

This article is based on collaborative scholarly inquiry and

a review of discipline-specific literature on the phenomenon

of HCAI and joint reflection against the background of the

demonstrator used in our research to study HCAI. This led to the

findings and arguments in this article, which are summarized in

Table 2. The article combines perspectives from five disciplines-

however, we are still in the first step, i.e., conceptualization, of

a five-phase model for theory building in the applied sciences

(Swanson and Chermack, 2013). The need to include further

or remove disciplines will become obvious further down the

road of the Theory-Research-Practice Cycle that is followed and

will include operationalization, confirmation, application, and

refinement (Swanson and Chermack, 2013) of the concept we

have come up with. Hence, this research is not finished but at

the beginning of understanding what might be critical for HCAI

at work.

The first results of the conceptualization stage concerned with

successful HCAI implementation at work and with the common

focal points of the five disciplines are the founding pillars for a

Synergistic Human-AI Symbiosis Theory (SHAST), which answers

the research question of what is critical for HCAI at work. It has

become apparent, however, that determining the critical aspects of

HCAI at work, enabling a symbiotic relationship between humans

and AI systems, and describing their interplay theoretically is

a complex task. Whether the challenge does not rather require

investigation of more minimum fields of action, more disciplinary

backgrounds like, e.g., knowledgemanagement, economics, process

management, simulation theory, operation research, philosophy,

history, sociology, and many more, or a transdisciplinary approach

(Defila and Di Giulio, 2018) involving all stakeholders in the

research, development, and implementation process of HCAI at

work remains an open question. It has been argued that HCAI and

human centeredness will benefit from considering many different

scientific perspectives.1 Furthermore, in today’s world, disciplinary

boundaries are fluid and increasingly blurred, or new disciplines

are formed that encompass various aspects of other classical

disciplines. We are aware of this, but due to a simplified discussion,

we limit ourselves to a few disciplines and outline them, knowing

that these boundaries are artificial.

The results from the demonstrator and our collaborative

inquiry have shown that the disciplines covered in this article have

many similar (and some different) concepts and methods in their

portfolios that are most likely critical for successfully implementing

HCAI at work. However, a broader interdisciplinary discussion and

research are needed for a complete view of the topic.
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Configurations of 
human-centered AI at work: seven 
actor-structure engagements in 
organizations
Uta Wilkens *, Daniel Lupp  and Valentin Langholf 

Institute of Work Science, Ruhr University Bochum, Bochum, Germany

Purpose: The discourse on the human-centricity of AI at work needs 
contextualization. The aim of this study is to distinguish prevalent criteria of 
human-centricity for AI applications in the scientific discourse and to relate 
them to the work contexts for which they are specifically intended. This leads to 
configurations of actor-structure engagements that foster human-centricity in 
the workplace.

Theoretical foundation: The study applies configurational theory to 
sociotechnical systems’ analysis of work settings. The assumption is that 
different approaches to promote human-centricity coexist, depending on the 
stakeholders responsible for their application.

Method: The exploration of criteria indicating human-centricity and their synthesis 
into configurations is based on a cross-disciplinary literature review following a 
systematic search strategy and a deductive-inductive qualitative content analysis 
of 101 research articles.

Results: The article outlines eight criteria of human-centricity, two of which 
face challenges of human-centered technology development (trustworthiness 
and explainability), three challenges of human-centered employee development 
(prevention of job loss, health, and human agency and augmentation), and three 
challenges of human-centered organizational development (compensation of 
systems’ weaknesses, integration of user-domain knowledge, accountability, 
and safety culture). The configurational theory allows contextualization of these 
criteria from a higher-order perspective and leads to seven configurations of actor-
structure engagements in terms of engagement for (1) data and technostructure, 
(2) operational process optimization, (3) operators‘ employment, (4) employees‘ 
wellbeing, (5) proficiency, (6) accountability, and (7) interactive cross-domain 
design. Each has one criterion of human-centricity in the foreground. 
Trustworthiness does not build its own configuration but is proposed to be  a 
necessary condition in all seven configurations.

Discussion: The article contextualizes the overall debate on human-centricity 
and allows us to specify stakeholder-related engagements and how these 
complement each other. This is of high value for practitioners bringing human-
centricity to the workplace and allows them to compare which criteria are 
considered in transnational declarations, international norms and standards, or 
company guidelines.
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human-centered, artificial intelligence, AI, work, sociotechnical system, configurational 
theory, stakeholder
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1. Introduction

Human-centered and responsible artificial intelligence (AI) 
applications are of key concern in current national and trans-national 
proposals for declarations and regulations, such as the US Blueprint 
AI Bill of Rights or the EU AI Act, of norming initiatives of the 
International Organization for Standardization (ISO), and of company 
guidelines, e.g., the Microsoft Responsible AI declaration or SAP’s 
Guiding Principles for AI. At the same time, there is an academic-
driven research debate to which different research communities 
contribute. This article sheds light on the criteria of human-centricity 
and how they are considered in academic publications. Whether and 
how they are treated in political declarations and industry norms will 
be part of the discussion.

Scholars elaborate on the meaning of human-centricity either of 
AI as a technology (Zhu et al., 2018; Ploug and Holm, 2020; How et al., 
2020b), AI applications related to the work context (Jarrahi, 2018; 
Wilson and Daugherty, 2018; Gu et al., 2021), or job characteristics of 
work contexts in which AI applications are implemented (Romero 
et al., 2016; Kluge et al., 2021; Parker and Grote, 2022). Systematic 
overviews on these criteria show that contributing researchers are 
from a wide range of disciplines and include certain use fields such as 
healthcare, manufacturing, education, or administration, as well as the 
work processes of software development itself (Wilkens et al., 2021a). 
The thematic foci vary depending on the discipline and field of use. 
While researchers from the human-computer interaction (HCI) 
community describe human-centered AI as an issue of AIs’ 
trustworthiness and related safety culture (Shneiderman, 2022) and 
thus combine technological characteristics with organizational 
characteristics, researchers in psychology consider human-centricity 
as an issue of job design where AI applications support operators’ 
authority and wellbeing (e.g., De Cremer and Kasparov, 2021), which 
means that they combine organizational and individual characteristics. 
Researchers in engineering and manufacturing most likely address 
AI-based assistance to compensate for individual weaknesses in the 
production flow (Mehta et al., 2022) and thus relate technological and 
organizational characteristics to the individual, but with another 
concept of man than prevalent in psychology (Wilkens et al., 2021a). 
The number of coexisting definitions emphasizing different criteria 
can easily be interpreted as contradictory or controversial. We ask 
whether there is a system that allows us to relate different criteria to 
each other from a higher order. Reflecting on human-centricity 
requires a consideration of the perspectives on human-AI interaction 
(Anthony et al., 2023), the context characteristics of where AI is in use 
(Widder and Nafus, 2023), the individual demands of employees who 
are confronted with technology, and the responsibilities of 
stakeholders who are in charge of it (Polak et al., 2022). This is why 
we  apply configurational theory (Mintzberg, 1993, 2023) to the 
meaning of the human-centricity of AI at work.

Basically, AI is a term for software applications dedicated to 
detecting patterns based on neural networks and various machine 
learning (ML) algorithms nowadays, aiming at copying human 
intelligence on a computational basis but without any parallel to 
human intelligence in terms of the underlying learning process 
(Wilkens, 2020; Russell and Norvig, 2021). The characteristics of AI 
evolve with the different waves of technology development 
(Launchbury, 2017; Xu, 2019), and definitions change accordingly. AI 
applications from the second wave of AI development can be described 

as pre-trained and fine-tuned machines having “the ability to reason 
and perform cognitive functions such as problem-solving, object and 
word recognition, and decision-making” (Hashimoto et  al., 2018, 
p. 70). In the current third wave, scholars emphasize artificial general 
intelligence in terms of “intelligent agents that will match human 
capabilities for understanding and learning any intellectual task that 
a human being can” (Fischer, 2022, p.  1). Conversational Large 
Language Models give an example in this direction, and the high-
speed dissemination of the non-licensed version of ChatGPT III 
shows that generative AI is not necessarily officially implemented in a 
work context but is prevalent due to high individual user acceptance, 
leading to continuous application in operational tasks. This challenges 
all fields of the private and public sectors and fosters the need to 
specify and reflect on the criteria of human-centricity against the 
background of technology development on the one hand and the 
characteristics of the use fields on the other. Current state-of-the-art 
research argues that there is a need for a contextualized understanding 
of AI at work and corresponding research methods (Anthony et al., 
2023; Widder and Nafus, 2023). We transfer this consideration to the 
reflection on the human-centricity of AI, as the technology only 
belongs to work contexts while being promoted by a group 
of incumbents.

The research community in organization studies is well known for 
context-related distinctions, avoiding one-best-way or one-fits-all 
thinking. Scholars rather search for typologies under which conditions 
and characteristics matter most and thus lead to contextualized 
understandings of challenges and related performative practices 
(Miller, 1986; Mintzberg, 1993, 2023; Greckhamer et al., 2018). This 
consideration has already been applied to the first reflections on 
human-centered AI in work contexts (Wilkens et  al., 2021b), but 
definitions of human-centricity often claim to be universal or at least 
disregard the contextual background they have been stated for. Our 
argument is that different definitions and criteria of human-centricity 
result from different research communities or peer groups with 
different use fields, functions, or responsibilities explicitly or implicitly 
in mind. This includes considerations like who is in charge of 
promoting a criterion in concrete developments and operations.

A configurational approach is proposed to be  helpful in 
understanding from a higher order when a criterion of human-
centricity is highlighted for generating solutions and when it can 
be subordinated or neglected in the face of specific context-based 
responsibility. Our aim of analysis is to identify typical configurations 
of human-centered AI in the organization and to specify and 
distinguish the meaning and relevance of human-centricity against the 
background of who is in charge of a specific work context. A deep 
understanding of context requires ethnographic research (Anthony 
et  al., 2023; Widder and Nafus, 2023) but can be  systematically 
prepared by a cross-disciplinary literature review, giving attention to 
contexts and determining which community emphasizes which 
criteria and why. This contributes to a common ground in theory 
development on human-centered AI as it enables systematizing 
various findings from the many research communities elaborating on 
this topic. It also provides practitioners with guidance in deciding 
which criteria matter most for which purpose and peer group and 
allows them to estimate when to focus on selected criteria and when 
to broaden their perspective while taking alternative views.

A reflection on human-centricity in connection with AI and work 
is a sociotechnical system perspective by its origin, as the three entities 
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of technology, human agency, and organization with their institutional 
properties are interrelated (Orlikowski, 1992; Strohm and Ulich, 
1998). How a sociotechnical system perspective can be combined with 
a configurational approach will be outlined in the next section. In the 
third section, we explain the research method of a systematic literature 
review, including search strategy and data evaluation. Based on this, 
we outline the research findings first by an analytical distinction of 
eight criteria of human-centricity and, in the second step, by 
contextualizing and synthesizing them to seven configurations of 
actor-structure engagements. The concluding discussion and outlook 
feeds the results back to norming initiatives and emphasizes further 
empirical validation in future research.

2. Configurational perspective on 
human-centered AI in sociotechnical 
systems

Configurational theory is an approach among scholars in 
organizational studies that focuses on the distinction of typologies. 
Typologies are based on “conceptually distinct [organizational] 
characteristics that commonly occur together” (Meyer et al., 1993, 
p. 1175; see also Fiss et al., 2013). The analysis is related to equifinality 
by explaining episodic outcomes instead of separating between 
independent and dependent variables, which is nowadays also 
described as causal complexity by scholars promoting a 
neo-configurational approach (Misangyi et al., 2017). This is how and 
why configurational thinking is distinguished from contingency 
theory, which is drilled to find a context-related best fit between 
organizational practices and external demands (Meyer et al., 1993). 
Configurational theory calls for alternative qualitative research 
methods and initiates its own movement in data analysis (Fiss et al., 
2013; Misangyi et al., 2017).

Mintzberg (1979, 1993, 2023) is one of the most well-known 
researchers in configurational theory, with a distinction between 
structurational configurations originally known as structure in fives 
(Mintzberg, 1979, 1993) and recently readjusted while giving more 
attention to stakeholders and agency in addition to structural 
characteristics. Mintzberg (2023) outlines seven configurations 
deduced from the impact of five actor groups in terms of operators, 
middle managers, C-level managers, support staff and analysts, 
experts for standardizing the technostructure, as well as organizational 
culture, and external stakeholders such as communities, governments, 
or unions.

The core idea is that organizations can activate different 
mechanisms of coordination, communication, standardization, 
decentralization, decision-making, and strategizing to gain outcomes 
and that there is no one best way to do it. The diagnosis and 
understanding of the organizational mechanisms of being 
performative are crucial for activating them. From a research point of 
view, it is interesting to note that organizations can, however, 
be clustered and distinguished by configurations that represent ideal 
types of success while gaining a specific organizational shape 
(Mintzberg, 1979, 2023).

The configurational theory was originally focused on the analysis 
and description of organizational characteristics but was also 
supposed to serve as a framework for the analysis of the individual and 
group level, respectively, a “sociotechnical systems approach to work 

group design” (Meyer et al., 1993, p. 1186; see also Suchman, 2012). 
This is exactly how Orlikowski (1992) explained sociotechnical 
systems with three interrelated entities: technology, human actors, and 
the organizational institutional context. From this perspective, 
technology is not a context-free object but is interpreted and enacted 
by human agents under organizational characteristics, which also 
leads to different meanings of technology when applied to and enacted 
in different settings (Orlikowski, 2000, 2007). The inseparability 
between social and technological entities was later described as 
entanglement and sociomateriality (Orlikowski and Scott, 2008; 
Leonardi, 2013).

However, configurational theory and methods are not very 
common in sociotechnical system analysis and can only be loosely 
applied by a few scholars (e.g., Pava, 1986; Badham, 1995). A reason 
might be that the approach gained great attention in organization 
studies but is often counterintuitive to the research methods applied 
in engineering and psychology, both disciplines with a strong 
emphasis on causality and linear thinking, which are adjoining 
disciplines elaborating on sociotechnical system thinking but with 
distinct research traditions and methods in use (Herzog et al., 2022). 
It is interesting to note that the detection of patterns is a mutual 
interest between ML approaches and organizational configurational 
theory but that the system-dynamic-based acyclic thinking of 
configurational theory is untypical of how ML methods currently work.

The reason we suggest elaborating on a configurational approach 
is that there is no single or prior group in charge of a human-centered 
AI application in work settings; instead, many disciplines and 
stakeholders involved from different levels of hierarchy and 
professions from inside and outside the organization contribute to the 
same topic. Consequently, there is a high plausibility that different 
approaches and stakeholders contribute to human-centricity and that 
there is no one best way or mastermind orchestration but different 
ways of enacting selected criteria dedicated to the human-centricity 
of AI at work. This is why we aim to explore these configurations and 
reflect them as a starting point to enhance the human-centricity of AI 
in organizations with respect to their contributions and limitations.

3. Literature review on the 
human-centricity of AI at work

3.1. Search strategy and data evaluation

To identify the most typical configurations in current academic 
writings and underlying fields of AI application, it is necessary to 
include a wide range of publications in the search strategy and to 
analyze the research contributions as systematically as possible. Since 
research on human-centered AI or work with AI is not limited to the 
management field but also includes disciplines such as work science, 
psychology, medicine, computer and information science, or even 
philosophy and sociology, we conduct a cross-disciplinary literature 
review with a systematic search strategy (Snyder, 2019). As a starting 
point, we use the 79 articles already identified from the review by 
Wilkens et  al. (2021a), leading to the distinction of five criteria 
regarding trustworthiness and explainability, compensating individual 
deficits, protecting health, enhancing individual potential, and 
specifying responsibilities. Aligned with the guidelines of  
Page et al. (2021; see also Figure 1), we then systematically searched 
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the Scopus and Web of Science databases for the keywords “human-
centered” or “human” and “artificial intelligence” or “AI,” as well as 
various synonyms, spellings, and their German translations. To 
consider the different publication strategies of the targeted disciplines, 
we included books, book chapters, journal articles, and conference 
papers and did not focus on discipline-specific journal ratings. By 
using boolean operators, we  were able to identify a total of 715 
additional articles. In the set of articles, we included all English and 
German language results but excluded articles in other languages that 
only had an English abstract or those that have not yet been published. 
In the second step, we screened all articles based on their abstracts and 
checked whether they contributed directly or indirectly to work to 
exclude those contributions with a pure focus on human-centered 
technology but without even an indirect reference to work. We also 
excluded papers with a pure interest in humanoid robots but without 
any interest in human-centered work. A human-technical focus facing 
technical design differed from a sociotechnical perspective and was 
therefore eliminated for the purpose of our analysis. However, the 
indirect reflection of work seemed to be of high relevance, which 
means that we did not exclude contributions when it became obvious 
that authors consider the technology relevant for future work settings 
or if they describe the work process of software development itself 
even though they do not name it work. In the third step, we delved 
deeper and analyzed the articles based on their full texts. We excluded 
all articles that only mentioned the relevant keywords in the title or 
abstract but did not discuss them in detail in the text. This search 
strategy resulted in a total set of 101 articles, of which 70 followed a 
theoretical-conceptual approach and 31 an empirical approach. Most 
of the authors of the articles were from the fields of computer science 
and engineering. However, due to the interdisciplinary scope of the 
articles, they were complemented by co-authors from the fields of 
management studies, psychology, ergonomics, and social science, as 
well as healthcare and education, to mention the most common 
backgrounds of co-authors.

Since we do not aim to quantify the literature but are interested in 
the underlying structure of its content, we followed a content analysis 
approach while analyzing the literature (Kraus et  al., 2022). This 
involved reading the articles in their entirety by the authors and 
identifying dimensions of human-centered AI at work or human-
centered work with AI. Therefore, the overall data evaluation process 

was twofold. The first step was analytical and aimed at the specification 
of dimensions and criteria indicating different meanings of human-
centricity while working with AI. Here, we  followed a deductive-
inductive approach and used the five categories explored by Wilkens 
et al. (2021a) as deductive starting points and complemented and 
redefined them in several stages with cross-rater validation among all 
three authors by further inductively explored categories. Distinctions 
between categories are made when there are different meanings 
reflecting the underlying aim and intent of a human-centered 
approach. Homogeneity in intent and debate leads to a single category. 
Separable debates lead to the proposition of a further category (see 
Table  1). As a first result, we  specified eight criteria for human-
centered AI at work or working with AI.

The second step of analysis reflected the analytically separated 
criteria and synthesized them into seven configurations. The synthesis 
results from (1) the coincidence of criteria related to a dominant 
criterion while reflecting (2) the actor groups in charge of the 
application of the set of criteria. Publications were systematized and 
finally assigned to a configuration against this background. To give an 
illustration with selected examples for the treatment of dominant and 
supporting criteria: Weekes and Eskridge (2022a) emphasized 
technological characteristics for fostering explainability but went 
further in a second publication (Weekes and Eskridge, 2022b) on 
“Cognitive Enhancement of Knowledge Workers,” in which they 
reflect human agency and augmentation. This is why the same authors 
can be  represented in different configurations by different 
publications—in this case, in the engagement for data and 
technostructure with the first paper and the engagement for proficiency 
with the second paper. In their second study, Weekes and Eskridge 
(2022b) also referred to individual health and trustworthiness as 
subordinate criteria to the dominant one. Romero et  al. (2016) 
overlapped with them in the overall set of criteria, but employees’ 
physical and mental health were in the foreground, while the 
optimization of operational processes and human agency are 
considered supporting criteria. Therefore, Romero et al. (2016) were 
assigned to the engagement for employees’ wellbeing. Even though 
authors overlap on two criteria, the focus of the article and the 
dominant perspective can differ (see Table 1).

The synthesis also includes the stakeholders in charge of a 
criterion and, respectively, the surrounding criteria. People in charge 

FIGURE 1

Flow diagram of the search strategy process, according to Page et al. (2021).
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are not always explicitly mentioned but sometimes remain implicit. 
To gain access to the implicit assumptions, Mintzberg’s organizational 
actors’ description (Mintzberg, 2023, p. 17) serves as a blueprint for 
specifying the addressed audience. To add an illustration for this 
challenge, Shneiderman (2020a,b,c) stresses accountability and safety 

culture as important issues in human-centered AI, but without naming 
responsible actors. However, from a contextualized organizational 
understanding, it is obvious that this is an overall C-level responsibility 
and that the top management team can be  specified as the actor 
in charge.

TABLE 1  Assignment of the articles from the literature review to the human-centered AI criteria and their condensation into configurations.

The bold font highlights the label of the seven configurations.
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Once the (1) coincidence of criteria and the (2) actor groups in 
charge are identified, it becomes apparent that the eight criteria of 
human-centered AI at work result in seven configurations. 
Considering the distribution of the criteria according to the frequency 
of their occurrence per configuration, the relative weighting reveals 
that each of the seven configurations is based on one dominant 
criterion, most likely surrounded by one or two other criteria, which 
reinforces the synthesis into seven configurations (see Table  2). 
Adding total numbers to the configurations, we observed that there 
were 23 reviewed publications with a core emphasis on the first 
configuration, the engagement for data and technostructure, 16 with 
an emphasis on the second engagement for operational process 
optimization, 10 with an emphasis on the third engagement for 
operators’ employment, 11 with an emphasis on the fourth 
engagement for employees’ wellbeing, 19 with an emphasis on the fifth 
engagement for proficiency, 9 with an emphasis on the sixth 
engagement for accountability, and 6 with an emphasis on the seventh 
engagement for interactive cross-domain design. A smaller number 
of publications related to a configuration does not indicate a lower 
relevance but only that there is currently less emphasis on the criterion 
or that the overall research community elaborating on a specific 
configuration is smaller. The differences in the distribution can rather 
be interpreted as a sign that relevant criteria, e.g., facing challenges in 
organizational development, can easily be overseen if the group of 
scholars representing them stands behind the dominant discourse 
with another emphasis, e.g., facing challenges in 
technology development.

3.2. Criteria of human-centered AI and 
how they lead to configurations

We identified eight criteria of human-centricity; two of them were 
discussed as challenges of human-centered technology development, 
three of them as challenges of human-centered employee development, 
and three of them as challenges of human-centered organizational 

development (see Table 1). A broader group of scholars asks how 
reliable and supportive AI-based technology is for individual decision-
making and operations. They face the challenges of human-centered 
technology development with two criteria that are of key concern. The 
criterion of trustworthiness, privacy, and ethics means that the data 
structure is unbiased and that there is no ethical concern with respect 
to collecting and/or using the data. The goal is for AI to operate free 
from discrimination and provide reliable and ethical outcomes. The 
criterion of explainability means that the technology provides 
transparency about the data in use, how they are interpreted, and what 
error probability remains when using AI for decision support. The aim 
here is to enhance technology acceptance while giving helpful 
information to the user. Even though both criteria relate to the same 
challenges of the data structure, which is why they were comprised by 
Wilkens et al. (2021a), the underlying aim and intent differ in such a 
way that we propose to treat them separately.

Another group of scholars faces the challenges of human-centered 
employee development. The coding process explored three criteria. The 
first criterion results from an overall debate primarily addressed in 
social science. It is the prevention of job loss. Empirical findings show 
that new technologies, as well as digitalization and AI, lead to an 
increase in jobs at the level of economies, and a specific group of jobs, 
e.g., standardized tasks in manufacturing, logistics, or administration, 
can be reduced (Petropoulos, 2018; Arntz et al., 2020). As a single 
employee or group of employees might suffer these effects, the 
criterion can matter at the company level, which leads to the discourse 
of preventing employees from negative consequences due to new 
technologies. With the criterion of physical and mental health, scholars 
give emphasis to the protection of employees while aiming at 
preventing them from negative influences such as heavy loads, 
chemical substances, stressful interactions, etc., which they have to 
cope with while performing operational tasks. This is a group of 
scholars with a background in ergonomics and a stable category that 
already occurred in the review from Wilkens et  al. (2021a). The 
criterion of human agency and augmentation is a further stable 
outcome of the coding process. The category is taken into 

TABLE 2  Human-centered AI criteria and actor-structure engagements.

Percentages indicate the distribution of the human-centered AI criteria per configuration. For example, 23 articles are assigned to configuration (1) Engagement for data and technostructure 
(see Table 1). Of these, 19 refer exclusively to the criterion of Explainability and 4 to both Explainability and Trustworthiness, Privacy and Ethics. This total of 27 references results in a 
weighting of 85% for Explainability and 15% for Trustworthiness, Privacy, and Ethics in the configuration.
The shaded numbers highlight higher values. The highest values are shaded in dark and highlighted in bold.

85

https://doi.org/10.3389/frai.2023.1272159
>https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org


Wilkens et al.� 10.3389/frai.2023.1272159

Frontiers in Artificial Intelligence 07 frontiersin.org

consideration across certain disciplines. The meaning is to design and 
use technology in such a manner that employees are in control of the 
technology (Legaspi et al., 2019) while performing tasks in direct 
interaction with AI and experiencing empowerment and further 
professionalization through the human-AI interaction.

A third overall dimension is related to the challenges of human-
centered organizational development. The meaning of human-centricity 
is to reflect human needs and potentials, as well as weaknesses and 
negligence, to keep systems and interactions going and make them safe 
and reliable. One criterion is the compensation of weaknesses and system 
optimization. This explores a rather deficit-oriented perspective on the 
human being because of fatigue, unstable concentration, or limits in 
making distinctions on the basis of human sensors. AI is considered an 
approach to compensate for these weaknesses (Wilkens et al., 2021a). 
However, this is not for drawing a rather negative picture of the human 
being but to keep the system working and optimize processes where 
there would otherwise be negative system outcomes. The aim of this 
human-centered approach is high precision, failure reduction, high 
speed, and high efficiency. The criterion of integration of user domain 
knowledge gives attention to the connection between the domain of 
software development and the user domain. More traditionally, this is 
user-centered design and tool development, an approach that has been 
advocated for almost 30 years (see Fischer and Nakakoji, 1992). In 
current further development, it is not primarily the end-user need but 
the integration of user domain knowledge in the software development 
process to make the technology better and more reliable on the system 
level due to feedback loops between these domains and the expertise 
resulting from user domain knowledge. The clue is higher proficiency 
in technology development through job design principles across 
domains. Finally, there is the criterion of accountability and safety 
culture based on the meaning of human-centricity: a long-term benefit 
from AI requires reliable systems and organizational routines that 
guarantee this reliability. The goal is to provide and implement clear 
process descriptions and checklists that foster high levels of 
responsibility at the system level.

These eight criteria related to three dimensions can comprise 
seven contextualized configurations of an actor-structure engagement, 
specifying who is in charge of fostering what criteria, the (acceptable) 
limitations of the approach, and the need to elaborate on a broader 
view of the system level. While all seven configurations are each based 
on a dominant criterion, one criterion represents an exception. 
Trustworthiness, privacy, and ethics support almost all configurations 
and can thus be classified as a necessary overall condition (see Table 2; 
Wilkens et al., 2021b).

Note: Percentages indicate the distribution of the human-centered 
AI criteria per configuration. The weighting is based on the absolute 
number of articles assigned to the dimensions.

The configuration (1) engagement for data and technostructure 
identified from 23 publications under leading authorship from 
computer science is based on the criterion explainability of AI and is 
often brought by AI developers in charge of technical applications 
from outside the user domain to the specific workplace. This criterion 
is supported by trustworthiness, privacy, and ethics. The impact from 
outside the organization includes a wide range of industries, from 
manufacturing, business, healthcare, and education to the public 
sector. The quality of the technology itself is an issue of human-
centricity, but without reflecting other criteria with respect to the 

employee or organizational development of the absorbing 
organizations. This means that high-end technology affects the 
standards and technostructure of other organizations without 
considering the consequences. However, those who develop 
technology have a guideline for keeping the developed tool’s quality 
as high as possible.

The second configuration detected from 16 publications is the (2) 
engagement for operational process optimization. Those who are in 
charge face the challenges of organizational development with respect 
to operators’ workflows. The primary criterion is the compensation of 
weaknesses for high system outcomes in terms of accuracy, quality, and 
efficiency. Authors in engineering are prevalent in this class. A 
combination of employee development-related criteria occurs in some 
writings, but the contextualized approach is dedicated to process 
design. The responsibility is especially taken by line management 
engineers who follow design principles for optimizing system 
outcomes while compensating for human weaknesses with the help of 
sophisticated technology.

The third configuration is (3) engagement for operators’ 
employment with a key criterion of preventing employees, especially 
front-line shop-floor operators, from job loss, which could be explored 
in 10 publications from interdisciplinary author groups. This approach 
to human-centricity is often discussed as the back side of the medal 
when the technostructure or the optimization of operational 
processes—both configurations were just outlined—are considered in 
an isolated manner. This perspective gives prior emphasis to employee 
development and is also surrounded by further criteria related to 
technology or organizational development. Those who are in charge, 
e.g., work councils from inside the organization or unions from 
outside, aim at keeping employment within a company high—often 
not just as a means but also as an end. Those who feel responsible for 
keeping employment high within the company have a starting point 
for their inquiry and also an approach to further criteria fostering 
operators’ employment.

The fourth configuration prevalent in 11 publications is the (4) 
engagement for employees’ wellbeing, emphasizing physical and mental 
health, especially of operators. Co-authors represent this expertise. 
Their focus is enriched by further criteria related to employee or 
organizational development. Technology is often not specified in this 
configuration but is prevalent as an initial point to reflect on human-
centricity. Another crucial point is that the whole job profile—and not 
just a single task—is reflected against the background of AI 
applications. The groups proposed to be in charge of this configuration 
are HR staff members or ergonomists.

With the fifth configuration, (5) engagement for proficiency, 
deduced from 19 publications with authors from a wide range of 
disciplines, the focus shifts from operators, often considered shop-
floor operators, to different individual experts within the organization 
who are responsible for decision-making and solutions with critical 
impact, e.g., in medical diagnosis, surgeries, or business development. 
These experts are often at the medium or top level within the 
organization. The key criterion is human agency and augmentation, 
most likely supported by the criteria of trustworthiness and 
explainability of AI. The issue is hybrid intelligence for specific tasks 
and decisions, not necessarily whole job profiles. The addressed 
experts are often not organized by others or confronted with new 
technology but decide its application themselves. This is why they can 
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focus on the quality of the technology and the outcome for their 
individual profession, often at the middle level of an organization.

The sixth configuration, (6) engagement for accountability, with an 
underlying number of nine publications from different disciplines, 
further shifts the focus to the C-level managers in charge of decisions 
affecting the overall organizational development. It is the accountability 
and safety culture, especially at critical interfaces within and across 
organizations, that is the key criterion for this configuration of 
human-centricity. The criterion is often enriched by the 
trustworthiness of the AI application. This underlines that the top 
management team pursues other criteria of human-centricity than, 
e.g., the work councils or HR managers.

The final configuration was detected in six publications situated 
in different disciplines: (7) Engagement for interactive cross-domain 
design faces another challenge of organizational development: 
knowledge utilization from the user domain in the process of AI 
development. This perspective currently gains great attention in 
co-creation and co-design research (Russo-Spena et al., 2019; Li et al., 
2021; Suh et al., 2021). In the search field of human-centered AI, the 
perspective is rather new and currently leads to a bi-directional 
exchange of knowledge to reach high reliability and safety for AI 
applications. This configuration is of key concern for work processes 
in software development companies and user domain firms. It is 
especially organizational development or change management experts 

who take responsibility for this perspective and criterion. This 
configuration builds bridges to the first configuration and aims at AI 
applications that are adaptable to a firm’s standards and 
technostructure and thus also avoid negative side effects, as especially 
anticipated in the second and third configurations of operational 
process optimization and operators’ employment.

A configuration is related to the fields of responsibility of 
organizational internal or external stakeholders who are in charge of 
human-centered outcomes in a sub-field of an overall process or 
design. This is why the identified configurations can be specified and 
aligned to Mintzberg’s (2023) actor-structure constellations (see 
Figure 2). The search for configurations revealed that no mastermind 
covers all criteria when contextualizing the human-centricity of AI at 
work but that each criterion needs to be advocated by responsible 
stakeholders. This leads to distinct approaches across hierarchy and 
expertise within organizations and makes it challenging to fulfill the 
overall mission of human-centered AI in the workplace.

However, the actor-structure engagement for selected criteria is a 
feasible approach for those with responsibilities and promotes the 
development as long as the stakeholders acknowledge additional 
perspectives and contributions from other domains or positions. To 
get to more integrative solutions, a first step could be to align two or 
three configurations with each other, e.g., the engagement for data and 
technostructure with the engagement for proficiency. This is especially 

FIGURE 2

Actor-structure engagements of human-centered AI in organizational contexts. Adaptation of Mintzberg’s organizational actors (Mintzberg, 2023, p. 17, 
gray structure in the background; use of figure authorized by Mintzberg via email) by the actor-structure engagements of human-centered AI explored 
in the literature review (white cells).
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helpful when they complement each other, e.g., the engagement for 
interactive cross-domain design allows to cope with the limitations 
that go hand in hand with the engagement for data and technostructure 
and to foster employees’ wellbeing.

4. Discussion, limitations, and outlook 
on future research

The systematic literature review across certain disciplines 
explores criteria of human-centricity while integrating AI in the 
work context. We could identify a variety of criteria that either 
face challenges of human-centered technology development, 
human-centered employee development, or human-centered 
organizational development. With this distinction, we  could 
further develop already existing classifications (Wilkens et al., 
2021a) and substantiate that the reflection on AI at work goes 
beyond issues of human-technology interaction but also includes 
organizational processes, structures, and policies. A further 
advancement is the synthesis of the eight analytically 
distinguishable criteria into seven context-related configurations, 
specifying the actor-structure engagement behind these criteria. 
Depending on the organizational sub-unit and the typical 
stakeholders involved in that unit, one criterion takes precedence 
and is supported by other criteria, while other criteria tend to be 
neglected. Considering the identified engagements for human-
centricity against Mintzberg’s (2023) model of organizational 
configurations, it becomes obvious that all structural parts and 
related actors—operators, line managers, C-level managers, 
analysts, and support staff—are involved and in charge. The 
identified eight criteria of human-centricity and seven 
configurations of enacting and contextualizing them complement 
each other meaningfully and lead to a holistic overall approach. 
However, there is no actor-structure configuration, including all 
criteria, as a kind of mastermind approach.

Comparing the prevalent criteria of human-centricity as 
deduced from the academic discourse with the proposals for 
responsible AI declarations and regulations, it becomes obvious 
that outlines such as the EU AI Act (European Parliament, 2023) 
primarily face the two challenges of human-centered technology 
development. This is also the case for the industry norm ISO/IEC 
TR 24028:2020 (2020). Interestingly, the recently published 
proposal of the US Blueprint AI Bill of Rights goes beyond and 
considers the integration of user-domain knowledge in the AI 
development process and operators’ wellbeing as crucial points 
in addition to technology development (The White House, 2022). 
The industry norm ISO 9241-210:2019 (2019) gives emphasis to 
physical and mental health, especially mental load while 
interacting with technology. Even though the norm does not 
address AI explicitly, it can serve as a guideline for standards as 
long as more specific AI-related norms for human-AI interaction 
are missing. However, it also becomes obvious that other 
challenges of human-centered employee development and 
human-centered organizational development, especially with 
respect to human agency and augmentation and related process 
descriptions in job design, are neglected in comparison to the 
more traditional outlines of human wellbeing. This will be  a 

future task. There is a rising number of organizations such as 
Microsoft, SAP, Bosch, or Deutsche Telekom that have company 
guidelines or codex agreements (Deutsche Telekom, 2018; Robert 
Bosch, 2020; SAP SE, 2021; Microsoft Corporation, 2022). They 
tend to include challenges of technology, employee, and 
organizational development but, at the same time, tend to 
be  more vague in what criteria are addressed. However, it is 
interesting to note that accountability and safety culture gain 
attention in these declarations at the company level. This 
underlines C-level responsibility in the overall firm strategy. To 
date, only a few companies have published these guidelines. 
Future research will have to compare in more detail which criteria 
elaborate on an industry norm or are even an issue of legal 
regulation that tends to remain in the background and what the 
implications are when criteria are weighted unequally.

The overall implication of the norming initiatives is that, from an 
organizational actor perspective, these standards are supposed to 
be  integrated into organizations by stakeholders from the legal 
departments, almost belonging to the support staff. Consequently, this 
group of stakeholders might have a higher impact in the future. While 
AI developers in the scientific discourse are in charge of the criteria 
due to formalization and regulation, they will rather be represented by 
lawyers in the practical context. This group of stakeholders could not 
be identified in such a clear manner from the conducted literature 
review. A higher engagement of lawyers, which can be expected in the 
future, can further foster the emphasis on human-centricity on the 
one hand.

On the other hand, this bears the risk that other criteria of human-
centricity outlined in this review with a stronger emphasis on 
employee development and organizational development, which are 
less standardized so far, tend to be neglected or that the responsibility 
for human-centricity is delegated to the legal departments in 
organizations and not located where the AI development takes place 
(see Widder and Nafus, 2023). At least, there is a risk of 
overemphasizing technology-related criteria in comparison to the 
broader view provided in this article. A coping strategy could be to 
consider the technology-related criteria of human-centered AI as a 
necessary condition and to add on sufficient conditions related to the 
specific use field as proposed in the maturity model by Wilkens et al. 
(2021b).

The criteria and configurations explored in the systematic 
literature review need further empirical validation in the next step. 
This validation includes the analytical distinction of the named criteria 
and the context-specific consistency of the proposed configurations. 
Moreover, an empirical analysis should elaborate on further 
operationalizing the assumed related performative practices and 
outcomes. Another issue of empirical validation is to test whether 
configurations lead to a holistic perspective when integrating them or 
if there are shortcomings or differences due to power differences 
among the representing stakeholders, probably leading to 
crowding-out effects. The preferred approach for data evaluation is 
qualitative comparative analysis (QCA), as it is a mature concept 
especially developed for exploring configurations (Miller, 1986, 2017; 
Fiss et al., 2013; Misangyi et al., 2017).

The aim of the presented review was to elaborate on a common 
ground in human-centered AI at work, with an emphasis on the 
academic debate. The value and uniqueness of the approach lie in 
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the contextualization of criteria and the stakeholders in charge of 
them. This allows us to better understand how human-centricity 
belongs to the work context while being enacted by a group of 
stakeholders. This also explains the co-existence of different 
engagements for human-centricity and that this can even generate 
an advantage as long as the criteria complement and do not crowd 
out each other.
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The paper explores and comments on the theoretical concept of

human-machine-teaming in intelligent manufacturing. Industrial production

is an important area of work applications and should be developed toward a

more anthropocentric Industry 4.0/5.0. Teaming is used a design metaphor for

human-centered integration of workers and complex cyber-physical-production

systems using artificial intelligence. Concrete algorithmic solutions for technical

processes should be based on theoretical concepts. A combination of literature

scoping review and commentary was used to identify key characteristics

for teaming applicable to the work environment addressed. From the

body of literature, five criteria were selected and commented on. Two

characteristics seemed particularly promising to guide the development of

human-centered artificial intelligence and create tangible benefits in the mid-

term: complementarity and shared knowledge/goals. These criteria are outlined

with two industrial examples: human-robot-collaboration in assembly and

intelligent decision support in thermal spraying. The main objective of the

paper is to contribute to the discourse on human-centered artificial intelligence

by exploring the theoretical concept of human-machine-teaming from a

human-oriented perspective. Future research should focus on the empirical

implementation and evaluation of teaming characteristics from di�erent

transdisciplinary viewpoints.

KEYWORDS

human-machine-teaming, human-centered artificial intelligence, cognitive engineering,

complementarity, shared knowledge and goals, human-centered industry 4.0/5.0

1. Introduction

1.1. Paper objectives

The technological evolution toward anthropocentric digitalization at work is rendered

possible by new information and communication technologies as well as Artificial

Intelligence (AI). It raises the questions: why and where is human-centered AI (HCAI)

needed at work? Which recent theoretical concepts and methods can be applied to guide

this complex, transdisciplinary endeavor in a responsible way? One good starting point is

to clarify what “human-centeredness” means. As this is a very important but also general

question, we use it as orientation to identify key characteristics and factors related to the
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more focused concept of human-machine-teaming (HMT) and

apply it to the working field of intelligent manufacturing. HMT

can be defined as (1) a form of teamwork between humans

and technical systems characterized by “real” interdependency

between teammates such as joint activities toward a common goal

(Johnson and Bradshaw, 2021). From another – more technical

point of view – HMT may be characterized as (2) “the dynamic

arrangement of humans and cyber-physical elements into a team

structure that capitalizes on the respective strengths of each

while circumventing their respective limitations in pursuit of

shared goals” (Madni and Madni, 2018; p. 5). As these different

transdisciplinary viewpoints on HMT may not be harmonized

within one definition, we aim to capture key characteristics and

criteria of HMT instead, using a literature review based on scoping

method. The identified HMT criteria candidates are discussed and

shortly illustrated by two example technologies from the working

field of industrial manufacturing (human-robot-collaboration in

assembly and intelligent decision support in thermal spraying).

Our main objective is to contribute to the discourse on HCAI

at work and to advance the development of the transdisciplinary,

theoretical concept of HMT. Our comments come from a human-

oriented perspective building on the research backgrounds from

cognitive and engineering psychology as well as sociology of work

and technology.

1.2. Human-centered artificial intelligence
in industry

Generally, HCAI can be of interest in all areas of work in

which complex problems have to be solved and a high level of

security, speed, quality or efficiency of human-machine interactions

is required. Among the fields are, for instance, military, medicine,

mobility, finance, management and administrative knowledge work

as well as intelligent manufacturing. The manufacturing industry is

one of the most important economic sectors in the industrialized

nations with a very high number of employees in various fields

of work. The necessity of an anthropocentric perspective within

Industry 4.0 is clearly recognized (see Rauch et al., 2020; Eich

et al., 2023) and Xu et al. (2021) characterize the next step toward

Industry 5.0 with its core values sustainability, resilience and true

human-centeredness. Upcoming concepts such as human-cyber-

physical systems (HCPS) show, how human-centeredness can be

implemented concretely (Lamnabhi-Lagarrigue et al., 2017; Madni

and Madni, 2018; Zhou et al., 2019; Bocklisch et al., 2022). HCPS

combine three very different system parts: The human (H) in

its two roles as user and developer of the technical system. The

technical systems consists of (1) the physical subpart (P) controlled

by (2) a cyber-system (C). Due to the complexity of manufacturing

technologies and production processes, the C-part may implement

AI algorithms. They represent effective means for machine control

and should be developed toward HCAI (Shneiderman, 2022)

and explainable AI (Hagras, 2018; Samek and Müller, 2019) to

enable more joint working with humans and suitable support for

cognitively demanding working tasks. Keep the human in the loop,

is not primarily only a normative demand, but it is argued why this

is functional (Huchler, 2022). Thus, humans have a special role in

managing complexity in CPS (Böhle and Huchler, 2016). To that

end HCPS offers a systemic and transdisciplinary perspective on

automation allowing for flexibility and the development of semi-

autonomous systems (Madni and Madni, 2018; Bocklisch et al.,

2022). As a variety of industrial applications does not comply

with the requirements for full automation and, furthermore, agility

as well as (social) sustainability became increasingly important

facets of modern work, the traditional, linear conceptualization of

automation is not expedient. Hence, theoretical concepts for HCAI

need to be derived from systemic and maybe even circular socio-

technical concepts because (1) the technical developments effect

use (and usefulness) of technical systems and the use (or misuse

and disuse) has consequences for further developments and (2)

automated systems are embedded again in social circumstances

such as communication interfaces and work processes (Huchler,

2022). Circular concepts explicitly take into account the emergence

of new forms of work or working tasks, being constantly created

by automation of processes, systems and system components

in various stages of technical development and use. In order

to keep the human operator in the loop and combine human

strengths with CP-systems capabilities in a complementary way,

technical parts and AI algorithms should be developed in close

accordance with human objectives and needs. Interests, discourses

and narratives of the future drive technological innovations. They

are subject to social dynamics between technology promises and

disappointments, technological path dependencies, and changing

images of man and technology. Recently, “human-centeredness”

started to guide AI developments. Depending on the definition of

AI used by the developers, the “similarity principle” may address

cognitive aspects (e.g., models approximate human thinking

or decision-making processes) or behavioral aspects (e.g., the

final decision and intelligent machine behavior). Furthermore,

the “difference principle” can mean that AI is “more rational

than human cognition and behavior” (rational thought/action; cf.

Russell, 2010, p. 2). If these different viewpoints in AI definitions

are not payed attention to, one may easily misinterpret human-

centeredness only as “similar” to the way, humans think, feel or

act. However, true human-centeredness arises in the field of tension

between the developmental opposites similarity (e.g., constituted

by shared knowledge and shared goals; see application example

2.3.2 below) and difference/diversity (e.g., complementarity, non-

redundant functions; see 2.3.1). Furthermore, human-centeredness

may take different design metaphors as basis for AI and

technological developments (cf. Figure 1, inner rectangle). For

instance, AI may act as “supertool” or “tele-bot” vs. “intelligent

agent” or “teammate” (Shneiderman, 2022). With regard to the

chosen work application, we focus here on HMT because this

concept may create tangible advantages and foster responsible

solutions for industry in the mid-future. Compared to classical

automation HMT is a rather transdisciplinary research field,

that aims at integrating human-centered aspects into technology

development more explicitly. This is done not only on a user-

centered design level, but also more deeply, for instance, in the

support or automation of cognitive processes (cf. example in

Section 2.3.2; Bocklisch et al., 2022). This leads to a shift in

goals: the goal of classical automation is to replace the human

worker if possible. HMT aims at forming a joint work system

with human and cyber-physical parts based on HCAI. It integrates
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the potentials of both in new productive ways (Huchler, 2022)

and may include a high degree of technical automation and

human control (cf. Shneiderman, 2022). In the following, we

review the concept of HMT with emphasis on finding key

characteristics. Thereafter, we discuss the potential of two HMT

criteria candidates for two industrial applications: human-robot-

collaboration and intelligent decision-support. Other criteria are

also reported and commented on. Then, we summarize which

ones are (not yet) applicable and ready to be transferred from

human-human-teams to human-cyber-physical-teams. Finally, we

conclude and summarize future prospects for the HMT discourse

and development.

2. Human-machine-teaming

HMT aims to transfer characteristics and principles of

successful human-human-teams to human-cyber-physical-teams.

This raises the question which features (= key characteristics) are

ready and worth being implemented by HCAI in HCPS in the

working field of production. Based on this, research can be planned

into suitable methods and AI algorithms able to implement the

identified features in the C-part.

2.1. Method

A structured literature review was performed starting with a

scoping procedure (e.g., Arksey and O’Malley, 2005) to identify

the breadth of contributions in HMT followed by a focused in-

depth evaluation of records that present key characteristics of HMT

for intelligent manufacturing. We understand key properties to be

fundamental features of the theoretical HMT concept that may

be addressed or implemented in some way in HCAI technology

development in industrial applications in the near or mid-term

future. The single keyword was “human-machine-teaming” and

research results were limited to English documents between

January 1 2016 and 31 May 2023 (no entries before 2016). For

identification, the following databases revealed numerous records:

scopus (N = 102) and Google scholar (N = 956). Exclusion

and eligibility criteria were deliberately chosen rigorous in the

second review phase. It was not the objective of this mini review

to exhaustively review the research field of HMT or of related

concepts (for this see Damacharla et al., 2018; O’Neill et al.,

2022; Greenberg and Marble, 2023). Instead, we aimed to find key

characteristics of HMT with sufficient conceptual strengths and

high applicability to manufacturing that have already been taken

up to a certain extend by the scientific community, to discuss

them in-depth in terms of content (see 2.2) and illustrate them

with the help of technological examples (see 2.3). After exclusion

of redundant records, for 948 documents titles/abstracts were

screened to identify eligibility (criterion was HMT definition by key

characteristics) for full-text review (remaining N= 16 documents).

After full text review, the remaining results were selected because

they represent groundwork papers (N = 3: Brill et al., 2018;

Madni and Madni, 2018; Johnson and Bradshaw, 2021). The HMT

characteristics mentioned therein are discussed subsequently in

the light of HCAI and industrial work context mainly from a

cognitive psychology/human factors and work sociological point

of view.

2.2. Selected key characteristics of
human-machine-teaming

According to Madni and Madni (2018), HMT is the dynamic

arrangement of humans and CPS into a team structure in pursuit

of shared goals. Johnson and Bradshaw (2021) emphasize the

interdependence relationship between teammates and point out

that a team partner’s behavior should be observable, predictable

and directable. Brill et al. (2018) summarize the following facets

for HMT: (1) complementarity, (2) shared knowledge and shared

goals, (3) bounded autonomy, (4)mutual trust and (5) benevolence.

Complementarity and shared knowledge/goals are related to

how people make sense of situations in the field of tension

between difference and similarity (Kelly, 1955). Therefore, these

fundamental drivers also influence technical developments (e.g.,

difference: non-redundant complementary functions of technology

compared to human capabilities vs. similarity: representation of

human knowledge and goals in technical systems; see Figure 1,

left). A meaningful sequence of development of HMT starts

with these two criteria. Thereafter, the degree of automation

or bounded autonomy of the cyber-part can be increased (see

Figure 1, right; third criterion). Human trust in automation

results from the transparent and successful implementation of

these three characteristics. “Mutual trust” and “benevolence”

are not applicable for manufacturing working applications (see

Discussion). In the following, we focus on complementarity and

shared knowledge/goals (see below) as those facets are already

subject of HCAI-oriented research and at least – partly –

studied in the context of manufacturing applications. Furthermore,

they are prerequisites for bounded/semi-autonomy (Madni and

Madni, 2018) and, hence, especially promising to establish a

teaming relation.

2.3. Relevant aspects of
human-machine-teaming in industrial
working applications

Two aspects of HMT seem to be of special interest for

industrial working applications: complementarity and shared

knowledge/shared goals. With the help of two examples – one

embodied and one un-embodied, cognitive technology – we outline

the potential of these criteria in more detail.

2.3.1. Complementarity in human-robot-
interaction

It is quite simple: two people who are able to accomplish

the same working task may nevertheless share work and form a

team. When a robot can do the same thing as a human team

partner this usually results in full automation. Even better, in terms

of flexibility and robustness of teamwork, is the combination of

partners’ abilities that complement each other (Huchler, 2020)
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FIGURE 1

Human-centeredness as resulting balance between di�erent technical design metaphors (left; vertical axis) and developmental drivers for

Human-Centered Artificial Intelligence (HCAI; horizontal axis). Sequence of Human-Machine-Teaming (HMT) key characteristics development

(right). The first three characteristics are especially promising for industrial applications and should be integrated using HCAI in

Human-Cyber-Physical-Production-Systems (HCPPS).

and may as well combine non-redundant strengths (Madni and

Madni, 2018). Nevertheless, it is favorable if workers and robots

have overlaps in their skills in a “mixed skill zone.” This allows

for adaptive interaction and may be organized in an AI-based

human-centered way (Albu-Schäffer et al., 2023). The more

humans and robots complement each other, the more productive

interaction works (Huchler, 2022) affecting individual motivation

at work in a positive way, for example, toward more effectiveness,

empowerment, pride of production (“Produzentenstolz”) and

technology appropriation. Consequently, this increases trust in and

social attachment to work tools in the second step. Similar to

how construction workers feel enabled by an excavator in such

a way that they “name” and maybe even “pet” it, collaborative

robots can empower their human teammates as well. This feeling

of support is based on complementarity and just not on similarity.

Building on an extensive research line in industrial sociology on

the particular relevance of work action and experiential knowledge

in technologized work environments (e.g., Böhle and Milkau,

1988; Pfeiffer, 2007), Huchler et al. (2021) reported results of an

extensive study in which the development and deployment process

of an innovative robotic system for automated wiring of control

cabinets was accompanied over 3 years (Huchler et al., 2021).

The technical design approach initially chosen was mimicking

the way humans work. It systematically narrowed developmental

paths guiding directly toward the objective of full automation. The

resulting technical solution was ineffective due to overwhelming

complexity and automation limitations. A major problem was that

there was no idea for productive worker involvement. As a result,

the workers had to wait and repeatedly step in when the robot

made mistakes. Furthermore, skill degradation, lack of integration

of existing competencies as well as problems with allocation of

functions and deployment were observed. The fallback solution

after several attempts of correction was the complementary

consideration of workers’ cognitive and manual competencies

resulting in the idea of a “supertool” workplace. The promise of

cost savings through robotization was no longer linked to the

simple idea of saving labor costs (substituting automation), but to

increasing the productivity of existing employees (complementary

automation). As a prerequisite for successful support in complex

socio-technical contexts and HCPS, the places where people with

their specific competencies are needed must be identified. Then

socially sustainable and complementary HMT can be established.

In this context, it is important to design the interaction as

well as the permanent technological transformation in a “co-

evolutionary” way so that people and technology can further

develop along their different potentials in order to permanently

create new complementarity relationships andmaintain innovation

capabilities (Huchler, 2022). These findings are supported by

further qualitative and quantitative research on the relationship

between human work capacities and collaborative lightweight

robots (e.g., Pfeiffer, 2016, 2018).

2.3.2. Shared knowledge and goals in intelligent
decision support for manufacturing

In manufacturing technologies needed for production of

daily life goods, humans operate highly complex machines and

technical processes such as in forming, welding or coating.

Many technologies rely heavily on human expert knowledge and

skills and, hence, can and will not be automated completely in

the next future. Physical interactions have been improved by

safety standards, worker protection and external means such

as exoskeletons or use of robots (see above). However, due to

technological and AI developments, system complexity increased

rapidly shifting loads toward cognitive aspects (Darnstaedt

et al., 2022). Hence, operators would benefit from cognitive

augmentation and intelligent support for decision-making,
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problem solving or fault diagnosis. A prerequisite for establishing

a connection between a CPS and a human that resembles a

human-human team relationship is that the team partners have

a common understanding about the shared work task and goals.

To achieve this, the knowledge representation in the CPS must

be closely aligned with human expert knowledge (cf. Figure 1:

similarity principle) to enable transparent understanding and good

interactions. Otherwise, there is a risk that the CPS will represent

something (e.g., from sensor data) that has no substantive meaning

for humans. If this is the case, then there is no good basis for

human-centered and joint teamwork, for example, joint decision-

making in complex situations. This research gap is recognized and

partly addressed with AI for different manufacturing technologies

such as coating (Bobzin et al., 2022; Mahendru et al., 2023). These

solid domain-oriented research approaches should be enriched

by focusing more explicitly on the human perspective. For

instance, by considering action-guiding rules for optimization of

technical parameters (Venkatachalapathy et al., 2023) or elicitation

of domain knowledge and expert mental models (Hoffman,

2008; Andrews et al., 2023). Sharing knowledge and goals in the

sense of how a human “shares” ideas with another human is

challenging. First, relevant knowledge needs to be elicited. This is

possible but only within the boundaries of what can be brought

to consciousness (expert-driven approach; Hoffman et al., 2021)

or what can be measured and interpreted semantically without

doubt (data-driven approach). Nevertheless, it will never be

“complete” compared to the human treasure trove of experience,

which is continuously growing and can only be described and

formalized in parts (Huchler, 2017). Second, the elicited knowledge

requires transparent and strictly HCAI to form an interdependence

relationship that is mutually explain- and understandable. In order

to do so, a combination of different AI algorithms – knowledge-

and data-based methods – are needed to ensure compatibility

with different human performance levels such as skill-, rule- or

knowledge-based behavior (Rasmussen, 1983). Pure sensory- and

data-based procedures will not form a sufficient basis for HMT the

intelligent manufacturing because they can only grasp a limited

area of what is actually necessary (Rasmussen, 1983; Bocklisch and

Lampke, 2023; mainly skill-based behavior).

3. Discussion

3.1. Key characteristics of
human-machine-teaming in industrial
working applications

HMT is an innovative concept with potential for real-world

working domains such as manufacturing. It may guide HCAI

developments toward more anthropocentric designs, new forms

of work and human-machine interaction. Based on a review of

recent literature as well as own preliminary work, we consider the

systematization of Brill et al. (2018) as one good starting point for

in-depth discussion of potential teaming characteristics for HCAI

in industrial manufacturing. In Figure 1, the criteria have been

systematized and placed in a meaningful order of development

and implementation in HCPPS. Criteria “complementarity” and

“shared knowledge/goals” have been illustrated with concrete

examples (see above), because (a) they have already been researched

to a certain extent in the work context of intelligent manufacturing

and (b) they represent essential foundations for criteria “bounded

autonomy” and “trust.” In the following, the criteria are discussed

in detail, placed in an overall context, and illuminated with regard

to future research needs.

(1) Complementarity: yes, in our opinion this criterion is

central for HMT because the dissimilarity/diversity facet and

may be used to augment humans by powerful complementary

functionalities that are provided by the cyber-physical-production-

system (CPPS). However, this is not a static concept but

characterized as ongoing innovation process – including

permanent search for new potentials for complementarity

and (re)adjustment of education and further training. Hence, there

is need for a better understanding of the differences of human and

technology/AI as well as of automation dynamics and changes in

the human-technology relationship.

(2) Shared knowledge/goals: These criteria refer to the opposite

of complementarity and use similarity principle to constitute

a common working basis between humans and CP-systems.

A successful and reliable working relation as well as efficient

function allocations need shared knowledge and goals. Both,

implicit and explicit forms of human knowledge are needed

in working contexts. Hence, cognitive engineering methods for

knowledge elicitation, structured systematization and transparent

AI-implementation need to be developed further. Joint goals can

potentially be defined on various levels of abstraction. High-

level experts, for instance, persons controlling complex plants,

are able to use their rich knowledge hierarchies and related

procedures to tackle concrete situations in a very flexible way

(Rasmussen, 1983). Changes in the situation are managed by goal

or sub goal adaptation. These human strategies to control real-

world complexity and act under uncertainty need to be mirrored

– at least partly – in the cyber-teammate as well. If this can

be achieved successfully will depend on the development of AI

regarding adaptivity and learning (e.g., evolving intelligent systems:

Angelov et al., 2010; Bocklisch et al., 2017) as well as cognitive

transparency and understandability of AI algorithms (e.g., Weller,

2019).

(3) Bounded autonomy: autonomy is always limited and

negotiated in social contexts. For HMT, different kinds of

autonomies have to be integrated similar to the different

“intelligences” (human vs. artificial). The simple technical levels

of autonomy (e.g., functionality within a limited context) do

not correspond to the complexity of the socially negotiated

understanding of autonomy of individuals. As with intelligence, the

complexity of the social counterpart is completely underestimated

or taken too simplistically. Hence, profound conceptual research

should relate theoretical concepts to concrete application examples.

This is also necessary because autonomy is a “provocative”

criterion that may easily lead to conflicting viewpoints (Brill

et al., 2018) as well as fears from the human user side.

Technology assessments that evaluate dangers (see “The janus face

of autonomy” in Brill et al., 2018) as well as possibilities and derive

regulatory principles (Shneiderman, 2020) are therefore needed

as well.

(4) Mutual trust and (5) benevolence: Trust is central to

establish a successful and harmonic relationship in human-human

work teams. One classic definition originates from Lee and See

(2004; p. 54): trust is “. . . the attitude that an agent will help achieve
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an individual’s goals in a situation characterized by uncertainty

and vulnerability.” In this respect, it is a good candidate criterion

worth being thought of concerning its transferability to HM-

teams and closely related to “shared goals” – a part of the

definition and thus a necessary condition for trust. Trust in

automation is extensively studied (e.g., Lee and Moray, 1992;

Hoff and Bashir, 2015; Schaefer et al., 2016; Kohn et al., 2021)

and a highly important factor for user-centered design to avoid

misuse, disuse or abuse of technology (Parasuraman and Riley,

1997; Lee and See, 2004). Nevertheless, “trust is a complex and

nebulous concept” (Hoffman et al., 2013, p. 84) and should not be

understood in a too simplistic way as a “lack of information” but

rather as a complex process of (reciprocally effective!) establishing

the ability to act even beyond (risk) calculations (Huchler and

Sauer, 2015). Furthermore, it seems only applicable from a human

point of view: a human trusts a robotic system or a suggestion

of a decision support system (more precisely: the people and

institutions behind). The relation cannot simply be reversed and

named “trust” because trust presupposes physical and/or mental

vulnerability, which applies to technology only to a very limited

extent. Sociological aspects are important to consider as well.

What is often perceived as “trustful relationship” to a technical

artifact (similar to a person) is in reality based on social processes

(Mayer et al., 1995) in a complex social-technical setting primarily

also related to trust in the institutions responsible for technology.

This explains some experimental results concerning “over trust”

in robots (Aroyo et al., 2021). The institutions and regularities

are important guarantors for safety. At least in work contexts,

it is evident that trust in and acceptance of technology can be

generated much more clearly through utility and empowerment

than through similarity which is only one of the polar development

drivers (cf. Figure 1). From the human user perspective, too close

similarity to human skills comes with a latent threat: substitutability

– the opposite of benevolence, which is in our opinion no primary

target criterion for HMT. “Mutual” trust and benevolence are no

purposeful facets for HMT because technology is not able to trust

or act benevolent. Here, the distinction between system trust and

personal trust is crucial (Luhmann, 1979). Nevertheless, suitable

objective criteria from the technical point of view have to be

developed instead.

3.2. Limitations and future prospects

Our main objective was to contribute to the discourse on HCAI

by having a closer look on the theoretical concept of HMT in the

context of industrial work applications. This is intended to be an

impulse from a human-oriented perspective on AI developments

for future transdisciplinary discourses. Of course, there are many

other perspectives on this topic that are equally interesting, relevant

and necessary. For example, concepts and empirical work from

research on human teamwork (e.g., concerning suitable definitions

of “team” and types of teams) and team performance as well

as from (software) engineering are crucial for complementing

and validating HMT criteria. Here, our focus was on theoretical

considerations but guides on the implementation of HMT aspects

already exist, highlighting the practical relevance of the topic

(e.g., McDermott et al., 2018). Industry 4.0/5.0 developers would

benefit from operationalizing various HMT criteria in industrial

examples. Not only on the general level of user-centered design

guides but more in-depth for specific technical applications

(Bocklisch et al., 2022). Another limitation was the narrow

scope of search terms: given the huge number of literature

and our specific goal to find applicable key characteristics for

manufacturing and comment them in the light of two short

application examples, we only selected “HMT” as keyword for

scoping review. Other words, such as “human-autonomy-teaming,”

“human-agent-teaming,” “human-machine-interaction,” “human-

machine-symbiosis,” and many thematically related terms in

various combinations would lead to a more comprehensive and

– concerning the vast body of empirical evidence – less biased

summary (cf. O’Neill et al., 2022). Furthermore, we did not discuss

all potential HMT-criteria as key features but reduced to five aspects

from which we selected two to outline their concrete potential for

industrial applications with the help of two technical examples.

On the one hand, this specific procedure and scope resulted from

the fact that some facets clearly need to be given ex ante to be of

interest for HCAI (such as observability; cf. 2.3.2 and boundaries

of human knowledge elicitation and data acquisition from human

sources). On the other hand, this was because some criteria are very

similar and somehow eclectic (e.g., bounded autonomy vs. semi-

autonomy or interdependency). Whether these slightly different

connotations of criteria, e.g., of the core characteristic ”bounded

autonomy,“ should be taken into account cannot be adequately

assessed at present. This will be shown by the operationalization of

the characteristics in the empirical work, the practical application

and the evaluation of these results.

In conclusion, HCAI has a large potential to promote new types

of human-machine-interaction at work, such as outlined here in

parts for HMT. The transfer of some characteristics of HH-teams

to HCP-teams are promising and feasible for real-world working

contexts such as intelligent manufacturing, others not – because

humans and technology are very different in nature (Madni and

Madni, 2018; p. 4f) – or not yet – because HCAI capabilities

still need to be developed further. If HMT capabilities are to be

integrated into technology development of HCPS as a concrete

form of HCAI, then the start could – in our opinion – be to

establish complementarity and shared knowledge/goals. Thereafter,

the effects of this development should be evaluated from different

viewpoints that are important in intelligent manufacturing such as

human-oriented criteria (e.g., user acceptance, mental workload),

technical or business oriented aspects (e.g., system performance,

product quality, resource efficiency and costs).
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AI-related technologies used in the language industry, including automatic speech

recognition (ASR) and machine translation (MT), are designed to improve human

e�ciency. However, humans are still in the loop for accuracy and quality, creating

a working environment based on Human-AI Interaction (HAII). Very little is

known about these newly-created working environments and their e�ects on

cognition. The present study focused on a novel practice, interlingual respeaking

(IRSP), where real-time subtitles in another language are created through the

interaction between a human and ASR software. To this end, we set up an

experiment that included a purpose-made training course on IRSP over 5 weeks,

investigating its e�ects on cognition, and focusing on executive functioning (EF)

and working memory (WM). We compared the cognitive performance of 51

language professionals before and after the course. Our variables were reading

span (a complex WM measure), switching skills, and sustained attention. IRSP

training course improved complex WM and switching skills but not sustained

attention. However, the participants were slower after the training, indicating

increased vigilance with the sustained attention tasks. Finally, complex WM was

confirmed as the primary competence in IRSP. The reasons and implications of

these findings will be discussed.

KEYWORDS

AI-related technologies, automatic speech recognition (ASR), interlingual respeaking

(IRSP), human-AI interaction (HAII), cognition, executive function (EF), working memory

(WM)

1 Introduction

In the language industry, which is currently one of the fastest growing industries

(CSA Research, 2023), AI-related technologies, including automatic speech recognition

(ASR) and machine translation (MT), have been created to automate repetitive and

time-pressured tasks. However, these technologies are currently not sufficiently accurate to

be used alone: human input is needed for sense checking and quality control. Humans are,

therefore, responsible formonitoring and possibly correcting the written output produced by

technology through Human-AI Interaction (HAII). Thus, AI-related technologies intended

to extend and improve human efficiency are increasing the number of tasks people deal

with, leading to new cognitive environments for professionals in the language industry and

presenting new cognitive challenges and requirements.
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In this paper, which draws on a wider experiment carried

out within the framework of the ESRC-funded SMART project

(Shaping Multilingual Access through Respeaking Technology,

ES/T002530/1, 2020–2023), we will focus on a novel practice that

relies on HAII, namely interlingual respeaking (IRSP). In IRSP,

real-time subtitles in another language are created through the

interaction of a human and ASR software (Davitti and Sandrelli,

2020; Pöchhacker and Remael, 2020). IRSP is a cognitively

demanding real-time process where a language professional

simultaneously translates incoming spoken language while adding

punctuation and content labels orally, as well as applying any

editing needed to ASR, which turns what they say into subtitles

(Davitti and Sandrelli, 2020; Pöchhacker and Remael, 2020). This

is a multi-step process where humans and technology need to

work together to be able to produce highly-accurate subtitles in a

timely manner.

Since the early 2000s, respeaking has been widely employed

to produce intralingual subtitles (i.e., in the same language) for

d/Deaf and Hard-of-Hearing audiences (Romero-Fresco, 2011).

The recent worldwide increase in audiovisual content has led

to an ever-increasing demand for making this content accessible

across languages and in real time—hence the rise of interlingual

respeaking (i.e., from one language to another), which adds

language transfer to the traditional respeaking practice.

Pöchhacker and Remael (2020) conducted a detailed theoretical

analysis of the IRSP process to guide future studies into the

competences and skills required to perform it. In this newly-created

process and competence model, the cognitive resources required

for the IRSP process are placed in the technical-methodological

competence area (Pöchhacker and Remael, 2020). However, the

required cognitive functions are based on a competence-oriented

task analysis of the IRSP process rather than on experimental

investigations. Thus, the current study aims to bring more depth

and empirical evidence to these initial findings. To this end, we set

up an experiment that included a purpose-made training course

on IRSP. We investigated what cognitive resources measured

prior to the training predicted higher IRSP accuracy post-training.

As part of the investigation, we also explored how the training

course affected human cognition, executive functions (EF) and

working memory (WM), in particular. We were interested in these

cognitive functions as distributed cognition (DCog) posits that

integrating technological tools with internal cognitive resources can

increase the mental workspace available (Kirsh, 1995; Wallinheimo

et al., 2019). However, little is known about how HAII affects

human cognition, particularly when applied to real-time practices

involving multiple tasks conducted under severe time constraints

(as required by IRSP). As HAII becomes more common in the

fast-evolving modern workplace, knowledge around the links to

an individual’s cognitive processes is needed to allow for people-

centered and responsible AI.

1.1 New cognitive environment based on
DCog

IRSP creates a new cognitive environment where human

cognition is distributed to the outside world by relying on

technological tools i.e., the use of ASR. DCog aims to understand

the organization of human cognitive systems by extending what

is traditionally considered cognitive beyond an individual doing

the task to include interactions between the people involved in the

process and the external resources e.g., technological tools in the

environment (Hutchins, 1995; Hollan et al., 2000). In DCog, a new

broader unit of cognitive analysis is created that includes a network

of technologies and actors leading to a process that coordinates

internal processes in the minds of humans working together, with

external representations relying on external artifacts. According to

Vallée-Tourangeau and Vallée-Tourangeau (2017), thinking can be

seen as a cognitive process that develops in time and space and

leads to a new cognitive event, for example, a solution to a problem.

These cognitive events emerge from cognitive interactivity, which

the authors define as “the meshed network of reciprocal causations

between an agent’s mental processing and transformative actions

she applies to her immediate environment to achieve a cognitive

result” (Vallée-Tourangeau and Vallée-Tourangeau, 2017).

Thus, novel forms of HAII give rise to new working

environments that impact existing cognitive processes in distinct

ways. Several experimental studies have explored individual

problem solving to examine cognitive interactivity, yielding

valuable insights into the use and benefits of distributing human

cognition, with a particular focus on the cognitive needs of the

individual. Wallinheimo et al. (2019) found that when evaluative

pressure is experienced to complete a cognitive task, there

are additional demands on the existing limited WM resources.

However, some of these WM limitations, caused by the additional

worry of performing well, can be compensated by offloading the

cognitive process to the external environment by using pen and

paper or other external artifacts (Wallinheimo et al., 2019). This

is in line with Risko and Gilbert (2016), who argue that cognitive

offloading reduces the overall cognitive demand on the individual

(Risko and Gilbert, 2016). Additionally, Kirsh (2010) claimed that

there are cost-benefit considerations for cognitive interactivity, and

as a result, cognitive processes go to wherever it is easier to perform

them. It might be easier to understand a complicated sentence by

drawing a picture of it, to visualize it externally rather than just

thinking internally in the head alone. Thus, the overall cognitive

cost of sense making to understand the sentence is reduced with

the help of drawing a picture (Kirsh, 2010). Finally, cognitive

interactivity can extend WM resources when there is a cognitive

need to do so (e.g., less efficient WM capabilities) (Webb and

Vallée-Tourangeau, 2009).

When it comes to IRSP, however, both the human and the

machine have equally important roles to make the IRSP process

work as both are required to work in synchrony for the creation of

accurate interlingual subtitles. This is a form of human-autonomy

teamwork (HAT) where humans work interdependently with an

autonomous agent (i.e., ASR) focusing on a set of tasks toward

the shared goal of producing interlingual live subtitles (O’Neill

et al., 2022). Thus, during the IRSP process, human cognition is

distributed with the use of ASR not due to a cognitive need of

the language professional (i.e., reduced WM capacity, cost-benefit

considerations, or cognitive offloading), but rather as a requirement

inherent to the IRSP process itself. This leads to a distinct cognitive

environment that sets it apart from the experimental studies

mentioned earlier.
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1.2 IRSP and simultaneous interpreting

IRSP is a new practice, and empirical investigations into

the cognitive processes involved are in their infancy. As a real-

time language-related practice, IRSP shares many aspects with

simultaneous interpreting (SI), which is widely acknowledged as

one of the most cognitively challenging tasks of human cognition

(Babcock and Vallesi, 2017). Hence, we have drawn upon the

existing SI literature as the starting point of our investigation,

recognizing its relevance in understanding the cognitive intricacies

of IRSP. When simultaneously interpreting, an interpreter needs

to concurrently comprehend auditory material in one language

while producing the same content in another language. Executive

functions (EF) are heavily involved in this process. EFs are a set

of cognitive processes that are needed for the cognitive control of

human behavior. The three most postulated areas of EF are: shifting

between tasks or mental sets (shifting), information updating

and monitoring in WM (updating), and inhibition of prepotent

responses (inhibition) (Miyake et al., 2000). SI requires both short-

term memory and WM resources to keep the required information

active and to be able to manipulate it throughout the SI process

(Timarova, 2007; Aben et al., 2012; Mellinger and Hanson, 2019).

Additionally, for the simultaneous interpreter to keep control of

incoming information and avoid mixing languages, effective recall

and attentional and cognitive control are needed (Christoffels and

de Groot, 2005). It is evident that the parallel processing of input

and output information taxes different neurocognitive resources.

During SI, there is maximal use of linguistic and cognitive

control hubs compared to simultaneous repetition (Hervais-

Adelman et al., 2015). It does not, therefore, come as a surprise

that professional interpreters have shown clear advantages in terms

of improved memory and EF functions. Professional interpreters

seem to exhibit greater WM capacity when compared with

comparison groups (i.e., students and non-interpreters) (Mellinger

and Hanson, 2019). In a study exploring what professional

background can best support respeaking, Szarkowska et al. (2018)

suggested that interpreters achieved higher accuracy rating scores

in IRSP when compared with translators, and people with no

interpreting or translation experience. The difference in IRSP

performance was moderated by WM capacity (Szarkowska et al.,

2018). In addition, Morales et al. (2015) found that professional SI

participants were better at maintaining, updating, and processing

of information in the WM when measured with a N-back

Task, compared to individuals who were fluent in the second

language but had no professional experience. Finally, studies into

bilingualism have found that EF skills, including mental flexibility,

task switching, and attentional and inhibitory control, are enhanced

compared to monolinguals (Soveri et al., 2011; Strobach et al.,

2015).

1.3 The e�ects of interpreter training on
WM and performance

Previous studies have shown that interpreter training can boost

participants’ WM performance (Macnamara and Conway, 2016;

Babcock et al., 2017; Chmiel, 2018). Also, nine months of SI

training have been shown to cause structural and functional brain

changes in temporoparietal, frontostriatal, and temporoparietal

brain circuits (Van de Putte et al., 2018). Chmiel (2018) conducted a

longitudinal study over 2 years whereWM performance (measured

with a reading span task) of professional interpreters, interpreter

trainees, and bilingual controls, was investigated. The professional

interpreters outperformed on WM tasks at baseline. However,

after a 2-year interpreter training, the trainees scored higher

on WM tasks (Chmiel, 2018). In another longitudinal study,

the WM performance (measured with backward span, reading

span, and operation span) of 50 American Sign Language (ASL)

simultaneous interpreting students was measured before and then

2 years after a sign language interpreting course: the students’

simple WM (i.e., backward span) was enhanced, but not their

complex WM (i.e., reading span and operation span). Thus,

SI training appears not to improve memory skills that require

concurrent storing and processing of information (Macnamara

and Conway, 2016). Likewise, Babcock et al. (2017) conducted a

longitudinal investigation and found that 2 years of SI training

was associated with positive cognitive changes in verbal short-

term memory, measured with a letter span task. There were no

significant findings in relation to operation span and symmetry

span (complex measures of WM).

In the SMART project’s experiment, a customized training

course was created to ensure that all participants, i.e., language

professionals from various backgrounds, received equal exposure

to IRSP before undergoing testing (see Materials—The IRSP

Upskilling Training-For-Testing Course). Given the hybrid nature

of IRSP, sharing many similarities with SI, we decided to investigate

cognitive enhancement between the start and end of the course.

Due to the multi-step nature of IRSP, simple WM was not part of

these analyses.

1.4 Positive cognitive changes through
specific skills training

Several studies in domains other than Translation and

Interpreting Studies have investigated how training in specific skills

can lead to positive cognitive changes. One of these critical research

areas is online gaming and action games, in particular, where

cognitive functions can be enhanced by the extensive practice of

playing the games (Boot et al., 2011). Online action games are

comparable to IRSP in that both involve multiple simultaneous

actions that occur in real time. EF skills in these domains

involve processing complex situations involving simultaneous and

sequential tasks with quick, real-time switches between them

(Logan and Gordon, 2001). Frequent video gaming has been found

to benefit the development of EF skills, particularly attention skills,

task switching, and WM (Alho et al., 2022) suggesting similarities

between the cognitive requirements of online gaming and IRSP.

Many studies have shown that when young adult non-gamers

are trained in action video games, their visual attention skills,

task switching, and multiple object tracking improve (Green and

Bavelier, 2003; Strobach et al., 2012; Oei and Patterson, 2013). In

another study, Parong et al. (2017) tested a custom-made online

game (Alien Game) that focused on EF skills, concluding that

playing 2 h of the online game when compared to a control game

could improve shifting skills (Parong et al., 2017).
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1.5 Study hypotheses

The current study is looking to investigate how cognitive

processes of language professionals are affected when working

on cognitively demanding real-time multi-step processes that rely

on HAII. To this end, we investigated how cognitive resources

measured at baseline i.e., reading and digit span (WM), N-

back (a measure of maintaining, updating, and processing of

information in the WM), switching skills, and sustained attention

were associated with high IRSP performance that was measured at

the end of the IRSP training course. This was to further extend

and substantiate the initial findings by Pöchhacker and Remael

(2020), providing empirical evidence to some of the essential skills

and competences required in the IRSP process. Additionally, we

wanted to further explore how the purpose-built IRSP training

course might affect the wider cognitive skills (complex WM,

switching skills, and sustained attention) of language professionals.

Notably, previous empirical findings on simultaneous interpreters

have indicated that complex WM can be enhanced (Chmiel,

2018). Given the multi-step nature of IRSP, we anticipated similar

advantageous effects and benefits in this domain as well.

Therefore we hypothesized that there would be a positive

relationship between baseline complex WM resources and post-

training IRSP accuracy (Hypothesis 1) in line with previous

findings on SI (Timarova, 2007; Aben et al., 2012). With respect

to N-back (WM) we predicted that it would be positively

associated with high IRSP accuracy (Hypothesis 2). Previous

findings have suggested that participants with professional SI

experience outperform control participants with fluency in the

second language but no professional experience of SI, on N-

back performance (Morales et al., 2015). Also, given that several

cognitive abilities in relation to IRSP have not been tested

previously, this study took an exploratory approach to investigate

these further. Hence, we investigated how simple WM, switching

skills, and sustained attention might predict IRSP accuracy.

Furthermore, the effects of the training course on cognitive

performance were examined. It was predicted that after attending

a 5-week training course on IRSP, there would be an enhancement

on complex WM (Hypothesis 3) as suggested by Chmiel (2018).

We also hypothesized (Hypothesis 4) that switching skills would

be improved after the training because of evidence from other

cognitively similar domains, online gaming in particular (Parong

et al., 2017; Alho et al., 2022). Our final hypothesis (Hypothesis

5) was that sustained attention would improve between the start

and end of the training course as many studies in bilingualism have

highlighted that attentional and inhibitory control can be improved

when compared tomonolinguals (Soveri et al., 2011; Strobach et al.,

2015).

2 Materials and methods

2.1 Participants

Fifty-one language professionals with English, French, Italian,

or Spanish as their mother tongue participated in this study

(Mage = 40.12 years, SD = 10.97 years). There were eight

males (Mage = 37.38 years, SD = 10.93 years) and 43 females

in the study (Mage = 40.63 years, SD = 11.51 years). The

participants had a minimum of 2,000 h of professional experience

in one or more language-related practices: spoken language

interpreting (consecutive) 58.82%; spoken language interpreting

(simultaneous) 52.94%; written translation 94.12%; pre-recorded

subtitling 58.82%, and/or live subtitling 21.57%. The participants

were grouped based on their language directionality: French (nine

working into English and eight working into French); Italian (16

working into Italian and one working into English); and Spanish

(eight working into Spanish and nine working into English).

2.2 Materials

2.2.1 The IRSP upskilling training-for-testing
course (“Advanced introduction to interlingual
respeaking”)

This paper focuses on data collected before and after

participants completed a bespoke 25-h upskilling course, delivered

online over 5 weeks and in a self-taught manner. The course

had the dual purpose of collecting data for the study (hence

training-for-testing) and placing all participants on a level playing

field in relation to this practice by providing them an “Advanced

introduction to IRSP.” Due to the innovative nature of the

practice and the limited number of fully trained professionals

available, the study team designed the course to cater to language

professionals from diverse walks of life, each bringing unique

skills to this emerging field. To this end, the course broke down

interlingual respeaking into three key modules: on technology,

particularly exploring the main components of speech recognition

software (Dragon Naturally Speaking v 15) and its functioning;

intralingual practice, i.e., in the same language; and interlingual

practice, i.e., into another language. The course proceeded through

four sequential blocks that guided the learners through the

steps required for IRSP gradually: (1) Simultaneous listening and

speaking/translating and software-adapted delivery (i.e., how to

adjust one’s voice and prosody to ASR for optimal recognition);

(2) Adding punctuation and related strategies for chunking and

dealing with speed; (3) Software optimization and preparation prior

to a respeaking task for accuracy; (4) Error correction via different

methods. Learning proceeded through alternation of theory and

practical exercises, designed to train each procedural skill firstly

independently then in combination with others, in an incremental

way. Participants performed each task first intralingually, then

interlingually, before moving on to the next one, which allowed

the participants to train in an incremental manner across a

predetermined sequential order. Each task had to be completed

before participants were permitted to proceed to the next one. At

the end of the course, participants were tested on both intralingual

and interlingual respeaking.

2.3 Cognitive measures

2.3.1 WM (reading span task)
The reading span task (RST) is a complex memory span task

including a processing component (lexical decision: judging the

correctness of sentences) and a storage component (memorizing

a series of words for subsequent recall) (Daneman and Carpenter,
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1980). RST is widely used and adapted for verbal WM and

cognitive processing investigations. It focuses on the active

updating and monitoring of information in WM. Before the actual

RST comprising 12 blocks, there were three practice trials. The

task contained between 2 and 5 sentences in each block, and the

participants were asked to judge the correctness of the sentences

(e.g., “The surgery’s giraffe is arriving after 20min to open the

doors” or “The mother rushed to the school to pick up her

daughter”). In the storage component, there were between 2–5

words (e.g., “pet” and “bug”) to be recalled later. The primary

output measure of the RST was the recall proportion of the words

remembered (i.e., storage component of the task). The score on the

correctness of sentences was notmeasured. It was used tomake sure

that the participants were paying attention to the task. The same

RST was used during the pretesting and post-testing phases of the

experiment. However, the sentences and words used were different

during the pretesting and post-testing stages to avoid any practice

effects. The participants completed an online version of the RST

that was created in Pavlovia.

2.3.2 WM (digit span task)
The digit span task (DST) is a simple memory span task. Unlike

the complex WM measure that measures both processing and

storage of WM, simple memory span task focuses on WM storage

only. In this task, a person is presented with a sequence of digits

(starting three digits) and asked to repeat the sequence. Participants

do three conditions as part of the DST: forward span where the

digits are recalled in the same order, backward span where the

participants need to recall the digits in the backward order, and then

recalling of digits in an ascending order involving the participant to

sequence the numbers from the lowest to the highest. The number

of digits increases 1 at a time (two trials for each span) until the

participant fails on both trials. The longest remembered sequence is

the person’s digit span for that condition. This task was also created

in Pavlovia and the participants completed it online.

2.3.3 Switching skills
Switching skills were measured with a plus-minus task which

measures switching between simple mathematical operands of

addition and subtraction (Miyake et al., 2000). This function

focuses on shifting back and forth between multiple tasks or

mental sets and it can also be called attention switching and

task switching. The participants started with addition, moving

into subtraction, and finished with a task where they alternated

between additions and subtractions. All the numbers used in the

task were two-digit numbers (from 10 to 99), and they were only

used once. The numbers (30 per condition, presented in a vertical

column) were randomly mixed to form the three conditions (i.e.,

addition, subtraction, and switch: alternation between addition and

subtraction). Participants worked their way down the column and

entered the answer in the space next to it, in Qualtrics. Time taken

was measured, when they completed a column, Qualtrics moved

on to the next condition. First, they added the number three to

each number (e.g., 83+ 3, addition condition. Then, for the second

condition, they subtracted the number three (e.g., 75 – 3). Then,

they alternated between addition and subtraction of a 3 as they

worked their way down the column, in the third condition. A

switching cost was calculated where the non-switch completion

time (an average of time taken to complete the addition and

subtraction conditions) was subtracted from the time to complete

the switch condition). The same plus-minus task was used during

the pretesting and post-testing. However, the randomization of the

double-digit numbers was different during the pretesting and post-

testing stages of the experiment to mitigate any practice effects.

2.3.4 Sustained attention to response task
In this computer-based go/no go task, participants are required

to make a response every time they see a number (1–9) by

pressing a key, except when that number is three, in which case

they must withhold their response (Robertson et al., 1997; Manly

and Robertson, 2005). During the sustained attention to response

task (SART) task, inhibitory control is necessary to discriminate

between relevant and irrelevant distractors (Manly and Robertson,

2005). Sustained attention is required for constant monitoring of

the task. Five blocks of 45 trials each (225 trials in total) were

presented visually over 4.3min. The participants responded with

a key press to each digit except when the number three appeared on

the screen (25 times) when they had to withhold their response.

Number three was distributed throughout the 225 trials in a

quasi-random way. The participants used their preferred hand to

respond and were told to focus on accuracy and speed equally.

Before starting the actual task, each participant did a practice that

comprised eighteen numbers, two of which were the target number

three. The primary measure of the SART task was the proportion

of targets (“3”) to which the participants successfully withheld their

response. We also measured the average reaction time (in seconds)

of the participants. This online version of the task was created

in Pavlovia.

2.3.5 N-back task
N-back is a widely used measure for assessing WM, which

requires the participant to maintain, continuously update, and

process information (Kirchner, 1958). N-back is commonly used

to measure WM monitoring and updating, while minimizing the

storage component (Morales et al., 2015). Hence, it is used to

evaluate the updating function of theMiyake’s model of EF (Miyake

et al., 2000) and is linked to the central executive (CE) of the

Baddeley’s model of WM where it refers to the monitoring of

incoming information for task relevance. The information that is

not needed for the completion of the task is updated with the

new information as part of the CE (Baddeley and Hitch, 1974;

Baddeley, 2012). In the current study, the participants completed

two practice blocks before the actual task: one for the 0-back and the

second one for the 2-back. Participants were instructed tomonitor a

series of stimuli and to respond whenever a stimulus was presented

that was the same as the one presented n trials before. The letters

that acted as the stimuli were presented for 500ms followed by a

2,500ms black period. The N-back Task had an equal number of

blocks for 0-backs (10 blocks) and 2-backs (10 blocks). Participants

either matched a letter to the target (0-back) or indicated whether

it matched with one presented 2 before (2-back) by pressing a key

on the keyboard. Average accuracy was calculated for 0-back blocks

and 2-back blocks. This was an online task created in Pavlovia.
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FIGURE 1

The procedure of the experiment (cognitive component).

TABLE 1 Descriptive statistics for all the variables (pretesting and post-testing data).

Measures Pretesting Post-testing

M SE P-value M SE (SD) P-value

RST 0.83 0.02 0.05 0.88 0.02 0.05

Plus-minus (s) 22.90 2.95 0.02 14.55 1.85 0.02

SART (accuracy) 0.96 0.003 0.50 0.96 0.004 0.50

SART (RT in s) 0.37 0.008 0.06 0.39 0.009 0.06

NTR accuracy (%) 95.37 (1.5)

RST, reading span task (WM); Plus-minus, plus-minus task (switching skills measured with a switching cost in seconds); SART, sustained attention to response task (sustained attention). NTR

accuracy was only measured after the training course.

TABLE 2 Multiple regression model with IRSP accuracy as the criterion variable.

Measures Unstandardized Standardized t P-value

Coe�cients (B) Coe�cients (beta)

RST 0.03 0.32 2.33 0.03

DST (1) 0.00 −0.04 −0.25 0.80

DST (2) 0.00 0.23 1.43 0.16

DST (3) −0.00 −0.11 −0.74 0.47

N-back 0.02 0.20 1.46 0.15

Plus-Minus (s) 0.00 −0.14 −1.04 0.30

SART (accuracy) −0.14 −0.21 −1.54 0.13

RST, reading span task (WM); DST, digit span task (WM); DST 1, forward span; DST 2, backward span; DST 3, ascending numerical order; N-back, N-back task (WM); Plus-minus, plus-minus

task (switching skills measured with a switching cost in seconds); SART, sustained attention to response task (sustained attention).

2.4 Procedure

Due to the pandemic, this study was entirely conducted online

and advertised on the SMART project homepage and dedicated

social media account. Any interested language professionals were

sent an eligibility questionnaire that focused on language eligibility

(i.e., English paired with Italian, Spanish, and/or French, with at

least one of these languages as their mother tongue), professional

eligibility (i.e., a minimum of 2,000 h of professional experience

in language-related practices, namely consecutive and/or dialogue

interpreting, translation, live and/or offline subtitling), and correct

equipment specifications (laptops, headset, and microphone).

Participants who met all the eligibility criteria were sent a link

to the study, comprising cognitive tasks created in Pavlovia and

Qualtrics. Consent was given by the participants before starting.

The experiment started as soon as the participant opened the link,

and it took the participant through the whole pretesting phase of

the experiment in one go (Figure 1 summarizes the procedure of

the experiment in relation to the cognitive component analyzed

in this paper). Before beginning the data collection process, we

integrated Pavlovia and Qualtrics and tested it carefully to ensure

that all participants would go through the same experimental steps.

Despite the lack of strict experimental conditions, we aimed for

a rigorous approach. We also had a pre-testing call with each

participant to explain the cognitive testing steps and answered

any questions. Participants were pretested on several cognitive
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abilities, specifically WM (including reading span, digit span, and

N-back), switching skills, and sustained attention, with a duration

of 40min. The pretesting was followed by the 25-h upskilling

course. The participants were provided with a link to the upskilling

course, which was hosted on Moodle, and worked on the four

different blocks independently online. Subsequently, they were

tested on their intra and interlingual respeaking performance. In

the current study, only the interlingual respeaking performance

was used as a basis of accuracy for our investigations. The

accuracy of the subtitles thus produced was assessed using the

NTR model (Romero-Fresco and Pöchhacker, 2017—see Analytic

plan below), which focuses on the type of errors made while

performing IRSP. After the training-for-testing, participants were

sent a follow-up link to complete three post-testing cognitive

measures (reading span, switching skills, and sustained attention),

which took ∼25min and were delivered via the same platform as

the one used for pre-testing measures (Pavlovia). Upon completion

of the cognitive tasks, participants were asked to take part in a

final evaluation questionnaire to gather information and feedback

about the course, after which they were debriefed and thanked for

their participation.

2.5 Analytic plan

Our study involved a two-part statistical analysis that enabled

us to examine our five hypotheses. In the first phase of the analysis,

we concentrated on IRSP accuracy measured at the end of the

training and how it was predicted by baseline cognitive abilities.

To assess the accuracy of IRSP performance, we employed

the NTR Model (Romero-Fresco and Pöchhacker, 2017) which

specifically focuses on the nature of errors committed by

language professionals while producing interlingual live subtitles

via respeaking. The NTR formula distinguishes between software-

related recognition and human translation errors, including

content-related errors (i.e., omissions, additions, and substitutions)

and form-related errors (grammatical correctness and style). NTR

accuracy is based on the following formula: NTR = [(N-T-R)/N]

× 100%, where N, number of words; T, translation errors; and R,

recognition errors. Errors get different scores depending on their

severity. Minor errors are penalized with a −0.25-point deduction

as they do not impair comprehension. Major errors, however,

can cause confusion and information loss, and are penalized with

a −0.50-point deduction. Finally, critical errors can introduce

false or misleading information, and therefore they are penalized

with a −1.0-point deduction. Intralingual subtitles (i.e., in the

same language) are required to reach an accuracy rate of 98%.

A similar accuracy rate is suggested for interlingual subtitles (i.e.,

in a different language), although this benchmark has not been

validated yet.

Multiple regression was used to investigate what predicted

post-training IRSP performance. Our multiple regression model

predictors were reading span (WM), digit span (WM), N-back

(WM), switching skills, and sustained attention, at baseline.

In the second (longitudinal) part of the analysis, we looked at

the effects of the IRSP course on three cognitive abilities that were

measured both before and after the course (reading span, switching

skills, and sustained attention) using a repeated-measures within-

subjects design by looking at changes in cognitive performance

between these two time points.

3 Results

Before conducting the actual statistical analyses, we investigated

whether the data was normally distributed. Shapiro-Wilk’s test

was non-significant for all the variables, suggesting that all the

data were normally distributed. We also viewed histograms to

confirm normality and checked box plots. No extreme values or

outliers were found. The test of sphericity was non-significant (p >

0.05) indicating that the assumption of sphericity was met. Table 1

summarizes all the descriptive statistics (pretesting and post-testing

data). Based on the NTR Model, the participants’ average IRSP

accuracy was M = 95.37% and SD = 1.5%, indicating that the

accuracy was lower than the recommended 98% for intralingual live

subtitles (i.e., in the same language). Table 2 includes all the data for

the multiple regression analysis.

3.1 Cognitive predictors of IRSP accuracy

A multiple linear regression was conducted to predict NTR

accuracy based on pre-testing (baseline) reading span, digit span,

N-back, switching skills, and sustained attention. The multiple

regression model was significant F(7,42) = 2.27, p = 0.04 and

the adjusted R2 indicated that 15.4% of the variance in the IRSP

accuracy was explained by the model. There was a significant

positive relationship (β = 0.32) between the participants’ reading

span (a complex WMmeasure) and their IRSP accuracy. However,

the other predictors (i.e., digit span, N-Back, switching skills, and

sustained attention) were not statistically significant, as p > 0.05

(see Table 2).

3.2 Pretesting and post-testing data

To investigate the possible effects of the IRSP training course

on cognitive performance, we compared the cognitive performance

of participants from before (pretesting—baseline, T1) to after the

course (post-testing, T2). Our variables were reading span (a

complex WMmeasure), switching skills, and sustained attention.

3.2.1 Complex WM (reading span)
Complex WM from the RST task improved from T1 to T2,

F(1,46) = 4.0, p = 0.05 (from M = 0.83, SE = 0.02 to M =

0.88, SE = 0.02), suggesting that the IRSP training course might

have improved the WM resources of the language professional

(Figure 2).

3.2.2 Switching skills
Switching skills (switching cost in seconds from the plus-minus

task) improved from T1 to T2, F(1,49) = 6.42, p = 0.02 (from M

= 22.90 s, SE = 2.95 s to M = 14.55 s, SE = 1.85 s) showing that
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FIGURE 2

WM at time points 1 and 2.

FIGURE 3

Switching cost at time point 1 and at time point 2.

the IRSP training course might have enhanced the participants’

switching skills (Figure 3).

3.2.3 Sustained attention
There was no significant change in sustained attention (SART),

accuracy between T1 and T2, p > 0.05. However, there was a

marginally significant difference in SART reaction times (seconds)

between T1 (M = 0.37, SE = 0.008) and T2 (M = 0.39, SE =

0.009), F(1,48) = 3.60, p = 0.06, with the means indicating that the

participants were slower on the SART task post-training.

4 Discussion

AI-related technologies are developed with the goal of

augmenting and improving human efficiency. However, at present,

human involvement is still necessary to oversee and modify the

output generated by these technologies. As a result, this places

an additional burden on humans, increasing the number of tasks

they are responsible for managing. When working with AI-related

technologies such as ASR, a new working environment is created

in the form of HAII where human cognition is partly distributed

to the outside world. IRSP is a case in point, where very little is

known about its process and the human cognitive requirements

for this newly-created HAII, and in turn how cognitive processes

are affected by engaging with it. To this end, we focused on IRSP,

a cognitively demanding process, to study the links between this

novel form of HAII and human cognition. We investigated what

baseline cognitive abilities predicted higher IRSP performance after

a 25-h upskilling course. We also explored whether the course

would improve the EF and complexWM of language professionals.

We focused on these cognitive areas, as previous work on SI and

bilingualism had suggested their involvement and highlighted the

possibility of improvements within these domains.

Our hypotheses were partly supported. There was a positive

relationship between complex WM resources (reading span)

measured at baseline and subsequent post-training IRSP

performance, confirming our first hypothesis. Complex WM

was the only significant finding in relation to the five cognitive

predictors of high IRSP performance under investigation (complex

WM, simple WM, N-back, switching skills, and sustained

attention), clearly emphasizing complex WM as a leading

competence required for accurate IRSP performance. These results

are in line with existing findings suggesting that WM resources

are required to manage the cognitively demanding process of SI, a

practice that shares many similarities with IRSP (Timarova, 2007;

Aben et al., 2012; Mellinger and Hanson, 2019). Furthermore,

this finding complements the process and competence model by

Pöchhacker and Remael (2020) by bringing empirical evidence

regarding complex WM resources and their role in achieving high

accuracy in IRSP. On the other hand, simple working memory,

measured with a digit span task (focusing on WM storage only),

was not a predictor, suggesting that to perform well in IRSP,

simultaneous processing and storage of WM are both required

rather than just WM capacity per se. The multi-step and real-time

nature of IRSP is likely the reason why both processing and storage

are required, to enable professionals to keep up with the task and

reach high accuracy.

There were no significant findings in relation to the third WM

measure (N-back Task) failing to support our second hypothesis.

These findings are in contrast with Morales et al. (2015) who

suggested that participants with SI experience performed better in

monitoring and updating, measured with the N-back Task, when

compared to a control group. It is possible that the use of ASR

as part of the IRSP process alters the WM requirements, leading

to a stronger need for simultaneous processing and storing of

information (measured with a complex WM task) rather than just

updating of information. The monitoring and possible editing of

the ASR output might change the focus of the language professional

and therefore create an environment where strong complex WM

resources are more important. Also, it should be noted that both

the N-back and digit span tasks use numeric rather than word

stimuli. This could have contributed to the lack of effects and future

studies should consider adapting the tasks to explore whether this

is important in this context.

Additionally, our findings highlighted that switching skills

were not positively associated with better post-training IRSP

performance. This finding is somewhat surprising as past findings

have indicated that bilinguals have enhanced switching skills

compared to monolinguals (Soveri et al., 2011) and that SI

improves the ability to coordinate multiple tasks in dual-task

situations (Strobach et al., 2015). It might be that the plus-

minus task used here (as a pure “switching” measure) does not
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capture the complexity and variety of the multitasking skills

required by IRSP, and a longer and more advanced task requiring

switching between multiple sources of information would have

found effects. However, time constraints precluded use of such

task here.

Similarly, sustained attention was not associated with high IRSP

accuracy either. IRSP is a time-pressured process with high levels

of task demand. Its continuous demands on cognitive resources

meant that we expected sustained attention to be a predictor, but

this was not supported. However, continuous performance tasks

such as SART require subjects to maintain attention during a

monotonous, repetitive, task with low levels of demand. Again, this

does not reflect the IRSP environment. It seems that the ability to

avoid distraction and mind-wandering during such a task is not a

predictor of IRSP performance, but this is perhaps not surprising

when IRSP imposes such high cognitive demands. Also, it should

be noted (as discussed further below) that SART performance was

very high across the sample, so ceiling effects could explain the

lack of predictive utility. Continuous attention when task demands

are high might be a more appropriate measure which should be

tested in future work. In sum, results highlight the importance of

complex WM as a predictor of IRSP accuracy, with simple WM,

switching skills, N-back (maintaining, updating, and processing of

information in WM), and sustained attention not being significant

predictors. Future studies should explore the role of complex WM

inmore detail and include alternate measures of the other cognitive

skills to confirm the current findings.

When looking at the effects of the IRSP training course on

cognitive performance, our results suggested that complex WM

improved between the start and end of the training course,

indicating that there can be possible cognitive enhancements with

IRSP training, confirming our third hypothesis. These findings

also highlight the malleability of WM resources with the help of

a training course, confirming existing findings around effects of

cognitive training (Morrison and Chein, 2011; Pappa et al., 2020).

As aforementioned, the use of ASR might change the cognitive

environment with more emphasis on the requirement of complex

WM resources. By attending the training course, complex WM

resources were challenged and seem to have improved. These

findings are in line with Chmiel (2018) who confirmed that

after a 2-year training in interpreting, the interpreter trainees

scored higher than professional interpreters on complexWM tasks.

However, these results do not align with previous investigations

by Macnamara and Conway (2016) who reported that a 2-year SI

training in ASL did not improve complexWMof ASL simultaneous

interpreting students, but the training did enhance simple WM

resources. Similarly, there were no significant findings in relation

to complex WM measures but to simple WM measures after 2

years of SI training in the Babcock et al. (2017) study where

the performance of SI students was compared to translation

students and non-language students as the control groups. It is

possible that the multi-step nature of IRSP, including the use

of ASR might explain the improvement of complex WM in

our study in contrast to Babcock et al. (2017) and Macnamara

and Conway (2016) studies. Any future studies should focus on

looking at the complex WM resources of different groups of

language professionals.

In the present study, although switching did not emerge as

a predictor of post-training IRSP performance, switching skills

were enhanced after the IRSP training course, confirming our

fourth hypothesis. IRSP requires the language professional to

actively switch between tasks, involving simultaneous interpreting,

and monitoring of the ASR output. The design adopted in the

IRSP training course has, therefore, facilitated the development

of these skills among language professionals, possibly leading to

their enhancement. Similar to complex WM, our findings support

the idea that switching skills are malleable (Zhao et al., 2020) and

can be enhanced with training. However, the shortcomings of the

plus-minus task and the fact that it did not predict performance,

means this result should be viewed with caution: it could be an

artifact of task-specific practice effects. Nevertheless, these findings

align with current research findings in online gaming as multi-step

process activities (Parong et al., 2020; Alho et al., 2022). Frequent

online gaming was found to benefit task switching (Alho et al.,

2022) and shifting between competing tasks (Parong et al., 2017).

Finally, our findings have clearly highlighted that new forms of

HAII might increase the number of tasks the human needs to focus

on; however, these findings also indicate potential cognitive benefits

for the individual engaging in this complex practice.

Regarding our final hypothesis, which posited improvements

in sustained attention accuracy, there were no significant findings,

thus failing to support the hypothesis. The baseline SART accuracy

was high (96.1%), possibly indicating that the SART task was

easy for the language professional to complete because of possible

previous experience in activities requiring sustained attention.

Perhaps, there were ceiling effects and therefore, the accuracy could

not be enhanced any further. However, when looking at the SART

reaction times, the language professionals became slower (at trend)

post-training. IRSP process fosters a behavior where the accuracy

of the subtitles produced is imperative. This has perhaps led the

language professional to bemore prudent with their strategies while

completing the SART task, leading to slower reaction times (RT).

Similar pattern was found by Vallesi et al. (2021) who suggested

that SART accuracy was improved with additional vigilance with

the task. It is also possible that another type of attention is required

in IRSP and that is why future research should focus on other types

of attentional skills (e.g., divided attention).

In the present study, DCog is seen as the foundation of HAII.

Clearly, a new cognitive environment is created with IRSP where

parts of the human cognition is distributed with the help of ASR,

leading to interactions between humans and technological tools.

According to DCog, the use of external artifacts and technology

have the potential to increase the workspace available for the

human (Kirsh, 2010; Vallée-Tourangeau, 2013; Wallinheimo et al.,

2019). However, it is not clear what happens during the IRSP

process when technology does not work the way the language

professional wants it to. During the IRSP process, the language

professional might need to correct what has been produced by the

ASR and it is possible that the human loses the sense of personal

control over the situation (Ehrensberger-Dow and O’Brien, 2015).

There can be additional worry and anxiety, leading to additional

taxation of WM and hampered IRSP performance. Any future

experimental IRSP studies should focus on these important aspects

that allow humans and technology to work successfully together.
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4.1 Limitations and future studies

Whilst we have revealed some interesting findings that advance

literature, there are clear limitations. In IRSP, there are additional

steps for the language professional at the core of the activity to

monitor and ensure the accuracy of the subtitles produced in

conjunction with ASR technology. We suspect that this might lead

to an increased workload and cognitive load. However, we have not

measured cognitive load as part of the present investigation. Future

studies should focus on understanding how the different tasks

requiring varying cognitive resources affect the human’s cognitive

load and whether this impairs respeaking performance and other

cognitive performance. This approach could then be transferred to

other real-time HAII practices witnessing high burnout risks (e.g.,

the financial sector and aviation industry), allowing for optimal

performance without ignoring the needs of the individual involved.

From a methodological perspective, it is noteworthy that the

entire study was carried out online due to the pandemic. Despite

our efforts to create a seamless and well-integrated experience

for participants, as detailed in the procedure section, variations

in participants’ individual testing environments during the

experiment are possible. However, we took measures to minimize

potential repercussions on the conduct of the experiment. We

ensured that all tasks were organized within a clear and structured

flow, complete with instructions. Moreover, we communicated

directly with participants before the tests (via individual pre-testing

calls), emphasizing the importance of completing them in a quiet

environment without disruptions to avoid breaking the flow and

getting distracted. We closely monitored the process by focusing

on the reaction times and found no indications of participants not

adhering to the provided instructions.

In addition, it is possible that there were practice effects on

the cognitive tasks between the pre-testing and post-testing phases

when reading span, switching skills, and sustained attention were

measured. Our investigation is focused on language professionals

who completed an upskilling course on IRSP. However, we have

not compared our findings to a control group. Future research

should focus on investigating any possible cognitive changes in

relation to other similar types of training courses compared to

the IRSP training of language professionals. Our study involved

a professional sample with an older average age. Therefore,

comparing our findings with other studies that mainly focus on

student samples might be challenging. However, it is true to say that

an older sample might be more motivated to participate in a study

like this (Ryan and Campbell, 2021). Additionally, while we used

cognitive measures that have been previously used in SI research, it

is important to note that SI rely on a different degree of interaction

with technology, and thus creates a different cognitive environment

when compared to IRSP. As such, different cognitivemeasurements

might be needed to effectively evaluate human-AI collaboration in

this practice.

5 Conclusion

The present study has allowed us to complement and provide

empirical evidence to the process and competence models by

Pöchhacker and Remael (2020) by suggesting that complex WM

resources are required to achieve high IRSP accuracy. These

findings could be transferred to other similar real-time work

processes involving humans and technology to highlight the

importance of complex WM resources in comparable practices.

Furthermore, our study adds to the growing literature on possible

cognitive enhancements after a training course. We found that

both complex WM and switching skills were improved with IRSP

training, highlighting the fact that these skills can be trained and

their possible malleability. The newly-created HAII environment

of IRSP seems to lead to positive cognitive enhancements for the

language professional.Whilst theremight be an increased workload

by monitoring and editing the output of ASR during IRSP, there

seem to be clear cognitive benefits in doing so. However, more

investigations are required to further understand the possible risk

of burnout when working in real-time HAII practices to allow for

AI that is fully people-centered and responsible. This approach

would also support the International Labor Organisation’s (ILO)

Decent Work agenda that helps advance all employees’ working

conditions in varied working environments.

Data availability statement

The raw data supporting the conclusions of this article will be

made available by the authors, without undue reservation.

Ethics statement

The studies involving humans were approved by University of

Surrey (UK) Ethics Committee. The studies were conducted

in accordance with the local legislation and institutional

requirements. The participants provided their written informed

consent to participate in this study.

Author contributions

A-SW: Data curation, Formal analysis, Writing – original draft.

SE: Conceptualization, Methodology, Writing – review & editing.

ED: Conceptualization, Methodology, Resources, Writing – review

& editing.

Funding

This study was part of the ESRC-funded SMART project

(Shaping Multilingual Access through Respeaking Technology,

ES/T002530/1, 2020–2023).

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Frontiers in Artificial Intelligence 10 frontiersin.org110

https://doi.org/10.3389/frai.2023.1253940
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Wallinheimo et al. 10.3389/frai.2023.1253940

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

References

Aben, B., Stapert, S., and Blokland, A. (2012). About the distinction
between working memory and short-term memory. Front. Psychol. 3, 301.
doi: 10.3389/fpsyg.2012.00301

Alho, K.,Moisala,M., and Salmela-Aro, K. (2022). Effects ofmediamultitasking and
video gaming on cognitive functions and their neural bases in adolescents and young
adults. Eur. Psychol. 27, 131–140. doi: 10.1027/1016-9040/a000477

Babcock, L., Capizzi, M., Arbula, S., and Vallesi, A. (2017). Short-term memory
improvement after simultaneous interpretation training. J. Cogn. Enhanc. 1, 254–267.
doi: 10.1007/s41465-017-0011-x

Babcock, L., and Vallesi, A. (2017). Are simultaneous interpreters expert
bilinguals, unique bilinguals, or both? Biling.: Lang. Cogn. 20, 403–417.
doi: 10.1017/S1366728915000735

Baddeley, A. (2012). Working memory: theories, models, and controversies. Annu.
Rev. Psychol. 63, 1–29. doi: 10.1146/annurev-psych-120710-100422

Baddeley, A. D., and Hitch, G. (1974). “Working memory,” in The Psychology
of Motivation VIII, ed G. Bower (New York, NY: Academic Press), 47–89.
doi: 10.1016/S0079-7421(08)60452-1

Boot,W. R., Blakely, D. P., and Simons, D. J. (2011). Do action video games improve
perception and cognition? Front. Psychol. 2, 262. doi: 10.3389/fpsyg.2011.00226

Chmiel, A. (2018). In search of the working memory advantage in conference
interpreting – training, experience and task effects. Int. J. Biling. 22, 371–384.
doi: 10.1177/1367006916681082

Christoffels, I., and de Groot, A. (2005). “Simultaneous interpreting: a cognitive
perspective,” inHandbook of Bilingualism: Psycholinguistic Approaches, eds J. Kroll, and
A. de Groot (Oxford: Oxford University Press), 454–479.

CSA Research (2023). Forecast 2023: Language Market. CSA Insights. Available
online at: https://insights.csa-research.com/reportaction/305013489/Marketing
(accessed June 2023).

Daneman, M., and Carpenter, P. A. (1980). Individual differences in
working memory and reading. J. Verbal Learn. Verbal Behav. 19, 450–466.
doi: 10.1016/S0022-5371(80)90312-6

Davitti, E., and Sandrelli, A. (2020). Embracing the complexity. A pilot study on
interlingual respeaking. J. Audiov. Transl. 3, 103–139. doi: 10.47476/jat.v3i2.2020.135

Ehrensberger-Dow, M., and O’Brien, S. (2015). Ergonomics of the translation
workplace. Transl. Spaces 4, 98–118. doi: 10.1075/ts.4.1.05ehr

Green, S., and Bavelier, D. (2003). Action Video Game Modifies Visual Selective
Attention. Available online at: https://www.nature.com/nature (accessed July 2023).

Hervais-Adelman, A., Moser-Mercer, B., Michel, C. M., and Golestani, N. (2015).
fMRI of simultaneous interpretation reveals the neural basis of extreme language
control. Cereb. Cortex 25, 4727–4739. doi: 10.1093/cercor/bhu158

Hollan, J., Hutchins, E., and Kirsh, D. (2000). Distributed cognition: toward a new
foundation for human-computer interaction research. ACM Trans. Comput. Hum.
Interact. 7, 174–196. doi: 10.1145/353485.353487

Hutchins, E. (1995). Cognition in the Wild. Cambridge, MA: MIT Press, 175–228.
doi: 10.7551/mitpress/1881.001.0001

Kirchner, W. K. (1958). Age differences in short-term retention of rapidly changing
information. J. Exp. Psychol. 55, 352–358. doi: 10.1037/h0043688

Kirsh, D. (1995). The intelligent use of space. Artif. Intell. 73, 31–68.
doi: 10.1016/0004-3702(94)00017-U

Kirsh, D. (2010). Thinking with external representations. AI Soc. 25, 441–454.
doi: 10.1007/s00146-010-0272-8

Logan, G. D., and Gordon, R. D. (2001). Executive control of visual attention in
dual-task situations. Psychol. Rev. 108, 393–434. doi: 10.1037/0033-295X.108.2.393

Macnamara, B. N., and Conway, A. R. A. (2016). Working memory capacity as a
predictor of simultaneous language interpreting performance. J. Appl. Res. Mem. Cogn.
5, 434–444. doi: 10.1016/j.jarmac.2015.12.001

Manly, T., and Robertson, I. H. (2005). The sustained attention to response test
(SART). Neurobiol. Attention 337–338. doi: 10.1016/B978-012375731-9/50059-8

Mellinger, C. D., and Hanson, T. A. (2019). Meta-analyses of
simultaneous interpreting and working memory. Interpreting 21, 165–195.
doi: 10.1075/intp.00026.mel

Miyake, A., Friedman, N. P., Emerson,M. J.,Witzki, A. H., Howerter, A., andWager,
T. D. (2000). The unity and diversity of executive functions and their contributions
to complex “frontal lobe” tasks: a latent variable analysis. Cogn. Psychol. 41, 49–100.
doi: 10.1006/cogp.1999.0734

Morales, J., Padilla, F., Gómez-Ariza, C. J., and Bajo, M. T. (2015). Simultaneous
interpretation selectively influences working memory and attentional networks. Acta
Psychol. 155, 82–91. doi: 10.1016/j.actpsy.2014.12.004

Morrison, A. B., and Chein, J. M. (2011). Does working memory training work? The
promise and challenges of enhancing cognition by training working memory. Psychon.
Bull. Rev. 18, 46–60. doi: 10.3758/s13423-010-0034-0

Oei, A. C., and Patterson, M. D. (2013). Enhancing cognition with video games: a
multiple game training study. PLoS ONE 8, e58546. doi: 10.1371/journal.pone.0058546

O’Neill, T., McNeese, N., Barron, A., and Schelble, B. (2022). Human–autonomy
teaming: a review and analysis of the empirical literature. Hum. Factors 64, 904–938.
doi: 10.1177/0018720820960865

Pappa, K., Biswas, V., Flegal, K. E., Evans, J. J., and Baylan, S. (2020).
Working memory updating training promotes plasticity andamp; behavioural gains:
a systematic review andamp; meta-analysis. Neurosci. Biobehav. Rev. 118, 209–235.
doi: 10.1016/j.neubiorev.2020.07.027

Parong, J., Mayer, R. E., Fiorella, L., MacNamara, A., Homer, B. D., and Plass, J. L.
(2017). Learning executive function skills by playing focused video games. Contemp.
Educ. Psychol. 51, 141–151. doi: 10.1016/j.cedpsych.2017.07.002

Parong, J., Wells, A., and Mayer, R. E. (2020). Replicated evidence towards
a cognitive theory of game-based training. J. Educ. Psychol. 112, 922–937.
doi: 10.1037/edu0000413

Pöchhacker, F., and Remael, A. (2020). New efforts? A competence-oriented
task analysis of interlingual live subtitling. Linguist. Antverp. New Ser. 18, 130–143.
doi: 10.52034/lanstts.v18i0.515

Risko, E. F., and Gilbert, S. J. (2016). Cognitive offloading. Trends Cogn. Sci. 20,
676–688. doi: 10.1016/j.tics.2016.07.002

Robertson, I. H., Manly, T., Andrade, J., Baddeley, B. T., and Yiend,
J. (1997). ‘Oops!’: performance correlates of everyday attentional failures in
traumatic brain injured and normal subjects. Neuropsychologia 35, 747–758.
doi: 10.1016/S0028-3932(97)00015-8

Romero-Fresco, P. (2011). Subtitling through Speech Recognition.
London: Routledge.

Romero-Fresco, P., and Pöchhacker, F. (2017). Quality assessment in
interlingual live subtitling: the NTR model. Linguist. Antverp. 16, 149–167.
doi: 10.52034/lanstts.v16i0.438

Ryan, A. D., and Campbell, K. L. (2021). The ironic effect of older adults’
increased task motivation: Implications for neurocognitive aging. Psychon. Bull. Rev.
28, 1743–1754. doi: 10.3758/s13423-021-01963-4

Soveri, A., Rodriguez-Fornells, A., and Laine, M. (2011). Is there a relationship
between language switching and executive functions in bilingualism? Introducing a
within group analysis approach. Front. Psychol. 2, 183. doi: 10.3389/fpsyg.2011.00183

Strobach, T., Becker, M., Schubert, T., and Kühn, S. (2015). Better
dual-task processing in simultaneous interpreters. Front. Psychol. 6, 1–9.
doi: 10.3389/fpsyg.2015.01590

Strobach, T., Frensch, P. A., and Schubert, T. (2012). Video game practice optimizes
executive control skills in dual-task and task switching situations. Acta Psychol. 140,
13–24. doi: 10.1016/j.actpsy.2012.02.001

Szarkowska, A., Krejtz, K., Dutka, Ł., and Pilipczuk, O. (2018). Are
interpreters better respeakers? Interpret. Transl. Train. 12, 207–226.
doi: 10.1080/1750399X.2018.1465679

Timarova, S. (2007). “Working memory and simultaneous interpreting,” in
Translation and Its Others. Selected Papers of the CETRA Research Seminar in
Translation Studies 2007, ed. P. Boulogne (Belgium), 1–28.

Frontiers in Artificial Intelligence 11 frontiersin.org111

https://doi.org/10.3389/frai.2023.1253940
https://doi.org/10.3389/fpsyg.2012.00301
https://doi.org/10.1027/1016-9040/a000477
https://doi.org/10.1007/s41465-017-0011-x
https://doi.org/10.1017/S1366728915000735
https://doi.org/10.1146/annurev-psych-120710-100422
https://doi.org/10.1016/S0079-7421(08)60452-1
https://doi.org/10.3389/fpsyg.2011.00226
https://doi.org/10.1177/1367006916681082
https://insights.csa-research.com/reportaction/305013489/Marketing
https://doi.org/10.1016/S0022-5371(80)90312-6
https://doi.org/10.47476/jat.v3i2.2020.135
https://doi.org/10.1075/ts.4.1.05ehr
https://www.nature.com/nature
https://doi.org/10.1093/cercor/bhu158
https://doi.org/10.1145/353485.353487
https://doi.org/10.7551/mitpress/1881.001.0001
https://doi.org/10.1037/h0043688
https://doi.org/10.1016/0004-3702(94)00017-U
https://doi.org/10.1007/s00146-010-0272-8
https://doi.org/10.1037/0033-295X.108.2.393
https://doi.org/10.1016/j.jarmac.2015.12.001
https://doi.org/10.1016/B978-012375731-9/50059-8
https://doi.org/10.1075/intp.00026.mel
https://doi.org/10.1006/cogp.1999.0734
https://doi.org/10.1016/j.actpsy.2014.12.004
https://doi.org/10.3758/s13423-010-0034-0
https://doi.org/10.1371/journal.pone.0058546
https://doi.org/10.1177/0018720820960865
https://doi.org/10.1016/j.neubiorev.2020.07.027
https://doi.org/10.1016/j.cedpsych.2017.07.002
https://doi.org/10.1037/edu0000413
https://doi.org/10.52034/lanstts.v18i0.515
https://doi.org/10.1016/j.tics.2016.07.002
https://doi.org/10.1016/S0028-3932(97)00015-8
https://doi.org/10.52034/lanstts.v16i0.438
https://doi.org/10.3758/s13423-021-01963-4
https://doi.org/10.3389/fpsyg.2011.00183
https://doi.org/10.3389/fpsyg.2015.01590
https://doi.org/10.1016/j.actpsy.2012.02.001
https://doi.org/10.1080/1750399X.2018.1465679
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Wallinheimo et al. 10.3389/frai.2023.1253940

Vallée-Tourangeau, F. (2013). Interactivity, efficiency, and individual differences in
mental arithmetic. Exp. Psychol. 60, 302–311. doi: 10.1027/1618-3169/a000200

Vallée-Tourangeau, G., and Vallée-Tourangeau, F. (2017). “Cognition beyond
the classical information processing model: cognitive interactivity and the systemic
thinking model (SysTM),” in Cognition Beyond the Brain, eds S. J. Cowley, and
F. Vallée-Tourangeau (New York, NY: Springer International Publishing), 133–154.
doi: 10.1007/978-3-319-49115-8_7

Vallesi, A., Tronelli, V., Lomi, F., and Pezzetta, R. (2021). Age differences
in sustained attention tasks: a meta-analysis. Psychon. Bull. Rev. 28, 1755–1775.
doi: 10.3758/s13423-021-01908-x

Van de Putte, E., De Baene, W., García-Pentón, L., Woumans,
E., Dijkgraaf, A., and Duyck, W. (2018). Anatomical and functional
changes in the brain after simultaneous interpreting training: a

longitudinal study. Cortex 99, 243–257. doi: 10.1016/j.cortex.2017.
11.024

Wallinheimo, A., Banks, A., and Tenenbaum, H. (2019). “Achievement goals and
mental arithmetic: the role of distributed cognition,” in Proceedings of the 41st Annual
Conference of the Cognitive Science Society, eds A. K. Goel, C. M. Seifert, and C. Freksa
(Montreal, QB: Cognitive Science Society), 3057–3063.

Webb, S., and Vallée-Tourangeau, F. (2009). “Interactive word production in
dyslexic children,” in The 31st Annual Conference of the Cognitive Science Society,
eds. N. A. Taatgen and H. van Rijn (Austin, TX: Cognitive Science Society),
1436–1441.

Zhao, X., Wang, H., and Maes, J. H. R. (2020). Training and transfer
effects of extensive task-switching training in students. Psychol. Res. 84, 389–403.
doi: 10.1007/s00426-018-1059-7

Frontiers in Artificial Intelligence 12 frontiersin.org112

https://doi.org/10.3389/frai.2023.1253940
https://doi.org/10.1027/1618-3169/a000200
https://doi.org/10.1007/978-3-319-49115-8_7
https://doi.org/10.3758/s13423-021-01908-x
https://doi.org/10.1016/j.cortex.2017.11.024
https://doi.org/10.1007/s00426-018-1059-7
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


TYPE Review

PUBLISHED 15 January 2024

DOI 10.3389/frai.2023.1272823

OPEN ACCESS

EDITED BY

Uta Wilkens,

Ruhr-University Bochum, Germany

REVIEWED BY

Stephan Kaiser,

Munich University of the Federal Armed

Forces, Germany

Alexandre Ardichvili,

University of Minnesota Twin Cities,

United States

*CORRESPONDENCE

Gabor Molnar

gabor.molnar@colorado.edu

RECEIVED 04 August 2023

ACCEPTED 16 November 2023

PUBLISHED 15 January 2024

CITATION

Fenwick A, Molnar G and Frangos P (2024)

Revisiting the role of HR in the age of AI:

bringing humans and machines closer together

in the workplace. Front. Artif. Intell. 6:1272823.

doi: 10.3389/frai.2023.1272823

COPYRIGHT

© 2024 Fenwick, Molnar and Frangos. This is an

open-access article distributed under the terms

of the Creative Commons Attribution License

(CC BY). The use, distribution or reproduction

in other forums is permitted, provided the

original author(s) and the copyright owner(s)

are credited and that the original publication in

this journal is cited, in accordance with

accepted academic practice. No use,

distribution or reproduction is permitted which

does not comply with these terms.

Revisiting the role of HR in the
age of AI: bringing humans and
machines closer together in the
workplace

Ali Fenwick1, Gabor Molnar2* and Piper Frangos3

1Hult International Business School, Dubai, United Arab Emirates, 2The ATLAS Institute, University of

Colorado, Boulder, CO, United States, 3Hult International Business School, Ashridge, United Kingdom

The functions of human resource management (HRM) have changed radically

in the past 20 years due to market and technological forces, becoming more

cross-functional and data-driven. In the age of AI, the role of HRM professionals

in organizations continues to evolve. Artificial intelligence (AI) is transforming

many HRM functions and practices throughout organizations creating system and

process e�ciencies, performing advanced data analysis, and contributing to the

value creation process of the organization. A growing body of evidence highlights

the benefits AI brings to the field of HRM. Despite the increased interest in AI-HRM

scholarship, focus on human-AI interaction at work and AI-based technologies

for HRM is limited and fragmented. Moreover, the lack of human considerations

in HRM tech design and deployment can hamper AI digital transformation

e�orts. This paper provides a contemporary and forward-looking perspective

to the strategic and human-centric role HRM plays within organizations as AI

becomes more integrated in the workplace. Spanning three distinct phases of AI-

HRM integration (technocratic, integrated, and fully-embedded), it examines the

technical, human, and ethical challenges at each phase and provides suggestions

on how to overcome them using a human-centric approach. Our paper highlights

the importance of the evolving role of HRM in the AI-driven organization and

provides a roadmap on how to bring humans and machines closer together in

the workplace.

KEYWORDS

HRM, AI, AI-HRM, humanizing AI, human-AI integration,workplace, digital transformation

1 Introduction

The intersection of human resource management (HRM) and technology has always

been a dynamic space, constantly adapting to market forces and technological innovations.

Over the past two decades, the field of HRM has undergone radical transformations,

embracing cross-functionality and data-driven approaches (e.g., Bresciani et al., 2021; Zhang

et al., 2021). However, the emergence of Artificial Intelligence (AI) has brought about a

paradigm shift in HRM, further altering the role of HRM professionals in organizations.

With their capacity for enhancing system efficiency, advanced data analysis, and innovation

opportunities, AI technologies have begun to permeate multiple facets of organizational

functioning, including human resource management (Guenole and Feinzig, 2018; Rathi,

2018).
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Despite the growing interest of AI in both business and HRM

scholarship, there is limited understanding on these challenges and

the opportunities of AI to improve HRM functions and provide

positive outcomes for the wider organization (e.g., Agrawal et al.,

2017; Castellacci and Viñas-Bardolet, 2019). Moreover, limited

knowledge exists on human-AI interaction at work and how HRM

can bring humans and machines closer together (e.g., Arslan et al.,

2022). The lack of human considerations in HRM tech design

and deployment can hamper AI digital transformation efforts

and prevent humans from trusting AI-driven processes and tools

(e.g., De Stefano and Wouters, 2022). Our paper addresses this

gap in the literature by providing a contemporary and forward-

looking perspective to the strategic and human-centric role HRM

plays within organizations as AI becomes more integrated in

the workplace.

In light of these dynamics, this paper explores the challenges

and opportunities presented by AI in HRM. Our primary focus

is on the interplay between technology and humanity, and

the critical role HRM plays in aligning these forces as AI

continues to be integrated in the organization. Using a human-

centric approach, our framework provides suggestions on how to

overcome existing challenges specifically in people management,

culture, and compliance. We provide practical suggestions for

addressing existing and future challenges in AI adoption and usage

within the field of HRM.

1.1 Definitions

HRM is increasingly playing a crucial role in the value

creation process of organizations (e.g., DiClaudio, 2019). In this

paper we use the definition of HRM by Boselie et al. (2021, p.

484) “HRM involves management decisions related to policies

and practices that together shape the employment relationship

and are aimed at achieving certain goals.” HRM goals can be

bundled (Beer et al., 2015) to achieve certain organizational

outcomes (such as organizational effectiveness and financial

performance) or employee/societal centric outcomes (such as

well-being). HRM is often operationalized as a combination

of different HRM practices together shaping the various

employee relationships that exist in and around the organization

(Boselie et al., 2021).

Before addressing the changing role of HRM, we first must

define AI because without a clear understanding of the term, it is

challenging to discern how HRM practices can effectively harness

its potential. Existing definitions (e.g., Afiouni, 2019; Lee et al.,

2019; Schmidt et al., 2020; Mikalef and Gupta, 2021) generally

converge into two main descriptions: (i) the ability to think,

understand, and problem-solve like a human, and (ii) the ability

to mimic human thinking. It is also important to clarify the

terms “artificial” and “intelligence” when defining AI. “Artificial”

typically encompasses anything created by humans (e.g., Simon,

1996; Mikalef and Gupta, 2021). On the other hand, “intelligence”

refers to a computer’s capability to learn, understand, and reason

independently, similar to a human (Russell and Norvig, 2010).

Nevertheless, there is currently no widely accepted consensus on

precisely defining intelligence (e.g., Wang, 2019). Instead, more

philosophical notions of intelligence, such as weak AI and strong AI

(Searle, 1980), are often employed to distinguish between varying

levels of machine intelligence (Russell and Norvig, 2010). While

machine learning (ML) is often used interchangeably with AI,

they are not identical. Machine learning is a subset of AI and

denotes a set of techniques for solving data-related problems

without explicit programming (Kühl et al., 2020). In the context

of this paper, we define AI as “the ability of a machine to learn

from experience, adjust to new inputs and perform human-like

tasks” (Duan et al., 2019, p. 63). In this paper the term AI

encompasses both rule-based and machine learning techniques

(Russell and Norvig, 2010).

Also, there are many definitions of human-centric AI (e.g.,

Wilkens et al., 2021a,b). Our paper contextualizes human-centric

AI as AI tools that prioritize and enhance the human experience by

making them more intuitive, empathetic, and aligned with human

values and needs. Human-centric AI tools understand and respond

to human emotions, enabling natural and empathetic interactions,

and respect ethical and social considerations in decision-making

processes (Del Giudice et al., 2023). One of the challenges in

humanizing AI is that there is no universally accepted approach

that guides the best practice for design and use of AI tools. The

development of human-centric AI should balance human well-

being with technical efficiencies (Bingley et al., 2023). We believe

that the concept of humanizing AI should be approached from

multiple interconnected perspectives to bridge the existing gaps

between humans and machines, which is currently lacking in the

field (e.g., Han et al., 2021). In a narrow definition, and in the

context of this paper, humanizing AI involves the creation and

utilization of AI tools that: (i) enhance human potential, build

trust, and minimize fear (ii) can interact with humans in a natural,

human-like manner, and (iii) can process information during these

interactions in a manner similar to human cognitive processes

(Fenwick and Molnar, 2022). AI evolves over a path of maturity

spanning a continuum of contemporary cognitive architectures to

more socio-cognitive and cross-domain architectures (e.g., Gupta

et al., 2023), and in terms of implementation and human-centricity,

needs to be interpreted in the context of place and time (Wilkens

et al., 2021a). These advancements can help create AI with more

general intelligence and support ongoing efforts to bring humans

and machines closer together.

1.2 The evolving role of HRM; a historical
overview

It is important to review the evolution of HRM to better

understand how the functions, practices, and philosophies within

the field change with time to align with management practices

and technological developments, and to identify effective HRM

practices in an ever-evolving business environment. Identifying the

evolving role HRM has played in humanizing the workplace is

equally important.

In the evolution of HRM, existing literature identifies four

different stages: administrative HR, personnel management,

strategic HR, and business partner HRM (e.g., Fombrun et al., 1984;

Kaufman, 2007; Wright, 2008; Kim et al., 2021). Administrative
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HR is the organization’s earliest phase of human resource practices.

During this stage, which was most relevant in the early to

mid-20th century, HRM primarily focused on administrative

and transactional tasks related to compliance and managing

the workforce, using paper-based tools, such as manning tables

(Mahoney and Deckop, 1986; Hendrickson, 2003). Administrative

HR’s focus on humanizing the workplace was mainly concentrated

on industrial psychology practices for identifying and selecting

new hires and other human factor related activities (Münsterberg,

1998). Personnel Management, which gained prominence in

the mid-20th century, marked a transition toward a more

employee-oriented approach. In this stage, the primary focus

shifted from administrative tasks to effectively managing the

workforce as an asset. In this stage, various technology tools,

such as applicant tracking systems and learning management

systems gained popularity to support recruitment and training

processes, enhancing employee skills in a more systematic and

efficient manner (Kaufman, 2007; Kim et al., 2021). The tenets of

humanizing the workplace in this era were based on a behavioral

model, emphasizing the importance of understanding how

environmental, social, and psychological factors motivate employee

behavior and thus productivity. This gave rise to HR practices

such as training and development, employee compensation, and

communication (e.g., Kaufman, 2015; Armstrong and Taylor,

2020). Strategic HRM emerged as a transformative stage in the

evolution of HRM practices to deal with external pressures such

as globalization and technological developments, particularly from

the late 20th century onwards. It signified a fundamental shift

in HR’s role within organizations, evolving from a primarily

administrative and personnel-focused function to a proactive and

strategic partner role integral to achieving organizational goals (e.g.,

Kaufman, 2007; Kim et al., 2021). The term HRM originated in

this time to encompass its multi-faceted nature. During this era,

with the emergence of computers and enterprise resource planning

(ERP) systems, human resource information systems (HRIS) were

used to store and analyze data to increase workflow efficiencies and

make data-driven decisions (Hendrickson, 2003). Humanizing the

workplace in the strategic HRMphase focuses mainly on enhancing

the employer—employee relationship through improved HRM

practices and systems for performance management and career

planning leading to higher work satisfaction and productivity

(Wright, 2008; Kim et al., 2021). Business partner HRM represents

the latest evolution in HR practices. In the business partner HRM

era, with the rise of the internet at the turn of the century, there

is a heightened focus on digital approaches (e-HRM, online HRM,

digital HRM) to make more data-informed decisions and create

value for the organization (Wright, 2008; Malik et al., 2020).

Seeing employees and talent management as a significant source of

competitive advantage, enhancing the human experience at work

through technology and people-centric approaches like diversity

and inclusion become equally important. In this phase, HRM

also recognizes the importance of designing and using technology

solutions that align with human values and needs (Malik et al.,

2020).

With the advent of AI, firms are assessing how they can

implement AI technology to enhance efficiency and productivity

(Chui et al., 2023). Humanizing the workplace in the digital HRM

phase requires an emphasis on using technology to make the

organization more human-centric and enhance human values and

potential, which, at times, is contrary to efficiency and productivity

goals. The AI-driven phase of business partner HRM is a significant

turning point in its evolution. Most organizations are unclear

on utilizing AI technologies to achieve their people-management

and value enhancement goals, raising concerns about AI ethics,

compliance, and culture to create a human-centric workplace

(Budhwar et al., 2023).

1.3 The role of HRM in the age of AI

Despite a long history of enhancing physical abilities and

basic cognitive skills, technology has never been able to augment

human intelligence at the workplace and beyond. This limitation

is changing now. For the first time, technology is enabling the

enhancement of human intelligence (Abbass, 2019) and this creates

new challenges for HRM. Advanced digital technologies (such as AI

including cutting edge machine learning techniques) transforming

many HRM functions and practices further enhancing HRM across

a range of activities and departments to enhance operational

performance and value creation (Dwivedi et al., 2021). Despite the

range of benefits and opportunities AI presents to organizations,

the challenges of effectively integrating AI technology into HRM

are complex (Tambe et al., 2019; Palos-Sánchez et al., 2022).Moving

forward, it is important to review these challenges in a systematic

way to overcome these complexities. We therefore provide a

structured framework, grouping HRM practices into three specific

bundles: people management, culture, and compliance. People-

related functions encompass talent acquisition, development, and

management, focusing on the workforce’s growth and well-

being. Compliance-related functions revolve around adhering

to legal and ethical standards, ensuring organizations operate

within regulatory boundaries, and maintaining fairness and equity.

Culture-related functions concentrate on shaping organizational

culture, fostering collaboration, and promoting values and

behaviors that align with the firm’s mission. By categorizing HRM

practices into these three groups, we align with the primary

domains where HRM professionals exert their influence (e.g.,

O’Donovan, 2019; Johnson et al., 2022; Ammirato et al., 2023;

Prikshat et al., 2023). This categorization provides a comprehensive

view of HRM’s role in addressing diverse organizational needs,

from nurturing human capital to upholding ethics, meeting

regulations, and nurturing a cohesive workplace culture. It also

emphasizes that HRM is not solely about administration; it is

a strategic business partner that influences people, culture, and

compliance to drive the organization’s success (Sakka et al., 2022).

Furthermore, our recommended framework highlights the need

for a multi-disciplinary approach to HRM that considers the

technical, ethical, and human elements within each category.

In the next section, we explore how HRM can play a pivotal

role in bridging the gap between humans and machines in

the workplace.
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2 How HRM can bring humans and
machines closer together in the
workplace

The adoption of AI within the field of HRM depends on various

technological, business, and human factors. Market demands also

impact the decision to use AI within HRM design (e.g., Dwivedi

et al., 2021; Nguyen et al., 2022). These factors have varying degrees

of development, which can propel or constrain AI implementation

within the field of HRM. Moreover, the digitization of HRM

(including access to quality and unbiased data) also needs to

be carefully managed to mitigate risks and ensure alignment

with other business functions (e.g., Malik et al., 2022). It is,

therefore, important to review AI design and implementation from

a trajectory perspective.

In terms of humanizing AI in the workplace, the function of

HRM plays a pivotal and varying role in the process of making

AI technical solutions in the workplace more human-centric.

The aim is to bring humans and machines closer together. Not

taking a human-centric approach to AI usage within HRM not

only prevents digital transformation efforts and more data-driven

decision-making but also jeopardizes more sustainable human

resource management in the digital age (e.g., Budhwar et al., 2022)

and further advancement toward safe artificial general intelligence

(e.g., Everitt, 2019). Recruitment bias, fear of job loss (Frick et al.,

2021; Jöhnk et al., 2021; Uren and Edwards, 2023), ineffective

human-machine integration (Arslan et al., 2022), human trust

in machines (Gillespie et al., 2021), and concerns of privacy

(Bodie, 2022) are some of the most common challenges HRM is

facing with AI today and will continue to face moving into the

future. Addressing the key challenges at each stage of design and

implementation not only helps HRM to reposition itself and the

value that it helps create for the organization, but also informs

AI development and identifies ways to enhance human properties

through emerging technologies.

Drawing insights from literature on technology adaptation

within HRM (e.g., Kim et al., 2021), and the future outlook of

AI technology (Kurzweil, 2005; Abbass, 2019; Silichev et al., 2019;

He et al., 2021), the following subsections discuss three phases of

AI usage in the workplace: (1) technocratic, (2) integrated, and

(3) fully embedded, specifically for people management, culture,

and compliance, the challenges faced at each stage in terms of

humanizing AI, and which opportunities HRM can capitalize on

(Figure 1). The technocratic phase represents an initial stage of

AI-HRM integration, where AI is primarily used to automate and

enhance specific HRM functions and practices. It is characterized

by the application of AI in tasks such as HR planning, recruitment,

training, and performance management. The integrated phase

represents a more advanced stage where AI and humans work

more closely together. It involves integrating AI into daily

functions, personalizing employee experiences, and emphasizing

collaboration between humans and machines. The fully-embedded

phase reflects a more mature and evolved stage of AI adoption,

where HRM focuses on managing the interaction between humans

and AI in a way that enhances the overall human experience

and seeks to create a workplace that reflects the broader societal

goal of leveraging technology for the betterment of individuals

and communities. These three phases, from technocratic to fully-

embedded, are derived based on the evolution of AI technology

adoption within the field of HRM. The first two phases are based

on recent empirical literature on AI in HRM (e.g., Arslan et al.,

2022; Bansal et al., 2023; Bujold et al., 2023). The last phase is

our conceptual view, and it represents a logical progression of

how AI is integrated into HRM practices and aligns with broader

developments in technology adoption and societal goals (e.g., He

et al., 2021).

2.1 AI-HRM human-centric orientation:
technocratic phase

Modern technologies, such as AI, machine learning, and

AR/VR, play an increasingly vital role within the field of HRM

supporting and shaping various people management functions

and practices (e.g., Bersin and Chamorro-Premuzic, 2019; Malik

et al., 2022). Currently, AI-based applications support HRM

professionals with HR planning (e.g., Karatop et al., 2015),

selection and recruitment (e.g., Torres and Mejia, 2017; Van

Esch et al., 2019), training and development (e.g., Sitzmann and

Weinhardt, 2019), performance management (e.g., Bankar and

Shukla, 2023), influence employee attitudes such as engagement

and work satisfaction (e.g., Castellacci and Viñas-Bardolet, 2019),

and support employee retention (e.g., Chowdhury et al., 2023b).

AI currently supports and provides HRM functions with various

benefits ranging from automating mundane tasks and reducing

HR-related costs to debiasing hiring processes and leveraging

people analytics to make data-driven decisions (e.g., Henkel et al.,

2020).

2.1.1 Challenges
Despite obvious efficiency gains AI brings to organizations,

human resource departments are facing new pressures associated

with balancing these efficiencies and harmonizing human

workforces. AI remains a significant source of concern for

employees in many organizations (Palos-Sánchez et al., 2022).

Recruitment bias, fear of job loss (Frick et al., 2021; Jöhnk et al.,

2021; Uren and Edwards, 2023), ineffective human-machine

integration (Arslan et al., 2022), human trust in machines (e.g.,

Gillespie et al., 2021; Budhwar et al., 2022), managers incomplete

understanding of AI systems and their impact on employee

outcomes (e.g., Castellacci and Viñas-Bardolet, 2019), existing AI

regulatory frameworks too broad to address nuances of AI usage

within the context of employment (Chowdhury et al., 2023a),

data privacy (Bodie, 2022), and lack of human consideration in

AI decision-making (Mazarakis et al., 2023) are some of the most

common challenges HRM is navigating with AI.

2.1.2 Opportunities for HRM
The critical role HRM can play in making AI-usage more

human-centric is first by providing training and development

opportunities to decision-makers in the organization on how AI

works and how to use AI in a way that benefits employee and
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FIGURE 1

The role of HRM in humanizing AI in the workplace.

organizational outcomes (e.g., Arslan et al., 2022;Malik et al., 2022).

Second, to address the issues of trust in AI, HRM professionals

can play a more active role in addressing concerns about job

transformation (Huang et al., 2019), professional identity (e.g.,

Mirbabaie et al., 2022), AI training (Chowdhury et al., 2023a),

and have employees be part of the AI implementation decision-

making (e.g., Bankins, 2021; Bankins et al., 2022). Alleviating fears

and concerns of employees is critical for AI implementation to

succeed in the workplace and to identify more effective ways to

implement AI in later stages (e.g., Park et al., 2021). Each of

these concerns also affects organizational culture. As more and

more machines enter the workforce, replacing human beings,

questions are emerging on the changing cultural dynamics within

firms (Frangos, 2022; RoŽman et al., 2022; Chowdhury et al.,

2023a). In the technocratic stage of AI-HRM implementation and

usage it is important to develop and nurture an organizational

culture of innovation (Fountaine et al., 2019; Pumplun et al., 2019;

Ransbotham et al., 2021), collaboration (Fountaine et al., 2019),

and effective change management (Pumplun et al., 2019). From a

compliance perspective, firms must start with developing their AI

policy to comply with the current high-level guidelines of human-

centric AI regulations (e.g., de Laat, 2021). AI policies serve as

a critical foundation to support AI implementation and usage

within the organization, maintain ethical standards, and develop

trust with internal and external stakeholders (Sjödin et al., 2021).

Finally, HRM can also work as an interface between developers

and employees to help address the lack of human consideration

when AI makes critical decisions about hiring, firing, and reward

allocation (e.g., Malik et al., 2023).

2.2 AI-HRM human-centric orientation:
human-AI integration phase

Human-AI integration can happen to varying degrees. To

date, most human-AI integration focuses on the co-existence of

humans together with AI, where humans and AI perform as

separate entities. Recent AI developments focusmore on human-AI

integration, where humans and machines make decisions together

(e.g., Einola and Khoreva, 2023). This is often referred to as human-

in-the-loop (HITL) (e.g., Monarch and Munro, 2021). In phase

two, HRM practices focus on bringing humans and machines

closer together by integrating AI more into daily functions of

employees (e.g., Rydén and El Sawy, 2022), personalizing employee

experiences and learning journeys (e.g., Bulut and Özlem, 2023),

and identifying and leveraging human-AI interaction mechanisms

in the workplace (e.g., Budhwar et al., 2022; Herrmann and

Pfeiffer, 2023). When we look at empirical survey data, high AI

performer firms, defined as “organizations that attribute at least

20 percent of their EBIT to AI adoption” (Chui et al., 2023, p. 8),

already distinguish themselves by integrating AI deeply into their

operations, leveraging it not just for cost reduction but to enhance

HRM functions and organization design. This comprehensive use
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of AI in enhancing organizational design and creating new value

propositions sets high AI performer firms apart, demonstrating

a more integrated and strategic application of AI within their

organizations (Chui et al., 2023). As human and machine systems

and processes becomemore integrated in phase two, organizational

culture management will evolve as well. Leadership style shifts are

most likely to occur as a result of changing employee dynamics

influenced by AI implementation (Peifer et al., 2022). In phase

two, firms move beyond high-level regulations to anticipate and

implement more prescriptive guidelines and controls. This phase

will be characterized by meeting not only current regulations but

preparing for future regulations designed to address AI’s unique

challenges (e.g., Hadfield and Clark, 2023). Compliance also plays

a stronger role in responsible human-computer interaction (HCI)

design and human-computer responsibilities and liabilities (e.g.,

Rakova et al., 2021).

2.2.1 Challenges
Human-AI integration phase faces unique challenges. Some of

the challenges HRM will face in the integration phase are role and

job design challenges (e.g., Sampson, 2021), HCI design challenges

(e.g., Arslan et al., 2022), human and AI cross-functional team

issues (e.g., Klien et al., 2004; Arslan et al., 2022), responsible design

(e.g., Bankins, 2021), ethical concerns in terms of decision-making

(e.g., Flathmann et al., 2021), cultural differences (Herrmann and

Pfeiffer, 2023), and appropriate oversight and governance (e.g., Wu

et al., 2020). The main challenges HRM faces in phase two are

centered around employee up-skilling and re-skilling, AI solution

design and integration challenges, and delineation of responsibility

between humans and machines.

2.2.2 Opportunities for HRM
To help address these issues, HRM professionals first can

focus training efforts on augmenting existing skills using AI

tools and applications so that employees feel more comfortable

working with AI technology and making decisions together (e.g.,

Arslan et al., 2022). Second, HRM continues to work with AI

application developers to make sure integrated AI usage is user-

friendly, intuitive, explainable, and responsible. Third, study the

human-AI interactive mechanisms that amplify human skills and

develop guidelines for human-AI collaboration and integration

(e.g., Budhwar et al., 2022; Berretta et al., 2023; Hu and Wu,

2023). These efforts to take a human-centric approach to learning

and development can motivate employees to learn how to work

with new technologies and be more willing to transform with the

organization (e.g., Beichter and Kaiser, 2023). Integrated AI tools

can also augment human capabilities through a HITL approach

in which humans participate in the algorithmic decision-making

process, improving the explainability of decision outcomes and

human acceptance of algorithm-based decisions (Mosqueira-Rey

et al., 2023). As technology advances and moves more into socio-

cognitive architecture models, more advanced HITL setups will

emerge (e.g., Gupta et al., 2023; Mosqueira-Rey et al., 2023).

Finally, anticipating ongoing changes to regulation, including but

not limited to anticipated compliance verification requirements,

organizations at this stage stay committed to building continuous

learning and adaptation mechanisms to minimize liabilities and

unethical AI usage in the workplace (e.g., Kulkarni et al.,

2021; Wiehler, 2022; Grabowicz et al., 2023; Hu and Wu,

2023).

2.3 AI-HRM human-centric orientation:
fully-embedded AI phase

The advancement of new AI architectures (moving more

toward cross-domain intelligence) and human-computer

interaction, together with operationalizing human-AI

collaboration in the workplace, starts a new phase in the

AI-driven organization. In the fully-embedded phase, AI is

more intelligent and less artificial, becoming an imperative

within organizations for creating and capturing value. Once

the AI-driven organization is fully operational and traditional

HRM functions and practices are automated, the role of HRM

focuses less on integration and emphasizes more on employee

experience and organizational effectiveness, ensuring that

they are in line with human-centric principles and ethical

standards (e.g., Seidl, 2022). In the fully AI-embedded phase,

the functions and processes of HRM are very different than

in previous stages. The function of HRM becomes more

strategic and human-centered and will focus more on managing

organizational and algorithmic behavior to help the organization

meet rapidly changing needs (e.g., Langer and König, 2023;

Rodgers et al., 2023). The role of HRM includes the management

of human resources and technology together due to its increased

symbiotic relationship. In the fully-embedded AI phase, HRM

becomes an even more multi-disciplinary function, working

together with behavioral data scientists, psychologists, and

technologists (Fenwick and Molnar, 2022), we therefore propose

HRM to reposition itself to Human Technology Resource

Management (HTRM).

2.3.1 Challenges
Technology and human resources are both equally important,

and the challenge for HRM is to build (or, keep building) a

symbiotic relationship between humans and machines. Besides

the ongoing focus for re-skilling and job design, challenges could

be employee resistance to fully automated AI-HRM (e.g., Brock

and von Wangenheim, 2019; Frick et al., 2021), bias and fairness

checks (e.g., Zhuo et al., 2023), maintaining human-centricity

and purpose-driven approaches (e.g., Cappelli and Rogovsky,

2023), and complex human issues and well-being, such as digital

divide and mental health issues (e.g., Khogali and Mekid, 2023).

Most of the challenges in phase three center around human

well-being, performance optimization, exception handling, and

ethics. Increased automation is known to lead to more stress

and anxiety in the workplace amongst other psycho-social risks

(e.g., Cefaliello, 2021). As AI-powered tools and processes become

more “intelligent,” human employees can fear AI and harbor job

insecurities and unfair treatment.
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2.3.2 Opportunities for HRM
HRM could address these issues from a human-centric

approach by ensuring humans are put at the center of AI-HRM

development (e.g., Mazarakis et al., 2023). Looking ahead to

industry 5.0 (e.g., Coelho et al., 2023), there is a greater focus

on the human aspect within organizations aiming to find more

sustainable and resilient ways to bring humans and machines

together thus rethinking how value is created in today’s world

(e.g., Del Giudice et al., 2023; Pizoń and Gola, 2023). In phase

three, new perspectives of human-AI integration at work are

extending to neural integration, where AI tools are embedded into

humans (e.g., mind-controlled machines, neurolinks, intelligent

prostheses) to enhance human capabilities or human cells are used

in bioengineering for the development of organoid intelligence

(e.g., Morales Pantoja et al., 2023). With the emergence of advanced

integrated human-AI tools and interfaces, we predict that HRM

will continue to focus on developing strict adherence to ethical

rules (e.g., Pflanzer et al., 2023). The HRM community will

also influence regulators to enforce more human-centric policies.

Emphasizing the importance of culture in mitigating employee

resistance remains a pressing concern for HRM in the future

(Ransbotham et al., 2021), as is addressing issues concerning

centralized power with the AI-embedded organization (e.g., Einola

and Khoreva, 2023). This approach not only fosters ethical AI

but also distinguishes organizations as stewards of technology that

enhances, rather than diminishes, the human experience.

3 Conclusion

In the age of AI, the role of HRM professionals in organizations

continues to evolve. AI technologies are increasingly being

implemented in organizations to enhance HRM across a range of

activities and departments to support operational performance and

value creation. A growing body of evidence highlights the benefits

AI brings to the field of HRM. Despite the growing interest in

AI-HRM scholarship, the focus on human-AI interaction at work

and AI-based technologies for HRM is limited and fragmented.

Moreover, the lack of human considerations in HRM tech design

and deployment can hamper AI digital transformation efforts

and jeopardize more sustainable human resource practices in the

digital age and even advancements toward safe artificial general

intelligence. To provide a structured framework for reviewing these

challenges, and based on existing literature (e.g., Ammirato et al.,

2023; Prikshat et al., 2023), we grouped HRM practices into three

specific bundles: people management, culture, and compliance. By

categorizing HRM functions into these three groups, we align with

the primary domains where HRM support is most needed in the

age of AI integration in the workplace.

Our paper underscores the dynamic evolution of HRM in

the era of AI, emphasizing its central role in orchestrating

the integrated and symbiotic relationship between humans and

machines within organizations. The lack of understanding in

implementing AI in a human-centric way highlights the need for a

practical approach that goes beyond merely humanizing AI. HRM

plays a pivotal role in this area seeing its human-centric focus

in the value creation process of organizations and its strategic

position within management practice to enhance organizational

effectiveness. We propose adopting a multi-disciplinary, human-

centric, and integrated approach that can address the current

concerns and fears surrounding AI development and deployment

in the workplace. AI evolves over a path of maturity spanning a

continuum of contemporary cognitive architectures to more socio-

cognitive and cross-domain architectures (e.g., Gupta et al., 2023),

and in terms of implementation and human-centricity, needs to

be interpreted in the context of place and time (Wilkens et al.,

2021a). This paper, therefore, categorizes the AI-HRM journey

into technocratic, human-AI integration, and fully-embedded AI

phases, each presenting unique challenges and opportunities.

The benefit of this approach is that it allows organizations to

evaluate at which stage of AI implementation and usage they

find themselves and the critical role HRM can play in advancing

digital transformation efforts and human-AI integration. In

our paper, we also anticipate the emergence of advanced

human-AI integration paradigms, such as neural integration,

emphasizing HRM’s role in ensuring ethical, responsible, and fair

practices. By looking at the issue from culture, compliance, and

people management, our framework not only paves a roadmap

toward human-centric AI, but also distinguishes organizations

as stewards of technology that enhances, rather than diminishes,

the human experience and potential. The paper serves as a

forward-looking guide for HRM practitioners, policymakers, and

researchers seeking to navigate the transformative landscape of

AI in HRM while upholding ethical principles and fostering

a future where AI and humans symbiotically co-exist in

the workplace.
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This article examines the role of employee participation in AI implementation,

focusing on a case study from the German telecommunications sector.

Theoretical discussions highlight concepts of employee participation and

workplace democracy, emphasizing the normative basis for human-centered AI

in Europe. The empirical analysis of the case study demonstrates social practices

of human-centered AI and the importance of employee representatives and

labor policies in sustainable technology. The contribution is structured into two

main parts: first, discussing sociological concepts of employee participation

and summarizing the role of works councils in shaping digital technology

implementation. Second, focusing on a case study of AI regulations at Deutsche

Telekom, highlighting the significant e�ects of employee participation and co-

determination by the group works council in promoting socially sustainable AI

implementation which is done via qualitative case analysis. The article highlights

the significance of participation and negotiations and gives an example for social

partnership relations in AI implementations.

KEYWORDS

human-centered AI, employee participation, works council, ethic rules, company

agreement on AI

Introduction

This article is about the role of employee participation in the process of AI

implementation both from a theoretical and an empirical point of view by looking at a

case study of the telecommunication sector from Germany. On the one hand theoretical

outlines give emphasis to some concepts of employee participation and workplace

democracy for specifying the normative basis of human-centered AI at work in the

European context. On the other hand, the case study analysis presents social practices

of human-centered AI to specify criteria of the role of employee representatives and

labor policy to implement digital technologies in a sustainable way. In coordinated

market economies like the German one management strategies and the implementation

of new technologies are strongly shaped by social institutions and regulations of labor

relations. However, the way this process of shaping works and the following effects are

not determined by the mere existence of social institutions themselves, but by concrete

strategies and activities of the actors of labor relations and by the power resources and

capabilities these actors can rely on.

The contribution is structured in two steps. Firstly, we will discuss some sociological

concepts of employee participation like participation, labor process analysis or production

models that can be used for the analysis of employee participation in AI implementation. In

this context we will also summarize what is already known about the ways works councils

do actively shape the implementation of digital technologies during the last years (Haipeter

and Schilling, 2023; Hirsch-Kreinsen, 2023a,b; Kuhlmann, 2023; Pfeiffer, 2023).
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Secondly, we will focus on an internationally broadly

discussed and recognized practice case of the AI-regulations of

“Deutsche Telekom,” in which employee participation and the

co-determination of the group works council proved to produce

rather important effects for a social sustainable implementation of

AI, developing three instruments: a Manifesto, a digital roadmap

and new form of agile IT company agreements (Bargmann,

2022; Doellgast et al., 2022; Doellgast, 2023; Doellgast and

Kämpf, in press). At “Deutsche Telekom,” since 2016 the group

works council and management have agreed on several company

agreements concerning the introduction of digital technologies and

especially on the implementation and the use of AI.1 They have

developed an “AI Manifesto” which takes in account the general

ethical guidelines of the AI Act of the European Commission

and the national AI-Strategy of the German Government.2 The

“AI-Manifesto” intents to structure decision-making processes

about the introduction of new AI-systems with new forms of

agile company agreements. These new agreements give the works

councils an important say in the process of application including

a veto-right, and it includes principles that have to be met by

new IT-systems. Taking these instruments together, the new forms

of agile company agreements and the “AI-Manifesto” represent a

particularly far-reaching form of participation of works councils

and employees in the telecommunication sector. The following

analysis is about potential challenges for employees’ participation

in the process of the implementation of AI.

The issue of employee participation in the context of

AI implementation illuminates the relationship between social

institutions and economic practices by focusing on the agency of

institutionalized actors. The analysis explores the conditions and

activities which allow institutionalized actors to become effective

in shaping digital transformations. Effectivity here means both, the

fact that the implementation of technologies is influenced by these

social actors and that labor policy at company level is an important

instrument to protect employment and working conditions. This

seems to be even more important as there is an ongoing political

debate in the EU and within EU member states about the further

development of the EU AI Act and the improvement of legal

opportunities for information, consultation and participation.

Key concepts of employee
participation

This chapter presents some concepts of employee participation

and argues that these concepts have an analytical surplus value for

understanding the role and the forms of employee participation

might have in the implementation of AI or other forms of digital

technologies. The first of these concepts is participation itself, which

1 In themulti-level system of co-determination (local works council, group

works council, European works council), the group works council at Telekom

group level leads the negotiations with management on the introduction of

AI.

2 See: https://www.europarl.europa.eu/news/en/headlines/society/

20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence?,

https://www.ki-strategie-deutschland.de/home.html (06-26-2023).

is traditionally among the key concepts of labor and industrial

sociology. In former times, participation has been regarded as a

quality of collective action of trade unions or other representations

of employee interests. In this sense it was regarded as part of

“industrial citizenship rights” of employees (Marshall, 1950). In

any case, in this view collective action took place beyond the

limits of the individual organization of companies: either like

in the British tradition of “industrial democracy,” as a quality

of collective bargaining between employers and—independent as

well as professionalized—trade unions; or like in the German

tradition of “economic democracy,” as a result of trade union

participation in the centralized planning of the economy. There

was no independent role of direct participation on company or

establishment level given in these overarching concepts (Haipeter,

2019a).

However, and on the contrary to this, nowadays participation

is recognized as an independent element of labor relations

besides collective bargaining. Whereas the latter is about collective

contracting of labor standards, the former is about having a

say in the concrete conditions under which labor is used in

the organization of the labor process. This means that direct

participation is the cornerstone of what can be called “democracy at

work,” based on certain status rights workers can dispose of beyond

the contractual conditions of the sale of labor power, be they legally

and/or collectively agreed (Dukes and Streeck, 2023).

Participation as an analytical concept of its own emerged

during the 1960s, driven both by the fact that in several European

countries statutory rights of participation on establishment and

company level have been implemented in course of the postwar

reconstruction of the economies and driven by the critique of the

representative structures of the labor movements that developed

during the 1960s. From then on, participation has been regarded

as a democratic element within the economy that is based on

influencing firms’ decision-making both in a representative way by

labor representatives and in a direct way by employees themselves

within establishments and companies. As such, participation has

become an important concept in comparative research about

industrial relations and at the same time an interdisciplinary

concept also used in organization or HR theory (Wilkinson, 2011).

Moreover, participation in this sense can rest on very

different forms, ranging from information to consultation and

to codetermination. In the case of information, workers or their

representatives have to be informed about managerial decisions;

consultation means that they are able to articulate their interest

about these decisions which can then be included or ignored in

the decision-making process; and in the case of codetermination,

finally, the decision cannot be made without the consent of

the workers. In most of the European countries with statutory

participation rights, these rights refer only to information and

consultation (Haipeter, 2019a). This is also true for the European

level and its core institution of European Works Councils. One of

the most important exceptions from this rule is Germany, where

the statutory rights of participation also include codetermination,

at least with respect to certain topics of the implementation of

new technologies.

The German case is instructive for our analysis, both because

it includes the most developed forms of participation in the sense
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of codetermination and because we refer to it in our case study

of the role of the group works council of “Deutsche Telekom.”

Codetermination rights, as they are listed mainly in the renowned

§ 87 of the German Works Constitutions Act, extend over several

issues, ranging from the distribution and position of working

times working times to wage methods or the organization of

teamwork. Of special importance for digitalization issues are the

§ 87.6, which ensures codetermination in case of the introduction

and application of technical instruments that might be used to

monitor the conduct and performance of employees, and the §

87.14, which is about codetermination on the regulation of mobile

work which is based on IT-technologies. Furthermore, the § 80.3

which was adopted in the Works Council Modernization Act of

2021 nowadays gives the works councils the opportunity to consult

an external expert in case AI systems are introduced and have

to be assessed by the works councils without any permission by

the management.

Participation in this sense can be regarded as a bundle of

institutionalized collective status rights of employees. However, as

legal norms these rights tell us little about how labor policy does

function in concrete social situations and in how far they actually

shape social practices. Here a second important concept to deal

with employee participation comes into play, the notion of the labor

process as a terrain of politics, conflicts and contests. This view has

been developed in the British Labor Process Debate, which stresses

the aspect of control in managerial strategies as a means to regulate

and monitor the labor process and to cope with the problem of

transforming labor power into concrete labor (Thompson, 1990).

However, as this research tradition has shown rather different

strategies of control can be distinguished. Control does not mean

that management tries to monitor every aspect of the labor process.

Instead, control strategies may range between the extreme poles

of direct control—like in Taylorist forms of scientific management

with high levels of division of work, rigid separation of execution

and control and the concentration of the knowledge of the labor

process in the hands of management—on the one and responsible

autonomy on the other hand, the latter giving the workers broad

leeway to apply their qualifications and knowledge (Friedmann,

1977). In this perspective, management not only has choices to

make, but there is also room for contestations, negotiations, and

compromises between management and labor about control issues

at work.

In a complementary way, Edwards (1979) has distinguished

three forms of control as an expression of the “structured

antagonism” that characterizes the relationship between labor

and capital on the shopfloor which is constantly negotiated

and re-negotiated. Control in this sense means a system of

political regulation. The three forms of control systems according

to Edwards are, first simple or personal control by managers

and superiors supervising the labor process, technical control

by the demands and connections of technological artifacts

and machines like the assembly line, and, finally, bureaucratic

control by the institutionalization of control in the form of

job descriptions or rules of promotion. The two latter forms

depersonalize and, in this way, according to Edwards, mystify the

control relationships as independent technological necessities or

institutional rules.

This analysis connects control and conflicts about control

issues with the aspect of consent as a precondition for stable

control systems. According to Burawoy (1985), work contexts

are characterized by three strongly connected dimensions: the

economic dimension of the production of things or services,

the political dimension in the sense of the production of social

relations, and the ideological dimension by producing experiences

of those relations. Interests of workers and management are

coordinated within the political and ideological dimensions of

work on the shop floor, producing a hegemony within more or

less stable work regimes which are not continually contested. This

mostly applies to regimes based on a more or less stable balance

of power between labor and capital, much less however to coercive

or despotic hegemonial regimes in which power and coercion are

visible and may lead to contention.

Given these understandings of the labor process, labor process

theory suggests to analyse the digitalization of the labor process

with respect to issues like the skilling or deskilling of labor, the

effects on the autonomy and responsibility of the workers, the

control regimes and the ways digital technologies contribute to or

modify existing control strategies and, finally, to the production

of consent about the implementation of digital technologies in the

labor process (also Briken et al., 2017).

However, as Thompson and Laaser (2021) argue, looking at

technology it makes sense to distinguish first and second order

strategies of management, with first order strategies concerning the

development and adoption of technological systems in interactions

between firms, state actors and scientific-professional domains,

whereas second order strategies are about the implementation

of technologies and concrete strategies of control and about

negotiations and contestations of these strategies. Furthermore, in

line with the concept of production models which connects the

dimensions of company strategies including finance and product

strategies, process organization including the labor process, and

labor relations between management and labor representatives

(Boyer and Freyssenet, 2003), the authors argue that the control

regime is embedded in a regulatory regime of labor regulation

and an accumulation regime including conditions of competition

and finance.

As research has shown, employee participation and the way

it can be implemented in conflicts about autonomy, control or

qualifications largely depends on the power resources the actors

can rely on in the labor process (Schmalz and Dörre, 2014).

The most important of these resources for an effective employee

participation are: (1) structural power, which is based on market

and organizational positions of employees and which gives them

either individual power or power for the collective actors in which

they are organized; (2) organizational power in terms of high

trade unions density or the ability to mobilize workers in concrete

conflicts related to issues of participation; and (3), institutional

power, which is based on the legal rights of employee representation

in companies, both in terms of the organization of these actors and

the concrete rights of information, consultation or more advanced

forms of participation they can dispose of. It has been stressed

in literature that in the context of digitalization a fourth form

of power may play an important role, which is discursive power

which shapes the way digital technologies are interpreted, either as
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instruments of autonomy and improvements of working conditions

or as instruments of competitiveness, rationalization and control

(Kuhlmann and Rüb, 2020).

However, this analysis is about potential topics and issues

without looking at the concrete agency of labor representatives and

workers and the conflicts, negotiations or new forms of consent

that might develop around these issues. This kind of analysis needs

in-depth case studies also in combination with industry studies in

order to better understand business policies on digitalization and

the role of labor relations and regulations the implementation is

embedded in. This is what this article tries to show for the case

of the role of the group works councils of the Deutsche Telekom.

Before we do this, we will give a short overview on the findings

concerning digitalization and the role of codetermination and trade

unions in Germany.

Works councils and employee
participation in digitalisation processes

What do we know about the role of works councils and

trade unions in German play in digitalization processes? Do they

participate actively in these processes, do they shape conflicts and

consent in the labor process, and do they influence the development

of production models? The findings on this question are quite

ambiguous at first glance (Kuhlmann, 2023). This is especially

true with regard to works councils, which as codetermination

actors are at the center of participation in negotiations on

digitalization in the labor process (Haipeter and Schilling, 2023).

First of all, it can be generally stated that codetermination

represents a “regulatory environment” for the implementation

of digital technologies, insofar as the negotiations between the

collective actors of management and employee representatives in

the company enable certain forms of use of the technologies and

limit others (Krzywdzinski et al., 2022). This has been empirically

demonstrated not least with respect to wearables and digital

assistance systems, which were introduced in the logistic sector and

in the production areas of the manufacturing sector. In this case,

works councils have proven to be able to negotiate restrictions on

data-based performance control, based on their codetermination

rights and accepting rationalization effects as the baseline of

compromise (Falkenberg, 2021; Krzywdzinski et al., 2022).

However, this finding still says little about concrete strategies

and choices works councils have developed in dealing with

digitalization. Most studies find that works councils deal with

digitization projects in a mostly reactive manner. Reactive means

that works councils primarily develop protection claims and try to

reduce or compensate for the negative consequences digitalization

may have for employment and working conditions. These patterns

of action can be distinguished from more active attempts to

gain influence on the design of technology and the associated

work organization, an approach that seems to be pursued much

less frequently.

As Kuhlmann and Voskamp (2019) show in their study on

digitalization in mechanical engineering, company representatives

tend to be unsettled and overwhelmed, especially in SMEs, due

to a lack of resources, limited technical competences and a lack

of involvement by management. The situation may be different

in larger companies where resources are better and management

is more cooperative. Accordingly, the authors contrast strategies

of works councils with the attitude of waiting and retreating to

consolidated positions of action on the one hand, and claims of

proactive participation on the other hand, in the context of which

the attempt is made to exert influence on projects about work

and organization.

In their study on conflicts over digitization in companies,

Rüb et al. (2021) emphasize that the claim of actively influencing

digitization processes and developing one’s own strategic claims

can at best be pursued by resource-rich works councils in large

companies, while in smaller companies’ resource bottlenecks of

the works councils with regard to time, personnel, knowledge and

assertiveness make it difficult to help shape the change. Therefore,

a reactive protection policy remains a central and for many works

councils the only strategy for dealing with digitalization, especially

as a competitive discourse dominates in many companies and

is also accepted by the works councils, which classifies digital

technologies and the associated rationalization and productivity

potentials as an unavoidable precondition for competitiveness as

well as maintaining locations and employment.

This assessment is shared by Bahnmüller et al. (2023) in

their recent analysis of digitization-intensive companies in the

metal industry. The authors note that works council action

in digitalization processes is generally reactive and aimed at

monitoring. Active support for digitization projects is just as

uncommon as participation of works councils in teams which are

planning and developing digitalization. On the one hand, this is

due to resource bottlenecks of the works councils, which do not

allow for more extensive activities, but on the other hand also to

the assessment that in this way the employees’ interests can be

represented quite effectively, especially by negotiating employment

effects and performance controls.

These findings are in line with the results of the survey

conducted as part of the IG Metall—the German metalworkers’

union “transformation atlas” (Gerst, 2020). According to this

survey, only a smaller proportion of works councils is informed

about and involved in change projects at an early stage. From

a trade union perspective, Gerst assesses this mode of interest

representation by the works councils as “disastrous,” because from

his point of view only through more active involvement can

employment security and good working conditions be influenced

in the longer term in the interests of the employees.

However, there are examples of works councils taking a more

active role in shaping digitalization. According to Rego (2022),

the prerequisites for this are both a high strategic importance of

digitalization as a field of action for the works councils and a strong

resource position of the works councils. Under these conditions, the

works councils can develop a more active stance on digitalization

and develop strategies and claims against company management.

There are two conditions in particular that are considered

important for works councils to strategically shape digitalization:

on the one hand to organize their own work effectively based

on clustering competencies in thematic committees, on the

other hand to organize direct employee participation within

representative works councils’ codetermination as a resource
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for mobilizing the competencies of the workers as experts of

their work.

These findings are in line with the analysis of capabilities

by Lévesque and Murray (2010), who stress two aspects of

capabilities to participate by trade unions or works councils. The

first aspect is the internal reorganization of works council work

by restructuring bodies and committees, setting up project and

working groups, ensuring the internal knowledge acquisition of

workers’ representatives through training, bringing in external

expertise through specialists or also by strategically planning the

composition of the works council body from the different specialist

areas of a company (see also Niewerth and Massolle, 2022).

The second and complementary aspect is the participation of

employees. This is basically about using their expert knowledge and

at the same time increasing the legitimacy of the representation

of interests (Bella et al., 2022; Niewerth and Massolle, 2022).

However, these practices seem to be little practiced beyond the

boundaries of particularly active works councils’ committees.

According to Bahnmüller et al. (2023), works councils support

forms of management participation within the framework of lean

concepts, but do not practice employee involvement as a systematic

element of their own work.

In addition, there is a third aspect that is rarely considered

in the study of interest representation which is important in the

German case, the division of labor between works councils and

trade unions as an important basis for the ability of works councils

to act. This division of labor is traditionally characterized bymutual

support services: trade unions qualify works councils, help them

with specific requests, lend them organizational power and relieve

them by concluding collective agreements, while conversely works

councils monitor compliance with collective agreements, regulate

company- and workplace-related issues and recruit members

for the trade unions. In this pattern of division of labor, the

competences of the trade unions were only called upon by the

works councils when needed, an approach that, according to trade

union assessments, is no longer sustainable and should be replaced

by a more active positioning of the trade unions in order to create

the basis for a broader claim of the trade unions to shape the future

(Gerst, 2020).

German trade unions have focused these activities in projects

in which they try to strengthen the capabilities of the works

councils to play a more active role in negotiations and to develop

strategies of their own as alternatives to management strategies.

In this context several projects have been implemented by the

metalworkers’ trade union IG Metall which have tried to enable

works councils and especially those works councils from SMEs

with little resources and capabilities to participate in digitalization

issues more actively, to negotiate agreements on how to deal with

digitalization projects and to develop own concepts of business

strategies based on digital technologies, themost important of them

the project “Arbeit und Innovation” together with the Learning

Factory of the Chair of Production Systems of Ruhr-University of

Bochum (work and innovation) and “Arbeit 2020” (work 2020). In

the latter project, works councils have been supported by external

consultants and trade union officials by up to ten workshops in each

case which took place on establishment levels (Haipeter, 2019b).

These workshops tried to realize three different goals: Firstly, to

develop a digitalization map of the establishment together with

employees, secondly, to discuss the political implications of these

findings and to identify core topics like employment protection,

problems of qualification, deteriorations of working conditions

or management problems; and, thirdly, to negotiate these issues

with management, trying to pave the way for an agreement which

strengthens the opportunities of works councils to participate in

digitalization projects and to bring in their own concepts and

social aspects. In total, nearly 100 companies and works councils

attended in the project, and around 20 agreements have been

concluded between works councils andmanagement which focused

mainly on procedural rights for the works councils to participate in

digitalization projects.

Projects like “work 2020” show that trade unions can give

important stimuli to activate works councils mainly from smaller

companies to develop new competencies and capabilities to deal

more strategically with digitalization issues and to develop a

more active approaches of participation. Moreover, they show that

negotiated participation in the case of digitalization is less about

substantial norms and more about procedural rights of works

councils and about opportunities to attend and influence processes

of innovation. At the same time, this means that participation in

digitalization issues, if it takes place at all, is a continuous task for

works councils which requires capabilities of their own in terms of

reorganizing the work within works councils’ committees (see also

Rego et al., 2021). This is a core precondition in terms of agency for

the institution of codetermination to shape digitalization and the

introduction of AI in firms.

AI implementation—challenges for
works councils

Against the background of the theoretical key concepts and

actual empirical findings on the importance of labor relations

and especially of labor politics of workers’ representatives in the

context of the introduction of digital technologies, the following

chapter gives a deeper insight how works councils deal or are

able to deal with the introduction of AI. Besides the shift to

remote working in the wake of the COVID-19 pandemic (Kötter

et al., 2023), the introduction of AI is certainly one of the biggest

current challenges for works councils, as AI systems could lead

to substantial changes in work processes and new qualification

requirements for employees. In general, the implementation of

AI can have a direct impact on employees and their activities

(human-centered) or primarily on technical processes and thus

only secondarily on employees (technology-centered) (Huchler,

2023; Pfeiffer, 2023). Taking these possible different paths in

account, the introduction of AI in the company confronts works

councils with vital challenges. The first question that arises are the

competences necessary for understanding and dealing with AI, as

well as anticipating the far-reaching changes that the introduction

of AI can mean for work processes.

A clear stance is needed that pushes for the enforcement of co-

determination rights regarding AI. Often employee representatives

are overwhelmed in the first step and realize that there is no suitable

set of rules for such a case. On the part of the employees, the
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committees might be confronted with reservations and fears, even

though there are not yet reliable figures on the long-term effects

of AI on employment (Ver.di, 2020). A comprehensive stakeholder

sensitization is needed, which includes in particular a technology

impact assessment.

In addition, as in the case of the AI implementation at the

German company Siemens which will be analyzed later in this

article, AI applications are often not readily recognizable and

are mixed with automation and general digitalization processes

(Grasy and Seibold, 2023). The fact that a generally applicable

and comprehensive definition is often still lacking (Höfers and

Schröder, 2022) rises points of conflict where the employer side

restricted the concept of AI to self-learning systems alone and

thus wanted to undermine the right of the works council to have

a say (Grasy and Seibold, 2023). However, since the amendment

Works Council Constitution Act in 2021 (BetrVG 80, 3) allows the

co-determination body to call in experts to advise it.

Taking this legal base of AI implementation in account,

international comparative studies underline, that in German cases

of AI implementation is a tendency toward social partnership

solutions, which often take a similar path (Doellgast and Kämpf,

in press). AI is often seen as a “cross-cutting issue” with effects

on areas of employment and labor conditions as well as collective

bargaining policy. A particular argument here is the reference to

the EU AI Act, which also addresses the ethical basis of “AI made

in the EU” and excludes certain types of AI (high risk) from the

outset. At the same time, AI systems are often still a “black box”—

whether personal data can be collected, for example, can often only

be examined after purchase (Grasy and Seibold, 2023). Following

theses authors, co-determination must become a direct part of the

introduction process.

At the same time, the introduction of AI can offer an

opportunity to enter into negotiations, e.g., to force further training

and retraining, but it can also lead to more stress and anxiety

(Doellgast, 2022). Trade unions (and in the German case, first

of all works councils) are confronted with three main problems:

the threat of job losses, special requirements for data protection

and the challenge of organizing outsourced employees, e.g., in

subcontractors. Europe and Germany have comparatively strong

regulations with regard to data protection. Solutions to these

problems can be attempts to influence government legislation;

negotiating new labor standards through trade unions; and at

plant level company agreements. This level and the challenges

and approaches associated with it will be examined further in the

following example of Deutsche Telekom.

The qualitative case analysis—process
of developing a works agreement for
artificial intelligence systems

In the context of a qualitative analysis the question is explored

of howworks councils can have a say before the introduction of new

AI systems already begins. Since valid works agreements on IT are

no longer sufficient when AI is already introduced, the core criteria

for a model company agreement on AI are being worked out during

this analysis. In order to understand the contextual conditions

and the participation of works councils in the introduction of

AI solutions at Deutsche Telekom, a comprehensive document

analysis of company agreements and open guideline interviews

with members of the group works council (GWC) were used.

The aim was to draw on the experiential knowledge of workers’

representatives to enable a reconstruction of the decision-making

process. Deutsche Telekomwas also a project partner in the BMAS-

funded project “humAIn work.lab,” which investigated risks and

opportunities in the application of AI at work (in the period from

2020–2023). The underlying transfer research concept enables the

work-oriented implementation of research projects with a focus

on the transfer of knowledge between scientific disciplines and

practitioners. This knowledge transfer as a constitutive component

of the research process contributes significantly to an interlocking

of research and social practice (Schäfer et al., 2022, p. 129–

132). In general, this method provides “exclusive insights into

the complexity of structural contexts and processes of change in

systems of action, such as decision-making structures and problem-

solving in organizations and institutions” (Liebold and Trinczek,

2009, p. 53). To be able to track the work steps of a works

council committee in this context, a works council committee was

to be accompanied at intervals of several weeks over a period

of 2 years. In the course of intensive cooperation (Schäfer et al.,

2022), with the group works council of Deutsche Telekom Service

GmbH, the data collected in advance was condensed during the

field analysis through the perspective of active works councils.

The dialogic interviews with works council members of Deutsche

Telekom Service GmbH are recorded in detailed protocols and

supplementary visual material and evaluated in several phases. The

analysis of the collected data is aimed at identifying core criteria

that facilitate the development of company agreements on AI.

Case study Deutsche Telekom

Operating agreement for artificial
intelligence systems

The strategy of Deutsche Telekom’s group works council

(GWC) was chosen as a case study for two reasons: because this

company develops Artificial Intelligence (AI) based tools which

makes it a vanguard company of the German IT sectors and, on

the other hand, because its works council plays a very active role in

the regulating and shaping the AI introduction processes within the

company (Doellgast and Kämpf, in press).

The company offers products and services in the areas of fixed

network, mobile telephony, Internet and Internet TV for private

customers as well as information and communication technology

solutions for major and business customers. The former public

company Deutsche Telekom was privatized in 1996, and in 2022

considered the largest telecommunications company in Europe.

The German government still holds nearly 32% of the company’s

stock in 2022 and counts with 220,000 employees worldwide and

more than 90,000 of them in German locations. Because of its

history as a former public company, the Deutsche Telekom AG

is still highly unionized by nearly 80%, despite being a high-

tech company.
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Codetermination at the Deutsche Telekom takes place in the

form of a multilevel system, composed of local works councils,

central works councils for the divisions and subsidiaries of the

company and the group works council, which is composed of

members of the different central works councils. Issues related to

the implementation of IT systems are dealt with in the group works

councils as many IT systems are used in the whole group and

not only in certain divisions or subsidiaries of the corporation. In

total, the group works council (GWC) consists of 27 members from

10 delegate areas. The GWC has established a special committee

dealing with IT issues, the IT committee, which is composed of 4

GWC members and other works councils from the central works

councils and from local works councils which are at the same time

experts in dealing with IT issues (Bargmann, 2022).3

A core approach toward AI developed in the GWC of Deutsche

Telekom is that AI is not to be regarded as a finished technology,

but as a learning system of information technology. In this view,

AI evolves to perform tasks, optimizes itself and solves problems

by independently recognizing patterns, drawing conclusions and

preparing or making decisions. Taking these patterns into account,

the introduction and the use of AI is an ongoing process of a deep

technological transformation.

The AI Manifesto

In this context, in October 2022 the so called “AI Manifesto”

was concluded between the Deutsche Telekom management and

the group works council. The “AI Manifesto” is an agreement

between the GWC and the company management about the

introduction and implementation of AI within all the section of the

company. Apart from regulating AI implementation, the Manifesto

at the same time can be regarded as a new type of agreement

between works councils and management because it represents a

new forms of agile company agreement.4

Basically, the agreement refers to national and international

(EU) legal regulations and (technical) standards and supplements

the Group Works Agreement on IT Systems, the Group’s Digital

Ethics Guidelines for dealing with artificial intelligence and

General Data Protection Regulation (DGPR). Basic positions were

laid down also referring to the latest legal amendment of the

German Work Constitution Act from July 2021 that stipulates

that employees have to be informed about possible interactions

with learning machines, that personnel-relevant decisions must

not be made by AI or that AI is not allowed to be used for

surveillance. Based on this, common goals and procedures were

agreed upon concerning on the introduction and use of artificial

intelligence the generally applicable regulatory framework, quality

requirements, dealing with risks or the introduction of a group of

experts composed of management and works councils. Another

important point of the agreement is that it includes the rule that

employees of Deutsche Telekom have to be at the center of all

3 See; Deutsche Telekom (2023): HR Factbook 2022, Menschen.

Fakten. Entwicklungen.

4 See: https://www.telekom.com/de/konzern/details/telekom-

verpflichtet-sich-auf-ki-ethik-1025794 (15. 10. 2023).

operational decision-making process concerning AI. In detail, the

main principles of the Manifesto are the following:

First, the interaction between employees and learningmachines

has to be designed in such a way that employees are informed about

the fact that they are interacting with such a machine. In line with

the already existing agreements on IT Systems, the Manifesto says

that employees have to be protected against machine control of

performance and behavior and prohibit the use of unauthorized

humane data. Only human decision makers are attributed the

right to draw conclusions relevant to human resources that could

have legal effects on employees or significantly influence them in

a similar way. Employees who are indirectly affected by machine

conclusions with personal effects can request a review of the system

decision from those responsible. Furthermore, according to the

agreement AI systems will not be used to analyze, influence or

control employees’ emotions or mental state. Employee biometric

data and AI systems designed to improve employee wellbeing will

only be used if permitted by other company agreements.

Besides these more basic rules, the AI Manifesto includes

procedural rules about how to cope with the implementation of

AI systems.

At first management and the group works council agreed

on quality, trust factors, and quality checks of AI in which

also works council members are involved: Legal and regulatory

compliance of AI solutions, transparency, compatibility with the

Digital Ethics “AI Guidelines,” usefulness in the performance

process, risk appropriateness, controllability, protection of personal

rights, ergonomics, social compatibility, good work, robustness,

and sustainability.

Secondly, the agreements stipulate that the group works

councils should be informed in early stage about the data sources

of the AI system and assessments of the informative value and

integrity of the data system description, model of the AI system,

plans for evaluating the model quality in ongoing operation and

emergency concept, depending on the respective risk classification

and planning phase. Works councils can demand unscheduled

monitoring from those responsible for the system if there are

indications that the system is not being used in accordance with

this agreement.

Thirdly, the agreement states that a joint AI-expert group

with the management (4 members) has to be implemented.

This group receives, together with the GWC, the information

on the results and methods of system training and testing. The

expert group is continuously involved in the development of

impact assessment procedures, standards for the assessment of risk

dimensions and their probabilities of occurrence. Apart from this

and depending on special issues, group works council is allowed

to call in further experts according to § 80.3 Work Constitution

Act to create generalizable procedures for co-determination and

quality assurance on AI systems. Finally, the operational functional

managers for the AI applications and representatives of the works

councils (IT Committee) will be continuously qualified to put into

practice this Manifesto (Höfers and Schröder, 2022).5

5 Source: Manifesto between the Deutsche Telekom Group and the Group

Works Council on the introduction and use of information technology

systems, October 21, 2022.
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The AI Manifesto in practice

In this context the group works council has developed a

pyramid of criticality levels of AI based applications and systems,

which refers mainly to the AI-Strategy of the current Federal

Government and determines the damage potential of an AI and

provides for measures and actions accordingly (see Figure 1).6

Depending on the risk classification of planned AI applications,

different possible actions for the expert group are defined. The

potential for harm of the application is assessed in five levels. Level

1 (green) refers to the introduction of AI with no or little potential

for harm to employees in the sense that it does not interfere

with personal basic rights. In this case, no separate regulatory

measures in company agreements are required on the part of the

works council. Level 2 (yellow) describes a certain potential for

harm by reducing the decision-making autonomy of the employee

through digital twins. In this case, management is obliged to

comply with certain transparency obligations and to carry out a risk

impact assessment. This includes specific control and evaluation

procedures. Levels 3 and 4 (orange) indicate AI applications with

regular and significant potential for harm by the potential use of

sensor technology that detects and processes employee behavior.

These are either reviewed through ex-ante approval procedures

or prohibited if necessary. Level 5 (red) indicates an area of AI

application that is considered unacceptable and that is rejected

by the works council. These AI applications would have the

potential to monitor the employee’s behavior or performance

with corresponding consequences for pay development (which is

forbidden par § 87.6 BetrVG). If these technical possibilities can

be ruled out through an evaluation, the group works council can

partially agree to this AI application afterwards. In essence, level 5

covers with all the regulatory areas of section 87 (1) 6 and 10 of the

Works Constitution Act, which are subject to the co-determination

of the works council. In this case management is not allowed to

introduce this AI without its consent.

The criticality levels marked in Figure 1 are the first step

to an operationalization of the programmatic statements in the

Manifesto. In this way, the management of Telekom and the GWC

have developed an ethical framework that will enable them to

introduce AI systems in a dialogue-based and structured manner

(Höfers and Schröder, 2022).

The second step of operationalization of the AI-Manifesto and

the pyramid of critical levels was the development of a so called

“digital roadmap” (Doellgast and Kämpf, in press). This roadmap

defines steps of participation the GWC can potentially make use

of, in line with the review of the rating of the AI. These steps of

participation are about renegotiating existing agreements on IT

systems based on the results of the assessments made; given this,

the digital roadmap can be regarded as “learning” regulation which

allows to adapt regulations to new facts. In practice this means that

after the initial information by themanagement has taken place, the

GWC participates in the development of so-called system profiles,

which form the basis for both a review of the system and a possible

need for action by the works council. If, after documenting the audit

results, it is determined that there is no need for action (usually at

criticality level 1), the profile is closed and the existing IT company

6 See: https://www.ki-strategie-deutschland.de/home.html.

agreement should not be renegotiated. If, however, a need for action

is identified after the audit (usually at criticality level 2), elements of

the IT company agreement have to be renegotiated (see Figure 2).

Therefore, the digital roadmap presents the base for third

step of AI introduction by Deutsche Telekom, the development

of new forms of agile company agreements on IT systems. These

agile agreements can be regarded as a strategic change toward a

digitalisation of co-determination processes. At its core is a profile

procedure for IT systems. Linked to the Manifesto programmatic,

it is controlled by a project management software JIRA@BR

(Bargmann, 2022) which is based on a new version of the GWC

agreement on the planning, introduction, use and modification of

IT Systems (GWCA IT Systems) fromMarch 2021 and on the GWC

on Digital Cooperation (GWCA DC).

While so far, the GWC used to prepare separate, specific

company agreements for each new digital tool, now on the base

of the digital roadmap the works councils are able to develop new

and comprehensive company agreements that sets labor standards.

In this context the GWC members have recognized that the

preparation of independent from each other and isolated company

agreements on continuous technological innovation is too time

consuming, especially in view of the rapid development of AI.

New agile company agreements include individual rules which

always apply, while other sections are to be understood as core

principles which should always be taken into account in the context

of technical innovation processes. This refers mainly to the content

of § 87 Works Constitution Act and the protection of the basic

personal rights of employees. In this context, the rights of co-

determination of the works councils are no longer contested in

negotiations with the management; they are taken as given by the

procedural rules.

At the same time, these forms of accelerated co-determination

procedures offer advantages for management, as it allows finally to

speed up the introduction of digital technologies in general and

AI in concrete terms. When new AI systems are introduced, the

following process of labor policy applies: First, initial information of

the GWC by the management at the earliest possible opportunity;

second, draw up a profile of the program; and third, check need for

action referring to the question if the basic rights of the employees

are met. The AI implementation is thereby examined by the GWC

from an application perspective.

GWC members reported, that veto rights until today have

rarely to be used—often rather in the case of misunderstandings.

However active control of the process is still important in the

opinion of the workers’ representatives. The result is finally an

agile “dual model” of IT co-determination. It is characterized

firstly by a general, fundamental and overarching set of rules

applicable to all IT systems (GCA IT systems), which are and no

longer negotiated, and secondly the concentration in the day-to-

day business of ongoing co-determination on those IT systems that

require deviations from these core principles. The procedural core

of this is the so-called system profile:

Figure 3 illustrates this agile model of co-determination

concerning the introduction of IT-systems established by the

AI Manifesto. The works council has to be involved from the

beginning of the introduction process. An important role is played

by the technology assessment of AI (system profile). Possible

rationalization processes resulting from the use of AI are also dealt
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FIGURE 1

Criticality levels of AI introduction. Source: Deutsche Telekom.

FIGURE 2

Digital roadmap. Source: Deutsche Telekom.

with proactively, because management has to present the (planned)

digitalization goals in advance. The works council is informed in

this regard and then can become active itself. This is particularly

important as the system automatically assigns enough work so

that a possible reduction in the workload of individual employees

cannot be identified easily. Moreover, sometimes it is not even

clear which tasks are omitted or have already been taken over

by AI. In order to cope with these sophisticated problems, works

council members receive continuous trainings. The costs of these

are fully covered by the employer under section 37.6 of the German

Works Constitution Act. There is also a regular exchange with the

employee representatives on the supervisory board (Höfers and

Schröder, 2022).

These three steps of participation in the context of

AI-introduction underline a strategic re-orientation of co-

determination on AI issues in the Deutsche Telekom AG. It

presents new and innovative approaches of agile procedural rules

for co-determination of works councils. However, implementation
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FIGURE 3

Operational practice: IT co-determination process including AI. Source: Deutsche Telekom, own preparation.

of the new regulations 1 year after the conclusion of the

Manifesto are still in a learning phase and there is still a need

for further empirical analysis of how these agreements work

in practice.

Contextualization of the case study

The qualitative analysis has described the way in which the

group works council at Telekom has reached a social partnership

agreement in the context of AI implementation. But companies of

the telecommunication sector play a special role here (Doellgast,

2022), so the following chapter refers to two other actual examples

with their approaches to the introduction of AI to finally

contextualize the Telekom case.

The first example is Siemens, the largest industrial

manufacturing company in Europe, specialized in industrial

automation and industrial software. Siemens is already developing

and using AI itself (e.g., in personnel processing; as a supporting

and relieving chatbot), but in comparison with Deutsche Telekom

still has no fundamental company agreement on AI with regard

to co-determination (Grasy and Seibold, 2023). Until 2023 only

preliminary work has been done by general works council.

All relevant functions and forms of use of the respective AI

applications have to be presented in profiles, so called “AI

cards.” The applications and its tasks as well as the possible

consequences on employment and labor conditions are to be

made comprehensible and clear in this way and help to reduce

uncertainty among the employees.

Although the effects of new applications on employees and the

resulting measures can be grasped in this way, the general works

council is only acting after the introduction of AI reactively until

today. At the same time, the group works council has been able

to establish guidelines about data protection and data storage and,

more broadly, basic ethical considerations that are recognized by

the Siemens management. For definitional standards, however, the

committee is placing more expectations in definitions from the EU.

The group works council was accompanied in this process by an

expert team of the German metal union, IG Metall. At this stage

of development, Siemens is still relying on “weak” AI, i.e., rather

AI assistance, which in forms of chatbots is so far only intended to

relieve employees internally. Nevertheless, this could also be a step

toward job cuts, as the first contact with customers could also be

taken over by a bot (Doellgast, 2022).

The second example is International Business Machines

Corporation (IBM), Germany. This world leading company of

IT-services is already one step ahead of Siemens. IBM has

reached a company agreement on AI since 2020. Similar to

the case of Deutsche Telekom, they group works council and

the management have developed a framework agreement on the

conditions for the introduction and operation of IT systems,

which explicitly excluded work performance and behavioral

control of the employees. This company agreement later became

the basis for the group agreement especially on AI tools—a

process which, according to Doellgast et al. (2022), is relatively

known in the German system of labor relations. At the same

time, internal ethics guidelines also existed in advance. The EU

Ethical Principles for Trustworthy AI and the study by the
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Bundestag’s Enquete Commission on the Potential of AI were

also consulted.

Like in the Telekom case, also at the IBM group works

council there was ultimately great interest to reach a company

agreement, which took place in an open and solution-oriented

process with the management. Representatives of the group works

council and the representatives of the severely disabled employees,

together with HR staff and in-house IT specialists of IBM, were

able to learn about the technical basis of AI in a joint series

of workshops and at the same time collect topics for a possible

company agreement. The focus was on the primacy of human

decision-making and the possibilities for intervention as well as

exclusion of social discrimination. Like in the case of Deutsche

Telekom, damage categories or risk clusters were established here,

which demonstrates a certain way of dealing with the respective

application of AI. Representatives of IBM’s works council have

announced that it has been one of the first large companies in

Germany which has established a company agreement on AI.

Analogous to Siemens, IBM also works with “AI fact sheets”

and has similar to Deutsche Telekom—an ethics council that

examines new AI applications. Nevertheless, the definition of AI

and the question of when it is an intelligent system has not

yet been comprehensively clarified in the case of IBM (Remers,

2023).

The examples of Siemens and IBM Germany also underline

some general results of the qualitative analysis on the Telekom

case. Ethic frameworks like the AI- Manifesto and instruments

and methods like the digital roadmap seem to be able to

support the development of new types of agile company

agreements in the context the introduction of AI solutions.

Looking at the broader landscape of German labor relations

and codetermination and the opportunities to learn from the

examples of these large companies, it should be reflected

that the power resources of workers’ representatives to exert

influence in the development of AI-projects in these companies

are much greater than they are in the procurement of AI-

solutions from external providers or from small start-ups which

develop AI solutions. Therefore, the qualitative research results

have strong links with the concept of the path dependency of

companies like the Deutsche Telekom that still presents high

union organizing power and a strong works council with a multi-

level system. For external providers of AI-solution the results

concerning workers’ participation on AI-introduction may look

quite different, where research has lot of to undertake in the

near future.

Summary and outlook

The contextualization of the results of the qualitative case study

on Deutsche Telekom underlines the importance of participation

and the power resources of the respective actors as well as

the role of negotiations and conflicts in the labor process and

the relevance of the production and business models these are

embedded in. These are key factors that help to explain AI

implementation both in terms of the development of single

company cases and in terms of the differences between cases.

Given this, the analyzed Telekom case underlines the importance

of the concept of production models. Large companies with

a unionized workforce and an established multi-level system

of works councils are able to offer favorable conditions for

institutionalized workers’ participation. In the case of the Deutsche

Telekom, this condition overlapped with a tradition of social

partnership that characterized labor relations and therefore

conflicts in the labor process in a former public company. Based

on these social relationship, management and the group works

council developed new agile forms of work organization and

participation to strengthen high-tech market strategies in a tough

competitive environment.

At the same time, the case study underlines the importance of

participation by works councils in the context of the introduction

digital technologies and AI. At the Deutsche Telekom, the group

works council has succeeded to develop and agree new and agile

forms of participation with management as an innovative answer

to AI challenges, based both on institutional power resources and

the relations of social partnership with the management. This

agile approach could also include a transformation process of the

works council itself and a need for specific and agile-compatible

qualifications of its members (Niewerth and Massolle, 2022).

Finally, in line with the concept of labor process, the Telekom

case and the examples of Siemens and IBM Germany show that in

ongoing technological and organizational transformation processes

permanent negotiations between management and employee

representatives are needed to implement agreements that adapt to

deeply changing situations in employment issues. The qualitative

empirical analysis has shown that corporate agreements like the

“AI Manifesto” and the “digital roadmap” are able to open a

road to a consensus between management and works councils

to find a common way to deal with the digital transformation

process of AI implementation. On the one hand, these negotiations

go along also with a professionalization process of the works

councils to cope with technological and organizational issues on

the central level of the GWC. This centralization of qualification,

competencies and capabilities to act might, on the other hand,

produce a challenge within the multi-level system of employee

participation to communicate such compromises of workplace

democracy (Dukes and Streeck, 2023) from the central company

level to the nearly one thousand works councils members on local

level within the company and to advertise the political legitimacy

of these labor compromises. But finally more in-depth empirical

analyses are needed on the critical functioning of these company

agreements on AI in the further course of time.

Data availability statement

The original contributions presented in the study are included

in the article/supplementary material, further inquiries can be

directed to the corresponding author.

Author contributions

TH: Writing – original draft. MW: Writing – original draft. J-

TD: Conceptualization, Supervision, Writing – original draft. SS:

Methodology, Writing – original draft, Writing – review & editing.

Frontiers in Artificial Intelligence 11 frontiersin.org133

https://doi.org/10.3389/frai.2024.1272102
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Haipeter et al. 10.3389/frai.2024.1272102

Funding

The author(s) declare financial support was received for the

research, authorship, and/or publication of this article. The support

of the Open Access Publication Funds of the Ruhr-Universität

Bochum is gratefully acknowledged.

Acknowledgments

We would like to thank members of the Deutsche Telekom

GroupWorks Council for making available several documents used

for this article and also for the numerous group discussions on the

topic of AI and co-determination. Without these, the preparation

of this article would never have been possible.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be

construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

References

Bahnmüller, R., Kutlu, Y., Mugler, W., Salm, R., Seibold, B., Kirner, E., and Klatt, S.
(2023).Mitsprache bei der Digitalisierung? Beteiligung von Betriebsrat und Beschäftigten
in digitalisierungsaktiven Betrieben. Düsseldorf: Study der Hans-Böckler-Stiftung.

Bargmann, H. (2022). “Gute IT digital mitbestimmen, Portrait über beschleunigte
Mitbestimmungsverfahren und digitale Zusammenarbeit bei der Deutschen Telekom
AG,” in Betriebs- und Dienstvereinbarungen (Düsseldorf: Hans-Böckler-Stiftung).

Bella, N., Gamradt, J., Staples, R., Widuckel, W., Wilga, M., andWhittall, M. (2022).
Partizipation und Ungleichzeitigkeit. Eine Herausforderung für die Mitbestimmung.
Wiesbaden: Springer VS. doi: 10.1007/978-3-658-38284-1

Boyer, R., and Freyssenet, M. (2003). Produktionsmodelle. Eine Typologie am Beispiel
der Automobilindustrie. Berlin: Edition Sigma.

Briken, K., Chillas, S., Krzywdzinski, M., andMarks, A. (2017). “Labour process and
the NewDigital workplace,” in Briken, K., et al. (eds.). The New Digital Workplace. How
New Technologies Revolutionise Work, eds. K. Briken, S. Chillas, M. Krzywdzinski, A.
Marks (London: Palgrave Macmillan), 1–17. doi: 10.1057/978-1-137-61014-0_1

Burawoy, M. (1985). The Politics of Production. London: Verso.

Deutsche Telekom (2023). HR Factbook 2022: Menschen. Entwicklungen,
Bonn: Fakten.

Doellgast, V. (2022). Strengthening social regulation in the digital economy:
comparative findings from the ICT industry. J. Soc. Econ. Relat. Work 33, 1–17.
doi: 10.1080/10301763.2022.2111987

Doellgast, V. (2023). Exit, Voice, and Solidarity. Contesting Precarity in the
US and European Telecommunications Industries. Oxford: Oxford University Press.
doi: 10.1093/oso/9780197659779.001.0001

Doellgast, V., and Kämpf, T. (in press). Co-Determination Meets the Digital
Economy: Works Councils in the German ICT Services Industry. Paris: Entreprises et
histoire.

Doellgast, V., Wagner, I., and O’Brady, S. (2022). Negotiating limits on algorithmic
management in digitalised services: cases from Germany and Norway. Transfer 29,
1–16. doi: 10.1177/10242589221143044

Dukes, R., and Streeck, W. (2023). Democracy at Work. Contract, Status and
Post-Industrial Justice. Cambridge: Polity press.

Edwards, R. C. (1979). Contested Terrain: The Transformation of the Workplace in
the 20th Century. London: Heinemann.

Falkenberg, J. (2021). Taylors Agenten. Eine arbeitssoziologische Analyse
mobiler Assistenzsysteme in der Logistik. Baden-Baden: Nomos, edition sigma.
doi: 10.5771/9783748920748

Friedmann, A. (1977). Industry and Labour: Class Struggle at Work and Monopoly
Capitalism. London: Palgrave. doi: 10.1007/978-1-349-15845-4

Gerst, D. (2020). Geschäftsmodelle mitentwickeln – ein neues Handlungsfeld der
Betriebsräte.WSI-Mitteilungen 73, 295–299. doi: 10.5771/0342-300X-2020-4-295

Grasy, J., and Seibold, B. (2023). “Die Komplexität von KI-Systemen durch
Steckbriefe bewältigen: Portrait über den Einsatz sogenannter AI-Cards bei Siemens,”
in Betriebs- und Dienstvereinbarungen (I.M.U. Institut der HBS).

Haipeter, T. (2019a). “Workers’ participation: concepts and evidence,” in
The Palgrave Handbook of workers’ participation at plant level, eds. S. Berger,
L. Pries, and M. Wannöffel (Houndmills: Palgrave Macmillan), 149–166.
doi: 10.1057/978-1-137-48192-4_8

Haipeter, T. (2019b). Interessenvertretung in der Industrie 4.0. Das gewerkschaftliche
Projekt Arbeit 2020. Baden-Baden: Nomos, edition sigma. doi: 10.5771/97838452
95770

Haipeter, T., and Schilling, G. (2023). Interessenvertretung in der Digitalisierung.
Zur Bedeutung betriebspolitischer Aktivierungsprojekte der Gewerkschaften
am Beispiel von “Arbeit 2020 in NRW”. WSI-Mitteilungen 76, 392–400.
doi: 10.5771/0342-300X-2023-5-392

Hirsch-Kreinsen, H. (2023a). Digitalisierung von Arbeit – ein Alltagsthema? WSI-
Mitteilungen 76, 330. doi: 10.5771/0342-300X-2023-5-330

Hirsch-Kreinsen, H. (2023b). Das Versprechen der Künstlichen
Intelligenz. Frankfurt, New York, Campus-Verlag: Gesellschaftliche Dynamik
einer Schlüsseltechnologie.

Höfers, P., and Schröder, L. (2022). Praxishandbuch Künstliche Intelligenz.
Frankfurt: Bund-Verlag.

Huchler, N. (2023). Arbeiten mit künstlicher Intelligenz. Wie KI Arbeit strukturiert
und was sie mit der indirekten Steuerung verbindet. WSI-Mitteilungen 76, 365–373.
doi: 10.5771/0342-300X-2023-5-365

Kötter, J., Schaffarczik, S., Daus, J. T., Repp, R., Niewerth, C., and Wannöffel,
M. (2023). Interessenvertretung unter Remote-Bedingungen: Herausforderungen und
Lösungsansätze.Mitbestimmungspraxis Nr. 55, Düsseldorf.

Krzywdzinski, M., Pfeiffer, S., Evers, M., and Gerber, C. (2022).MeasuringWork and
Workers. Wearables and digital assistance systems in manufacturing and logistics.WZB
Discussion Paper SP III 2022-301. Berlin.

Kuhlmann, M. (2023). Digitalisierung und Arbeit. Eine Zwischenbilanz als
Einleitung.WSI-Mitteilungen 76, 331–336. doi: 10.5771/0342-300X-2023-5-331

Kuhlmann, M., and Rüb, S. (2020). Wirkungsmächtige Diskurse – betriebliche
Auseinandersetzung um Digitalisierung. AIS-Studien 13, 22–39.

Kuhlmann, M., and Voskamp, U. (2019). Digitalisierung und Arbeit im
niedersächsischen Maschinenbau. Göttingen: SOFI Arbeitspapier, 15.

Lévesque, C., and Murray, G. (2010). Understanding union power:
resources and capabilities for renewing union capacity. Transfer 16, 333–350.
doi: 10.1177/1024258910373867

Liebold, R., and Trinczek, R. (2009). “Experteninterview,” in Handbuch
Methoden der Organisationsforschung, eds. S. Kühl, P. Strodtholz, A. Taffertshoffer
(Wiesbaden: Verlag für Sozialwissenschaften), 32–56. doi: 10.1007/978-3-531-915
70-8_3

Marshall, T. H. (1950). Citizenship and Social Class: and Other Essays. Cambridge:
University Press.

Niewerth, C., and Massolle, J. (2022). Betriebsräte in der doppelten Transformation.
Ein Transferforschungsprojekt zur Organisationsentwicklung von Betriebsratsgremien.
Düsseldorf: Hans-Böckler-Stiftung.

Pfeiffer, S. (2023). “KI als Kollegin (KIK) – Repräsentative Beschäftigtenbefragung
zu Künstlicher Intelligenz am Arbeitsplatz,” in Künstliche Intelligenz, Mensch
und Gesellschaft, Hrsg. Norbert Huchler und Michael Heinlein (Wiesbaden:
Springer).

Rego, K. (2022). Works councils and digitalisation of manufacturing:
opportunity or threat for their power position? Econ. Ind. Democ. 43, 1911–1933.
doi: 10.1177/0143831X211054177

Frontiers in Artificial Intelligence 12 frontiersin.org134

https://doi.org/10.3389/frai.2024.1272102
https://doi.org/10.1007/978-3-658-38284-1
https://doi.org/10.1057/978-1-137-61014-0_1
https://doi.org/10.1080/10301763.2022.2111987
https://doi.org/10.1093/oso/9780197659779.001.0001
https://doi.org/10.1177/10242589221143044
https://doi.org/10.5771/9783748920748
https://doi.org/10.1007/978-1-349-15845-4
https://doi.org/10.5771/0342-300X-2020-4-295
https://doi.org/10.1057/978-1-137-48192-4_8
https://doi.org/10.5771/9783845295770
https://doi.org/10.5771/0342-300X-2023-5-392
https://doi.org/10.5771/0342-300X-2023-5-330
https://doi.org/10.5771/0342-300X-2023-5-365
https://doi.org/10.5771/0342-300X-2023-5-331
https://doi.org/10.1177/1024258910373867
https://doi.org/10.1007/978-3-531-91570-8_3
https://doi.org/10.1177/0143831X211054177
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Haipeter et al. 10.3389/frai.2024.1272102

Rego, K., Houben, D., Brüning, S., Schaupp, S., and Meyer, U.
(2021). Mitbestimmungspraxis in der “Industrie 4.0.” Möglichkeiten der
Einflussnahme und Gestaltung für Betriebsräte. HBS-Working Paper 232.
Düsseldorf.

Remers, F. (2023). Chancen nutzen, Risiken abwägen. Regelung der Nutzung
von KI bei IBM von 2020 (Presentation Slides). WinA Transfertag 2023. Available
online at: https://wina-projekt.de/veranstaltungen/a41bb0dd-aa8e-45be-8575-
5067da40874a (accessed July 4, 2023).

Rüb, S., Carls, K., Kuhlmann, M., Vogel, B., and Winter, S. (2021).
Digitalisierungskonflikte. Eine empirische Studie zu interessenpolitischen
Auseinandersetzungen und Aushandlungen betrieblicher Rationalisierungsprozesse.
Düsseldorf: Hans-Böckler-Stiftung.

Schäfer, M., Wannöffel, M., and Virgillito, A. (2022). Transferforschung – ein
methodisches Konzept für die Analyse der Industriellen Beziehungen. Industr. Beziehu.
29, 129–147. doi: 10.3224/indbez.v29i2.04

Schmalz, S., and Dörre, K. (2014). Der Machtressourcenansatz: Ein Instrument
zur Analyse gewerkschaftlichen Handlungsvermögens. Industr. Beziehu. 21, 217–237.
Available online at: http://www.jstor.org/stable/24330817

Thompson, P. (1990). “Crawling from the wreckage: the labour process and the
politics of production,” in Labour Process Theory, eds. D. Knights, H.Willmot (London:
Palgrave Macmillan), 95–124. doi: 10.1007/978-1-349-20466-3_3

Thompson, P., and Laaser, K. (2021). Beyond technological determinism:
revitalising labour process analyses of technology, capital and labour. Work Global
Econ. 1, 139–159. doi: 10.1332/273241721X16276384832119

Ver.di, IBM, BMAS. (2020). Künstliche Intelligenz: Ein sozialpartnerschaftliches
Forschungsprojekt untersucht die neue Arbeitswelt. Available online at: https://
www.verdi.de/++file++5fc901bc4ea3118def3edd33/download,\20201203_KI-
Forschungsprojekt-verdi-IBM-final.pdf (accessed July 4, 2023).

Wilkinson, A. (2011). The Oxford Handbook of Participation in Organizations.
Oxford: Oxford University Press. doi: 10.1093/oxfordhb/9780199207268.001.0001

Frontiers in Artificial Intelligence 13 frontiersin.org135

https://doi.org/10.3389/frai.2024.1272102
https://wina-projekt.de/veranstaltungen/a41bb0dd-aa8e-45be-8575-5067da40874a
https://wina-projekt.de/veranstaltungen/a41bb0dd-aa8e-45be-8575-5067da40874a
https://doi.org/10.3224/indbez.v29i2.04
http://www.jstor.org/stable/24330817
https://doi.org/10.1007/978-1-349-20466-3_3
https://doi.org/10.1332/273241721X16276384832119
https://www.verdi.de/++file++5fc901bc4ea3118def3edd33/download, 20201203_KI-Forschungsprojekt-verdi-IBM-final.pdf
https://www.verdi.de/++file++5fc901bc4ea3118def3edd33/download, 20201203_KI-Forschungsprojekt-verdi-IBM-final.pdf
https://www.verdi.de/++file++5fc901bc4ea3118def3edd33/download, 20201203_KI-Forschungsprojekt-verdi-IBM-final.pdf
https://doi.org/10.1093/oxfordhb/9780199207268.001.0001
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


+41 (0)21 510 17 00 
frontiersin.org/about/contact

Avenue du Tribunal-Fédéral 34
1005 Lausanne, Switzerland
frontiersin.org

Contact us

Frontiers

Explores the disruptive technological revolution 

of AI

A nexus for research in core and applied AI areas, 

this journal focuses on the enormous expansion 

of AI into aspects of modern life such as finance, 

law, medicine, agriculture, and human learning.

Discover the latest 
Research Topics

See more 

Frontiers in
Artificial Intelligence

https://www.frontiersin.org/journals/artificial-intelligence/research-topics

	Cover

	FRONTIERS EBOOK COPYRIGHT STATEMENT

	Human-centered AI at work: Common ground in theories and methods

	Table of contents 
	Editorial: Human-centered AI at work: common ground in theories and methods
	State-of-the-art discourses and methods
	Operationalization of variables and their relationships
	Vision for future research and practice
	Is there a common ground?
	Author contributions
	Funding
	Conflict of interest
	Publisher's note

	Psychological assessment of AI-based decision support systems: tool development and expected benefits
	1. Introduction
	2. Conceptualization and use of the evaluation instrument
	2.1. Level 1: human-AI-interaction
	2.2. Level 2: AI-supported task
	2.2.1. Requirements
	2.2.2. Resources
	2.2.3. Stressors

	2.3. Level 3: overall job

	3. Scale and item generation and qualitative review
	4. Empirical testing of the developed items and scales
	4.1. Study 1
	4.1.1. Method
	4.1.1.1. Participants and procedures
	4.1.1.2. Materials

	4.1.2. Analysis and results
	4.1.2.1. Item and scale analysis
	4.1.2.2. EFA
	4.1.2.3. CFA


	4.2. Study 2
	4.2.1. Method
	4.2.1.1. Participants and procedure
	4.2.1.2. Materials

	4.2.2. Analysis and results
	4.2.2.1. Item and scale analysis
	4.2.2.2. CFA
	4.2.2.3. Correlation analysis



	5. Discussion
	Looking at the results
	5.1. Limitations and future research
	5.2. Practical implications

	6. Conclusion
	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	Supplementary material
	References

	Human-AI teams—Challenges for a team-centered AI at work
	1. Introduction
	2. Human-AI multi-team systems
	2.1. Teamwork requirements in human-AI teaming
	2.2. Technical requirement for artificial team members

	3. Conclusion
	Author contributions
	Conflict of interest
	Publisher's note
	Supplementary material
	References

	Defining human-AI teaming the human-centered way: a scoping review and network analysis
	1. Introduction
	2. Theoretical background: human-AI teaming in the workplace
	2.1. Human-technology teaming
	2.2. Human-human teaming
	2.3. Combining human-technology and human-human teaming in a human-centered way
	2.4. Rational for this study: research questions and intentions

	3. Materials and methods
	3.1. Literature search
	3.2. Bibliometric mapping approach and clustering algorithm
	3.3. Network analysis
	3.4. Content analysis

	4. Results
	4.1. Literature network on human-AI teaming
	4.2. Authors and publication organs within the network
	4.3. Description of clusters within the network
	4.3.1. Cluster 1: human-oriented
	4.3.2. Cluster 2: task-oriented AI modes
	4.3.3. Cluster 3: explainability
	4.3.4. Cluster 4: technology-oriented
	4.3.5. Cluster 5: agent-oriented

	4.4. Understandings of human-AI teaming
	4.5. Antecedents and outcomes
	4.6. Definition of human-AI teaming

	5. Discussion
	5.1. Limitations
	5.2. Looking at the results: what we know about HAIT so far
	5.2.1. Current research streams and understandings
	5.2.2. Antecedents and outcomes
	5.2.3. Exploring existing definitions of HAIT

	5.3. What we need for HAIT: integrated, well-defined teaming approaches
	5.3.1. The teaming idea within human-AI teams from a socio-technical perspective
	5.3.2. The ``role'' of AI within the team
	5.3.3. A definition of human-AI teaming


	6. Key takeaways
	7. Conclusion
	Data availability statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	Supplementary material
	References

	What is critical for human-centered AI at work? – Toward an interdisciplinary theory
	1. Introduction
	2. Supporting balanced workload: HCAI in human factors and ergonomics
	2.1. Defining ergonomics and illustrating the methodology 
	2.2. Human-centered work design and interactive human-technology systems
	2.3. Human work and human factors
	2.4. HFE design criteria for HCAI 

	3. Information is the key: HCAI in information science
	3.1. The meta-level: what is information?
	3.2. Information behavior and user modeling: traces toward the human perspective
	3.3. Information literacy as a prerequisite to deal with AI

	4. Designing learning opportunities for all: HCAI in adult education research and adult learning
	4.1. Designing learning: what skills should we qualify for?
	4.2. Designing learning: who should we target and how?

	5. Technology, autonomy, and trust: HCAI in psychology and human-computer interaction
	5.1. Unrealistic user expectations
	5.2. Building on technology acceptance and trust
	5.3. A glimpse into the near future: explainable, understandable, and gamified AI

	6. Discussion
	6.1. Interdisciplinary perspectives on human-centered AI 
	6.2. Interdisciplinary views of human-centered AI
	6.3. Setting foundations for a human-centered interdisciplinary AI theory: synergistic human-AI symbiosis theory (SHAST)

	7. Conclusions for human-centered AI at work from theory and practice
	Data availability statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	Configurations of human-centered AI at work: seven actor-structure engagements in organizations
	1. Introduction
	2. Configurational perspective on human-centered AI in sociotechnical systems
	3. Literature review on the human-centricity of AI at work
	3.1. Search strategy and data evaluation
	3.2. Criteria of human-centered AI and how they lead to configurations

	4. Discussion, limitations, and outlook on future research
	Data availability statement
	Author contributions
	References

	Humans and cyber-physical systems as teammates? Characteristics and applicability of the human-machine-teaming concept in intelligent manufacturing
	1. Introduction
	1.1. Paper objectives
	1.2. Human-centered artificial intelligence in industry

	2. Human-machine-teaming
	2.1. Method
	2.2. Selected key characteristics of human-machine-teaming
	2.3. Relevant aspects of human-machine-teaming in industrial working applications
	2.3.1. Complementarity in human-robot-interaction
	2.3.2. Shared knowledge and goals in intelligent decision support for manufacturing


	3. Discussion
	3.1. Key characteristics of human-machine-teaming in industrial working applications
	3.2. Limitations and future prospects

	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	Training in new forms of human-AI interaction improves complex working memory and switching skills of language professionals
	1 Introduction
	1.1 New cognitive environment based on DCog
	1.2 IRSP and simultaneous interpreting
	1.3 The effects of interpreter training on WM and performance
	1.4 Positive cognitive changes through specific skills training
	1.5 Study hypotheses

	2 Materials and methods
	2.1 Participants
	2.2 Materials 
	2.2.1 The IRSP upskilling training-for-testing course (``Advanced introduction to interlingual respeaking'')

	2.3 Cognitive measures
	2.3.1 WM (reading span task)
	2.3.2 WM (digit span task)
	2.3.3 Switching skills
	2.3.4 Sustained attention to response task
	2.3.5 N-back task

	2.4 Procedure
	2.5 Analytic plan 

	3 Results
	3.1 Cognitive predictors of IRSP accuracy
	3.2 Pretesting and post-testing data 
	3.2.1 Complex WM (reading span)
	3.2.2 Switching skills
	3.2.3 Sustained attention


	4 Discussion
	4.1 Limitations and future studies

	5 Conclusion
	Data availability statement
	Ethics statement
	Author contributions
	Funding
	Conflict of interest
	Publisher's note
	References

	Revisiting the role of HR in the age of AI: bringing humans and machines closer together in the workplace
	1 Introduction
	1.1 Definitions
	1.2 The evolving role of HRM; a historical overview 
	1.3 The role of HRM in the age of AI

	2 How HRM can bring humans and machines closer together in the workplace
	2.1 AI-HRM human-centric orientation: technocratic phase
	2.1.1 Challenges
	2.1.2 Opportunities for HRM

	2.2 AI-HRM human-centric orientation: human-AI integration phase
	2.2.1 Challenges
	2.2.2 Opportunities for HRM

	2.3 AI-HRM human-centric orientation: fully-embedded AI phase
	2.3.1 Challenges
	2.3.2 Opportunities for HRM


	3 Conclusion 
	Author contributions
	Funding
	Conflict of interest
	Publisher's note
	References

	Human-centered AI through employee participation
	Introduction
	Key concepts of employee participation
	Works councils and employee participation in digitalisation processes
	AI implementation—challenges for works councils
	The qualitative case analysis—process of developing a works agreement for artificial intelligence systems
	Case study Deutsche Telekom
	Operating agreement for artificial intelligence systems
	The AI Manifesto
	The AI Manifesto in practice
	Contextualization of the case study

	Summary and outlook
	Data availability statement
	Author contributions
	Funding
	Acknowledgments
	Conflict of interest
	Publisher's note
	References

	Back Cover



