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Editorial on the Research Topic 


Frontiers in marine sciences, social sciences and engineering research related to marine (renewable) energy development


Developing renewable energy to address the relationship between economic development and climate change is one of the most important tasks for many countries (Xu et al., 2024). The ocean contains a variety of energy sources, such as wind energy, solar energy, and wave energy (Rui et al., 2024). In the exploitation of ocean energy, various marine structures, including bottom- fixed and floating structures, are employed to promote the development of oil and gas production platforms, offshore wind turbines, wave energy generation devices, etc (Page et al., 2021; Li et al., 2023). The safety of the structures and their foundations is important for ocean energy utilization (Wang et al., 2020; Jostad et al., 2023). Meanwhile, marine energy development involves multiple disciplines, such as marine biology, chemistry, ecology, and the environment. In addition, human activities (e.g., the construction and installation of offshore structures) affect the exploitation of marine energy (Zhou et al., 2021; Wang et al., 2024). This “Frontiers in Marine Sciences, Social Sciences and Engineering Research Related to Marine (Renewable) Energy Development” Research Topic highlights recent developments in the field of marine (renewable) energy development. This Research Topic publishes 10 peer-reviewed articles, which are briefly summarized below.

Seabed flow involves multi-process, multi-physics, and multi-scale processes, all of which are complex natural phenomena. Zhu et al. summarized the basic information on seabed fluid flow in the China Seas to analyze these features, and then the processes and their implications were investigated. The results emphasize the importance of studying how seabed fluids form and migrate to understand their behavior. In addition to seabed flow, seabed properties are also important for offshore construction, such as foundation design and installation. Amjadian et al. collected 36 sediment samples in a region of the Irish Sea. Particle size analysis was adopted to calculate the properties of the seabed sediments and to acquire more information about the seabed properties,. Seabed soil liquefaction due to cyclic loading results in an obvious decrease in stiffness and strength, which may contribute to the failure of offshore structures. Li et al. proposed a shear wave velocity threshold as a method to assess the liquefaction of unconsolidated soils, and the soil liquefaction potential was evaluated based on one-dimensional and two-dimensional shear wave velocity profiles. In addition, landslides also influence the soil’s long-term stability. Zhang et al. comprehensively considered the spatial variability and multiple factors of the landslide to investigate the development of landslides with weak layers. Then, the influences of dry-wet cycles on reservoir landslides and the sensitivity analysis of the random field parameters were assessed.

The above investigations mainly focus on the marine environment, and the stability and safety in offshore structures are also of great significance. Zhu et al. studied the vibration influence on the Qiantang River seawall based on the measurements of the forced vibrations and pulsations of the seawall under various conditions. The acquired data were analyzed in both time and frequency domains, revealing the time-dependent vibration features of such seawall structures. Lu et al. conducted the analysis of cavity expansion during the piezocone penetration using the hardening soil model with small strain stiffness, and considered deformation analysis of underwater tunnels, which is vital for safe construction. Vacuum preloading was used to improve the properties of the dredged slurry. Cai et al. conducted two vacuum preloading model tests and employed particle image velocimetry to capture soil strain paths and displacements. Vortex-induced vibration may cause fatigue in offshore structures. Gao et al. investigated the potential for vortex-induced vibration when the flow interacts with a bluff body, causing oscillations in the wake. Feng et al. conducted model tests for risers under regular waves with different scales to study the scale effect in wave-structure interactions. The riser model is a novel structural design that can be considered a beam. Tidal turbines are one way of exploiting ocean tidal energy, but the exploitation of tidal power is influenced by the effects of fish-turbine interactions. Peraza et al. combined empirical acoustic density measurements and investigated probabilities in a probability model that considers the interaction between fish and tidal turbines, including fish collisions with stationary turbine components, blade strikes by rotating blades, and/or a collision followed by a blade strike.

In summary, this Research Topic published ten papers on marine sciences and engineering related to marine energy. Some papers focus on the marine environment, while others investigate marine structures. Addressing the problems of marine (renewable) energy can build a better world.
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Reservoir bank slopes with weak interlayers are common in the Three Gorges Reservoir area. Their stabilities are affected by multi-coupled factors (e.g., reservoir water fluctuations, rainfall, and earthquakes in the reservoir area). Meanwhile, the differences in mechanical parameters of reservoir banks make it more difficult to determine the dynamic stability of bank slopes under complex mechanical environments. In this paper, the multiple disaster-causing factors and spatial variability of the landslide were comprehensively considered to study the long-term evolution trend of the bank slopes with weak interlayers. Specifically, the limit equilibrium method combined with the random field was performed to calculate the reliability. Furthermore, the long-term effects of dry-wet cycles on reservoir bank landslides and the sensitivity analysis of the statistical parameters of the random field were discussed. The results show that the earthquake action had the most significant impact on the failure probability of the landslide. The failure probability was more significantly affected by the vertical fluctuation range of the parameters and the coefficient of variation of the internal friction angle. The increase in failure probability under the action of dry-wet cycles was mainly caused by the reduction of the parameters of the weak interlayer. The reliability evaluation method of reservoir bank slopes can be applied to predict the long-term stability of the coastal banks.




Keywords: slope stability, random fields, failure probability, spatial variability, multiple factors




1 Introduction

Coastal engineering (e.g., the building of sea walls, dykes, and embankments) requires high manufacturing and maintenance costs (Temmerman et al., 2013; Firth et al., 2014; Malone and Newton, 2020; Wang et al., 2020). The rise and fall of sea levels can threaten the long-term operation of coastal engineering; thus, it is necessary to analyze the effect of the changing sea levels on the coastal banks. Similar to the periodically changing reservoir water levels (Bromhead and Ibsen, 2004; Zhan et al., 2019; Rui et al., 2020), the evaluation method of the stability of the reservoir bank can be applied to coastal engineering to some extent. There are many landslides in the Three Gorges Reservoir area, and the mechanical of the landslide with weak interlayer is complicated. Specifically, many factors induce landslides on reservoir banks, involving reservoir water level, rainfall, and seismic (Wang et al., 2021; Wang et al., 2023). Numerous researchers have studied the causes of landslide failures and concluded that rainwater infiltration is the most important triggering factor in the instability of landslides (e.g., Rahimi et al., 2011; Huang et al., 2016; Wang et al., 2019a; Zhang et al., 2020). The influencing factors of rainfall infiltration slope stability can be summarized as followings: the rainfall intensity, rainfall duration, rainfall before instability and the initial state of soil (Ng and Pang, 2000). Instability mechanism of slope under earthquake action is the key to evaluating and control slope stability under earthquake conditions. At present, there are many methods of slope stability analysis under earthquake conditions, such as the pseudo-static method, the Newmark slider analysis method, and the numerical simulation method (Shukha and Baker, 2008; Zhang and Cao, 2013; Yang et al., 2014; Yeznabad et al., 2021). Based on the quasi-static method, Biondi et al. (2002) put forward the calculation formula of pore water pressure and slope stability by studying the stability of non-cohesive soil slopes during and after earthquakes. The analysis method of the influencing factors of slope stability usually only considers the change of one factor. Notably, in the earthquake zone, the area of landslides induced by rainstorms is three times that of the landslides directly induced by earthquakes (Lin et al., 2006; Chai et al., 2013). It can be found that the rainfall in the strong earthquake area will induce a wider range of landslide disasters.

Slope stability analysis is a popular field of geotechnical engineering for the application of probabilistic methods (Xie et al., 2020). There are differences and correlations in the properties of rock and soil parameters in different spatial locations. Random field theory can better characterize this spatial variability (Wang et al., 2017; Hu and Huang, 2019; Wang et al., 2020). The use of spatially variable analysis has been shown to affect the calculated failure probability of the slope models. For example, it has been shown that for slope models with a mean factor of safety greater than 1, accounting for spatial variability of material properties (e.g., cohesion and unit weight) results in a lower failure probability, compared to the same analysis without using spatial variability (Griffiths and Fenton, 2004; Cho, 2010; Javankhoshdel et al., 2017). A probabilistic analysis that does not consider spatial variability has been shown to result in unrealistic and overly conservative failure probabilities.

In this paper, the influence of spatial variability of geotechnical parameters on actual landslide deformation and stability cannot be considered by traditional methods (Zhang et al., 2023). Thus, the effect of spatial variability of geotechnical materials on landslide stability was studied using the random field. Then, based on the actual reservoir water level fluctuation, rainfall, and regional seismic intensity in 2017, the reliability of the Zhaoshuling landslide within one year was evaluated. Moreover, the effect of dry-wet cycles on failure probability was discussed to determine the long-term evolution trend of the Zhaoshuling landslide.




2 Study area

The Zhaoshuling landslide is situated in Badong County, Hubei Province, adjacent to the Yangtze River in the north and 74 km from the Three Gorges Dam in the east (Figure 1). It is a large reservoir bank bedding landslide. The trailing edge of the Zhaoshuling landslide is about 500 m, and the leading edge is about 100 m. The main strata of the landslide were the second and third sections of the Triassic Badong Formation (T2b2 and T2b3). The stratum of the Zhaoshuling landslide can be divided into three parts from top to bottom: sliding mass, sliding zone, and bedrock (Zhan et al., 2022; Zhang et al., 2022a; Yang et al., 2023). Sliding mass includes sliding rock mass, gravel soil, and the main component of the sliding zone is gravel sandy clay.




Figure 1 | Location of the Zhaoshuling landslide.



The reservoir water level fluctuated between 145~175 m every year (Figure 2A); thus, there was a dry-wet cycles area with 30 m on the bank slope. In addition, there was concentrated rainfall in Badong County (Figure 2B), and the peak acceleration of ground motion was 0.05 g.




Figure 2 | The factors affecting the seepage field of the bank landslide. (A) The reservoir water level of Three Gorges Reservoir; (B) Daily precipitation of Badong County.



The parameters of each layer of the Zhaoshuling landslide are shown in Table 1. Notably, the dry-wet cycles area was the reduced value after 10 dry-wet cycles. And the relevant parameters were obtained from the statistics of the existing papers (Chen et al., 2011; Li et al., 2016; Salimi et al., 2021; Zhang et al., 2022a).


Table 1 | Parameters of rock and soil mass of Zhaoshuling landslide.






3 Methodology



3.1 Morgenstern-price method

Landslide stability problems are commonly analyzed by using LEMs of slices, and the approach presented here adopts the Morgenstern-Price method. The Morgenstern-Price method assumes that the relationship between the vertical force and the lateral force is  , The FOS of the slip surface can be obtained by iterative calculation of the balance equation, and the expression is as follows:

 





Where   is the coefficient of variation of the force between the soil strips;   is the change function of the force between the soil strips;   is the length of the soil strip on the sliding surface;   is the length of the lever arm from the centroid of the soil bar to the center of the sliding surface;   is the distance from the midpoint of the soil strip at the sliding surface to the corresponding normal;   is the angle between the tangent of the soil strip and the horizontal plane;   is the normal force of the sliding face to the soil strip.




3.2 Random field theory

The random field uses easily available and physically meaningful parameters to characterize random phenomena at different spatial scales.

A random field   can be expressed as a trend component   and a volatility component  . The trend component   is related to the absolute position in space. In addition, the trend component   can be regarded as the mean value   when it is considered as a constant. If the correlation of the fluctuation component   is only related to the relative distance, the fluctuation component   can be considered as statistically uniform.

 

Where   represents the spatial position.

There is an autocorrelation between the parameters of the rock and soil mass in the spatial range, which needs to be described by the autocorrelation function. The mean and variance of the random field of parameter   can be defined as follows:

 

 

The covariance function of   can be expressed as follows:



During the random field generation using the Local Average Subdivision method, the Markovian covariance functions are used to calculate the covariance value between cells in the field.



Where   represent the horizontal relative distance and vertical relative distance between any two points in space, respectively;   represent the horizontal and vertical fluctuation ranges, respectively.




3.3 Monte Carlo simulation

The method is generating a random variable sample that conforms to a certain distribution by sampling. And the set of random sample can be used in the performance function. Then, the probability of failure (Pf) is obtained by counting the proportion of failure samples:

 

 

where   probability density function of random variable  ;   failure samples;

If there are N trials in calculating FOS, and M times where FOS, the Pf can be defined as follows:

 

The coefficient of variation of the failure probability can be expressed as:

 




3.4 Latin hypercube sampling

Latin hypercube sampling will be used in Monte Carlo simulations, it is a multidimensional stratified sampling method. The random variable is divided into N groups equally, then building a matrix  , its column elements are random integers between 1-N and vary. Correspondingly, building a matrix  , its column elements are random rational numbers between 1-N and vary.

 

 

where   represents the element in the   row and   column of matrix  ;   means the   variable of the   group of samples;   represents the distribution function of the   variable;   means sample variable.

Latin hypercube sampling avoids repeated sampling by Monte Carlo method and improves computational efficiency




3.5 Computational model of the Zhaoshuling landslide

The two-dimensional saturated-unsaturated seepage slope stability model was established in SLIDE2 (Figure 3). The length of the landslide is 1200 m, and the height of the trailing edge is 475 m. Considering that the overall stability of the Zhaoshuling landslide was controlled by the weak interlayer, the weak interlayer was the sliding zone. The changing reservoir water levels are set at the leading edge, the other parts of the landslide are set as rainfall boundaries, and the bottom of the model is set as a waterproof boundary (Zhan et al., 2018; Rui et al., 2021).




Figure 3 | Model of the Zhaoshuling landslide.



The cohesion and friction angle of the sliding mass and the weak interlayer are respectively assigned to the spatial variability, the statistical parameters are obtained with reference to literatures (Suchomel and Masin, 2010; Jiang et al., 2015; Lü et al., 2018; Hu et al., 2020), as shown in Tables 2, 3 respectively.


Table 2 | Statistical mechanical parameters of sliding mass.




Table 3 | Statistical mechanical parameters of weak interlayer.






3.6 Operating conditions

To facilitate the understanding of the proposed multi-factor calculation, a flow chart of failure probability assessment of the Zhaoshuling landslide is shown in Figure 4.




Figure 4 | Flow chart for probability analysis of the landslide stability.



The reliability analysis of the Zhaoshuling landslide in a one-year period considering the spatial variability of parameters would be carried out. The pseudo-static method was used to analyze the reliability of seismic landslide when the annual failure probability was the highest. In order to study the critical instability of landslides under earthquake conditions, the horizontal seismic coefficients were calculated as 0.028, 0.05, 0.1, 0.15, and 0.224, respectively. In addition, the horizontal seismic coefficient was regarded as a random variable conforming to the log-normal distribution, and the COV of the seismic coefficient was 0.3 (Zhang et al., 2021).

The landslide reliability calculation of 30 dry-wet cycles would be carried out when the failure probability was the highest under the combined action of reservoir water level and rainfall. At the same time, the simultaneous reduction and separate reduction of the parameters of the sliding mass and the weak interlayer in the dry-wet cycles would be considered, and the influence of the dry-wet cycles on the failure probability of the landslide could be explored. Correspondingly, the parameters of the dry-wet cycles referred to the published papers (Table 4; Wang et al., 2020; He, 2020; Zhang et al., 2022a; Zhang et al., 2022b).


Table 4 | Mechanical parameters of sliding mass and weak interlayer with different dry-wet cycles.



The random fields of cohesion and internal friction angle generated in one sampling are shown in Figures 5A, B. The mean and standard deviation of the FOS gradually converge with the increase of the number of simulations, when the number of simulations is 5000 times,   (Liu et al., 2019), the calculation results reached convergence in all cases (Figure 6).




Figure 5 | Random field model of Zhaoshuling landslide: (A) Random field model of cohesion; (B) Random field model of internal friction angle.






Figure 6 | Convergence of safety of factor.







4 Result



4.1 Reliability analysis of landslide under reservoir water level and rainfall



4.1.1 January 1st ~ March 20th

In the first stage, the reservoir water level dropped slowly and there was less rainfall. The landslide failure probability was the highest at 0.76% and the lowest at 0.54%, which was always kept at a low level. The seepage pressure generated by the water level difference has little effect on the stability of the landslide. Correspondingly, there is no significant change in failure probability.




4.1.2 March 21th~ June 10th

In the second stage, the failure probability increased rapidly, from 0.54% to 6.62%. The water level difference inside and outside the landslide will generate seepage pressure pointing to the outside of the landslide. In this case, the stability of the landslide will be reduced, and the failure probability will significantly increase. Theoretically, when the reservoir water level drops rapidly to the lowest point, the seepage pressure will increase to a maximum, and the stability of the landslide is the worst at this time. With the decline of the reservoir water, the landslide stability also gradually decreased. Therefore, the landslide stability was mainly affected by the change of reservoir water level.




4.1.3 June 11th ~ August 20th

The reservoir water level remained at 145 m between June 11th and July 1st. Nevertheless, the failure probability as a whole showed a downward trend, from 6.04% to 4.58%. It was speculated that the hysteresis of seepage inside the slope caused the groundwater infiltration line to still change. With the gradual decline of the groundwater level in the landslide, the seepage pressure will gradually decrease. Thus, the stability of the landslide is enhanced again, and the failure probability will be reduced. After that, the reservoir water level rose, and the failure probability dropped rapidly to 1.36%. This suggests that the rising process of the reservoir water level was conducive to the stability of the landslide.




4.1.4 August 21st ~ October 20th

The reservoir water level continued to rise, and the failure probability continued to decline, from 4.92% to 0.06%. In the follow-up, even if the slope stability was significantly enhanced, the decline in the failure probability was not large. Thus, it can be found that when the failure probability was small, the stability change of the landslide cannot be well reflected. The water level in the landslide rises slowly, and the seepage pressure will be generated towards the landslide. The stability of the landslide will be enhanced, and the failure probability will be reduced.




4.1.5 October 21st ~ December 31st

At this stage, the change trends of the failure probability curve were first stable, then rising and then stable. It can be found that although the reservoir water level and rainfall fluctuated slightly, the landslide stability decreased.

The annual failure probability with reservoir water fluctuation and rainfall changes as shown in Figure 7. The most unstable period of the landslide is in June. The probability of failure increased when the water level decreased, and decreased when the water level increased. Therefore, the failure probability and the water level were basically in the opposite trend. It can be found that the landslide stability was closely related to the fluctuation of the reservoir water level, while the influence of rainfall on the landslide stability was relatively small. In addition, the failure probability at the beginning of the year fluctuated around 0.6%, and the failure probability at the end of the year reached 0.7%. Thus, the landslide stability formed a closed loop after the annual reservoir water level and rainfall experienced a cyclical change.




Figure 7 | Variation of annual failure probability of the Zhaoshuling landslide.







4.2 Reliability analysis of landslide under combined seismic action of reservoir water level and rainfall

Figure 8 shows results with and without the COV of the seismic coefficient. With the increase of seismic coefficient, the failure probability of the landslide increased significantly. Obviously, the earthquake had a significant effect on the stability of the landslide. In the case of an actual seismic coefficient of 0.05, the failure probability of the landslide reaches about 90%. Notably, failure probability decreases when seismic coefficients were regarded as random variables. Thus, the failure probability of landslide will be increased when the seismic coefficients were regarded as constants.




Figure 8 | Influence of earthquake on failure probability of Zhaoshuling landslide.



Figure 9A shows the distribution of the FOS was relatively concentrated when the seismic coefficients were small. Conversely, when the seismic coefficient was large, the calculated FOS were more scattered. Notably, Figure 9B shows the probability of FOS less than 1.0 was 46.58% under the horizontal seismic coefficients was 0.224. Similarly, when the horizontal seismic coefficients were 0.224, it can be found that more than half of the cases where the FOS was less than 1.0 (Figure 8A). The Zhaoshuling landslide may be in an unstable state at this time.




Figure 9 | Probability density curve and cumulative distribution curve under different seismic coefficients: (A) probability density function; (B) cumulative distribution function.






4.3 Sensitivity analysis



4.3.1 The effect of the COV

As the COV of cohesion or friction angle increased, the failure probability of landslide increased. Therefore, it can be found the greater the variation of strength parameters, the less conducive to the stability of the landslide. And the degree of variation in the friction angle had a greater impact on the failure probability. Notably, the small mean value of cohesion led to limited variation in the range of cohesion values under the two COV. Thus, the variation degree of cohesion had little influence on the landslide stability.

Figure 10A shows the probability density functions of the FOS. The shape of the probability density function became narrower and the uncertainty in the FOS decreased when the negative value of the COV of the friction angle increased. Similarly, the probability distribution estimated also shows the same trend (Figure 10B). In addition, although when the COV was 0.5 and the FOS was 1.0, the cumulative distribution value was still 0. The landslide will not be completely unstable.




Figure 10 | The effect of the COV: (A) Influence of different COV on failure probability; (B) probability density function; (C) probability distribution of the FOS.






4.3.2 The effect of the correlation coefficient

Figure 11A shows that the probability of failure increased as the correlation coefficient increased. Thus, the stronger the negative correlation between the cohesion and the friction angle, the more conducive to the stability of the slope. But the failure probability did not change much.




Figure 11 | The effect of the correlation coefficient: (A) Influence of different correlation coefficients on failure probability; (B) probability density function; (C) probability distribution of the FOS.



Figures 11B, C show that the probability density functions and the probability distribution of the FOS determined from the five correlation coefficients were almost. The reason was that the cohesion had little effect on failure probability.




4.3.3 The effect of the fluctuation

This section introduces a coefficient to represent the change in the scale of fluctuation, then the fluctuation range of the sliding mass and the weak interlayer is increased or decreased by the same multiple (Table 5). Figure 12A shows the effect of scale of fluctuation on the failure probability. Whether it was the horizontal fluctuation range   or the vertical fluctuation range  , as the fluctuation range increased, the failure probability of landslide increased gradually. Notably, the failure probability was more significantly affected by changes in the vertical fluctuation range.


Table 5 | Changes of horizontal and vertical scale of fluctuation.






Figure 12 | The effect of the fluctuation: (A) Influence of different fluctuation coefficients on failure probability; (B) probability density function; (C) probability distribution of the FOS.



Figure 12B shows that the probability density function curve had a very obvious change under different vertical fluctuation ranges. As the vertical fluctuation range increased, the peak value of the curve gradually decreased and shifted to the left. Therefore, the distribution of the FOS gradually became scattered and the mean value gradually decreased, and the landslide stability was gradually decreasing. And the curve difference was large when the vertical fluctuation range coefficient was between 0.5 and 2, the probability distribution estimated also shows the same trend (Figure 12C). It can be found that when the vertical fluctuation range exceeded a certain value, the failure probability was not sensitive to its change.






5 Discussion

More than 85% of the slope instability is inseparable from the action of water (Wang et al., 2019b; Yin et al., 2022; Zhang et al., 2022c). The dry-wet cycles effect caused by the rise and fall of the reservoir water level affects the stability of the bank landslide (Rejeb and Bruel, 2001). Lin et al. (2005) studied the microscopic mechanism of water weakening in sandstone, and used dry-wet cycles to simulate leaching effects. The result shows that after 60 dry-wet cycles, the strength loss of sandstone reached 20%, and the porosity showed a nonlinear increase. Under the repeated dry-wet cycles, the surface roughness coefficient, compressive strength and friction angle of the rock mass gradually decrease (Fang et al., 2019). Wang et al. (2019) analyzed the effect of water level rise and fall on the shear strength of sandstone-mudstone, and concluded that the decrease in shear strength was in a logarithmic relationship with the increase in the number of cycles. Therefore, the dry-wet cycles play an important role in the long-term effect of the reservoir bank landslides.

The results of the simulation are summarized in Figures 13, 14. With the increase of the number of dry-wet cycles, the strength of the rock and soil was reduced, and the failure probability of the landslide increased significantly. Obviously, the failure probability basically did not change after 10 dry-wet cycles. So the weakening of the landslide stability by the dry-wet cycle was limited. The reduction of rock and soil strength parameters was also consistent with the failure probability.




Figure 13 | Influence of parameters degradation of sliding body and weak interlayer on failure probability under dry-wet cycles.






Figure 14 | Influence of parameters degradation of only sliding mass or weak interlayer on failure probability under dry-wet cycles.



Figure 14 shows the change of the failure probability of the landslide was mainly affected by the reduction of the parameters of the weak interlayer. It can be concluded that the weak interlayer played a decisive role in the landslide stability.

The stability of coastal banks is affected by the changing water levels, rainfall, and earthquakes (Sassa and Takagawa, 2019; Liu et al., 2023). The reliability evaluation method of reservoir banks under various disaster-causing factors in this paper can be applied to predict the long-term safety of the coastal banks (Cavanaugh et al., 2019).




6 Conclusion

Considering the spatial variability of rock and soil parameters, this paper evaluated the reliability of the Zhaoshuling landslide within one year. Furthermore, the influence of dry-wet cycles on failure probability was discussed, and the sensitivity analysis of random field-related statistical parameters was carried out. Several conclusions can be obtained as followings:

	(1) The annual failure probability of the Zhaoshuling landslide varied with reservoir water level and rainfall. When the reservoir water level decreased, the failure probability of the slope increased. Correspondingly, when the reservoir water level increased, the failure probability of the slope decreased. Meanwhile, rainfall had relatively little effect on failure probability. And the June was identified as the most unstable period of the year for the Zhaoshuling landslide.

	(2) With the increase of seismic coefficient, the failure probability of landslide increased significantly. Thus, the most important external action affecting the stability of the slope was the earthquake. In addition, the resulting failure probability was slightly reduced when the seismic coefficients were treated as random variables.

	(3) Due to the increase in the number of dry-wet cycles, the strength of rock and soil was gradually reduced, and the failure probability of landslide increased significantly. Moreover, the change of the failure probability of the landslide was mainly caused by the reduction of the parameters of the weak interlayer. It was proved that the weak interlayer played a decisive role in the landslide stability.

	(4) The spatial variability of rock and soil parameters had a significant impact on the slope stability. The failure probability will increase with the increase of the COV, correlation coefficient, and fluctuation range, respectively. Especially, attention should be paid to the COV of the internal friction angle and the vertical fluctuation range of the parameter when evaluating the reliability of the landslide. The research results can provide important references for the analysis of the formation mechanism of wading landslides, monitoring, and emergency management.
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Seabed fluid flow is a widespread and important natural phenomenon in marine environments, which involves complex multi-physics, multi-process and multi-scale processes. The developments in offshore geophysical technology have facilitated the discovery of the widespread emissions of seabed fluids. For an overview on the state-of-the-art seabed fluid flow research and for obtaining a perspective on future research in the China Seas, we reviewed the data, reports, and publications particularly that associated with cold seeps such as pockmarks, seeps, domes, mud volcanoes, and gas hydrates in the Bohai Sea, the Yellow Sea, the East China Sea, and the South China Sea. This study presents the first report for seabed fluid flow on all China Seas with the basic information required to undertake additional analytical studies of these features. Furthermore, we explore processes responsible for them and their implications. Although the seabed fluid flow is widespread, dynamic, and influential, it is still poorly examined and understood. To understand seabed fluid flow in both time and space, it is important to investigate how and why these seabed fluids form and migrate.
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1 Introduction

Seabed fluid flow encompasses various fluids (liquids and gases) that pass from sediments to seawater (Judd and Hovland, 2009; Zhu et al., 2023). These fluids from dozens of meters to kilometers below the seafloor migrate via pathways such as faults, pipes, gas chimneys, and mud diapirs, thus escaping from the seafloor to produce multiple geomorphic features such as pockmarks and mud volcanoes at different scales (Westbrook et al., 2009; Bünz et al., 2012; Brothers et al., 2013; Andreassen et al., 2017; Serie et al., 2020; Yang et al., 2021). Multi-physics (e.g. solid, liquid, and gas), multi-process (e.g. geological, mechanical, and chemical processes) and multi-scale (e.g. pore-scale and region-scale) processes are involved in the seabed fluid flow (Judd and Hovland, 2009). Seabed fluid exchanges at the seabed-seawater boundary are as important as interactions between oceans and atmosphere (Judd and Hovland, 2009). After seeping into seawater, seabed fluid significantly affects the marine environment such as the physical, chemical, and biological nature of seawater. Furthermore, methane emitted from hydrothermal vents, cold seeps, and mud volcanoes in deep oceans can pass via the hydrosphere into the atmosphere. Seabed fluid flow is significant for sub-seabed and seabed geological features, marine biological processes, and composition of oceans, involving geosciences, biosciences, chemical, environmental, and ocean sciences. The presence of seabed fluid flow shows hydrocarbon (gas, oil, gas hydrate) generation, migration, accumulation, and the destabilization of seabed structures, which results in geological hazards such as sedimentary collapse and submarine landslide and poses a potential danger to hydrocarbon exploitation and submarine engineering (Jia et al., 2016; Rui et al., 2020; Wang et al., 2020; Zhu et al., 2020; Zhu et al., 2021).

Multiple developments in offshore geophysical technology (Figure 1) over four decades have allowed marine scientists and engineers to determine and map seabed fluid flow. High-resolution seismic profilers, side-can sonar systems, multibeam echo sounders, remotely operated submersibles (ROVs), and autonomous underwater vehicles (AUVs) have enabled wide, rapid, and detailed surveys from coastal seas to deep oceans. These developments facilitate worldwide discoveries of the widespread emissions of water, petroleum fluids, and hydrothermal fluids. To examine the distribution and nature of the seabed fluid flow, reviewing all data, reports, and publications on seabed fluid flow is necessary. However, offshore geophysical technologies and publications have progressed at an incredible rate that it is impossible to include every example. Therefore, this study is limited to the examples of features associated with seabed fluid flow in the China Seas. The literature on hydrothermal vents is extensive, and therefore we focus on “cold” seeps such as pockmarks, seeps, domes, mud volcanoes, and gas hydrates. This study provides the scientific community with the compendium of seabed fluid flow as the base for additional analytical and profound approaches to subsequent investigations.




Figure 1 | Graphic showing geophysical approaches used to identify seabed fluid flows.






2 Geological settings of the China Seas

The China Seas, located in the northwestern Pacific Ocean, consist of four parts, the Bohai Sea, the Yellow Sea, the East China Sea, and the South China Sea (Hu and Wang, 2016). They form an arc from north to south. Figure 2 shows the location map of these China Seas.




Figure 2 | Location of these China Seas and the distribution of the fluid escape structures. White pentagon = polygon fault area, black solid circle = pockmark area, red triangle = mud volcano area, gray solid circle = mud diapir area, yellow hollow circle = gas chimney area, orange leaf-shape = bottom-simulating reflector (BSR) area, red star = cold-seep area, and red rectangle = seabed fluid flow area.



The Bohai Sea (Figure 2) is a semi-closed marginal sea in eastern China having a total area of ~77000 km2 and an average depth of 18 m (Du et al., 2021; Zhang Y et al., 2020; Zhu et al., 2018). Geologically, it belongs to the offshore portion of the Bohai Bay Basin, which is a typical Mesozoic and Cenozoic rifting basin (Hu et al., 2001). Strongly controlled by the Tan-Lu and Zhangjiako-Penglai fault zones (Qi and Yang, 2010; Teng et al., 2010), the Bohai Sea rifts early from the Paleogene and enters the post-rifting thermal subsidence phase from the Neogene with ~7 km of Cenozoic sediments accumulated in sub-basins (Allen et al., 1997; Li et al., 2012; Wang et al., 2014). Neotectonism (tectonic motions after 5.1 Ma) in the Bohai Sea induced multiple faults and traps in the Neogene-Quaternary sequences, thus controlling the tectonic pattern to date (Gong et al., 2010).

The Yellow Sea (Figure 2), embracing an area of ~4.0 × 105 km2, is located on the shallow continental shelf with an average water depth of 44 m (Wang et al., 2014). By a line from the easternmost tip of China’s Shandong Peninsula to the western end of North Korea’s South Hwanghae Province, the water body is divided into the larger southern and smaller northern yellow seas. The former connects with the Bohai Sea in the Bohai strait and experiences a major phase of the Paleogene rifting and the initial and Neogene thermal subsidence (He et al., 2007). The latter, however, follows an additional uplift and erosion phase from the late Oligocene to the early Miocene (Yi et al., 2003; Lee, 2010). Here, rifting was confined to localized half-grabens controlled by the Jiaxiang fault with a relatively insignificant thermal subsidence phase (Lee, 2010).

The East China Sea (Figure 2) along the southeastern Chinese continental margin, covering an area of 7.7 × 105 km2, is composed of the continental shelf with shelf break at water depths of 140–160 m, and the Okinawa trough with an average water depth of 370 m (Wang et al., 2014). The East China Sea continental shelf is featured by NE-striking uplifts and depressions, evolved from the deep Paleogene continental margin rift and has experienced regional open-sea subsidence after the Pliocene (Zhou et al., 1989; Li et al., 2009). However, the Okinawa trough is an active back-arc rifting basin behind the Ryukyu arc, formed by the northwest subduction of the Philippine Sea plate beneath the Eurasian plate (Sibuet et al., 1998). At its early evolution stage, the back-arc rifting is progressive and the syn-rift sedimentation at a rate of 1–2 m/ka has been underway after the late Pleistocene (Tsugaru et al., 1991; Park et al., 1998).

The South China Sea (Figure 2), situated between the western pacific, Eurasian, and Indo-Australian plates, is the largest marginal sea in the western pacific, occupying an area of ~3.5 × 106 km2 (Wang et al., 2014). The deep-sea basin, continental slope, and continental shelf cover ~15%, 38%, and 47% of the total South China Sea area, respectively; it has an average water depth of 1140 m (Wang et al., 2014). The South China Sea has experienced complex structural and thermal evolution in the Cenozoic (Taylor and Hayes, 1983; Hutchison, 2004). Tectonically, it is characterized by both the northern extensional passive and western strike-slip continental, southern compressive, and eastern active convergent margins (Chen et al., 2015a). Currently, the oceanic crust of the South China Sea is subducting eastward along the Manila trench (Wang et al., 2014).




3 Seabed fluid flow in the Bohai Sea

The highly fluctuating methane in the nearshore areas is attributed to the combined influences of land inputs and in situ petroleum contamination. Around the Bohai Sea, the Yellow River water has been reported to contain high methane (Gu et al., 2011). However, the river input of methane is negligible in the central Bohai Sea. Moreover, the tremendous heterogeneity of sea surface methane distributions indicates gas leakage from the seafloor (Zhang et al., 2014a). During the survey periods, the Bohai Sea was a net source of atmospheric methane (Zhang et al., 2014b). The PL19-3 giant oilfield is situated where faulting occurred violently during neotectonism. Oil migrated along the densely distributed faults and charged the PL19-3 structure rapidly. Fluid/oil migration and accumulation triggered by earthquakes are non-continuous and episodic (Zou et al., 2011). The active faults in the neotectonism became passages for oil to migrate from the Paleogene to Neogene (Gong et al., 2004). Charging the shallow Neogene reservoirs was dynamic, probably ongoing, as a combined result of the existence of active source rocks, development of overpressure, and fault reactivation from 5.1 Ma (Hao et al., 2012). Migration modelling without considering the effect of the densely distributed faults describes a good match between petroleum occurrences and predicted preferential petroleum migration pathways and accumulations, indicating that the densely distributed faults in the Neogene sediments do not influence the petroleum enrichment. If the densely distributed faults in the Neogene sediments act as vertical conduits for petroleum migration, most petroleum would have migrated to Quaternary sediments or the seafloor, causing oil dispersion and degradation (Hao et al., 2007).

Neotectonic controls the late-stage hydrocarbon accumulation and maintains the sustained dynamic equilibrium where the accumulation amount is greater than the diffusion loss in oil and gas. Seismic sections extensively show active fluid escape in the shallow strata via faults and gas chimneys in the Bohai Sea such as the PL19-3 oil field (Figure 3, Gong, 2005). High-resolution seismic sections show densely distributed faults before the late Pleistocene and relatively weak fault activities afterward (Wang et al., 2011). Shallow gas occurs at different depths, and the blowouts threaten platforms, causing serious accidents in several drilling operations (Yang and Qi, 2004). The detection of extensive shallow gas by the regional geological survey (Hou et al., 2016) and its accumulation above these faults in the Laizhou Bay (Du et al., 2007) shows the development of widespread fluid flow in the Bohai Sea. However, the distribution, geological controls, and origin of fluids remain unclear following inadequate detailed geophysical investigation and in situ measurement and less investigation in methane flux and its environmental effects. Note that the famous Penglai 19-3 oil-spill accident between June 2011 and August 2011 was induced by fluid escape along faults activated by overpressure water injection in the well, indicating that shallow faults can be activated by overpressure fluid flow or geological activities, thereby providing migration and escape pathways for fluids. Recently, we reveal a complex seabed fluid flow system composed of various seafloor expressions (i.e. mounds and pockmarks) and shallow fluid migration pathways in the central-west Bohai Sea based on an integrated study of side-scan sonar, single- and multi-channel seismic data and magnetic data (Duan et al., 2022).




Figure 3 | PL19-3 oil field in the Bohai bay basin formed in Quaternary and dispersed in the late-stage period of hydrocarbon accumulation (Gong, 2005).






4 Seabed fluid flow in the Yellow Sea

Cold seeps are widespread in the Yellow Sea, as indicated by lots of evidence, including gas seeps, pockmarks, domes, seafloor faults, and micro-ring depressions. Liu et al. (2013) reported certain micro-ring depressions in the north Yellow Sea at a water depth of 50–55 m. These depressions demonstrate circular and irregular ellipse shapes with a major axis of ~2 km and a shallow groove with a width of 200–300 m wide and a depth of 2 m along the edge (Figure 4). These depressions are interpreted as topography features formed by sub-bottom shallow gas leakage and transformed by bottom current and submarine slumping. However, no simultaneous seismic data confirm the above interpretation, and the formation mechanism for this seepage topography remains unclear. Zhao et al. (2009) reported certain seabed pockmarks and domes in the northern depression of the south Yellow Sea basin (location is unknown), related to fault structures as pathways and sources for the seabed hydrocarbon seepages. This indicates the upward migration of pore fluid in the deep strata (Figure 4). Jeong et al. (2004) reported a few active gas seepages in the southeastern Yellow Sea. However, geophysical and geochemical observations demonstrate that the gas seepage appears to be explosive to form craters and diapirs, dominant in thermogenic gases, with a smaller amount of biogenic gases. However, seepages in the western Yellow Sea are mostly biogenic with the late Pleistocene peat as the major source. The active cold seeps by acoustic plumes, cloudy turbidity, and point-line-type reflection produce seabed pockmarks and mud domes, as per the occurrence of shallow gas, which is mostly distributed in the buried delta, paleo lacustrine, paleo-fluvial facies, and paleo-tidal channel facies (Gu et al., 2008; Gu et al., 2009; Gu et al., 2006). Kong et al. (2012) compiled a distribution map of marine geohazards with the shallow gas involved as a major factor of marine geohazards. Furthermore, active cold seeps in the central Yellow Sea are speculated to result from fluid escape along faults from the deep. A large collapse crater in the northwestern part of the Subei shoal may be a composite collapse crater resulting from the shallow-faulting-related multipoint eruption of shallow gas, indicating the shallow gas occur in the middle-deep strata (Gu et al., 2009).




Figure 4 | Certain geological features on the fluid escape structures in the Yellow Sea. (A) Bathymetric map showing the micro-ring depression in the north Yellow Sea (Liu et al., 2013). I) Circular or elliptical micro depressing with a protrusion in the center; II) Elliptical micro depression with depression in the center; III) Curved micro depression. (B) Side-scan sonar mosaic image demonstrating domes and pockmarks (Zhao et al., 2009).






5 Seabed fluid flow in the East China Sea

Previous studies demonstrated signs of cold seeps on the continental shelf and slope of the East China Sea. Although shallow gas, pockmarks, small domes, shallow faults, and certain associated gas plumes are extensively reported using geological disaster surveys, the gases are mostly biogenic because of the degradation of organic matter in the shallow sediments of Yangtze Estuary, Hangzhou bay, Xiamen bay, and Zhejiang coast (Jorge et al., 1985; Hu et al., 2012; Liu et al., 2014; Hou et al., 2015; Hu et al., 2016; Figure 5), whereas thermogenic and high pressure as buried several hundreds of meters deep on the vast continental shelf of East China Sea (Yu, 2011; Cui et al., 2013). Previous studies on the Okinawa Trough have demonstrated widespread cold-seep activities. A gas seepage above the acoustic curtain and mud diapir structure (Luan and Qin, 2005; Luan et al., 2008), the authigenic carbonates related to cold seepage (Sun et al., 2015) and intense methane seeps indicated by shallow sulfate-methane interface and abnormal pore water characteristic (Li et al., 2015) show cold seeps are pervasive along the western slope of Okinawa Trough. Roughly circular sediment mounds or mud volcanoes have been mapped for the first time at the shelf edge of the East China Sea. These sediment mounds are associated with large pockmarks. This seepage process is suspected to be very recent, and probably still active (Yin et al., 2003). Then, additional mud volcanoes/diapirs are reported along the western slope of Okinawa Trough. Seismic sections show that gas hydrates, marked by bottom-simulating reflector at the top of mud volcanoes, are observed along with mud diapirs (Xu et al., 2009), fed by the upward fluid along normal faults with a steep dip and slight fault displacement during the formation of mud diapirs (Zhao et al., 2006). Furthermore, bright spots, phase reversals, and other acoustic anomalies show that gas and/or fluid escape are important for forming these mud volcanoes (Yin et al., 2003).




Figure 5 | Certain geological features on fluid escape structures in the East China Sea. (A) Side-scan sonar mosaic image showing the depressions in the Zhoushan area, east of East China Sea (Hou et al., 2015). (B, C) Bathymetric map showing sediment depressions and mounds (Yin et al., 2003).



Except in mud volcano regions, gas hydrates are widely recognized along the western slope using limited seismic sections (Luan et al., 2006; Luan et al., 2008). In fact, the two regions of methane anomalies in surface sediments reported by Lu et al. (2002) are near two mud volcanoes found four years later. The thermal infrared anomalies before, during, and after earthquakes demonstrate a close relationship with gas hydrate distribution. These indicate that gas hydrates are pervasive in the central and southern Okinawa Troughs (Lu et al., 2002), and cold seeps are closely associated with gas hydrate decomposition. Note that additional investigations demonstrate that cold seeps are extensively spread along the western slope of the Okinawa trough, in the turbidite deposits, which host distinct petrologic composition and sedimentary structures compared with normal marine sediment (Sun et al., 2015). Recently, in a transtensile regime, active gas emissions were reported along the western slope of the mid-Okinawa Trough (Figure 6, Li et al., 2021).




Figure 6 | (A) 3D view of the bathymetry showing the geometries of positive reliefs and gas plumes. (B) 3D view of the map of the backscattering intensities superimposed on the bathymetric one (Li et al., 2021).






6 Seabed fluid flow in the South China Sea

The South China Sea, one of the largest marginal seas of the west pacific, bears the coldest seeps in China. Tens of possible seep sites have been identified using direct or indirect evidence (Feng D. et al., 2018). In the South China Sea, focused fluid flows are extremely active. BSRs are reported in Taixinan, Pearl river mouth, and the Qiongdongnan basin, indicating that gas hydrates are extensively distributed in the northern South China Sea (Wang et al., 2018; He et al., 2022; Qian et al., 2022). Moreover, pockmarks have been reported around the South China Sea, including the Pearl river mouth, Qiongdonan, Yinggehai, Zhongjiannan basin, and Nansha region (Chen et al., 2015b; Xiong et al., 2023; Zhang et al., 2020). Furthermore, mud diapirs are reported all over the northern South China Sea and mud volcanoes primarily occur in the Taixinan and Pearl river mouth basins, northeastern South China Sea (Chen et al., 2016; Wan et al., 2019). Except for cold seeps in the Nansha region, others are primarily located on the northern slope of the South China Sea. Active gas seepages are primarily found in the Qiongdongnan basin and Taixinan basin (Wang et al., 2022).

The cold seeps and Jiulong methane reefs were discovered in the South China Sea in 2004 during the Sino-German cooperative investigation in the northeast Dongsha and Taixinan basin (Chen et al., 2005). In the Jiulong methane reef area, the chemoherm edifices and methane-derived carbonates are widespread (Suess, 2005; Han et al., 2008). Field observations and laboratory studies of these carbonates demonstrate multiple microbial structures preserved around and embedded in these carbonates, which supports the anoxic oxidation of methane in their formation (Han et al., 2008; Shi et al., 2014). Other active cold seeps were identified using high-resolution seismic images at the southern summit of the Taiwan ridge, southwest Taiwan in 2008 (Liu et al., 2008; Hsu et al., 2018). ROVs and deep submergence vehicles were used to explore the region in the subsequent years (Feng and Chen, 2015; Feng et al., 2015; Zhang et al., 2017). During the exploration, methane gas hydrates were discovered on the seabed surface of the Taiwan ridge and the exposed hydrates were attached to the inner wall of seeps (Figure 7, Zhang et al., 2017). Multibeam water column data show gas plumes and the possible existence of gas hydrates in the Taixinan basin (Chen et al., 2019). Furthermore, mud volcanoes and authigenic carbonate nodules were discovered in southwest Dongsha (Tong et al., 2013; Yan et al., 2017). Carbonates from southwest Dongsha have relatively high mineral contents and low 87Sr/86Sr ratios compared with those from northeast Dongsha, indicating a deeper source of seepage fluids (Tong et al., 2013; Feng D. et al., 2018).




Figure 7 | Raman observations of gas hydrates exposed on the seafloor. (A) The exposed hydrate inside the channel of a cold seep vent surrounded by lush chemosynthetic communities. (B) A close-up view of the exposed hydrate attached to the inner wall of the channel. (C) The release of small pieces of gas hydrate from the vent (Zhang et al., 2017).



Another important seabed fluid flow region is located in the Shenhu area, which witnessed both China’s first gas hydrate drilling in 2007 and offshore gas hydrate production test in 2017. Fluid flow features are widespread; the high-resolution 3D seismic data demonstrate abundant acoustic anomalies, indicating the occurrence of shallow gas. Sun et al. (2012) discovered 45 mud diapirs and 4 isolated mud volcanoes; however, only one mud volcano was exposed on the seafloor with the conduit visible in the seismic profile. Chen et al. (2016) identified 164 gas chimneys, 5 mud diapirs or volcanoes, and 9 pockmarks from the results of high-resolution 3D seismic investigations. Carbonates from the Shenhu area are categorized into two: pipes and crusts; the extremely negative δ13C value of these carbonates indicates that the primary carbon source in the Shenhu seeps is biogenic methane (Tong et al., 2013). From the results of the multibeam survey, Zhu et al. (2019) reported multiple suspected gas plumes; however, no active cold seeps have been reported with direct and solid evidence in the Shenhu area.

Fluid escape features are developed in Zhongjiannan and adjacent Qiongdongnan basins. Using 2D seismic data and multibeam bathymetry data, Sun et al. (2013) identified three focused fluid escape features, mud volcanoes, pipes, and associated pockmarks, in the Zhongjiannan basin. When fed by gas-rich plumbing systems, mud volcanoes are either isolated or in groups. Chen et al. (2015b) first reported newly discovered crescent pockmarks and pockmark strings in the northern Zhongjiannan basin and discussed the geological and oceanographic controls on these seabed fluid escape structures (Chen et al., 2018). Using the reaction transport model, Luo et al. (2015) suggested that the fluid seepage at the pockmark ceased 39 kyr ago, corresponding to a relative sea-level high-stand and gas hydrate stabilization. Another important progress occurred when active cold and Haima seeps were discovered using ROV in 2015 and 2016 in the Qiongdongnan basin. Geophysical data were used to outline migration pathways for fluid and gas to the seabed. Furthermore, gas hydrates were recovered in sediments at ~4 m below the seafloor at Haima seep sites (Liang et al., 2017). Recently, a new and active cold seep was reported ~50 km northeast of the Haima cold seeps (Figure 8, Geng et al., 2021). All these prove the ongoing gas seepage activities at this newly discovered cold seep.




Figure 8 | Seafloor observations of gas seepages (A, C) and near-surface gas hydrates (B, D) (Geng et al., 2021).



From the interpretations of geophysical data, Liu et al. (2021) hypothesized an evolutionary model developing the gas hydrate system and gas seepage at the Haima cold seeps (Figure 9). In addition to these results, thermogenic gas in the Qiongdongnan basin migrating from the deep reservoir through the gas hydrate stability zone along deep faults and gas chimneys forms active cold seeps. The results provide insight in the relationship between seafloor cold seeps and deep hydrocarbon generation and migration. Furthermore, they have important implications for hydrocarbon exploration in the Qiongdongnan basin of the northwestern South China Sea (Geng et al., 2021). Feng D. et al. (2018) quantitated the contribution of cold seep fluids to the bottom-water carbon reservoir of the South China Sea, which help to understand the dynamics and the environmental impact of hydrocarbon seep.




Figure 9 | Seabed fluid flow at the Haima cold seeps and the evolutionary model associated with the hydrate (Feng et al., 2020; Geng et al., 2021).



In addition to the northern slope of the South China Sea, a few possible cold seeps are indicated in the southern South China Sea, e.g., methane seepage is inferred from the porewater geochemistry of shallow sediments in the Beikang basin (Feng J. et al., 2018). Zhang K et al. (2020) reported 125 pockmarks close to the Andu seamount in the southern margin of the South China Sea. To date, cold seeps remain poorly investigated in the southern South China Sea.




7 Summaries and conclusions

It is remarkable how common seabed fluid flow is in the China seas, from every seabed environment from coastal waters down to the deep oceans. Given the larger scale and quantity, seabed fluid flows are widespread in the continental margins of the East China Sea (e.g. the Okinawa Trough) and the South China Sea (e.g. the Pearl River Mouth Basin). In the Bohai Sea, seabed fluid flows are also found in the hydrocarbon enrichment basins, such as the Bohai bay basin. In comparison, levels of scale and quantity are low in the Yellow Sea and the East Sea shelf basin.

Previous investigation works on the seabed fluid flow over the last three to four decades have led to significant progresses in our understanding of this geological phenomenon. However, the field investigations on seabed fluid flow are severely insufficient in the Bohai Sea, the Yellow Sea, and the East China Sea shelf basin. In addition, more comprehensive and detailed investigations are required in the Okinawa Trough and the South China Sea for the sake of the gas hydrates and hydrocarbons.

The distribution, feature and origin of the seabed fluid flow are controlled by various geological, biological and oceanographic factors in the China seas. In sedimentary basins the most significant fluids are hydrocarbons, particularly methane, formed by thermogenic or biogenic processes within the sediments. Therefore, seabed fluid escape structures (e.g. pockmarks, seeps, domes, mud diapirs, gas chimneys, and mud volcanoes) are usually associated with deep marine hydrocarbons or shallow gas hydrates. In order to understand the nature of these seabed fluid escape structures in both time and space, it is essential to appreciate how and why these seabed fluids form and migrate.Indeed, the seabed fluid flow is clearly a dynamic process and it is determined by a function of endogenic (e.g. seabed hydrocarbon) and exogenous (e.g. marine dynamic conditions) factors.

In essence, seabed fluid flow is a geological process. Further, it may affect marine ecology, ocean biogeochemistry, and even the atmosphere and global carbon cycle. Though these processes may be significant not only to today’s climate, but also to global climate change over geological timescales, they are still poorly understood. Considering the widespread, dynamic, and influential feature of seabed fluid flow, more attention should be given to the future study on the seabed fluid flow.
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Due to the impacts of climate change, there is an urgent need to scale up existing, and develop novel, renewable energy technologies. Although there are many types of renewable energy technology, ocean renewable energy, including established offshore wind, and novel wave and tidal energy converters, offers many opportunities due to the abundance of the resource, availability of sea space, and (for tidal) predictability. However, the extraction of energy from the ocean environment will influence sediment dynamics and morphodynamics at various temporal and spatial scales. Detailed knowledge of seabed properties is also important for device installation, affecting foundation design and cabling. In this study, 36 seabed sediment samples were collected across a region of the Irish Sea extending from the west of Anglesey into Liverpool Bay up to a maximum distance of around 35 km offshore – a region where there are many existing and planned ocean renewable energy projects. Particle size analysis at quarter phi intervals was used to calculate the statistical properties of the seabed sediment samples, including Mean grain size, Sorting, Skewness and Kurtosis. These properties were compared against the outputs of wave (SWAN) and tidal (TELEMAC) models of the region to investigate the relationship between environmental variables and sediment characteristics, and to determine the impact and challenges of renewable energy technologies deployed in the region. Most of the sediments in the study area are medium sand, polymodal, very poorly sorted, coarse skewed, and very platykurtic. We found that mean water depth and peak current speed have the largest influence on Median grain size, and Sorting can be affected by tidal range, in addition to water depth and peak current speed. Moreover, minimal influence of wave climate was found on the sediments. A thorough discussion based on a literature review of the environmental issues of various energy converters (tidal energy converter (both individual and arrays), tidal barrage/lagoons, and wind turbines) was used to determine how devices in the study region, and at other sites throughout the world, would interact with sediment dynamics. We make recommendations on ways to minimize environmental impacts of ocean energy technologies.
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1 Introduction

In recent decades, global climate change has become a major concern, applying pressure on many aspects of humankind. The combustion of fossil fuels and emission of greenhouse gases (GHG) such as carbon dioxide (  ) are playing a crucial role in the gradual rise in the overall temperature of the atmosphere (Romm, 2022). The consequences of climate change include changes in rainfall patterns, increased flood risk, severe storms, droughts, loss of species, fires, and sea-level rise (De Pryck, 2021). This, in turn, is affecting species distributions, habitats, and processes in the marine environment, leading to serious repercussions (Birchenough et al., 2015). Various methods for reducing or minimizing   have been suggested (e.g. Hepburn et al. (2019)); however it seems that the most sustainable alternative is taking advantage of renewable energy resources (Newell et al., 2021), hence the demand for renewable energy has grown rapidly as a response to climate change (Dannheim et al., 2020).

Marine energy is the energy that resides in waves, tides, ocean currents, and ocean temperature and salinity gradients, which is available for conversion into electricity (Zabihian and Fung, 2011). In addition, many developments in renewable energy are taking place at sea (e.g. arrays of offshore wind turbines) due to the magnitude of the resource, available sea space, and reduced visual impact (Pelc and Fujita, 2002). However, the presence of marine renewable energy devices can disrupt their environment, from the disturbance of marine mammals during construction (underwater noise) (Madsen et al., 2006) and increased risk of bird collisions (Loss et al., 2013), to changes in hydrodynamics and sediment dynamics. The extraction of energy from the water column could directly impact marine sediment dynamics and affect the stability of morphodynamic features such as offshore sand banks (Neill et al., 2017). The seabed will also be disturbed during the construction and decommissioning of the energy conversion technologies and their associated infrastructure (e.g. foundations and cabling) (Rui et al., 2022). Removal of sediments leads to direct habitat loss, and turbidity will increase because of suspended particle matter (SPM). These resuspended sediments will be transported by the tidal currents, which could represent an additional source of contamination during the construction phase (Gill, 2005).

This study aims to characterize seabed sediments at a range of sites suitable for various offshore renewable energy technologies, relating the sediment properties to environmental variables such as wave height and tidal current speed. The study is based on the processing and analysis of seabed sediment samples collected at sea, compared against environmental data generated by validated wave and tidal models of the region.




2 Study area

The study area is the region of the Irish Sea extending from the west of Anglesey into Liverpool Bay, with 36 seabed sediment samples collected at a maximum distance of around 35 km offshore (Figure 1). The Irish Sea can broadly be regarded as a North-South aligned channel where the semi-diurnal (M2 and S2) tidal constituents dominate the tidal dynamics in the region, and the diurnal tides (K1 and O1) are relatively weak (Coughlan et al., 2021). The combination of relatively shallow water depths and strong currents are responsible for generally high bed shear stress over much of the region (Coughlan et al., 2021).




Figure 1 | Map of sample locations in the Irish Sea and location of existing and proposed wind farms, tidal stream consented sites and tidal range proposed sites. Background color scale is bathymetry (from GEBCO) in meters relative to mean sea level. Wind farm, cables and tidal stream data from The Crown Estate.



The tidal wave propagates South to North along the Irish sea, primarily via the St. George channel and the North Channel, which connects the North Atlantic to the Northwest European shelf sea (Coughlan et al., 2021). Moreover, Anglesey and the narrow North Channel, which provide sheltering from the North Atlantic waves, prevent external swells from propagating into the Eastern Irish Sea. Since the Eastern Irish Sea has limited fetch, the waves in this region are often young, but due to shallow depths they can contribute to bed shear stress (Brown and Wolf, 2009).

Seabed sediments throughout the Irish Sea, which was formerly glaciated, are largely composed of reshaped glacial and postglacial material (Dobson et al., 1971; Holmes and Tappin, 2005). These sediments span a wide range of grain-size classes that are capable of being mobilized by waves, and particularly tidal currents (Xu et al., 2017). Moreover, the Central and Southern parts of the Irish Sea are dominated by sediments of sand and gravel grade (Jackson et al., 1995), also an area of muddy sediments called the Western Irish Sea Mud Belt (WISMB) is in the North Irish Sea, West of the Isle of Man. This area experiences seasonal stratification due to the formation of a dome of cold, dense water beneath a strong thermocline (Horsburgh et al., 2000). In this area, seabed sediments are mud to sand and can reach more than 40 m in thickness (Belderson, 1964; Coughlan et al., 2020). Most notably offshore Anglesey and the Southern Irish coast, gravel-grade material is expected to occur closer to the shore and within the Central Western Trough (Coughlan et al., 2021). In addition, sediment transport in the Irish Sea can be determined predominantly by wave action at the inshore waters, while further offshore sediment transport is more dependent on tidal currents (Van Dijk and Kleinhans, 2005; Van Landeghem et al., 2009).

The Irish Sea has considerable potential for renewable energy because of the ideal geographical position for wind generation due to close proximity to the Atlantic (Onoufriou et al., 2021). Considering the frequency and consistency of the wind which areas like Ireland and the United Kingdom experience, can make these regions possible to convert wind energy, especially at large scale (Onoufriou et al., 2021). Due to a large tidal range and strong tidal currents, the region is also host to many planned tidal energy projects, including the multiple tidal ranges schemes in Liverpool Bay (Neill et al., 2018) and the tidal stream array in the Anglesey Skerries (Robins et al., 2014).




3 Methods

36 seabed sediment samples were collected from the RV Prince Madog1 using a Shipek Sediment Grab Sampler from 3rd – 13th June 2021 (Figure 1). The mean water depth at the sampling locations varies from 12 m to 79 m. Four of the locations were sampled twice, i.e. there are 32 unique locations within the 36 samples.



3.1 Laboratory work

We used the dry sieving method for particle size analysis. Each sample was washed (eliminating the salt content) before applying Buchner funnel vacuum filtration, a technique for separating solid products from reaction mixtures. A Buchner funnel was used to pass the mixture through Whatman grade 50 filter papers (nominal particle retention 2.7 m); solids are trapped in the filter while liquids are drawn into the flask under the funnel. A vacuum system was used to speed up the filtration process. When all the water is vacuumed into the flask, the sediment is washed with fresh water, which is retained as it contains the majority of the fine sediments. This retained water was evaporated under a heating lamp to obtain the fine sediment content2.

Next, the sediment samples were dried in the oven for 24 h at  C (grain size is not affected by this temperature as it will only remove unbound water, and the temperature is sufficiently low to prevent baking the clay minerals). Once cooled, the samples were weighed, and if they exceeded 500 g (Krumbein and Pettijohn, 1939) a random bulk splitter was used to divide them into three equal parts, with one portion being used for sieving.

For the mechanical analysis we assembled a   phi ( ) sieve stack increasing from 0.063 mm (4 phi) to 63 mm (-6 phi), where

 

with   the grain diameter in millimeters. The sieve stack was placed on a mechanical shaker for 15 minutes (Ingram, 1971) where the sediment passed through a series of progressively finer meshes. The mass retained on each sieve was recorded (in grams to two decimal places) for subsequent data analysis.




3.2 Data analysis

The samples are characterized using the grain size distribution and statistics package GRADISTAT (Blott and Pye, 2001), which analyzes grain size statistics from any standard measurement technique, including sieving and laser granulometry, by both the method of moments and the Folk and Ward (1957) method (Folk and Ward, 1957). The scale is based on the logarithmic Udden-Wentworth size classification, where each size class boundary differs by a factor of two. Additionally, grade scale boundaries are transformed into phi values ( ) (Eq. 1) to facilitate the graphical presentation and statistical analysis of grain size frequency data.

The sample statistics used in this study are calculated using the logarithmic graphical method developed by Folk and Ward (1957) for granulometric analysis (Folk and Ward, 1957). Based on this method, there are four parameters that describe the grain size distribution:

1. Graphical mean ( ) of sediment size, calculated as follows:

 

2. where  16,  50, and   84 are the 16th, 50th, and 84th percentile of the grain size distribution, respectively. Sorting ( ), which refers to the uniformity of grain size of the sediments, and called the Inclusive Graphic Standard Deviation, found by the formula:

 

3. where  84,  16,  95,  5 represent the values of   at 84, 16, 95, and 5 percentiles. Skewness ( ), statistically defined as the degree of asymmetry between grain size distribution. The measure of Inclusive Graphic Skewness is calculated by:

 

4. Kurtosis ( ), a measure of the ratio of the sorting in the central part of the distribution compared with the distribution at the tails. It is defined as:

 

The results of the calculation can also be characterized using descriptive expressions for sediment size classification (Table 1). Various sediment types were encompassed by the sample collection, including Clay grain size (  mm), Silt (  mm), Sand (  mm) and Gravel (  mm) (Blott and Pye, 2001), also median grain size ( ) is the most regular measurement, which is used for grain size, at which 50% of the particles are smaller in mass (Martins, 2003).


Table 1 | Descriptive expressions for different categories of sorting, skewness and kurtosis (Blott and Pye, 2001).






3.3 Environmental variables

Time series of depth-averaged current speed and variation in water depths were extracted from a two-dimensional (depth-averaged) tidal model (TELEMAC) (Robins et at., 2019). TELEMAC uses an unstructured-mesh, with the resolution varying from high resolution at the coastline to coarser resolution offshore. The model was run for one month to encompass model spin up and provide a suitable time period to resolve the tidal constituents (Robins et al., 2019). The tidal forcing at the model boundaries consists of 13 diurnal, semi-diurnal and quarter-diurnal harmonic constituents (M2, S2, N2, K2, K1, O1, P1, Q1, M4, MS4, MN4, Mf, and Mm) extracted from the TPXO global tidal database (  resolution) (Egbert et al., 1994).

Wave properties were extracted from a spectral wave model (SWAN) of the study region (Roche et al., 2016). The SWAN model of the Irish Sea is nested within an outer coarser SWAN model of the North Atlantic (Neill and Hashemi, 2013). The model was run for one year (2014) and variables (significant wave height and mean wave period) output 3-hourly at the seabed sediment sample locations. The SWAN model had a spectral resolution of 40 frequencies (from 0.04 to 1.0 Hz) and 45 directions. Wind forcing was from ERA-5 (Soares et al., 2020) which is 3-hourly at a resolution of 0.75 degrees (applied to both inner and outer grids). The full wave energy spectrum is transferred from the outer model to the boundary points of the inner grid, which has a resolution of   (Roche et al., 2016). Although there will be significant inter-annual variability in the wave climate, the one year selected for the study is sufficient to test whether wave properties were strongly related to the seabed sediment characteristics, particularly as the site is relatively sheltered from swell waves (Section 3). If a relationship is found, this could be the subject of a future, more focused, investigation using a longer time series of wave modelling. By taking advantage of MATLAB and Excel (Regression and Pearson test) the relationship between seabed sediment properties and environmental characteristics was assessed.





4 Results



4.1 Particle size analysis

Various sediment properties relating to each analyzed Shipek grab sample are presented in Table 2. The raw data is available in the Supplementary Materials. The analysis of grain size distribution spans from Very Fine Sand (0.063 m) to Gravel (63 mm), and is summarized as follows.


Table 2 | Parameters for describing grain size distribution.



The Highest-Class Weight found at each location is given in the second column of Table 2, and the percentage of grain size distribution across the study area summarized in Figure 2. Only 10.2% of the mass of all the collected sediment samples was classified as fine sand. 28% of grain size distribution is medium sand, and can be seen mostly in the stations further offshore. There is 17.8  coarse sand in the sediment samples across the study region, 8.1  very coarse sand, and 11.4  very fine gravel, 6.2  fine gravel, 5.9  medium gravel, 8.3  coarse gravel, 2.5  and 0.7  are very coarse gravel and mud clay respectively. Sediments in the western part of the study area are predominantly gravel (Figure 3A). 13/36 (i.e. around 36%) of the samples are sandy gravel, and 16/36 (i.e. around 44%) of the samples are gravelly sand.




Figure 2 | Percentage of sediment type across all seabed samples.






Figure 3 | Distribution of (A) Mean, (B) Sorting, (C) Kurtosis, (D) Skewness, and (E) Median grain size across the study area.



The result of sediment analysis in terms of Mode (Unimodal, Bimodal, Trimodal, Polymodal) are given in Table 2 and Figure 4. Most samples are either bimodal (i.e. the majority of samples contain both fine and coarse sediments) or polymodal; consequently this could be considered the reason behind the high percentage of poorly-sorted (39% of samples) grain-size distributions.




Figure 4 | The percentage of Grain-Size (A) Mode, (B) Sorting, (C) Skewness and (D) Kurtosis across the study area.



An important parameter that should be considered in terms of sediment properties is sorting since, for example, it is difficult to calculate the median grain size for a mixed (poorly sorted) sample of sediment (Folk and Ward, 1957). As can be seen in Table 2 and Figure 4, sorting of each sediment is analyzed and described based on Table 1. Approximately 40% of the samples are very poorly sorted, particularly in the Central-to-Western part of the study area (Figure 3B). The seabed sediments in the Eastern region of the domain are generally moderately to very well sorted, with the exception of two stations in the Southeast (samples 1 and 2) being very poorly sorted. The samples at the most offshore locations (samples 29 to 36) vary from very poorly sorted to moderately well sorted.

Figure 3C indicated that the Northen section (i.e. offshore) the nearshore stations off the North coast of Anglesey are generally platykurtic (i.e. low kurtosis, indicating less kurtosis than normal distribution (less than 3 or negative excess values  )). The Southeastern section, towards Colwyn Bay, is more mixed in terms of kurtosis, although 50% of these samples are classified as very leptokurtic. The offshore samples ( ) vary from very leptokurtic (distribution with high kurtosis (numerous outliers)) to very platikurtic (distribution with low kurtosis (infrequent outliers)), and can both impact on normal distribution. In Figure 5, detailed grain size distributions from two contrasting locations were illustrated.




Figure 5 | Typical sediment grain size distributions shown for two contrasting sites. (A) Sample 1 is Sandy Gravel, Polymodal, Very Poorly Sorted, Fine Skewed, Very Platykurtic, and D50 = -2.127  . (B) Sample 6 is Slightly Gravelly Sand, Unimodal, Very Well Sorted, Symmetrical, very Leptokurtic, and D50 = 1.598  .



Skewness is one of the most sensitive sediment properties, and deposition conditions have the greatest impact on skewness. Negative skewness indicates that the medium in which the deposit is being made is subject to turbulent energy conditions, and positive skewness indicates that the sedimentation environment is relatively calm and steady (Awasthi, 1970). As can be seen in Figure 3D, near-shore stations are mostly characterized by very fine to fine skewness (positive skewness). Further offshore and towards the eastern region of the study area the samples are mostly on the opposite side of the spectrum, i.e. very coarse and coarse skewed. This is relevant, as the proposed wind farms (Figure 1) would be located in a relatively energetic environment. Regarding the Northwest cluster of stations ( ), they also present a coarse to very coarse skewness.




4.2 Comparison of sediment properties with environmental variables

Significant wave height ( ) and mean wave period ( ) were extracted from a SWAN spectral wave model of the study region (Roche et al., 2016). The model output frequency is 3-hourly throughout 2014. Figure 6 shows the variability of   and   over a year across all of the sample sites. We used these environmental properties to find correlations of waves with sediment properties at the sample locations.




Figure 6 | Simulated mean, minimum and maximum (A) significant wave height ( ) and (B) mean wave period ( ) across all sample locations during 2014.



The tidal range across the region was extracted from the TELEMAC model (Robins et al., 2019). As the patterns are similar across the sites, we only plot the sites that experience the largest and smallest tidal range (Figure 7). In general, the tidal range was 8 m (spring), 4 m (neap) and 3.3 m (mean) across the sites. In addition, the tidal elevations are in-phase with one another across the sampling sites, indicative of the standing wave system that is known to occur in the area (Neill et al., 2018). Peak current speed at each location was also extracted from the TELEMAC model, in addition to mean water depths (from the model bathymetry).




Figure 7 | Time series of simulated tidal elevations for two contrasting sites across the study region, i.e. the locations that exhibited the highest (sample 2) and lowest (sample 13) tidal range.



The available environmental variables (mean water depth, peak current speed, spring tidal range, significant wave height, and bed shear stress) are plotted against the primary sediment properties (Median Grain Size, Mean, Sorting, Skewness, Kurtosis) on Figures 8–11. The   value and p-values were calculated for each relationship.




Figure 8 | Correlation between   and environmental variables: (A) water depth, (B) peak tidal velocity (C) spring tide.






Figure 9 | Correlation between   and sediment properties: (A) Mean, (B) Sorting, (C) Skewness, (D) Kurtosis of seabed sediment samples.






Figure 10 | Correlation between Peak Velocity and sediment properties: (A) Mean, (B) Sorting, (C) Skewness, (D) Kurtosis.






Figure 11 | The correlation of   and bed shear stress.



Based on Figure 8, water depth and median grain size have a weak negative correlation. Spring tide and grain size have weak positive correlation. Peak velocity and grain size have moderate negative correlation, in addition the p-value of each variable is calculated. Spring tide and grain size positive correlation (negligible correlation). Also, the regression of the D50 and environmental variables are calculated, and   is 51 , which means that environmental parameters as an independent variable can impact on median grain size as a dependent variable 51 . Furthermore, the p-value for determining the relationship between mentioned variable is calculated (Figure 12), and the result shows that water depth and peak velocity have relationship with D50.




Figure 12 | The result of Correlation and Regression analysis (green color indicates p-value  , and pink shows moderate or strong correlation ( )).   is the ratio of spring tidal range ( ) to water depth ( ).



Figure 9 indicated the correlation between the sediment properties and environmental variable.   and p-values were calculated for each sediment properties and environmental variable. As can be seen, the trends and relationship were shown on the graph, and all the correlation and relationship were presented on Figure 12.

Also, the bed shear stress ( ) at each location was calculated using

 

where   is the density of the ocean water (taken as 1027 kg/m3), and   is shear stress velocity, calculated using

 

where   is the drag coefficient ( ), and   is the depth-averaged current speed.

The correlation between median grain size and bed shear stress is moderate negative, with a p-value   indicating a strong relationship Figure 11. In addition, some samples, for example, sample 13 which in terms of textural can be considered fine gravel has the highest bed shear stress because of high velocity in this region, consequently seabed sediment types can correlate to the bed shear stress (Ward et al., 2015).

Figures 3A–D indicated the distribution of mean, sorting, kurtosis, and skewness across the study area. As can be seen the majority of samples in the eastern part of the study area, are mostly very fine gravel and in the Western part fine coarse sand are more. Moreover, Sample 17 (-3.765  ) has the largest median grain size and sample 4 has the smallest median grain size (1.992  ). The results of linear correlation and regression between environmental variables and sediment properties are shown in Figure 12. When p-value is ( ), it should be considered a statistical significance, in addition the Pearson correlation coefficient ( ) of sediment properties and environmental climate were calculated.

D50 has strong relationship with water depth and peak velocity (p-value), and   is 59  which shows how much the environmental variables can impact on D50 (Figure 12); consequently, 59  of changes in D50 can be driven by environmental parameters. It is also worth noting that D50 has moderate negative correlation with peak velocity. The result of p-value indicated that peak velocity and water depth have strong relationship with mean, and   is 58%. It shows that independent variables (environmental parameters), 58% can impact on dependent variable (mean). Furthermore, mean and peak velocity have moderate negative correlation. Based on p-value analysis it seems that sorting has strong relationship with peak velocity, water depth, and spring tide.





5 Discussion

The results indicate that the seabed in the eastern part of the study area, a region with much marine renewable energy activity, is comprised mostly of sandy sediments (fine, medium, and coarse sand), whereas the Western region is generally characterized by very fine gravel, and fine gravel. Further, the sediments in the region are generally polymodal, and very poorly sorted. The result of Pearson correlation coefficient indicated that median grain size (D50) and the tidal range have a weak relationship. Velocity can impact on the D50, and they have negative relationship, noting that D50 is in phi values (i.e. -log2 of the grain size in mm). Peak velocity also has an impact on the mean and sorting of the seabed sediments. Bed shear stress, which is a fundamental factor in estimating sediment transport, has moderate negative relationship with D50, with   31 . However, D50 has negligible correlation with tidal range. Significant wave height has negligible correlation with all the sediment properties (D50, Mean, Sorting, Kurtosis, Skewness), so it seems that seabed sediment properties in the study area are dominated by tidal currents. In addition, peak velocity has a moderate negative correlation with mean, and a positive moderate correlation with sorting and D50, so velocity can impact on uniformity of grain size and median grain size. Also, velocity has a negligible correlation with skewness, and weak negative correlation with kurtosis. Overall, it seems that peak current speed and water depth have the strongest relationship among all the environmental parameters with sediment properties, consistent with previous studies (e.g. (Ward et al., 2015)).

The marine renewable energy industry is currently exploring coastal regions that are in close proximity to electricity grids for development (Neill et al., 2014). Knowledge of seabed sediment characteristics at a range of sites and across a range of environments that are suitable for a variety of offshore renewable technologies could lead to pairing each location with the most appropriate renewable energy technology. Further, it could be possible to co-locate wind and wave energy (or other renewable energy combinations) at a single location to share infrastructure costs (e.g. cabling) and minimize the variability in power output (Stoutenburg and Jacobson, 2010).

The influence of marine energy converters on hydrodynamic and sediment dynamics is not well known, and primarily theoretical, since collecting samples in these dynamic marine environments is difficult (Auguste et al., 2019), and it is challenging to assess sediment properties pre- and post-construction. To select a suitable site for the installation and operation of a marine energy technology, it will be necessary to understand the hydrography of the area (Bozgeyik, 2019). In most cases, marine renewable energy installations, with the exception of offshore wind, are comprised of a single demonstration device, but the industry is now moving towards demonstration and commercial arrays of at least ten devices, with the final goal of installing large arrays that exceed 100 devices (Shields et al., 2011).

The remainder of the discussion explores various ocean renewable energy technologies and their impact on the hydrodynamic and sediment dynamics, within the context of the analysis of seabed sediments.



5.1 Offshore wind turbines

The selection of an appropriate site for offshore wind farm is a complex process that takes into consideration many factors such as technical/mechanical, environmental, socioeconomic, as well as national legislation and regulations. However, some significant criteria for desirable regions are water depth, wind-energy potential (Vasileiou et al., 2017), and distance-to-shore (Díaz and Soares, 2020).

Water depth has a fundamental role in the installation formula. Present technology enables marine applications to be developed up to a maximum depth of around 60 m (Adelaja et al., 2012; Chaouachi et al., 2017). The water depths at our sampling locations varied from   m, which demonstrates their suitability for various wind turbines technologies.

In the offshore wind industry, there are two primary types of foundations: floating foundations and bottom fixed foundations. It is acceptable for bottom fixed foundations (Figure 13A) to be installed in water depths of up to 60 m. Nevertheless, when water depths exceed 40 m, these structures experience increased hydrodynamic loads, leading to increased cost (Leontaris et al., 2016). The floating concept has been proposed as a solution to this problem (Hernandez C et al., 2021). There are five various types of bottom fixed foundation (Gravity, Monopile, Tripod, Jacket, Tripile foundation) (Hernandez C et al., 2021). Monopiles are the most frequently installed type (81 ), followed by jackets (8 ) (Selot et al., 2019).




Figure 13 | (A) Various types of bottom fixed foundation of offshore wind turbines, (B) Offshore wind turbine floating foundations (Hernandez C et al., 2021).



There are three types of floating foundation (Figure 13B): semisubmersible foundation, spar foundation, and tension-leg platform (TLP) foundation. Note that floating foundations have only been deployed in a small number of projects (Selot et al., 2019).

The presence of offshore wind turbines presents issues relating to sediment properties. One of the most significant challenges is scouring around the piles of the wind turbines due to interaction with waves and currents (Aminoroayaie Yamini et al., 2018). Waves induce scour of the sediment around the turbine’s pile and make it unstable (Aminoroayaie Yamini et al., 2018). Based on laboratory examination it has been observed that maximum scour depth value was reduced by roughly 41  when the bed particle diameter was increased by 50 ; nevertheless when the particle diameter decreases by 50 , the maximum scour depth value increases (Aminoroayaie Yamini et al., 2018).

Wakes are considered the other problem of the presence of offshore wind foundations (Vanhellemont and Ruddick, 2014).There can be a wide variety of wake effects depending on the foundation type, due to differences in the diameters of foundation structures and the volumes of impermeable structures in the water column and on the seafloor (Zhang et al., 2020). In contrast to monopile foundations, tripod, tripile, and jack-up foundations are estimated to have reduced wake effects due to smaller diameters (Zhang et al., 2020). However, by taking advantage of jacket foundations, the wake effect could be minimized because of a smaller volume of structure in the water column as well as at floating foundations, where there are weaker currents near the seabed (Zhang et al., 2020). Installation of offshore foundations are primarily responsible for the release of suspended sediment (Zhang et al., 2020), sediment transport and downstream sedimentation (Vanhellemont and Ruddick, 2014). During installation, gravity foundations requiring seabed preparation (e.g. dredging) and monopiles that employ reverse circular drilling will have the greatest impact on sediment (Zhang et al., 2020). Consequently, suspended sediments concentrations will increase in the wake of turbine monopiles within an offshore wind farm (Vanhellemont and Ruddick, 2014).




5.2 Tidal energy

Tidal energy conversion, either by tidal stream (kinetic energy) or tidal range (potential energy) will impact sediment dynamics over various temporal and spatial scales (Shields et al., 2011; Ahmadian et al., 2012).



5.2.1 Tidal stream devices

Tidal Energy Converters (TEC) can be installed in locations with ideal flow conditions (i.e., high velocity with low turbulence). They are normally installed close to coastlines, in straits and near headlands, where topography and bathymetry will enhance flow speeds (Shields et al., 2011). The current generation of Tidal Stream Energy devices require flow speeds in excess of 2.5 m/s and water depths between 25 and 50 m (Lewis et al., 2019). Moreover, the seabed at most tidal energy sites will be characterized by medium to coarse sands and gravels, and sediment concentrations are not likely to impose significant loadings on turbine blades (Neill et al., 2017). Tidal stream devices can be installed individually or in arrays. An individual tidal energy converter (TEC) consists of a support structure and a rotor, generally in the horizontal axis configuration. It is also worth noting that a wake is generated by both the rotor and the support structure (Neill and Elliott, 2004); consequently sediment dynamics are likely to be altered by turbine operation. Firstly, because of strong tidal flows, localized scouring will occur (Den Boon et al., 2004), and to avoid foundation erosion, developers will have to consider scour protection, such as rock armor, when installing turbines in regions with sufficient sources of mobile sediment. Secondly, wakes cause sediments to be winnowed (Wolanski et al., 1984), in this case, a poorly sorted sediment is dispersed (enhance sorting), consequently, the coarser fraction remains (increase the grain size). It is possible that well-sorted sediment could develop in the wake zone, contributing to further erosion issues (Neill et al., 2017). Moreover, based on the analysis presented here, sorting can be affected by current speed, water depth, and tidal range (Figure 12). Velocity and sorting have weak positive correlation, and with increasing velocity, sediments would become more well-sorted. In contrast, velocity and mean have negative moderate correlation which means with increasing velocity the mean (grain size) is reduced. Consequently, in the presence of a tidal stream device, the risk of erosion is higher in the wake – due to reduced velocity the mean (the average size) of sediments increase, and wake effect can make it intensify (towards well-sorted). Overall, it has been found that even though single turbines will have local impacts (less than 1 km) (Neill et al., 2009; Mekhilef et al., 2012) the development of large TEC arrays will exceed the natural variability of morphodynamic features such as offshore sand banks due to their potential near-field and far-field effects (Neill et al., 2012; Robins et al., 2014).




5.2.2 Tidal range power plants

Tidal barrages and tidal lagoons can generate considerable power when the tidal range is sufficient (Neill et al., 2017). A tidal barrage spans the entire width of a seaway or estuary (Waters and Aggidis, 2016), whereas a tidal lagoon only partly impounds a seaway (Neill et al., 2017). A Tidal range power plant would reduce the magnitude of the tidal currents and thus reduce the suspended sediment load while providing greater bed stability, encouraging the colonization of an otherwise highly suppressed ecosystem (Kirby and Shaw, 2005).As can be seen in Figure 12, based on the analysis of the sediment samples, velocity has negative correlation with median grain size and mean, and by reducing the velocity the median grain size and mean will increase. Also, sorting and velocity are positively correlated, and decreasing the velocity will lead to decreased sorting. Barrages and lagoons are also likely to increase sediment deposition in certain areas, the location and magnitude of which will depend upon specific design and the prevailing source of the sediment (Mekhilef et al., 2012). Moreover, sediments are transported outside the lagoon, and are accumulated inside the lagoon (Neill et al., 2017). In addition, counter-rotating eddies might emerge in the turbine wake because of the focusing of turbines and sluices in particular parts of the lagoon wall (Wang et al., 2009) leading to concentrated sediment resuspension and scour. Equally spacing turbines around the lagoon (although at likely increased cost) can reduce this impact (Wang et al., 2009).






6 Conclusion

Seabed sediment samples collected across one of the most energetic regions of the Irish Sea were analyzed, and the relationship with environmental characteristics assessed. Most of the sediments within the study area are medium sand, polymodal, very poorly sorted, coarse skewed, and very platykurtic. In addition, environmental parameters such as water depth and current speeds have a strong impact on median and mean grain size. Moreover, water depth, current speed, and tidal range can influence sorting. Skewness (which quantifies the asymmetry of grain size distribution) can be affected by wave period, velocity, water depth and tidal range. Because skewness is affected by a wider range of factors than the other sediment properties, it is the most sensitive statistic. Furthermore, in agreement with previous model studies, bed shear stress and median grain size are strongly related. Since marine renewable energy has received increased attention in recent years, it is essential to investigate the optimal site, foundations, and cable technologies, in addition to environmental impact of the devices. Wakes generated either by offshore wind or tidal stream turbines lead to winnowing of seabed sediments (i.e. removal of the fine content), leading to well sorted sediments which are further susceptible to erosion. In addition, the development of tidal range power plants can alter current speeds, leading to changes in the rate of deposition. Although it is not possible to fully assess the impact such large structures will have on seabed sediment prior to construction, it is possible to minimize such impacts by careful planning, for example equally spacing the turbines around the embankment. The only variables that were both significant and strongly correlated to environmental properties were median grain size (related to peak current speed and bed shear stress) and mean grain size (related to peak current speed). Although sorting and skewness were both found to be significant, the correlations across all environmental variables were low. Our general recommendation is to minimize impacts of marine renewable energy technologies that affect both the mean and median grain size. This relates primarily to tidal energy conversion, both tidal range and tidal stream. We recommend that the scale of such schemes be restricted in high energy regions.
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Footnotes

1A 34.9 m research vessel with a maximum draft of 3.5 m.
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Deformation analysis and control of underwater large-diameter shield tunnels is a prerequisite for safe tunnel construction. Reasonable selection of constitutive model and its parameters is the key to accurately predicting the deformation induced by underwater shield tunnelling. In this paper, the finite element analysis of cavity expansion during the piezocone penetration test (CPTU) based on the hardening soil model with small strain stiffness (HSS) model was carried out, and the correlation model of the normalized cone tip resistance Q with the reference secant modulus   and the effective internal friction angle φ’ was established and verified using mini CPTU chamber test. Then, a Bayesian probability characterization approach for   of silty clay based on CPTU was proposed. Furthermore, the deformation analysis of Jinan Yellow River tunnel crossing the south embankment was carried out to verify the reliability of the proposed approach. The good agreement between the field measurement and numerical simulation confirms that the parameters obtained by the Bayesian approach are reliable. Finally, a sensitivity analysis was performed to study the law of riverbed settlement induced by underwater large-diameter shield tunnelling. The results show that the increasing support pressure could effectively reduce the riverbed settlement, but there is an upper limit. The optimal support pressure of established model is between 0.45 MPa and 0.5 MPa. The uphill section causes greater riverbed settlement than the downhill section. Under the same condition, increasing buried depth and water level will lead to a more significant settlement.




Keywords: underwater large-diameter shield tunnel, HSS model, CPTU, Bayesian inversion, construction deformation analysis




1 Introduction

In recent years, many underwater tunnels have been built worldwide because of their various advantages, such as all-weather operation and not affecting navigation (Huang and Zhan, 2019; Qiu et al., 2019; Tang et al., 2021). By the end of 2020, 245 underwater tunnels have been built in China, mainly in the Huangpu River, the Pearl River and the Yangtze River. There are three main methods of tunnel construction, including drill-and-blast, shield tunnelling and immersed tube methods, among which shield tunnelling is the most widely used one (Lin et al., 2013). With the increasing scale of underwater tunnels, shield diameter and tunnelling distance are constantly refreshed. The most representative underwater large-diameter shield tunnel projects in China include Wuhan Heping Avenue South Extension, Jinan Yellow River Tunnel and Nanjing Yangtze River Tunnel, whose excavation diameters are more than 14 m. Although a wealth of experience has been accumulated in the construction of underwater large-diameter shield tunnels, the disturbance of the surrounding soil caused by shield tunnelling is still unavoidable. Therefore, the core problem of underwater large-diameter shield tunnel construction is how to control the stability of shield tunnelling to minimize the construction deformation, especially under high water pressure and shallow overburden conditions.

Numerical simulation techniques have become a crucial tool for analyzing challenging geotechnical engineering problems due to significant advancements in computer technology. However, the reliability of numerical simulation results mainly depends on the selection of geotechnical constitutive model and its parameters. Many studies (Jardine et al., 1986; Burland, 1989) have already shown that soil strain in most areas around underground structures such as tunnels was within the range of 0.01% - 0.1%, which belongs to the small strains. Meanwhile, numerical simulation studies have shown that the soil deformation and stress distribution of underground structures predicted by the commonly used Mohr-Coulomb model is different from the actual ones and sometimes even greatly overestimated. On the other hand, the model considering the nonlinear small strain stiffness of soil can accurately represent the associated deformation laws (Zhang et al., 2019; Zhou et al., 2020). The hardening soil model with small strain stiffness (HSS) model is widely used to assess the response and control of underground construction under small strain conditions in soils (Likitlersuang et al., 2013; Ng et al., 2020). HSS model contains 13 parameters which are difficult to determine each parameter in the tunnel project through laboratory tests due to the lengthy acquisition cycle. To simplify the application of HSS model, many researchers have summarized the empirical correlations between reference secant modulus  , reference tangent modulus   and reference unloading/reloading modulus   through laboratory tests and back analysis (Wang et al., 2012; Huang et al., 2013; Ng et al., 2020). Although there are different empirical correlations between different regions and soils, it is appropriate to set   = 3  = 3   in many practical cases.   denotes the reference secant modulus corresponding to 50% of the failure load of the triaxial consolidation drainage test when the reference stress pref is 100 kPa, reflecting the shear hardening characteristics of soil. It can be seen that   can be used as a critical parameter to obtain other stiffness parameters.

In-situ testing is preferable for underwater tunnel projects where soil sampling is challenging in submerged locations. Piezocone penetration test (CPTU) is one of the most widely used methods, with the advantages of high repeatability, accuracy and the ability to obtain continuous stratigraphic profiles with different strata in vertical directions (Cai et al., 2017; Mo et al., 2020). These advantages facilitate the fast acquisition of HSS model parameters. However, the geotechnical parameters required for engineering can not be directly given by CPTU, extensive research must be conducted to develop transformation models of CPTU data with geotechnical parameters (Sadrekarimi, 2016). To date, there are still few studies on HSS model parameters obtained by converting CPTU test data. Further work needs to be carried out to establish the connection between the two and obtain geotechnical parameters. And the transformation accuracy also needs to be improved.

In recent years, the Bayesian approach has provided a new way to solve the problem of probabilistic characterization of soil parameters in geotechnical engineering, such as Young’s modulus (Eu) (Wang and Cao, 2013), effective friction angle (φ’) (Tian et al., 2016), soil behaviour type index Ic (Cao et al., 2019), coefficient of consolidation in the horizontal direction (ch) (Zhao et al., 2022). Under a Bayesian framework, the engineering experience is quantified as prior knowledge and can subsequently be updated by the likelihood function integrated with test information. Finally, posterior knowledge considering various uncertainties can be obtained (Cao et al., 2016; Wang et al., 2016; Ching and Phoon, 2019). However, the application of the Bayesian approach in probabilistic characterization of   has not been reported.

This paper focuses on the approach of obtaining geotechnical parameters of underwater large-diameter shield tunnel and its construction deformation mechanism and response. The transformation model between the CPTU test data and the reference secant modulus   and effective internal friction angle φ’ of the HSS model in the Jinan Yellow River basin silty clay was constructed. A Bayesian probability characterization approach for the HSS model with   of silty clay based on CPTU was proposed, which obtained the most probable values of  . The obtained model parameters were applied to the Yellow River tunnel project to analyze the deformation laws of underwater large-diameter shield construction.




2 Study area

The Jinan Yellow River Tunnel project is located in Tianqiao District, connecting Queshan north and Jiluo road south. With a section length of 2519 m, this tunnel goes underneath the Yellow River. The tunnel adopts a highway and rail transit joint construction scheme with roads arranged on the upper layer and M2 metro sections arranged on the lower layer. The diameter of slurry shield machine is 15.76 m, and the external and internal radius of the lining is 15.2 m and 13.9 m, respectively. The lining ring consists of 10 segments with a width of 2.0 m and a thickness of 0.6 m. According to the site investigation, the site mainly goes through silt clay containing local calcareous nodules and fine sand, underlying soil is completely weathered gabbro. The tunnel buried depth is 11.2 - 42.3 m, and the maximum water pressure is 0.65 MPa. Figure 1 shows the project overview and a typical geological profile.




Figure 1 | Project overview: (A, B) Location of the Jinan Yellow River Tunnel project. (C) Tunnel structure. (D) Shield cutter head. (E) Longitudinal section of engineering geology.






3 Methodology



3.1 Transformation model



3.1.1 Cavity expansion model

Following the work of Randolph et al. (1994), the cone tip resistance qc is related to the limit pressure plim during the spherical cavity expansion. When using a more practical complex constitutive model, numerical analysis is often required for simplified calculations. A spherical cavity expansion was modelled in the Plaxis 2D to simulate the penetration process, following similar procedures described by Xu and Lehane (2008) and Suryasentana and Lehane (2014). Considering the symmetry of spherical cavity expansion, the model dimension is x = 12 m, y = 24 m. According to the studies of Suzuki (2015) and Xu (2007), there are no boundary effects. The initial radius of the spherical cavity a0 is 0.1 m. A positive volume strain of 10% is applied to the cavity cluster in multiple stages to simulate the gradual expansion. The construction phase of the model is divided into 21 steps. Before calculation, 7 nodes and 8 stress points around the cavity wall are selected as output. Finally, the selected nodes and stress points data are averaged separately to plot the relationship between the limit pressure plim and excess pore pressure Δu with the normalized displacement a/a0. The cone tip resistance qc is obtained from the following relationship:  .




3.1.2 Correlations between qc and 

In order to correct the relationship proposed by Suzuki (2015), Table 1 listed 15 analysis cases to study the influence of model parameters   and φ’ on the limit pressure plim using the HSS model. The influence of the over consolidation ratio is not considered (OCR = 1). The permeability coefficient of soil is 0.02 m/d (2.3×10-7 m/s), according to the geological prospecting report.


Table 1 | Research scheme of spherical cavity expansion based on the HSS model.



The cone tip resistance qc can be obtained by substituting the limit pressure plim of each group into the formula. Therefore, the normalized cone tip resistance Q,  /p’0 and φ’ are drawn in Figure 2. The relationship between logQ and log( /p’0) is almost linear in logarithmic coordinates. According to the results proposed by Suzuki (2015) based on the HS model, the normalized cone tip resistance Q relation based on the HSS model can be obtained as follows:




Figure 2 | Relationship between normalized cone tip resistance Q and reference secant modulus   and effective internal friction angle φ’.









3.2 Calibration chamber test

To verify the applicability of the relationship for Jinan silty clay, a mini CPTU calibration chamber test of remolded soil was conducted. Figure 3 shows the calibration chamber system, including the calibration chamber, loading device, pump and mini CPTU. The chamber contains test soil with a height of 600 mm and a diameter of 525 mm. The chamber wall is 40 mm thick to maintain K0 consolidation. To ensure that the soil sample height can meet the penetration requirements after consolidation, a 300 mm high ring with the same diameter is added to the upper part of the chamber to accommodate the slurry during consolidation. Vertical stresses can be independently controlled by the pump, providing a maximum vertical load of 200 kPa. The loading plate is equipped with four penetration holes and one spare hole. The diameter of the hole is 16 mm, and the distance between the penetration holes is 10 times the mini CPTU diameter, which can effectively reduce the influence of boundary effects on the test data. The mini CPTU used in the calibration chamber tests has a diameter of 16 mm and a cone angle of 60°. Due to the instability of the sleeve friction test results, the CPTU is not equipped with a sleeve friction sensor, but only with the cone tip resistance and pore pressure sensor. A servo motor controls the CPTU to penetrate the soil from the reserved hole at a constant rate of 20 mm/s.




Figure 3 | Calibration chamber system.



Remolded specimens of silt clay, taken from about 10 m deep in the north working shaft of the Yellow River Tunnel project, were prepared and tested. The primary property index of soils was obtained by laboratory tests. The water content is 23.0%. Liquid limit and plastic limit are 33.5% and 19.0%, respectively. The initial void ratio is 0.67.

For the calibration chamber test, cylindrical soil samples were prepared using the slurry consolidation method. Then, apply the overburden stress of 100 kPa and measure the vertical deformation twice a day. When the deformation is less than 0.1mm/d, the test can be started. The consolidation time of this experiment is 16 d. After consolidation, the penetration test procedure is as follows: Remove the geotextiles from the surface of the soil sample and connect the saturated mini CPTU with the penetration equipment. Keep the CPTU probe below the chamber’s water level before the test begins. Then, click the computer with the data acquisition instrument and start the penetration test. The test was stopped when the CPTU penetration depth reached 300 mm. After the completion of the first test, the geotextile was readjusted and the pressure was reset to 100 kPa. The next set of penetration tests was conducted after consolidation for 1 h. Repeat the above steps for four tests.

Figure 4 shows the results of four repeated tests in saturated remolded specimens. The penetration was performed to a depth of about 300 mm, at which stage the distance to the bottom boundary was about 200 mm (about 12 times the cone diameter). From the results of cone tip resistance qc, it can be seen that qc increases rapidly when the CPTU starts to penetrate the shallow surface soil (about 50 mm). The maximum values of the four repeated tests differed greatly, with the maximum reaching about 500 kPa and the minimum about 350 kPa. This phenomenon is mainly caused by surface soil over consolidation. When the CPTU penetration reaches 50 - 150 mm, the qc fluctuation range decreases significantly. It enters the stable penetration zone until the penetration depth exceeds 150 mm. The cone tip resistance qc of the four groups of tests is 331.6 kPa, 313.4 kPa, 338.6 kPa, and 324.4 kPa, respectively. Similar to the cone tip resistance, when the CPTU penetrated 150 mm, the gap between the results of the excess pore pressure Δu gradually decreased. The excess pore pressure Δu is 150.3 kPa, 151.2 kPa, 143.2 kPa and 155.7 kPa, respectively.




Figure 4 | Calibration chamber test results: (A) Relationship between cone tip resistance qc and depth h (B) Relationship between excess pore pressure Δu and depth h.






3.3 Transformation model verification

To verify the applicability of formula (1) in silty clay, the results of cone tip resistance qc of the CPTU calibration chamber test were substituted into formula (1), and the calculated   was finally obtained, as shown in Figure 5. With the increase of qc, the   also increases, which is basically linear. At the same time, the   test values of the undisturbed soil and the remolded soil obtained through the triaxial consolidation drainage test are also shown in Figure 5, respectively 6.4 MPa and 5.3 MPa. It can be seen that all the calculated values are located near the test values, and the calculated mean value is 6.1MPa, which is relatively close to the test value of undisturbed soil, with a deviation of 4.9%. The deviation from   test value of remolded soil is 13.1%. Thus,   calculated by the formula (1) is reliable and suitable for CPTU penetration in silty clay.




Figure 5 | Comparison between calculated values and experimental values of  .






3.4 Bayesian probability characterization of 



3.4.1 Inherent variability of 

The influence factors such as particle composition and transport process lead to different soil properties. Therefore, there is inherent variability in soil, independent of the knowledge state of geotechnical properties, and will not decrease with the increase of knowledge (Phoon and Kulhawy, 1999; Wang and Cao, 2013; Wang et al., 2023).   is a continuous variable and must be non-negative because of its physical meaning. Therefore, geotechnical parameters are often modeled as logarithmic normal random variables (Wang and Cao, 2013). Assume that   is a lognormal random variable with a mean μ and a standard deviation σ, expressed as



in which μN and σN are the mean and standard deviation of ln  , z is a normal random variable with a mean of 0 and SD of 1.




3.4.2 Transformation uncertainty

Eq. (1) can be rewritten in a log-log scale as:



in which lnQ is normalized cone tip resistance in a log scale; a, b is the coefficient, ϵ is a Gaussian variable representing the transformation uncertainty.

Combining Eqs. (2) and (3) lead to:






3.4.3 Bayesian framework

For the given prior knowledge and CPTU data, the probability density function of   can be expressed as:



in which P( |μ,σ) is the conditional probability of a given set of μ and σ. Because   is lognormally distributed, it can be expressed as:



Using Bayesian formula, P(μ,σ|Data, Prior) can be expressed as:



in which K is a normalized constant independent of μ and σ; Data = {lnQi, i=1, 2, …, ns} is a set of CPTU test data; P(Data|μ,σ) is the likelihood function which is expressed as:



P(μ,σ) is assumed to be a uniform distribution, expressed as:



Substitute Eqs. (6) - (9) into Eqs. (5) to obtain the posterior probability density function of   calculated according to the approach proposed by Wang and Cao (2013).






4 Results and discussion



4.1 Probability distribution of 

Consider a set of prior knowledge, μ∈[3.9, 8.0], σ∈[0.5, 3.0]. And using CPTU field test data from the Jinan Yellow River Basin as input data for Bayesian inversion, the scatter diagram of   is shown in Figure 6A. Most samples are between 3.0 and 10.0 MPa. With the increase of the sample value, the scatter gradually becomes sparse, and all the sample values are less than 25 MPa. Further analysis from the statistical histogram (Figure 6B) shows 27367 sample points in 3.0 - 10.0 MPa, accounting for 91.0%. It peaks in the 6.0 - 7.0 MPa interval with a sample size of 6481. Figure 6C is the probability density function of   estimated by Figure 6A, and it also includes the value of   obtained from  = Es1-2. Es1-2 is the compression modulus of undisturbed soil. 93.8% of the undisturbed soil data is within the range of 3.0 - 10.0 MPa, which is consistent with the inversion results. Figure 6D plots the cumulative distribution function of  . The cumulative distribution function of equivalent samples and that obtained from empirical correlation have a good consistency. Such a good agreement demonstrates that the information in the equivalent samples is consistent with the information obtained through empirical correlation. Also, the approach used to estimate the distribution of   is feasible in Jinan silty clay.




Figure 6 | Probability distribution of  : (A) Scatter plot. (B) Histogram. (C) Probability density function. (D) Cumulative distribution function.



The mean and standard deviation estimated from equivalent samples and empirically converted data are 6.9 MPa and 2.1 MPa, 6.7 MPa and 1.9 MPa, respectively. The mean difference between the equivalent samples and converted data is 0.2 MPa, and the standard deviation is 0.2 MPa, with deviations of 3.0% and 10.5%, respectively. The results indicate that   obtained by the two methods are in good agreement, especially the mean value. Suppose the mean value is chosen to be the characteristic value of  . The final characteristic value of   from the Bayesian approach is 6.9 MPa.




4.2 Sensitivity analysis of Bayesian approach



4.2.1 Mean μ

The equivalent samples of   reflect the combined information of a prior knowledge and corresponding test data. Three groups of mean shown in Figure 7A are selected to study the influence of mean μ. All of them are uniform distribution, of which the second group has been used in Section 4.1 and will serve as the basis for the research. The Bayesian inversion results are shown in Figure 7B. As seen in the histogram, the final results obtained by μ∈[5.0, 7.0] and μ∈[3.9, 8.0] are closer, peaking at 6.5 MPa and 5.5 MPa in the center of the interval, respectively. The results obtained in the maximum interval range μ∈[1.6, 15.0] differ greatly from the two ranges mentioned above, reaching a peak at 13.5 MPa in the center of the interval. At the same time, the sample distribution ranges of μ∈[5.0, 7.0] and μ∈[3.9, 8.0] are consistent. Samples with a smaller prior range μ∈[5.0, 7.0] are more concentrated, and the sample size at the peak exceeds 7000. The large prior range of the mean value makes the final result deviate greatly from the true value of  .




Figure 7 | Sensitivity analysis of mean μ: (A) Three groups of μ. (B) Histogram. (C) Probability density function. (D) Cumulative distribution function.



The samples of sensitivity analysis were also used to estimate the probability density function and cumulative distribution function of  , as shown in Figure 7C, D. The gray dashed line in the figure is the peak value, from which the results are consistent with the above analysis. Through the equivalent samples estimation, the final results of   obtained from μ∈[5.0, 7.0] and μ∈[3.9, 8.0] are 6.2 MPa and 6.9 MPa, with a deviation of 3.1% and 7.8% from 6.4 MPa in laboratory test, respectively. However, the results obtained from μ∈[1.6, 15.0], with a deviation almost doubled, significantly deviating from the acceptable error range of the parameter inversion results. The standard deviation of the three groups is 1.9MPa, 2.1MPa and 2.7MPa, respectively. The range of the mean value of   in this inversion is a relatively subjective judgment obtained by statistical analysis of a small amount of data. Its value range is derived from the statistics of   test values of soils in different regions. Therefore, better inversion results were obtained when the selected test values μ∈[3.9, 8.0] were chosen for the silty clay in each region. Narrowing this range gives more accurate results, such as μ∈[5.0, 7.0]. And when μ∈[1.6, 15.0], the increase in scope leads to ambiguity of information, resulting in unreasonable results. Therefore, a reasonable range of prior knowledge of soil parameters must be selected in practical application. Statistics of silty clay values in specific areas will greatly increase the reliability of the inversion results.




4.2.2 Standard deviation σ

Similar to the research of μ, the three groups of standard deviation are selected to explore the influence of σ, as shown in Figure 8A. Compared to the μ, the results of σ∈[0.5, 2.0], σ∈[0.5, 3.0] and σ∈[0.5, 8.0] have little difference in Figure 8B. The peaks are located close to each other, at 7.5 MPa, 6.5 MPa and 6.5 MPa in the center of the interval, respectively. Similarly, as the selected range of σ decreases, the obtained samples become more concentrated and the probability density function becomes steeper, reflecting that the accurate selection of the range of prior knowledge has a greater influence on the posterior distribution.




Figure 8 | Sensitivity analysis of standard deviation σ: (A) Three groups of σ. (B) Histogram. (C) Probability density function. (D) Cumulative distribution function.



The equivalent samples are plotted as probability density function and cumulative distribution function, as shown in Figure 8C, D. It can be determined from the peak position that the change of σ range has less effect on the peak of   probability density function than μ. However, the change of σ range has a certain influence on the shape of probability density function, which gradually transitions from normal distribution to lognormal distribution. The estimated   for the three ranges is 6.9 MPa, 6.9 MPa, and 6.8 MPa, with deviations from laboratory test 6.4 MPa of 7.8%, 7.8%, and 6.3%, respectively. The standard deviation of samples estimation is 1.6MPa, 2.1MPa and 4.6MPa, respectively. From another perspective, the larger σ range makes the sample more discrete and changes more significantly than μ.





4.3 Deformation analysis of underwater shield tunnelling



4.3.1 Numerical model

PLAXIS was used to establish the numerical model of the Yellow River tunnel passing through the south embankment in this paper. To simplify the calculation, the following assumptions were made in the modelling process: (1) The silty clay stratum is homogeneous and isotropic; (2) Regardless of the longitudinal slope of the tunnel, the tunnel is laid horizontally; (3) The water level of the Yellow River is constant, and the seepage is neglected.

The model dimension is 360 m×150 m×100 m, the overburden depth of the tunnel is 40 m, and the shallowest section is 30 m below the Yellow River. A support pressure of 0.5 MPa is set in front of the tunnel face and increases with depth by 0.01 MPa/m. The tunnel advances in the Y-direction with every 10 m (5 rings) for a construction stage. The eastern line is constructed before the western line. The numerical model is shown in Figure 9.




Figure 9 | 3D numerical model of the Yellow River tunnel passing through the south embankment.



The HSS model and elastic model were assumed for soil, shield shell and segment, respectively. Bayesian inversion result was used for the value of  . The value of   and   was obtained from the empirical relationships, expressed as  =  ,  = 3  . And the other parameters were taken from the laboratory test, such as consolidation drainage test, standard consolidation test and resonant column test, or the default values. The Young’s Modulus E of segment is decreased to 80% of its initial value of 35.5 GPa, which is based on the tunnelling experience in China, to take into account the impact of joint on the stiffness of tunnel lining (Feng et al., 2011; Xie et al., 2016). The soil parameters are listed in Table 2.


Table 2 | Physical model parameters of soil.






4.3.2 Comparison between numerical simulation and field measurement

To further study the deformation caused by shield tunnelling, three monitoring points, D1, D2 and D3, were set up at the top of the embankment section. Meanwhile, two deep settlement monitoring points, S1 and S2, were set at 30 m and 34 m below point D3. The site monitoring point layout is also shown in Figure 9.

The monitoring and simulation results of the D1, D2 are shown in Figure 10A. It can be seen that the embankment settlement can be divided into three stages, which are the initial stage, rapid settlement stage and stable stage. According to the monitoring results, the support pressure applied in front of the tunnel face caused the monitoring sites D1 and D2 to heave. Compared with the field measurement, the simulation results of shield tunnelling did not show the phenomenon of surface heave. And the settlement started at the beginning of the tunnelling, but the settlement was almost negligible. When the shield tunnelling reached the vicinity of the monitoring point, both the simulated and monitored embankment settlement rates accelerated significantly and a large embankment settlement appeared. In this stage, the maximum settlement predicted by the monitoring and simulation is 5.5 mm and 6.5 mm, respectively, accounting for 65% and 90% of the total settlement. The difference between the two settlement is small, but the settlement proportion is large. This is because in the field measurement, there is the re-consolidation settlement after soil disturbance, and the settlement of this part is second only to the settlement generated by construction disturbance in the project. The rapid settlement stage (Stage 1) at point D2 is longer, with a maximum settlement of 12 mm, accounting for more than 90% of the total embankment settlement. This indicates that the advanced construction of the east line greatly influences the stacking of the west line settlement, and the final settlement of the west line is greater than the east line. The settlement rate of monitoring points D1 and D2 in the rapid settlement stage is about 0.8 - 1.3 mm/d. Figure 10A also shows the results obtained from the non-inverted model, which can be seen to be larger than the measured and inverted results. It indicates that the non-inverted parameters underestimate the stiffness of the soil, resulting in a certain deviation in the calculation results. One issue should be addressed in Figure 10A. When the east line was excavated, the boundary settlement was about -6 mm. rather than 0 mm, as we find out in most field monitoring. The mesh size and the chosen soil model are both to cause this phenomenon. A smaller mesh size is typically required for the advanced soil model to obtain convergence results. However, a small mesh size will reduce computational efficiency and is unsuitable for large models. It is noted that the total settlement of monitoring point D2 above the west line was higher than D1 above the east line. This is because when the axis distance between the two tunnels is relatively close, the soil in the middle area of the two tunnels will be affected by two large-diameter shield construction disturbances. In this model, the results of measured maximum settlement at D1 and D2 are 8.5 mm and 13 mm, respectively. The numerical results are 7.3 mm and 10.5 mm, respectively.




Figure 10 | Comparison between field measurement and simulated result: (A) Embankment settlement of D1 and D2. (B) Deep settlement of D3, S1 and S2.



The comparison of field measurement between monitoring points D3, S1 and S2 in Figure 10B shows that the settlement trend of D3 was roughly the same as that of S1 and S2. Among them, the settlement of the monitoring point S2 closer to the tunnel (about 3 m) is more extensive, and the maximum settlement reaches -13.5 mm. The value and settlement rate of this monitoring point is greater than those of the other two. From the simulation results, the settlement changes of S1 and S2 are the same at the beginning of the tunnel excavation, and the amount of change is small. The settlement at D3 is about 2 mm larger than the deep settlement. The settlement of the three monitoring points grows quickly when the tunnel is close to an embankment, and the deep settlement is more noticeable than the surface settlement. The maximum settlement of S2 is slightly larger than S1, and the ground settlement is the smallest. In terms of the total settlement of each stage, the measured monitoring point S1, which is located around 7 m above the tunnel, is close to the monitoring point D3 at the top of the embankment. The maximum settlement is -10.6 mm and -11.4 mm, respectively.

At the same time, the simulated settlement curve is about 10 rings ahead of the field measurement. This is because in numerical simulation, considering the horizontal and homogeneous soil layer, the set support pressure is a constant. In actual construction, due to the dynamic adjustment of construction parameters, the displacement near the tunnel surface caused by construction has been well controlled, and the affected range is smaller than the simulation results, resulting in lag in the measured results. The corresponding conclusion can also be drawn from the fact that the final simulation prediction result is larger than the actual measurement. In general, comparing numerical simulation and field measurement, it can be seen that the simulation results agree with the measurements, proving the viability of the method used to obtain the HSS model parameters from the CPTU data.





4.4 Influencing factors of river bed settlement



4.4.1 Support pressure

The soil disturbance caused by tunnel construction can be significantly reduced by using reasonable support pressure, avoiding engineering risks such as splitting and roof falling in shallow underwater soil sections and river water backflow. The actual support pressure set in the Yellow River tunnel project is mostly between 0.3 MPa - 0.6 MPa. Therefore, six analysis cases of 0.3 MPa, 0.35 MPa, 0.4 MPa, 0.45 MPa, 0.5 MPa and 0.55 MPa were selected.

Figure 11 shows the maximum riverbed settlement under different support pressures. When the support pressure is 0.3 MPa, the influence of soil displacement in front of the tunnel face has caused a large riverbed settlement, the maximum settlement is -8.9 mm. When pressure increases to 0.45MPa, the riverbed settlement is well controlled, and the maximum settlement is -2.0mm. Before 0.45MPa, the decrease rate was almost linear, and after 0.45MPa, the decrease rate slowed down. It can be seen that when the support pressure increases to a certain extent, the influence of support pressure on settlement control is limited. For this model, the optimal supporting pressure is between 0.45MPa and 0.5MPa.




Figure 11 | Maximum riverbed settlement at different support pressures.






4.4.2 Shield slope

The longitudinal slope of the shield tunnel is mainly controlled within 5° in the design. However, the longitudinal slope may exceed the design value due to the complexity of geological conditions and the uncertainty of shield attitude control. Cheng et al. (2021) designed the longitudinal slope angle as 15° to capture the tunnel failure mode more obviously in the small-size model test and verified it with numerical simulation. In most projects, the maximum longitudinal slope angle in practical application is usually less than 10°. Therefore, +10°, +5°, 0°, -5°, -10° were selected for comparative study.

Figure 12 shows the failure mechanism of the tunnel face at different slopes. When the slope angle of the tunnel is +10°, the soil deformation extends to the ground, resulting in an extensive range of settlement trough. When the slope angle is +5°, the range of settlement trough is smaller. The failure mechanism of a horizontal tunnel is similar to +5°. In all cases of shield downslope, the deformation effects did not reach the surface. This condition is mainly determined by the horizontal projection area of tunnel on the ground. It is generally understood that the larger the projection area is, the larger the impact area of the tunnel excavation on the riverbed, which will lead to increased settlement.




Figure 12 | Failure mechanism at different slopes: (A) +10°. (B) +5°. (C) 0°. (D) -5°. (E) -10°.



Figure 13A shows the transverse riverbed settlement of different slopes at which the buried depth is 2D. The transverse riverbed settlement of the tunnel reaches its maximum value at the middle line of the tunnel. With the tunnel slope from +10° to -10°, the maximum transverse riverbed settlement is -25.8 mm, -20.8 mm, -17.0 mm, 13.4 mm and -11.1 mm, respectively. It is obvious that the uphill section will cause greater riverbed settlement than the downhill section.




Figure 13 | Transverse riverbed settlement under different influencing factors: (A) Shield slopes. (B) Buried depths. (C) Water levels.






4.4.3 Buried depth

Buried depth affects the tunnel construction deformation. Under the same condition, different buried depths will cause different stratum displacements. Generally, the shallowest buried depth of the tunnel should be greater than 0.7D (D refers to the outside diameter of the tunnel). And the buried depth of the Jinan Yellow River Tunnel is between 11.2 - 42.3m, about 0.7D - 2.8D. Based on this, six working conditions were selected: 0.7D, 1.0D, 1.5D, 2.0D, 2.5D and 3.0D.

Figure 13B shows the transverse riverbed settlement of different buried depths. Under the same conditions, when the buried depth is less than or equal to 2.0D, the riverbed settlement increases with the increase of the buried depth. Under 0.7D, the supporting pressure of 0.3 MPa has exceeded the sum of soil and water pressure. Most areas are uplifted, and the maximum uplifted is about 5.0mm. The transverse riverbed settlement of the tunnel at 1.0D is small, about -1.6mm at most. With the increase of tunnel buried depth, the maximum riverbed settlement reached -8.5mm at 2.0D. It is worth noting that the above phenomenon was studied only by changing the buried depth. In other words, the greater the buried depth, the smaller the support pressure ratio.

It can also be seen that when the tunnel buried depth is 2.5D and 3.0D, the maximum riverbed settlement no longer increases with the increase of buried deep, and the law is precisely the opposite. This is because when the buried depth is greater than 2.0D, the soil arch effect is generated in the upper soil, preventing the formation deformation caused by tunnel excavation transmitting to the riverbed, and the riverbed deformation is reduced.




4.4.4 Water level

Construction of underwater tunnels is challenging because they must withstand greater water pressure than conventional tunnels. The level of water not only affects the structural design of segments and waterproofing and plays a crucial role in the selection of construction parameters (Du et al., 2021). The water condition also restricts the implementation of various pretreatment measures. Before the Wuhan Yangtze River Tunnel, the maximum water pressure of the large-diameter shield built on the Huangpu River in Shanghai did not exceed 0.45 MPa. Subsequently, the maximum water pressure is constantly refreshed with the vigorous development of large-diameter shield tunnels.

Combined with the previous research, when the support pressure is 0.3 MPa, the water level of 3 m, 5 m, 7 m, 10 m, 20 m was selected for analysis. The calculation results are shown in Figure 13C. The riverbed settlement increases with the water level rise. This is because the change in water level in the model is equivalent to the uniform load of different sizes applied on the riverbed. In contrast, the high-water level represents that the model receives a greater vertical load, naturally increasing the riverbed settlement. The maximum transverse settlement caused by the 20 m water level is -54.1mm and -54.7mm, respectively. It indicates that the support pressure adopted cannot support the tunnelling, so the results are not shown.






5 Conclusions

In this work, the Bayesian probability characterization approach for the HSS model parameter   of silty clay was proposed. Also, deformation analysis induced by the underwater tunnel construction in the Jinan Yellow River Tunnel project has been performed. The analysis results from the numerical simulation are consistent with the monitoring data. In addition, this paper analyses the deformation response of underwater tunnel construction under different support pressures, shield slopes, buried depths and water levels. The following conclusions can be drawn:

	(1) Based on the HSS model, the finite element analysis of cavity expansion during CPTU penetration was carried out, and the correlation model of the normalized cone tip resistance Q with the reference tangent modulus   and the effective internal friction angle φ’ was established and verified using mini CPTU chamber test. It shows that the results obtained from the correlation model are all located near the test values and are relatively close to the test values of undisturbed soil, with a deviation of 4.9%, which verifies the applicability of the model in the CPTU penetration of silty clay.

	(2) A Bayesian inversion approach for calculating the reference secant modulus   of silty clay in Jinan was presented based on the penetration data and the transformation model. The results show that the estimated   obtained by the Bayesian equivalent sample method is 6.9 MPa, which agrees with the laboratory test result of 6.4 MPa. With the decrease of the range selected by the prior information mean μ and standard deviation σ, the obtained samples will become more concentrated, and the probability density function will become steeper.

	(3) The good agreement between the measurement and numerical simulation confirms that the parameters obtained by the Bayesian probability characterization approach considering the inherent variability of soil parameters and the uncertainty of the transformation model are reliable. This indicates that the proposed Bayesian probability characterization approach combined with CPTU can be applied to evaluate the law of riverbed settlement induced by underwater tunnelling construction.

	(4) With the pressure increase, the maximum riverbed settlement gradually decreases, but there is an upper limit. The optimal support pressure of the established model is between 0.45 MPa and 0.5 MPa. With the tunnelling slope from +10° to -10°, the tunnel construction settlement trough gradually decreases. Under the same condition, before the buried depth is 2D, the riverbed deformation increases with the increase of the buried depth. After the buried depth exceeds 2D, the riverbed settlement decreases due to the soil arching effect. The riverbed settlement increases with the water level rise.
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Seabed soils can undergo liquefaction under cyclic loading, resulting in a rapid decrease in strength and stiffness, which may lead to the destruction of offshore structures. Therefore, the assessment of seabed soil liquefaction will become an important factor in disaster prevention and risk analysis in coastal and offshore engineering construction. In this study, the ocean ambient noise with low-frequency, long-wavelength, and wide-band characteristics was used to conduct and analysis noise based on the horizontal-to-vertical spectral ratio method. The shear wave velocity of the seabed soil was obtained by inverting the ocean ambient noise dataset. Then, we proposed a shear wave velocity threshold that can be used for liquefaction assessment of Holocene unconsolidated fine-grained soils by statistical analysis, and the liquefaction potential of the soils was evaluated according to 1-D shear wave velocity structures and 2-D shear wave velocity profiles. The results showed that the distribution of the shear wave velocity obtained by inverting ocean ambient noise was generally consistent with the measured shear wave velocity in the field, indicating that the inversion results have a certain degree of accuracy. A shear wave velocity threshold of 200 m/s was proposed for liquefaction assessment, determining that the soils within 0-10 m depth in the coastal area of Yellow River Delta have liquefaction potential. This result is in accordance with the assessment based on the critical shear wave velocity, indicating that this threshold is applicable to the assessment of seabed soil liquefaction in the Yellow River Delta. The in-situ observations of ocean ambient noise provide a more convenient, economical, and environmentally friendly method, which can help to investigate marine geology disasters and serve marine engineering construction.
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1 Introduction

Soil liquefaction is one of the significant factors affecting soil stability, among them, seabed soil liquefaction is a harmful marine geological disaster, which has attracted widespread attention from domestic and foreign geotechnical engineering and coastal engineering communities. Under the continuous erosion and scouring of waves, fine particles on the surface soil of the seabed migrate out and escape along the pores of the coarse particles, thereby forming larger pores in the soil (Dassanayake et al., 2022). This can destroy the structural integrity of the soil, and weaken the hydraulic properties (Jia et al., 2014) and engineering characteristics (Liu et al., 2013) of the soil, which may induce soil liquefaction under cyclic loading (Bachrach et al., 2001), causing damage to offshore structures such as submarine pipelines (Sumer et al., 1999; Zhou et al., 2013), offshore platforms (Sumer, 2014; Zhang et al., 2017), and breakwaters (Jeng, 2001; Zhao and Jeng, 2015). The Yellow River Delta is a typical rapidly deposited delta, and also the place with the densest offshore structures on the south coast of the Bohai Bay. The fine-grained soils such as silt and silty sand are widely developed in the Yellow River Delta, with weaker permeability and poorer water stability, which makes them more prone to unstable failure of soil such as liquefaction (Ren et al., 2020; Wang et al., 2022; Liu et al., 2023; Zhang et al., 2023). For this reason, accurately assessing the seabed liquefaction has become an essential part of disaster prevention and mitigation in the construction of the Yellow River Delta.

At present, there are three primary methods for assessing soil liquefaction: in-situ tests (Fergany and Omar, 2017), laboratory tests (Kumar et al., 2020), and numerical simulation (Ye et al., 2016; Zhao et al., 2018). These methods have been maturely applied in the study of liquefaction in sandy soils due to their safety and reliability (Amini and Qi, 2000; Dobry and Abdoun, 2017; Ye et al., 2018). However, for seabed soil, sampling measurements and laboratory tests can only obtain the physical and mechanical properties of shallow soil layers (Meng et al., 2018), and cannot guarantee the natural structure and stress state of seabed soil, resulting in failure to reflect the real dynamic response of soil. Numerical simulation can provide guidance for experimental research and theoretical analysis, but the simplification of boundary conditions and material properties in the numerical simulation process with a certain degree of randomness can lead to affect the reliability of the results. Furthermore, invasive in-situ tests such as standard penetration test (SPT) (Seed et al., 1983) and cone penetration test (CPT) (Boumpoulis et al., 2021; Geyin and Maurer, 2021) are complex and expensive, making them unsuitable for large-scale seabed measurements. Submarine acoustic exploration technology uses the acoustic properties of the compression waves (P-waves) and the shear waves (S-waves) to investigate the engineering properties of seabed soils. This method can effectively avoid measuring errors caused by disturbances, which is becoming a prominent means for studying the properties of seabed soils (Gorgas et al., 2002; Hou et al., 2018). Compared with the results of SPT and CPT testing, shear wave velocity (Vs) is closely related to liquefaction resistance, and is influenced by factors such as porosity ratio, stress state, relative density, and soil type (Hardin and Drnevich, 1972; Tokimatsu and Uchida, 1990; Xu et al., 2015). Moreover, Vs is one of the fundamental mechanical properties of soils, which can characterize the shear stiffness under small strain conditions and soil-structure interaction, and has potential application prospects in assessing soil liquefaction (Qin et al., 2020; Lin et al., 2021). Nevertheless, traditional shear wave velocity testing requires placing shear wave sensors in surface or underground boreholes, making it difficult to conduct measurements in the seabed. Moreover, the harsh seafloor environment and complex sediment structure seriously affect the measurement accuracy, and the high cost and limited measurement range restrict the development of submarine acoustic exploration technology.

There exist weak and low-amplitude vibration in the natural environment, known as ambient noise, which are commonly considered as an interference signal in geophysics. Over the past few decades, researchers have gradually discovered that ambient noise can be used to prospect subsurface structures (Aki, 1957; Toksoz, 1964). The composition of different body and surface waves in ambient noise is highly complex (Bonnefoy-Claudet et al., 2006). Nakamura (Nakamura, 1989; Nakamura, 2008; Nakamura, 2009) proposed the horizontal to vertical spectral ratio method (HVSR), which normalizes the amplification effects of the horizontal and vertical components of ambient noise, calculates the Fourier spectrum ratio of the horizontal and vertical components of noise, and evaluates the ground response characteristics of soft sediment caused by multiple reflections of shear waves (Nakamura, 2000; Nakamura, 2019). The HVSR curve is closely related to the properties of the soil (Field et al., 1990; Field and Jacob, 1993) and is considered as a “transfer function” of the vertically incident shear wave in the strata (Nakamura, 1989; Nakamura, 2008). Kawase et al. (2011) proved that the horizontal-to-vertical spectral ratios match the ratios estimated from 1D shear wave velocity model using the simple theory of diffuse field. Therefore, based on the fundamental resonant frequency and spectral amplitude on the HVSR curve, the shear wave velocity can be estimated using an inversion algorithm (forward modeling routine and Monte Carlo method) and an empirical relationship between shear wave velocity and depth, such as the quarter-wavelength theory (Joyner et al., 1981; Boore, 2003; Edwards et al., 2011). The ambient noise on land is mainly caused by industrial machinery, vehicles, and other human activities, which is predominantly composed of high-frequency and short-wavelength noise (Bonnefoy-Claudet et al., 2006). In contrast, ocean ambient noise is mainly caused by the action of waves on the seabed (Hasselmann, 1963; Bromirski et al., 2005), and it is a broad-band vibration with low-frequency and long-wavelength characteristics, which ensures that ocean ambient noise exploration has a greater detection depth and sufficient resolution.yao

The structure of this study is as follows: Firstly, we introduce the feasibility analysis for assessing the liquefaction potential of seabed soils based on shear wave velocities obtained by inverting ocean ambient noise. Secondly, we present the geological overview of the study area (the coastal zone of the Yellow River Delta). Third, we describe the inversion method and strategy of ocean ambient noise. Fourth, we discuss the characteristics of ocean ambient noise and the accuracy of inversion results, respectively. In addition, we propose and validate the shear wave velocity threshold that can be used for fine-grained soil liquefaction assessment based on statistical analysis. Finally, we conclude this study by discussing and concluding the effectiveness, limitations and potential for assessing the liquefaction of seabed soils by the shear wave velocity obtained by the inversion of ocean ambient noise.




2 Geological overview

The Yellow River Delta is located on the southern coast of Bohai, and the Yellow River Delta Plain is a fluvial plain formed by the long-term siltation and continuous sea reclamation of high-concentration sediment carried by the Yellow River. We selected the northern coastal zone of the Yellow River Delta as our study area (Figure 1), which has an overall flat topography and gentle slope. The thickness of the Quaternary strata is about 26 m, with a horizontal distribution. Due to the special deposition pattern, silty soils are commonly developed in the surface sediments, with predominantly silt, fine sand and small amounts of clay (Zhao et al., 2013), showing the engineering characteristics of a high water content, poor grading, low bearing capacity, and high compressibility. In addition, thin-layered soft soil layers are widely developed in the stratum, with a thickness of about 1-5 m, which are interspersed with the sedimentary layers in a finger-like way. The engineering geological environment of the Yellow River Delta region is controlled by the sedimentary dynamic environment, which is mainly determined by the muddy and sandy nature of the Yellow River and its frequent siltation and migration. Owing to the migration of the Yellow River Estuary, the sediment supply has been interrupted. In the northern coastal zone, under the action of long-term differential hydrodynamic forces, the structural integrity of the surface soil of the tidal flats are destroyed, leading to a decrease in strength and gradual erosion, which has formed a drop of nearly 1 m between the tidal flats and the embankment. Thus, the study of the engineering characteristics of seabed soil under dynamic action would be helpful to maintain the safety of marine buildings.




Figure 1 | Map of the northern coastal areas of the Yellow River Delta. (A) The map of the study area (red rectangle). (B) The distribution of measurement stations within the study area. The red dashed line represents the tidal flats with the stations in red circles; the black dashed line represents the embankment with the stations in black triangles; the blue dashed line represents the coastal plain with the stations in blue square.






3 Inversion method

In this paper, the OpenHVSR-inversion program (Bignardi et al., 2018) is used to invert the HVSR curves of ocean ambient noise and obtain the shear wave velocity. This program can be used to model and invert HVSR dataset simultaneously, obtaining the distribution of shear wave velocity in different depth layers to construct 2-D or 3-D subsurface models. The forward modeling is based on the method proposed by Tsai and Housner (1970), which calculates the theoretical transfer function of the layered subsurface model. The inversion strategy is based on the Monte Carlo method, where a randomly perturbed version of the best fitting model is generated in each iteration, and used to compute a set of simulated curves for comparison with experimental curves. The generation of many trial models allows exploring the parameters space while searching for a new and better fitting model.

Several in-situ ambient noise recordings were carried out in the Yellow River Delta, and the observed distribution of fundamental frequency is shown in Figure 2, which is mainly concentrated in the range of 0.8-9.8 Hz (Meng et al., 2023). As a result, we set the frequency band for inversion from 0.6 to10 Hz. The inversion was divided into three stages. In the first stage, the inversion was started with a simple 4-layer subsurface model (Table 1), limiting the frequency band to 0.6-4 Hz. Successively, when the best-fit model was found, the result was saved as a new project and the subsurface model was edited, dividing the deeper layer in three sublayers, while the total thickness of the layer remains unchanged. Then, set the frequency band for the second stage to 0.6-8 Hz and continue with the next, with the shallower layer dividing in four sublayers, and so on. The frequency band for the third stage was set at 0.6-10 Hz, with a total of 10 layers.




Figure 2 | Statistics of fundamental frequency in the coastal zone of the Yellow River Delta (modified from Meng et al., 2023). (A) The distribution of fundamental frequency for stations in different study areas, where the red represents the tidal flats, the green represents the embankment, and the blue represents the coastal plain. (B) The fundamental frequency for all stations.




Table 1 | Initial subsurface parametric model.



In each stage of the inversion, firstly, the longitudinal wave velocity, shear wave velocity, and thickness were allowed a 5% perturbation for 3000 iterations of global inversion. Secondly, the best-fitting model of the HVSR curve for each station was locally optimized, allowing a 15% perturbation of the parameters for 5000 iterations. Finally, 10000 iterations were performed with 20% lateral constraint perturbations. In order to provide a more intuitive description of the inversion results, an example of the inversion of the ocean ambient noise in the Yellow River Delta is given in Figure 3. Figure 3A illustrates the HVSR curve of the measured noise (black), the standard deviation (gray), the best-fitting curve obtained by Monte Carlo inversion (red), and the fitting curve generated by the last iteration of Monte Carlo inversion (blue). It can be seen that peaks are observed in the HVSR curve at both 1.9 Hz and 10 Hz in Figure 3A. According to the method for identifying the fundamental frequency proposed by Meng et al. (2023), the fundamental frequency of the soil at this station is 1.9 Hz, not 10 Hz, and the peak at 10 Hz was caused by the fundamental Rayleigh waves (Nakamura, 2008). The Figure 3A also shown the good consistency among the best-fit curve and the fitted curve generated by the last iteration with the HVSR curve. Figure 3B represents the shear wave velocity structure of the observation station obtained by inversion of the ocean ambient noise.




Figure 3 | Example of inversion of marine ambient noise recording. (A) Best-fit model. (B) The structure of shear wave velocity corresponding to the best-fit model.



To evaluate the accuracy of the inversion, we used two concepts: global misfit and local misfit. Local misfit refers to the normalized misfit between the simulated and experimental curve at each station. For the global misfit, we introduced the objective function (Bignardi et al., 2018):

	

Where M(m) represents the misfit between the simulated and experimental curves; S(m) represents the fitting degree of the simulated and experimental curves at the peaks; and Rj(m) represents the regularization term. The constants a and b in above Equation are used to balance the relative weight of the M(m) and S(m) terms. Based on the objective function, we define the global misfit as aM(m) + bS(m).

Figure 4A shows the global misfit of the inversion results. As can be seen from the figure that the global misfit between the inversion results and experimental data is 0.1, and the fitting degree at the peak of the experimental curve and simulated curve is around 0.9. The normalized misfit between the experimental data and simulated data at each station is shown in Figure 4B, and it can be seen that there are 52 stations with a local misfit of less than 0.1; 6 stations with a local misfit between 0.1 to 0.2; and only 6 stations have a local misfit exceeding 0.2.




Figure 4 | Value of the normalized misfit. (A) Global misfit, where the black curve represents the misfit of the inversion results (the aM(m)+bS(m) in Equation); the red curve is the misfit of the experimental and simulated curves (the aM(m) in Equation); and the green curve is the fitting degree at the peak of the experimental and simulated curves (the bS(m) in Equation). (B) Normalized misfit for each station at the end of the inversion.






4 Results and discussion



4.1 Characteristics of ocean ambient noise

Ocean ambient noise is a persistent acoustic field in the ocean, and different sources produce noise of different frequencies (Bonnefoy-Claudet et al., 2006). The movement of the Earth’s crust is the primary source of ultra-low frequency noise in the ocean, with quasi-periodicity of 1-7 Hz; nonlinear interaction of back-propagating sea surface waves produces random noise with frequencies between 5-10 Hz; sound waves emitted by atmospheric sources (such as lightning) can couple into the underwater sound field, with frequencies also below 10 Hz; ship navigation produces sound waves with frequencies ranging from 5-500 Hz; and deep-sea currents, internal solitary waves, and turbulence caused by fragmentation create a wider frequency range. In the coastal and nearshore noise fields, waves, as the primary source of noise, waves striking along the coasts are the main source of low-frequency noise with a range of 0.5-1.2 Hz (Gutenberg, 1958), and the strong interaction between waves with the seabed can generate noise up to 10 Hz (Olofsson, 2010). In this paper, we concern the ambient noise with frequency below 10 Hz.

We conducted ocean ambient noise recordings using the single-station array and the centerless circular array with a radius of 1 m on the tidal flats in the Yellow River Delta. Figure 5 shows the Fourier spectrum of ocean ambient noise recorded by six stations in the centerless circular array. There is a certain energy of ambient noise in each station from low to high frequencies. The Fourier spectrum shows good amplitude consistency in the low-frequency band (1.9-7.7 Hz) and differentiation in the high-frequency band. Thus, it could be considered that the ocean ambient noise propagates in all directions with almost the same energy in each direction within this band. According to the analysis of the characteristics, the ocean ambient noise recorded on the tidal flats in the Yellow River Delta shows a good consistency in the low-frequency band and relative dispersion in the high-frequency band. We analyze that the factors such as waves, tides, and wind are the main sources of noise on the tidal flats, so the recorded noise mainly presents low-frequency and long-wavelength characteristics, and of course, it also contains some high-frequency and short-wavelength noise generated by the navigation. Compared with land ambient noise, ocean ambient noise dominates in the low-frequency band, which can be used to obtain deeper seabed soil information.




Figure 5 | Fourier spectrum of ambient noise recorded by six stations in a centerless circular array.






4.2 Inversion results of shear wave velocity

After obtaining the inversion results, the distribution of shear wave velocity within the depth range of 0-100 m was statistically analyzed. The confidence intervals of the shear wave velocity at the confidence levels of 95% and 75% were also calculated, as shown in Table 2. The accuracy and applicability of the inverted shear wave velocity were tested by comparing them with the field measurements (Liu et al., 2015).


Table 2 | Distribution of shear wave velocity obtained by HVSR curves inversion and measured field data from Liu et al. (2015).



From Table 2, it can be found that the average, minimum and maximum values of shear wave velocity obtained by inversion are basically consistent with the field measurements at depths of 10-90 m depth. However, the ranges of shear wave velocities obtained from the inversion are underestimated in the depth of 0-10 m. Among them, the shear wave velocity obtained from the inversion respectively are 83-102 m/s and 87-98 m/s at 90% and 75% confidence intervals, which deviate from the field results of 108-183 m/s and 123-167 m/s. The inversion results are lower compared with the measured results, -which is speculated to be related to the groundwater table. The field measurements of shear wave velocity were carried out at locations far from the sea, while the study area is located in the coastal zone with extremely shallow groundwater table and high soil moisture content, resulting in a lower shear wave velocity. Within the range of 10-90 m, the distribution of the inverted shear wave velocity in the stratum satisfies the results of the field measurements at the 95% and 75% confidence intervals. Nevertheless, in the depth range below 30 m, the maximum value of the shear wave velocity and the lower limit of the 95% confidence interval are both higher than the measured data. Moreover, there exist an abnormally high value for the inverted shear wave velocity at the bottom layer.

Liu et al. (2007) conducted shear wave velocity tests on the northern coastal zone in the Yellow River Delta and obtained measured shear wave velocities of 91-137 m/s within the depth range of 0-10 m (Table 3). Yang et al. (2022) carried out field measurements using the single-hole method on tidal flats in the Yellow River Delta, and the measured shear wave velocities were mainly distributed in a range of 100-250 m/s within the depth range of 0-20 m. The inverted results are in good agreement with the field measurements, which further proves the accuracy of the inversion shear wave velocities.


Table 3 | Field measured shear wave velocity and calculated critical shear wave velocity in the Yellow River Delta (modified from Liu et al., 2007).






4.3 Shear wave velocity threshold

Andrus and Stokoe (Andrus and Stokoe, 1999; Andrus and Stokoe, 2000; Andrus et al., 2004) proposed a simplified method for soil liquefaction assessment using shear wave velocity (Vs) and stress-corrected shear wave velocity (Vs1) based on a large amount of investigations of earthquake liquefaction occurring in fine-grained soils, such as fine sand, gravel, and silty clay. For Holocene unconsolidated fine-grained soil, Youd and Idriss (2001) established the relationship between Vs and cyclic stress ratio (CSR) for liquefaction and non-liquefaction areas according to a probabilistic statistical method and proposed the upper limit of Vs (180 m/s) as a threshold for liquefaction assessment in engineering practice (Yulianur et al., 2020). However, statistical analysis of the relationship between stress-corrected shear wave velocity and CSR revealed certain limitations of this threshold. To illustrate this viewpoint, we collected the investigation data from over 50 different locations. The liquefaction areas were determined by the observation of liquefaction phenomena and in-situ tests (SPT and CPT). The relationship between the cyclic stress ratio (CSR) and shear wave velocity or stress-corrected shear wave velocity is established based on probabilistic statistics of the distribution of shear wave velocity.

Figure 6A shows the relationship between CSR and the measured average Vs in liquefaction and non-liquefaction fields, and Figure 6B presents the relationship between CSR and Vs1. The measured Vs of soils in liquefaction area ranged from 79 to 210 m/s, generally lower than 180 m/s, with only four data exceeding this threshold for an error of about 4%. Differently, the distribution of Vs1 ranged from 104 to 271 m/s, with 15% of the data exceeding 180 m/s. As a result, it may be risky to use the shear wave velocity of 180 m/s as the threshold for soil liquefaction assessment in practical engineering applications. The confidence interval of Vs1 in 95% confidence is 149.10-160.47 m/s, with 95% of the data below 200 m/s. Accordingly, it is considered that 200 m/s as the threshold for liquefaction assessment of fine-grained soils will be of practical application.




Figure 6 | Vs -based liquefaction and non-liquefaction for Holocene unconsolidated fine-grained soils. (A) The relationship between the measured Vs and cyclic stress ratio (CSR). (B) The relationship between Vs1 and CSR. In the figures, the square, circle and triangle represent respectively shear wave velocities of soils with earthquake magnitudes ≤6.0, 6.0-7.0, ≥7.0; the solid and hollow figures correspond to shear wave velocities liquefaction and non-liquefaction areas respectively.






4.4 Soil liquefaction assessment

According to the statistics of the field investigation data for soil liquefaction, wave-induced soil liquefaction generally occurs in shallow surface seabed within a few meters (Hirst and Richards, 1977; Sassa et al., 2006), and depth of the seismic liquefaction may occur up to 20 m below the surface in the gravel, and the depth in silt and silty sand is commonly less than 20 m (Holzer et al., 1999; Bray et al., 2004). Liu et al. (2005) considered that the silt soils in the Yellow River Delta have liquefaction potential under dynamic loads based on the pore-pressure model. As shown in Tables 2, the inverted shear wave velocity is in general agreement with the field measured results within 30 m depth. Consequently, it can be used to evaluate problems such as seabed soil liquefaction.

Figure 7 shows the shear wave velocity structures of three areas on the coastal zone. The red dashed line and solid line represent the dividing lines of shear wave velocity of 180 m/s and 200 m/s, respectively. It can be seen that the vertical distribution of shear wave velocity corresponds roughly to the boundaries of soil indicated by the borehole Yang et al. (2022). Moreover, the shear wave velocity of the soil within a depth of 10 m is generally less than 200 m/s, indicating that the fine-grained soil at this depth has a certain potential for liquefaction. Liu et al. (2007) calculated the critical shear wave velocity within the range of 0-10 m based on the empirical relationship between shear wave velocity and the number of blows of standard penetration, which is found to be from 136 to 160 m/s (Table 3). The inverted shear wave velocity within the depth range of 0-10 m is determined to be between 80-133.87 m/s, which is lower than the critical shear wave velocity for each layer. Therefore, it is determined that the soil within the range of 0-10 m on the tidal flat was judged to be liquefiable. The results of the soil liquefaction assessment based on the shear wave velocity threshold and the critical shear wave velocity were consistent within the depth range of 0-10 m. Meanwhile, it can be observed that there were multiple low-velocity anomalies in the vertical shear wave velocity structure of the strata, and there were significant differences in the shear wave velocity of the soil at the same depth range in the lateral direction. As shown in Figure 7, from the coastal plain to the tidal flat in front of the embankment, the shear wave velocity of the soil follows the trend of gradually decreasing from land to sea. According to geological data in the region, the high-concentration sediment continuously accumulates during the transportation process of the river due to oscillation and diversion of the Yellow River estuary, sea level changes, and the combined effects of waves, tides, and storm surges. The fluvial deposits and coastal deposits in different periods have been superimposed and deposited, forming a sedimentary structure that appears as a finger-like interlocking in the horizontal direction, and the gradually advancing from land to sea in the vertical direction. In different depth ranges, there are marine deposits with high water content and high saturation, as well as soft soil layers with high water content, high porosity ratio, and low shear strength, which are unevenly distributed in the tidal flat. This results in the common presence of low-velocity abnormal segments in the shear wave velocity structure.




Figure 7 | 1-D shear wave velocity structure within 30 m depth at each station. The Yellow River delta is divided into three study areas, namely (A) the tidal flats area in front of the embankment, (B) the embankment area, and (C) the coastal plain area. The bar in the figure represent the soil layer classification, and the borehole data is cited from Yang et al. (2022).



A measuring line was set up along the east-west direction on the tidal flat in front of the embankment in the Yellow River Delta. Figure 8 shows the inversion results of seven observation stations on the tidal flat. Figure 8A shows the shear wave velocity profile within a depth range of 30 m. For comparison, we first converted the frequency to “pseudo-depth” using the quarter-wavelength formula (h=Vs/4f) to obtain the HVSR curve with depth, then, we plotted the HVSR profiles in Figure 8B with interpolation method based on all curves. The figure shows that the shear wave velocity of the geological layer exhibits a layered distribution, which is consistent with the sedimentary characteristics of the region. Geological layers with a shear wave velocity less than 200 m/s are distributed within a depth range of 10 m, and some stations can reach 20 m. The distribution of the HVSR shows a negative correlation with the magnitude of the shear wave velocity (Figure 8B). The level of the horizontal and vertical spectral ratio of ambient noise reflects the amplification effect of the soil on seismic motion. The looser the soil, the more significant the amplification effect of the seismic wave amplitude is, while the noise spectral ratio is larger. At the same time, soft soil has a lower degree of compaction and a lower shear wave velocity. It can be understood that the shear wave velocity of the surface soil of the tidal flats is low and its engineering properties are poor. Soft surface soil will amplify the amplitude and energy of seismic waves. If seismic waves in a certain frequency band coincide with the resonance frequency of the overlying soil, the resonance effect will be induced, which will cause unpredictable damage to the overlying buildings.




Figure 8 | Inversion results along the east-west lateral line of 7 observation stations on the tidal flat in the Yellow River Delta. (A) 2-D Shear wave velocity profile of the tidal flat. (B) For comparison, the HVSR profile is formed by the HVSR curves, and the frequency axis is converted to “pseudo-depth” by the assumption that Vs=350 m/s for soft layers.







5 Conclusion

The purpose of this paper is to obtain the shear wave velocity of seabed soils by inversion of ocean ambient noise for rapid assessment of seabed soil liquefaction. In-situ noise recording and analysis were performed in the northern coast of the Yellow River Delta using the HVSR method to obtain the shear wave velocity of the seabed soil. Based on statistical analysis of liquefaction investigation data, a shear wave velocity threshold was proposed for assessing the liquefaction potential, and the location of liquefiable soil was identified in the light of 1-D shear wave velocity structure and 2-D shear wave velocity profile. In summary, the following results were obtained:

1. Ocean ambient noise has the characteristics of low-frequency, long-wavelength, and wide bandwidth. Therefore, in-situ observations of ocean ambient noise can not only obtain the physical and mechanical properties of the seabed soil in a deeper range depending on the propagation characteristics of noise in the seabed sediment, but also monitor the deformation and stability of the seabed soil, provide the necessary support for the design and construction of marine engineering, and are of great significance for risk assessment and the early warning of marine geology disasters.

2. Shear wave velocities of seabed soils were obtained by inversing the HVSR dataset of oceanic ambient noise. The stratigraphic distribution of the shear wave velocity obtained by inversion is broadly consistent with existing research results, which indicates that the results have a certain degree of accuracy and that the method for inverting ocean ambient noise is quite feasible.

3. The application of a shear wave velocity threshold of 200 m/s in assessing the liquefaction potential of fine-grained soils in the Yellow River Delta yielded consistent results with traditional methods. The assessment showed the liquefaction potential of soil in depths of 0-10 m, and indicated that this threshold is reasonable for liquefaction assessment of seabed soil in the Yellow River Delta. Accordingly, the stability problems of the soil in the tidal flat area should be taken into sufficient consideration during engineering construction. It is necessary to adopt measures such as replacement methods and dynamic consolidation for foundation treatment to ensure the safety of engineering construction and use.

4. The HVSR-based ocean ambient noise prospecting method has the advantages of being convenient, economical, environment-independent, and deeper detection depth. It can provide services for disaster prevention and mitigation of marine engineering construction, and has good practical application. In addition, in the actual application process, combining this method with other geotechnical tests (such as drilling, in-situ tests, or laboratory tests, etc.) can more accurately determine the engineering characteristics of soil, and further classify the liquefaction hazard of soil, which is crucial for coastal protection and marine engineering construction.
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To investigate the vibrational impact of vehicular traffic on the ancient Qiantang River seawall, on-site measurements of the seawall’s pulsation and forced vibrations under different vehicle speeds and axle loads were conducted. The acquired data were analyzed in the time domain, frequency domain, and 1/3 octave bands, revealing the time-frequency vibrational characteristics of the ancient seawall structure. The results indicate that the characteristic frequencies of the ancient seawall are 3 Hz and 10 Hz, with the primary frequency band of the structural vibrations induced by vehicular traffic ranging from 0 to 30 Hz. Vehicle traffic primarily caused vertical vibrations in the seawall structure, with along-dike horizontal vibrations being significantly higher than cross-dike vibrations. Based on the measurement results, an empirical relationship between the peak vibration velocity of the ancient seawall and variations in vehicle speed and axle load was established. It was found that, compared to axle load, increased vehicle speed had a more pronounced amplification effect on the structural vibrations of the ancient seawall. To ensure the vibrational safety of the ancient seawall relics, maximum vehicle speeds for different loading conditions of tri-axle trucks were provided based on vibration limits: for an axle load of 10 t, speeds should be below 34 km/h; for 11.52 t, below 24 km/h; for 13.04 t, below 20 km/h; and for 14.56 t, below 15 km/h.
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1 Introduction

The ancient Qiantang River seawall, located on the northern bank of the Qiantang River estuary, serves as a crucial barrier against natural disasters such as tidal bores, typhoon storm surges, and floods. Initially constructed during the Ming and Qing dynasties, the ancient seawall has been designated as a national cultural relic protection unit and is among the few national relics still in service. Given the exceptional historical and cultural value of national cultural relics and the difficulty in restoring them when damaged, both domestic and international standards impose strict protection requirements for these relics. For instance, China’s “Technical specifications for protection of historic buildings against man-made vibration” (GB/T 50452-2008, 2008) prescribes stringent vibration response limits for cultural relics made of different materials and constructed using various masonry techniques. The ancient Qiantang River seawall essentially comprises a stone retaining wall, with block stones laid in layers using glutinous rice mortar and gradually tapering to form a trapezoidal cross-section. Factors such as the non-uniform cross-sectional shape, the staggered masonry technique, and the differences in the material properties of block stones and mortar render the vibrational response of the ancient seawall structure highly complex.

With rapid urban development, existing cultural relics, such as bell towers, pagodas, and temples made of brick and stone structures, inevitably experience vibrational disturbances from nearby traffic (Vogiatzis, 2000; Ma et al., 2016; Alan and Caliskan, 2017), blasting (Pal Roy et al., 2016; Xiong et al., 2020), and construction (Jiang et al., 2012; Fan et al., 2018). External vibration sources can induce vibrational waves within the structures of cultural relics, with the fundamental cause of material deterioration or even structural damage being dynamic strain (γd). However, directly measuring dynamic strain is challenging, and thus current domestic and international cultural relic protection standards often adopt vibration velocity ([v]) as an indirect control indicator (an empirical relationship exists between dynamic strain and vibration velocity: γd≈[v]/c, where c is the vibration wave propagation speed within the cultural relic structure). It is evident that different structural and material types of cultural relics have distinct wave speeds (c), and consequently, different vibration velocity limits ([v]).

In light of the complexity of cultural relic structures and materials, it is difficult to predict the vibration levels of these structures using theoretical formulas when external excitation sources, such as construction vibrations and moving vehicles, are present. Existing research predominantly employs numerical simulations (Zhao et al., 2013; Sadeghi and Esmaeili, 2017; Ma et al., 2018) and on-site measurements (Meng et al., 2009; Hinzen, 2014) to analyze the vibrational impacts of subway trains on ancient city towers (Xin et al., 2019), bell towers (De Angelis et al., 2022), and other brick and stone cultural relic structures. Ma et al., 2011 established a train-track coupling model and a 3D coupled finite element model of the tunnel-soil-structure system to analyze the dynamic responses of monuments at different train speeds, finding that vibrations exceeded the limits when train speeds surpassed 58 km/h. Due to the passage of time and long-term weathering, cultural relics exhibit numerous uncertainties in architectural structure and material properties (Gentile and Saisi, 2007). To ensure the accuracy of brick and stone cultural relic numerical models, these models often require comparison and validation against on-site measurement results (Aras et al., 2011). Li et al., 2021 tested the dynamic responses of a pagoda under the influence of moving train loads and used the measured data to verify the accuracy of the finite element model of pagoda. Crispino, 2001 measured the vibration velocities of historical buildings under the influence of different vehicle types and speeds, using the data to validate the feasibility of the empirical prediction model of Watts (Watts, 1992).

In the field of traffic-induced environmental vibration control, existing researches primarily focused on vibration reduction measured along the propagation path, such as filled trenches (Cai et al., 2021), empty trenches (Yang et al., 2018), pile rows (Cheng et al., 2022), and wave barriers (Chen et al., 2022). Wang et al., 2022 optimized the design parameters of pile row vibration barriers using a 3D finite element model and found through field vibration tests that pile rows can reduce vibrations by approximately 30% to 50%. As the ancient seawall is a cultural relic structure, it is infeasible to construct vibration barriers, such as pile rows, between the road behind the seawall and the ancient seawall itself to protect its structural integrity. Instead, it may be worthwhile to consider controlling vehicle speed and axle load from the vibration source perspective to mitigate the vibrational impact on the ancient seawall structure caused by traffic behind the seawall.

With climate warming and sea-level rise, increasingly frequent and intense tidal bores pose a more severe challenge to the ancient seawall at the Qiantang River estuary. Currently, the ancient Qiantang River seawall is undergoing a upgradation to improve its flood protection from a 50-year recurrence interval to a 100-year recurrence interval. During the renovation period, the inevitable passage of construction vehicles behind the seawall will have a vibrational impact on the ancient seawall, posing a threat to the durability of cultural relic materials and structural safety. In response, this study conducts on-site measurements of the pulsation of the ancient seawall and its vibrational response under different construction vehicle speeds and loads. The time-domain extreme values and frequency-domain analyses of the test results are performed to analyze the characteristic frequencies of the ancient seawall. A quantitative relationship between the ancient seawall’s time-domain vibration extreme values and axle loads and vehicle speeds is established, providing a scientific basis for proposing speed and axle load limits for construction vehicles traveling behind the seawall.




2 Basic information on the ancient seawall

As shown in Figure 1, the ancient seawall is located on the north bank of the Qiantang River estuary and is constructed as a vertical stone retaining wall. The seawall in the test area has a height of 5.44 m and a bottom width of 3.84 m. The seawall consists of 17 layers of masonry stones, narrowing progressively upward into a trapezoidal shape with a top width of 1.44 m. The seawall is constructed using 0.32 m thick and 0.38 m wide stone blocks arranged in a staggered manner with overlapping joints, as shown in Figures 2 and 3. The stones are bonded with glutinous rice mortar.




Figure 1 | Schematic illustration of the ancient seawall cultural relics at the mouth of the Qiantang River and its north bank.






Figure 2 | Schematic diagram of the ancient seawall at the Qiantang River estuary and nearby roads.






Figure 3 | Schematic diagram of the ancient seawall masonry structure. (A) Cross-sectional view along the seawall. (B) Longitudinal sectional view along the seawall.



The foundation of the ancient seawall is clay, with 11 rows of wooden piles arranged within the foundation to support the seawall body. The area behind the seawall consists of soil backfill, with the top surface of the fill level with the top of the seawall. A concrete road is situated 8 meters behind the seawall and has a width of 4 meters. The road typically serves as a scenic patrol route, during construction, it is used as a construction route mainly for tri-axle loader trucks and other construction vehicles. The physical and mechanical properties of the various soil layers are presented in Table 1. For the sake of clarity in subsequent descriptions, we define X as the transverse direction along the seawall, Y as the longitudinal direction along the seawall, and Z as the vertical direction.


Table 1 | Physical and mechanical properties of the soil layers behind the seawall.






3 Test plan

On-site vibration velocity measurements were taken using Donghua 2D001-type magneto-electric vibration sensors, with a sensitivity of 20 V·s/m and a frequency range of 1-100 Hz. Data was collected using the Donghua DH5922D dynamic signal test and analysis system (8 channels), with a sampling frequency of 500 Hz.



3.1 Pulsation test

The ambient vibration test of ancient seawall was conducted during construction breaks, with two horizontal and one vertical vibration velocity sensors placed at the top of the seawall. The sensors arrangement is shown in Figures 4 and 5, and the ambient vibration test duration was 10 minutes.




Figure 4 | Schematic diagram of pulsation test vibration sensor arrangement.






Figure 5 | Physical layout of pulsation test vibration sensors.






3.2 Vehicle-induced vibration test

A 100-meter test section was set up on the road behind the seawall, with tri-axle loader trucks controlled to travel at constant speed through the test section. Three-direction vibration velocity sensors were arranged at the midpoint of the road surface and at the top of the seawall, as shown in Figures 6 and 7. Field tests were mainly conducted under two conditions: axle load and vehicle speed.




Figure 6 | Schematic diagram of the vehicle-induced vibration test section plan.






Figure 7 | Schematic diagram of vehicle-induced vibration test points.





3.2.1 Different axle load conditions

The main vehicle type traveling on the road behind the seawall is a tri-axle loader truck transporting concrete sheet piles, each weighing approximately 3.8 t. Considering three different conditions: empty vehicle, transporting 1 sheet pile, and transporting 3 sheet piles, the distribution of total vehicle weight and axle load for each condition is shown in Figures 8–10. The vehicle speed was controlled at 20 km/h and the travel route followed the centerline of the road.




Figure 8 | Total weight 25t, axle load 10t.






Figure 9 | Total weight 28.8t, axle load 11.52t.






Figure 10 | Total weight 36.4t, axle load 14.56t.






3.2.2 Different vehicle speed conditions

An empty tri-axle loader truck was selected, with a total vehicle weight of 25 t and an axle load of 10 t. Vehicle speeds were controlled at 20 km/h, 40 km/h, and 60 km/h, with the travel route of vehicle following the centerline of the road.






4 Test results and analysis



4.1 Time-domain results



4.1.1 Pulsation

The three-directional ambient vibration time history curve of the ancient seawall structure under natural vibration conditions is shown in Figure 11. As seen in the figure, the overall changes in the three-directional vibration velocity of the ancient seawall are relatively stable. The peak values of the three-directional ambient vibration of the ancient seawall structure are shown in Table 2, indicating that the vertical vibration is the most significant, with a peak value of 0.0237 mm/s, which is 1.58 and 1.29 times the horizontal X and Y directions, respectively.




Figure 11 | Pulsation time-history curves. (A) Horizontal direction X. (B) Horizontal direction Y. (C) Vertical direction Z.




Table 2 | Peak values of three-directional ambient vibration velocity.






4.1.2 Different axle load conditions

The time history curves of vertical vibration velocity (Z) and horizontal vibration velocity (X, Y) of the ancient seawall under different axle load conditions are shown in Figure 12. The overall forced vibration changes of the ancient seawall structure caused by the vehicles are consistent, and the three-directional vibration velocity of the ancient seawall structure increases as the vehicle approaches, with the vertical direction showing the most significant increase. As the axle load of the vehicle increases, the three-directional vibration velocity of the ancient seawall structure also increases. The peak values of the three-directional vibration velocity of the ancient seawall structure under different axle load conditions are shown in Table 3. As can be seen from the table, the vertical direction is the dominant direction of vehicle-induced vibration for the ancient seawall, with the peak vibration velocity reaching 7.02 and 2.79 times the horizontal X (cross-dike direction) and Y directions (along-dike direction), respectively.




Figure 12 | Time-domain curves of forced vibrations in ancient seawall structure under different axle load conditions. (A) Axle load 10t. (B) Axle load 11.52t. (C) Axle load 14.56t.




Table 3 | Peak values of three-directional vibration velocity in ancient seawall under different axle load conditions.



As shown in Figure 13, the peak values of the three-directional vibration velocity of the ancient seawall structure basically increase linearly with the increase of axle load. The figure presents the fitting equations between the peak values of the three-directional vibration velocity (Vx, Vy, and Vz) and axle load (W), which can be used to predict the three-directional vibration velocity of the ancient seawall structure under other axle load conditions.




Figure 13 | Fitting curves of peak three-directional vibration velocity in ancient seawall with respect to axle load changes.






4.1.3 Different vehicle speed conditions

The time history curves of vertical vibration velocity (Z) and horizontal vibration velocity (X, Y) of the ancient seawall under different vehicle speed conditions are shown in Figure 14. As seen in the figure, the three-directional vibration velocity of the ancient seawall increases as the vehicle approaches, with the vertical direction showing the most significant increase. As the vehicle speed increases, the three-directional vibration velocity of the ancient seawall structure also increases. The peak values of the three-directional vibration velocity of the ancient seawall structure under different vehicle speed conditions are shown in Table 4. As can be seen from the table, the vertical direction (Z-axis) is the dominant direction of vehicle-induced vibration for the ancient seawall, with the peak vibration velocity reaching 7.88 and 2.52 times the horizontal X (cross-dike direction) and Y directions (along-dike direction), respectively.




Figure 14 | Forced vibration time history curves of ancient seawall under different vehicle speed conditions. (A) 20km/h. (B) 40km/h. (C) 60km/h.




Table 4 | Peak three-directional vibration velocities of ancient seawall under different vehicle speed conditions.



As shown in Figure 15, the peak values of the three-directional vibration velocity of the ancient seawall structure basically increase linearly with the increase of vehicle speed. The figure presents the fitting equations between the peak values of the vibration velocity (Vx, Vy, and Vz) and vehicle speed (C), which can be used to predict the three-directional vibration velocity of the ancient seawall structure under other vehicle speed conditions.




Figure 15 | Fitting curves of peak three-directional vibration velocity in ancient seawall with respect to vehicle speed changes.



From the above analysis, it can be concluded that the vibration response of the ancient seawall caused by vehicle passage is significantly larger than the pulsation response of the ancient seawall in its natural vibration state. Therefore, the vibration impact of vehicle passage on the ancient seawall heritage site cannot be ignored. When a vehicle passes, the three-directional vibration velocity of the ancient seawall structure increases, with the vertical direction being the dominant direction of vehicle-induced vibration and the vibration velocity being much larger than the horizontal direction. The peak vibration velocity of the ancient seawall caused by different vehicle speed conditions is larger than that caused by different axle load conditions, indicating that the ancient seawall vibration is more sensitive to vehicle speed.





4.2 Frequency domain results

The pulsation results were subjected to a spectral analysis to obtain the pulsation spectrum curve shown in Figure 16. It can be seen that the pulsation frequencies of the ancient seawall in the horizontal Y-direction (along-dike) and vertical Z-direction are concentrated within 5 Hz, while the dominant frequency band of the horizontal X-direction pulsation is 0-15 Hz. The three-directional pulsations of the ancient seawall exhibit peaks near 3 Hz and 10Hz, indicating that 3 Hz is the first-order characteristic frequency of the ancient seawall, while 10 Hz is a higher-order characteristic frequency.




Figure 16 | Ancient seawall pulsation spectrum curve.



By selecting the axle load of 10 t and vehicle speed of 20 km/h condition and performing a spectral analysis on the time-domain results of the ancient seawall vibration, the typical spectrum curve of vehicle-induced vibration of the ancient seawall is obtained, as shown in Figure 17. As can be seen from the figure, the three-directional vehicle-induced vibrations of the ancient seawall are mainly concentrated within the 0-30 Hz frequency band, with high-frequency vibrations experiencing significant attenuation, and three-directional vibrations above 50 Hz are almost zero.




Figure 17 | Typical frequency spectrum curve of vehicle-induced vibration in ancient seawall.



As the vehicle axles pass through the measuring point in sequence, they form a moving axle periodic excitation effect on the measuring point, with an excitation frequency of f = C/L, where L is the axle spacing. For the tri-axle loaded vehicle shown in Figure 8, there are three cases of axle spacing L, namely L1 = 1.3 m, L2 = 5.8 m, and L3 = 7.1 m. The moving axle load excitation frequencies for different vehicle speeds are shown in Table 5.


Table 5 | Vehicle moving axle load excitation frequency f.



As can be seen from Table 5, the moving axle load excitation frequencies f1 and f2 at C = 20 km/h are 4.27 Hz and 0.96 Hz, respectively. The contributions of moving axle periodic excitation frequency nf1 (where n is a positive integer) can be seen in Figure 17, as indicated by the vertical lines at f1, 2f1, and 3f1. It should be noted that Figure 17 does not show peaks exactly at nf1, but rather on either side of it, which is the Doppler effect of the moving load. For example, the three-directional vibrations in Figure 17 exhibit peaks at 3.90 Hz to the left of f1 and 4.39 Hz to the right. In addition, Figure 17 clearly shows the contributions of moving axle periodic excitation frequency nf2, as indicated by the short vertical lines. In contrast to moving axle periodic excitation frequencies nf1 and nf2, the contribution of nf3 is not evident, which may be due to the fact that this frequency is contributed by axles 1 and 3 of the loaded vehicle, which are furthest apart, making it difficult to cause periodic excitation.

Compared with conventional time-domain extreme value analysis and spectral curves, the 1/3 octave analysis can present the root mean square values of vibration signals in each frequency band, thus better characterizing the frequency and energy distribution characteristics of the vibration signal. According to the national standard (GB/T 3241-2010, 2010), the 0-100 Hz frequency range is divided into 21 frequency bands. The center frequencies of each band are as follows: 1, 1.25, 1.6, 2, 2.5, 3.15, 4, 5, 6.3, 8, 10, 12.5, 16, 20, 25, 31.5, 40, 50, 63, 80, and 100 Hz. The upper and lower limits of each frequency band are determined by multiplying and dividing the center frequency by the factor 21/6, respectively.



4.2.1 One-third octave results for different axle load conditions

An analysis of the time domain results of forced vibrations under different axle load conditions using the 1/3 octave method is conducted, and the results are shown in Figure 18. It can be observed from the figure that the distribution pattern of the 1/3 octave band of the three-directional vibrations of the ancient seawall is not significantly affected by the changes in axle load. The peak values of the three-directional vibrations under different axle load conditions appear in both 3.15 Hz and 10 Hz frequency bands. The peak values of the horizontal X-directional vibration in these two frequency bands are similar, but the peak values of the vertical Z-direction and horizontal Y-direction vibrations at 3.15 Hz are noticeably higher than those in the 10 Hz band. Relative to the 3.15 Hz peak frequency band, the peak frequency band near 10 Hz is broader, essentially encompassing 8 Hz, 10 Hz, 12.5 Hz, and 16 Hz frequency bands. As previously mentioned, the characteristic frequencies of the ancient seawall are 3 Hz and 10 Hz, and by combining the data from Table 5, it can be concluded that the peak values in the 3.15 Hz and 10 Hz bands are caused by the resonance between the vehicle moving axle load excitation frequency and the characteristic frequency of the ancient seawall. For example, the peak in the 3.15 Hz band is rendered by coincidence of the excitation frequency nf2(n=3) and the first characteristic frequency of seawall (i.e. 3Hz).




Figure 18 | Forced vibration one-third octave curves of ancient seawall structure under different axle load conditions. (A) Horizontal direction X. (B) Horizontal direction Y. (C) Vertical direction Z.



The stress and deformation behaviors of brick material exhibit a significant frequency dependence (Lacanna et al., 2016), and existing vibration standards (GB 6722-2014, 2015) stipulate different vibration velocity limits according to different frequencies. In general, the higher the frequency, the higher the allowable vibration velocity. Therefore, it is necessary to derive a peak vibration velocity prediction formula for the dominant vibration frequency band of the ancient seawall. As shown in Figure 19, a fitting is conducted for the dominant frequency band (3.15 Hz) in the dominant direction (vertical Z-direction) of the structure induced by vehicle vibrations. The figure presents the fitting relationship between the root mean square value of vibration velocity (Vf) and axle load (W), which can be used to predict the root mean square value of vibration velocity in the vertical Z-direction of the ancient seawall structure at the 3.15 Hz frequency band under other axle load conditions.




Figure 19 | Fitting curve of the root mean square value of vertical vibration in the 3.15 Hz frequency band in ancient seawall with respect to axle load changes.






4.2.2 One-third octave results for different vehicle speed conditions

An analysis of the time domain results of forced vibrations under different vehicle speed conditions using the 1/3 octave method is conducted, and the results are shown in Figure 20. As can be observed from the figure, the distribution pattern of the 1/3 octave band of the three-directional vibrations of the ancient seawall generally shifts to the right as the vehicle speed increases. The peak values of the three-directional vibrations under different vehicle speed conditions are mainly concentrated in the 0-10 Hz frequency band. In combination with Table 5, it can be seen that the vehicle moving axle load excitation frequencies (f1) are 4.27 Hz, 8.55 Hz, and 12.82 Hz, as indicated by the vertical lines in Figure 20. Due to the Doppler effect of the moving load, peak values appear on both sides of f1 in the 1/3 octave spectra for all three vehicle speed conditions.




Figure 20 | Forced vibration one-third octave curves of ancient seawall structure under different vehicle speed conditions. (A) Horizontal direction X. (B) Horizontal direction Y. (C) Vertical direction Z.



Based on the above analysis, it can be concluded that the characteristic frequencies of the ancient seawall are 3 Hz and 10 Hz, and the overall change in the vibration response of the ancient seawall structure caused by vehicle passage behind the embankment is the same, with a general downward trend as the frequency increases. The three-directional vehicle-induced vibrations of the ancient seawall structure are mainly concentrated within the 0-30 Hz frequency band, with the high-frequency vibrations significantly attenuated and the three-directional vibrations virtually zero for frequencies greater than 50 Hz.






5 Analysis and discussion

The ancient seawall is a national-level protected site, and according to the current standard “Technical specifications for protection of historic buildings against man-made vibration “, considering the structure type, materials used, protection level, and the propagation speed of elastic waves in the ancient seawall structure, the allowable vibration limit value for the ancient seawall structure is 0.25 mm/s.

As can be seen from Tables 3, 4, the vertical vibration velocity peak values of the ancient seawall structure under the conditions of an axle load of 14.56 t and vehicle speeds of 40 km/h and 60 km/h would exceed the aforementioned allowable vibration limit value of 0.25 mm/s. Comparing the sensitivity of the ancient seawall structure’s vibrations to vehicle speed and axle load, it can be concluded that controlling the speed of construction vehicles is an effective measure to reduce the vibration response of the ancient seawall. Specifically, based on the fitting curves from Figures 13 and 15, Table 6 presents the speed limits for tri-axle trucks under empty load and towing 1-3 sheet piles, ensuring the vibration safety of the ancient seawall cultural relics.


Table 6 | Speed limits for different loading conditions of triaxial loaded vehicles.






6 Conclusion

In this study, we conducted field measurements of the ancient seawall’s vibrations and the vibration response of the ancient seawall under different construction vehicle speeds and loads. The test results were analyzed in terms of time-domain extremes and frequency-domain characteristics. The characteristic frequencies of the ancient seawall were investigated, leading to the following conclusions:

	The vibration measurements showed that vehicle traffic primarily induced vertical vibrations in the ancient seawall structure.

	The characteristic frequencies of the ancient seawall were 3 Hz and 10 Hz, and three-directional vibrations induced by vehicles were mainly concentrated in the 0-30 Hz frequency range. High-frequency vibrations exhibited severe attenuation, with three-directional vibrations virtually zero above 50 Hz.

	Comparing the allowable vibration limits specified in the “Technical specifications for protection of historic buildings against man-made vibration, “ it was evident that the vertical vibration velocity peaks of the ancient seawall structure induced by a 14.56-ton axle load and vehicle speeds of 40 km/h and 60 km/h exceeded the allowable vibration speed limits, posing risks to the structural integrity of the ancient seawall.

	Empirical relationships between the time-domain maximum vibrations of the ancient seawall and axle load and vehicle speed were established based on the measurement results. Using the allowable vibration speeds proposed in the “Technical specifications for protection of historic buildings against man-made vibration “ as limiting values, the maximum vehicle speeds under different load conditions for allowable vibration limits were calculated as follows: unloaded vehicles should not exceed 34 km/h, vehicles carrying one pile (3.8 t) should not exceed 24 km/h, vehicles carrying two piles (7.6 t) should not exceed 20 km/h, and vehicles carrying three piles (11.4 t) should not exceed 15 km/h.
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Vacuum preloading coupled with prefabricated vertical drains (PVDs) has been widely used to improve the property of the dredged slurry. However, the effect of PVD layout on slurry consolidation characteristics remains poorly understood. This study conducted two vacuum preloading model tests—with single and dual PVDs. Particle image velocimetry (PIV) was used to directly observe the slurry displacements and strain paths. The test results revealed that the slurry consolidation characteristics were similar under different PVD layouts in the early stage of vacuum preloading. However, in the mid-stage, the effect of dual PVDs led to a significant reduction and increased dispersion of the slurry horizontal displacement. This, in turn, resulted in a thinner clogging zone and a subsequent decrease in vacuum pressure loss. Consequently, the slurry near the PVDs experienced an extended period of consolidation deformation. During the later stage, the single PVD model test exhibited a distinct zone of both vertical and horizontal compression in the slurry, while under dual PVDs, the slurry primarily underwent vertical compression and horizontal extension. The study also provided the relationship between the clogging zone thickness and time, which provided a reference for theoretical consolidation calculations.
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1 Introduction

The technique of vacuum preloading combined with prefabricated vertical drains (PVDs) was invented by Kjellman. It is one of the most common methods for treating hydraulic landfill and in-situ marine soils (Mesri and Khan, 2012; Cai et al., 2016; Cai et al., 2017; Geng and Yu, 2017; Wang et al., 2017a; Cai et al., 2018; Fang et al., 2019; Ni and Geng, 2022; Zhang et al., 2022). There is usually significant settlement and inward lateral displacement with this method (Chai et al., 2005; Robinson et al., 2012; Chai et al., 2020; Sun et al., 2022a; Sun et al., 2022b). Many studies have reported the displacement of slurry during the vacuum preloading process. Sun et al. (2022b) reported that the horizontal displacement of slurry elements increases first and then decreases along the radial direction. Also, the slurry elements near the PVD exhibit horizontal extension prior to compression during the improvement of high-water-content slurry. Chai et al. (2020) found less settlement near the PVD in single-PVD model tests. Yao et al. (2023) observed the displacement of dredged slurry during air-boost vacuum preloading and indicated the pressurization induces soil cracking, thereby facilitating the consolidation of dredged slurry. Feng et al. (2022) monitored the surface settlement of the soil under air-boosted vacuum preloading and proposed a ground settlement prediction empirical formula based on a 2D continuum FE analysis. Wang et al. (2019) pointed out that the horizontal displacement of the soil at the midpoint between the two PVDs is zero. Pan et al. (2020) found that slurries near the PVD and in the far field are dominated by radial and vertical consolidation, respectively. These studies mainly focus on the soil deformation under vacuum preloading by means of model tests, finite element and in-situ tests, and the soil displacement patterns near the PVD or at the boundary of the consolidation zone are obtained. Since the soil displacement depends on the stress state (Chai et al., 2005), the deformation characteristics are also affected by the PVD layout. However, owing to a lack of data on the displacement and strain profile of slurry under different PVD layouts during consolidation, the effect of PVD layout on slurry deformation characteristics under vacuum preloading remains poorly understood.

In addition to the uncertainty regarding the effect of PVD layout on deformation characteristics, there is also a lack of research on the effect of PVD layout on the clogging zone. Numerous laboratory and in-situ tests have reported a low-permeability clogging zone occurred near the PVD during the vacuum preloading treating the dredged slurry, which demonstrates the prevention of vacuum pressure propagation as well as a slowing of pore water pressure dissipation, resulting in inadequate improvement (Tang et al., 2010; Bao et al., 2014; Deng et al., 2019; Sun et al., 2020; Xu et al., 2020; Wu et al., 2022). Many studies discussed the formation of soil columns and also proposed methods such as pretreating the slurry (Wang et al., 2017a; Wang et al., 2017b; Sun et al., 2022c), step vacuum preloading (Fang et al., 2019), and reducing PVD spacing (Tang et al., 2010; Wu et al., 2021) to reduce the clogging. In addition, Fang et al. (2019); Zhou et al. (2021); Sun et al. (2022a); Sun et al. (2022b), and Shen (2018) used particle size distribution, soil sample water content distribution, vane shear strength along the radial direction and particle image velocimetry (PIV) technology to determine the thickness of the clogging zone to be 40–100 mm under a single-PVD model test. As the formation of the clogging zone is the result of the accumulation of soil particles near PVD (Sun et al., 2022a; Sun et al., 2022b), with the gradual transfer of vacuum pressure from PVD to far field during consolidation, the effect of PVD layout on the displacement of soil particles will further impact the formation of the clogging zone. Compared with the extensive studies focused on the thickness of the clogging zone, few studies have investigated the clogging zone development, especially the development under different PVD layouts. Determining the development characteristics and differences in the slurry clogging zone under different PVD layouts can further improve the understanding of clogging zone development and provide a reference for developing consolidation theory that considers clogging zones.

In the past decade, particle image velocimetry (PIV), which is a non-intrusive method, has played an important role in experimental geomechanics. It can obtain the displacement of the soil as well as the strain paths occurring throughout the improvement process. Compared to traditional displacement measurement methods, PIV offers higher accuracy and the advantage of full-field measurement (White et al., 2003; White and Bolton, 2004; Wang et al., 2021). With the advancement of photography and algorithms, PIV technology has been more widely used in geotechnical tests, such as vacuum preloading model tests (Jiang et al., 2020; Sun et al., 2022a; Sun et al., 2022b), cone penetration tests (White and Bolton, 2004; Arshad et al., 2014) and undrained cyclic torsional shear tests (Zhao et al., 2020). These cases rely on an artificial texture when modelling fine-grained soils, which provides the basis for this research.

In this study, two laboratory model tests were carried out to investigate the effect of PVD layout on the consolidation characteristics of dredged slurry under vacuum preloading. The displacement field and strain profile during the improvement process were visualized using PIV technology. The effect of PVD layout on consolidation characteristics was investigated by combining PIV analysis with monitoring information, such as pore water pressure dissipation and water discharged mass data. The results provide a reference for developing consolidation theory that considers the clogging zone.




2 Experimental materials and methods



2.1 Testing materials

The dredged slurry used in this study was taken from a construction site in Dongtou District, Wenzhou City, Zhejiang Province, China. The properties of the slurry sample are listed in Table 1. The liquid and plastic limits of the slurry were 53% and 32%, respectively. The particle size distribution of the slurry is shown in Figure 1.


Table 1 | Index properties of slurry sample.






Figure 1 | Particle size distribution of the slurry sample.



As the variation in pixel intensity is crucial in PIV analysis (White et al., 2003; Stanier and White, 2013; Stanier et al., 2016), tracer particles must be used to create artificial textures when performing geotechnical tests on fine-grained soils of uniform color (Take and Bolton, 2011; Kim et al., 2017). Black-dyed sand was used as tracer particles in this PIV analysis (Bauer et al., 2016; Kwak et al., 2020; Wang et al., 2021), which has been proven a good representativeness (>93%) in the movement of particles within the slurry (Wang et al., 2021). Since the tracer particles were randomly sprayed on the contact of the Perspex sheet and slurry sample, they had little effect on the slurry improvement process due to their small amount and high permeability (Wang et al., 2019). Moreover, as the PIV algorithm (Stanier et al., 2016) used in this study will update the new ‘reference’ image during the calculation process when the correlation coefficient for one of the subsets contravenes user-defined thresholds. Thus, a small amount of the tracer particles mixed into the slurry during the consolidation has no significant influence on the results.

The integral PVD used in this study had dimensions of 100 ± 3 mm (width) × 4 mm (thickness) × 310 mm (height). The tensile strength of the PVD was >2 kN/10 cm, the equivalent pore diameter was 75 μm, and the permeability coefficient was > 5×10-3 cm/s.




2.2 Testing apparatus

The testing apparatus consists of three parts: a model testing box, a vacuum system, and a data and image acquisition system.

As shown in Figure 2, a cuboid aluminium model testing box with an internal dimension of 870 mm (length) × 160 mm (width) × 620 mm (height) was made for the laboratory tests. Silicon grease was smeared onto the inner wall of the case to reduce the friction between the soil and the model walls (Sun et al., 2022b). The front wall of the testing box consisted of a Perspex window with a thickness of 45 mm, in which control points for optimizing the photogrammetric transformation parameters were set (White et al., 2003). To minimize friction between the Perspex window and slurry sample, the window was polished and then flanged to the testing box (Sun et al., 2022b). The top of the box was sealed with a polyvinyl chloride (PVC) membrane to ensure airtightness during vacuum preloading. The PVD was attached to the Perspex sheet and fixed to a custom-made iron bracket to prevent bending during the tests. Model tests with a single PVD and dual PVDs were carried out to compare the effects of PVD layout under vacuum preloading. In in-situ practice, the PVDs layout patterns commonly follow a square or triangular arrangement, with spacing ranging from 0.6–1.5 m (Chu et al., 2000; Tang and Shang, 2000; Bergado et al., 2002; Wang et al., 2019). Thus, the dual PVDs model test with a spacing of 0.6 m was conducted. The single-PVD model test was used to simulate the slurry under a large spacing between PVDs. The PVDs were connected to the vacuum system via a vacuum tube and geosynthetic cap. As shown in Figures 2C, D, the slurry displacements were tracked by PIV through observation windows 1 (OW1) and 2 (OW2; dimensions 300 × 180 mm) in the Perspex sheet on the right side of the PVD.




Figure 2 | Testing apparatus. Exploded views of the (A) single-PVD and (B) dual-PVD model tests; schematic diagrams of the (C) single-PVD and (D) dual-PVD- model tests.



As shown in Figures 2A, B, the vacuum system was mainly composed of a vacuum pump, water separation bottle and vacuum tubes. The water separation bottle separated the airflow from the water flow. The water separation bottle was connected to the vacuum pump by vacuum tubes to apply vacuum pressure. Based on the in-situ applications of vacuum preloading tests, the 80 kPa vacuum pressure was adopted as the design value for the model test.

The data and image acquisition system consisted of five pore water pressure transducers (PPTs), an electronic scale, a light emitting diode (LED) light source, and a complementary metal oxide semiconductor (CMOS) camera. As shown in Figures 2C, D, the PPTs (P1–P5) were fixed at positions 25, 50, 100, 200, and 300 mm away from the PVD and 60 mm from the top of the PVD to record the variation in pore water pressure along the horizontal direction during the tests. The electronic scale was placed at the bottom of the water separation bottle to record the water discharged mass during vacuum preloading. The CMOS camera (18 megapixels) was placed on the front side of the model testing box to record the slurry sample’s displacement during consolidation. The LED light source was placed between the box and camera to illuminate the observation windows. Figure 3 shows a typical captured photo demonstrating that the tracer particles can be distinguished from the light-gray slurry, ensuring the PIV analysis. In the PIV analysis, the photographs were divided into thousands of slurry elements (shown in Figure 3) for correlation calculation (White et al., 2003).




Figure 3 | Typical captured photo and PIV mesh.






2.3 Testing procedure

The primary procedures of the test are as follows, more details of the operation of the PIV test are given in Sun et al. (2022b):

(i) Check the airtightness of the test apparatus. (ii) Spray tracer particles onto the Perspex sheet using a powder spray ball. (iii) Connect the PVD to the geosynthetic cap and seal the connection to reduce vacuum pressure loss. (iv) Fix the PVDs on a custom-made iron bracket, which was then fixed to the bottom of the testing box. (v) Connect the geosynthetic cap, water separation bottle and vacuum pump through the vacuum tube and seal each interface with clamps to reduce vacuum pressure loss. (vi) Install the PPTs and Perspex sheet into the testing box. (vii) Place slurry into the model case slowly and place one layer of PVC membrane on top of the dredged slurry. Seal the model testing box using a flange connection. (viii) Adjust the camera and light source in front of the model testing box and take 1 image each minute. (ix) Switch on the vacuum pump and record the pore water pressure and water discharge. (x) Stop the vacuum preloading test after 340 h, when the pore water pressure no longer decreases, and the water discharged mass remains stable.





3 Test results



3.1 Discharged water

Figure 4 shows the variations in water discharged mass (m) and water mass discharged rate (q) versus consolidation time (t) for the single PVD model test (test C1) and the dual PVDs model test (test C2). Based on the m curves in Figure 3, it can be observed that the increased PVD resulted in a higher m for test C2, with m values of 15.94 kg at t=340 h, which is approximately 24% higher than test C1. Furthermore, due to the increased PVD in test C2, the q was significantly higher than test C1 at t=0 h, with q=0.237 kg/h and 0.637 kg/h for test C1 and C2, respectively. Notably, q tended to be the same at 80 h in both tests, which means that the clogging stabilized. Based on the q curves, the consolidation process can be divided into three stages: Stage I (0–10 h), where clogging developed rapidly, resulting in a rapid decrease in q. In stage II (10–80 h), the formation velocity of the clogging was relatively slow, resulting in q decreasing slowly. In stage III (80–340 h), the clogging remained stable and q was similar in both tests.




Figure 4 | The curves of water discharged versus time.






3.2 Pore water pressure dissipation

Figure 5 shows the pore water pressure (U) dissipation law, in which Figures 5A, B show how U dissipated with consolidation time at different positions, with the three stages defined above marked with dashed lines. Figure 5C plots the U distribution along the horizontal direction at the end of each stage.




Figure 5 | Curves of pore water pressure dissipation versus time in (A) single-PVD and (B) dual-PVD model tests; and (C) pore water pressure distribution along the horizontal direction.



As shown in Figure 5, the U dissipation rate at P1 (25 mm away from the PVD, x=25 mm) was much faster than that at other positions within stage I. Since the vacuum pressure did not propagate to the far field, the U in test C2 at P1 was not affected by the right PVD, thus resulting in a similar lateral distribution of U within stage I (see Figure 5C). In stage II, the U at P2 (x=50 mm) decreased significantly as the vacuum pressure was transmitted to the far field. Notably, as shown in Figure 5C, the U dissipation in test C2 was greater than that in test C1 within stage II, and test C1 had a higher vacuum pressure loss (i.e., the slope of the curve) from P1 to P2. This indicates that the adjacent PVD enhanced the consolidation efficiency of dredged slurry, reducing the clogging between P1 and P2. Within stage III, U dissipated further, and the U dissipation curves at P3, P4 and P5 (100, 200 and 300 mm away from the PVD, respectively) were approximated in both tests. As shown in Figure 5C, at t=340 h in C2, the U dissipation decreased slowly along the lateral direction and the uneven consolidation phenomenon was reduced, while in C1, the U dissipation at P1–P2 were significantly greater than those at P3–P5. This indicates that the effect of an adjacent PVD can relieve the vacuum pressure loss near the PVD during stage III, thus improving the vacuum preloading effect.




3.3 Horizontal displacement of slurry elements

The horizontal and vertical displacements of each slurry element were calculated, respectively. Figure 6 shows the horizontal displacement (dx) field of the slurry during the three stages, where the negative dx represents the slurry move toward to the PVD. Due to the significant settlement of the slurry during the consolidation, some elements defined in the PIV technique move outside the calculation field while some undefined elements move in the calculation field, resulting in a blank area.




Figure 6 | Horizontal displacement fields of dredged slurry in different tests at different times: (A) C1, 0–10 h; (B) C2, 0–10 h; (C) C1, 10–80 h; (D) C2, 10–80 h; (E) C1, 80–340 h; and (F) C2, 80–340 h.



As shown in Figures 6A, B, the dx fields in the range of x=0–225 mm of the two tests were roughly the same in stage I. Based on the vacuum pressure transition characteristics, the displacement field can be divided into two zones by the dx. Zone I is a consolidated zone where the slurry has been consolidated, and the dx=-2–0 mm. Zone II is a transitional zone, where the |dx|>2 mm. It is worth noting that in test C2, a horizontal displacement contour with dx=0 mm appeared in the range of x=250–300 mm, while the slurry still moved toward the PVD at the same position in test C1. This is because the vacuum pressure from the two PVDs in C2 reached equilibrium at x=250–300 mm. This finding is consistent with the test results reported by Wang et al. (2019), which indicated that the dx in the midpoint between two PVDs is zero. The difference between this study and Wang et al. (2019) may be attributed to the difference in vacuum pressure loss in the two PVDs. Figures 6C, D show the variations in dx for the two tests in stage II. In stage II, as the vacuum pressure propagated further in the slurry, the dx of the far-field slurry increased further, and the maximum horizontal displacement moved away from the PVD. It is worth noting that zone I was further enlarged in stage II, and the width of zone I was larger in test C1 than in test C2. As reported by Sun et al. (2022a); Sun et al. (2022b), the dredged slurry near the PVD rapidly moves towards the PVDs under the vacuum pressure gradient, resulting in the formation of a clogging zone. A larger Zone I indicates a thicker thickness of the clogging zone, which implies that the adjacent PVD can effectively reduce the thickness of the clogging zone around the PVD, thereby reducing vacuum pressure loss and improving the consolidation efficiency of the dredged slurry (as shown in Figure 5). Figures 6E, F show the variations in dx for both tests in stage III. Within stage III, the vacuum pressure loss due to the clogging zone caused a significant decrease in dx. Furthermore, in test C2, the decrease in dx of the slurry is also due to the horizontal vacuum stress offset by the vacuum pressure transmitted from the right PVD.

To further compare the differences in dx between the two tests, the mean horizontal displacement ( ) distributions of the slurry within each stage were calculated. Figure 7 shows the   with error bars representing ± 1 standard deviation in each stage.




Figure 7 | Horizontal displacement distributions at stages: (A) 0–10 h, stage I, (B) 10–80 h, stage II and (c) 80–340 h, stage III (mean ± 1 standard deviation).



As shown in Figure 7A, since the vacuum pressure transmitting from the right PVD did not reach x=0–225 mm, the   distribution and standard deviation of the slurry in this range were approximately the same in stage I. Within x=225–300 mm, the vacuum pressures from the two PVDs canceled each other out, resulting in a slightly larger standard deviation of dx in test C2 than in C1, indicating a more scattered dx of the dredged slurry. In addition, the slopes of each curve reflect the degree of lateral strain experienced by the slurry element. The positive slope indicates that the element was compressed horizontally, while the negative slope signifies the element was under extension. And the higher negative slope in x=225–300 mm means the slurry underwent a larger extension (see below). As shown in Figure 7B, the   of C1 was larger than that of C1 in x=0–75 mm, and the   of C2 was much smaller than that of C1 in x=75–263 mm. The larger   of C2 in x=0–75 mm indicates that higher consolidation effect during this stage. Furthermore, as the vacuum pressure transmitted from the PVD was partially canceled by the vacuum pressure from the adjacent PVD, it is noteworthy that the dx distribution of the slurry in C2 was more scattered, especially in x=75–263 mm. In Figure 7C, the   and standard deviation in x=0–114 mm in test C2 was larger than in C1, indicating that the slurry near the left PVD in test C2 was further consolidated. In addition, the   in x=114–300 mm was much greater in test C1 than in C2 in stage III. Differing from stage II, the dx in C1 was more discrete, which can be explained by the vacuum stress from the right PVD acting on the slurry element having stabilized, leading to a lower and more uniform dx value.




3.4 Vertical displacement of slurry elements

Figure 8 shows the vertical displacement (dy) of the displacement vector of dredged slurry within the three stages. A positive dy value represents vertical settlement of the slurry. As shown in Figures 8A, B, a non-uniform settlement was observed near the PVD, characterized by smaller dy near the PVD and larger dy in the far field. Moreover, owing to the limited propagation of vacuum pressure, dy of test C1 demonstrates an initial increase followed by a subsequent decrease along the x. Additionally, in test C2, the slurry vertical settlement superimposed in the far field, resulting in a “W”-shaped distribution of dy contour lines. Figures 8C, D show the dy fields of the slurry during stage II in the two tests. In stage II, the dy was developed toward the far field and downward. In addition, the dy of the slurry corresponding to C2 was superimposed by the effect of the two PVDs, resulting in dy being much larger than that of C1. Figures 8E, F show the dy field in stage III corresponding to C1 and C2. In stage III, dy was significantly reduced due to the stabilization of clogging, which also reduced the difference in dy between the two tests.




Figure 8 | Vertical displacement fields of dredged slurry in the different tests at different stages: (A) C1, 0–10 h; (B) C2, 0–10 h; (C) C1, 10–80 h; (D) C2, 10–80 h; (E) C1, 80–340 h; and (F) C2, 80–340 h.



Similarly, the mean vertical displacements ( ) and standard deviations of the vertical displacements of the slurry along the horizontal direction within each stage were calculated. As shown in Figure 9A, the   near the PVD (x≈0 mm) corresponding to tests C1 and C2 were approximated. Since the vacuum pressure did not propagate to the far field, the slurry element underwent the same stress state, resulting in similar standard deviations in   in tests C1 and C2. As shown in Figure 9B, in the range of x=0–28 mm, the slurry in test C1 trended to be stable, whereas the slurry in C2 still underwent a small settlement. As vacuum pressure propagated to the far field, the   difference between the two tests increased further. In addition,   in test C1 decreased at x=220–300 mm, which indicates that the vacuum pressure was significantly reduced. Moreover, the standard deviation in   in stage II was greater in test C2 than in C1. This is because the vertical non-uniform vacuum stress applied to the slurry element between the two PVDs made dy of the slurry more discrete. Figure 9C shows the   distributions of two tests in stage III. The differences in the   and standard deviation in both tests were reduced due to the loss of vacuum pressure. As dual PVDs reduce the clogging zone near the PVD, the slurry near the PVD further settled.




Figure 9 | Vertical displacement distributions at different stages: (A) 0-10 h, stage I (B) 10-80 h, stage II and (C) 80-340 h, stage III (mean ± 1 standard deviation).






3.5 Strain profile of slurry elements

The GeoPIV-RG algorithm (Stanier et al., 2016) was adopted to convert the horizontal and vertical displacements to horizontal strain and vertical strain, respectively. Natural strains were used, as is conventional for large-strain behavior with positive compression (White and Bolton, 2004; Stanier et al., 2016).

Figure 10 shows the mean horizontal strain ( ) profiles of the three stages in the two tests. Within stage I, the slurry elements near the PVD (x=0–28 mm) underwent severe horizontal compression (  ≈19%). In the range of x=0–50 mm, the horizontal vacuum stress acting on the slurry element was greater than the stress of the element maintaining the at-rest state, which led to the slurry being compressed horizontally. As the vacuum pressure attenuated along the lateral direction,   gradually decreased to 0 and was converted to horizontal extension. Within x=0–225 mm, the   distribution was approximately the same for both tests. The horizontal extension strain of C2 was greater than that of C1 in the x=225–300 mm range due to the effect of the two PVDs. In stage II, as the slurry elements near the PVD consolidated in stage I rapidly, the   in x=0–28 mm were low. In addition, the   of test C2 in this range was larger than that in test C1, indicating a longer consolidation stage of slurry near the PVD. As the horizontal vacuum stress transmitted from the PVD was partially cancelled, the   values in the range of x=28–100 mm were less than those in test C1. In stage III, the horizontal compression range in C1 increased further to x≈225 mm, while that in C2 was only x=0–115 mm, and the   of test C2 in the range was only about 3%.




Figure 10 | Mean horizontal strains distributions at different stages: (A) 0–10 h, stage I, (B) 10–80 h, stage II and (C) 80–340 h, stage III.



Figure 11 shows the mean vertical strain ( ) profiles of during the three stages in the two tests. In stage I,   was about zero at x=0 mm and gradually increased with x. In test C2,   was greater than in C1 due to the effect of the two PVDs. In stage III, the slurry elements in the far field compressed further vertically under the vertical vacuum stress, and   was much greater than in stage I. In stage III,   was slightly reduced compared with stage II. Compared with the   values, it can be inferred that the slurry in test C2 was mainly compressed vertically in stage III.




Figure 11 | Mean vertical strains distribution at different stages: (A) 0–10 h, stage I, (B) 10–80 h, stage II and (C) 80–340 h, stage III.



To compare the degree of uneven consolidation of slurry along the horizontal direction under different PVD layout, the volume strains of slurry elements at each stage in tests C1 and C2 were calculated, and the mean volume strains ( ) are shown in Figure 12. As shown in Figure 12A, slurry in both tests C1 and C2 experienced rapid compression near the PVD (x=0–28 mm), with   ≈19%. In the range of x=28–300 mm, the   of slurry element in tests C1 and C2 was relatively similar. This is attributed to the fact that the vacuum pressure was not transmitted to the far field within this range, resulting in minimal stress difference among the slurry elements. Figure 12B indicates that during stage II, slurry units within the range of x=100–300 mm experienced greater volume compression strains under the influence of dual PVDs, leading to larger dissipation of pore water pressure within this range (as shown in Figure 5C). As shown in Figure 12C, the   of slurry element in test C2 were greater than those in test C1. This implies that under the influence of dual PVDs, slurry elements in test C2 underwent greater volume compression after the stabilization of the clogging zone, with compression mainly occurring vertically (as shown in Figure 11C). This indicates that test C2 achieved better consolidation effects for the slurry.




Figure 12 | Mean volume strains distribution at different stages: (A) 0–10 h, stage I, (B) 10–80 h, stage II and (C) 80–340 h, stage III.






3.6 Clogging zone development

The clogging zone has been widely reported (Tang et al., 2010; Bao et al., 2014; Xu et al., 2020; Sun et al., 2022a). The development of clogging zone thickness in the presence of one or two PVDs was investigated. As mentioned above, the formation of clogging zone was related to the horizontal displacement of the slurry. As per (Sun et al., 2022b), a contour representing zero horizontal strain was defined as the boundary of the clogging zone. The average thickness of the clogging zone over the whole field was used to characterize the thickness versus time.

Figure 13 shows the variation in clogging zone thickness (R) with consolidation time. In stage I, R was roughly the same in both tests. In early stage II (t=10–25 h), the clogging zone thicknesses were approximately equal because the vacuum pressure from the right PVD did not transfer to the observation field. When the vacuum pressure was transmitted to the far field, the horizontal vacuum pressure applied to the slurry elements was offset by the vacuum pressure transmitted from the right PVD, making R greater in test C1 than in C2 at 20–80 h. Since the development of clogging zone thickness stabilized at about 140 h, in which the water discharge rate and the pore water pressure dissipation rate tend to a constant, the later variations in R are not shown in Figure 11. The fitted curves are listed below:




Figure 13 | Average clogging zone thickness versus time.



 

 





4 Discussion



4.1 Consolidation characteristics under different PVD layout

The two tests revealed different consolidation characteristics under different PVD layout. These are summarized as follows:

In stage I, the slurry near the PVD was rapidly consolidated by horizontal compression under vacuum pressure. Since the vacuum pressure transmitted from the right PVD did not reach this vicinity, the dual PVD had less influence on the consolidation of the slurry near the PVD in this stage. Thus, there was a similar pore pressure dissipation distribution (Figure 5). Besides, the accumulation of vertical vacuum stress and the offset of horizontal vacuum stress led to a larger vertical displacement and strain in the far-field slurry under the dual PVD condition.

In stage II, as the vacuum pressure in test C2 was transmitted from one PVD to the other PVD, the vacuum stresses between the two PVDs were superimposed in the vertical direction, while they offset each other in the horizontal direction. This resulted in a further reduction in the horizontal migration of slurry in test C2 during stage II, reducing the clogging and the thickness of clogging zone in this test. As a result, the slurry near the PVD further consolidated during this stage II, leading to larger pore water pressure dissipation of slurry.

In stage III, the slurry deformation became gradually stabilized and the displacement and strain were much smaller than in stage II, resulting in slow rates of water drainage and pore water pressure dissipation (Figures 4 and 5). The consolidation patterns of the slurry exhibit certain differences during stage III. In test C1, the displacement field of the slurry can be divided into two zones: a zone near the PVD characterized by horizontal compression and vertical compression, and a far-field zone characterized by vertical compression and horizontal compression. On the other hand, in test C2, the deformation pattern of the slurry is predominantly characterized by vertical compression and horizontal stretching, with only a small amount of horizontal compression strain observed near the PVD. Furthermore, the less vacuum pressure loss in test C2 resulted in higher volume compression of the slurry, thereby enhancing the consolidation effect of the slurry.




4.2 Potential application

This paper provided equations describing the relationship between clogging zone thickness and time that can be used in consolidation calculations that consider the clogging effect. As indicated by Liu et al. (2021) the thickness of the clogging zone is vital important in calculating the consolidation process of dredged slurries improved by vacuum preloading. It can thus make the calculation more practical when considering the gradual increase in the radius of the clogging zone. A direct and accessible method can be used for applying the equation in consolidation calculation, in which the effective zone around a PVD can be divided into a clogging zone and a normal zone in the consolidation model. As shown by Eq. (1) or (2), the radius of the clogging zone can be assumed as a function of time with other basic assumptions in the large or small strain consolidation theory reserved.





5 Conclusions

This study investigated the effect of PVD layout on the characteristics of dredged slurry deformation under vacuum preloading. Two vacuum preloading model tests were carried out—with single and dual PVDs. The PIV technology was used to observe the displacement and strain profile of dredged slurry during consolidation. The test results offer the following conclusions:

	1. Due to the vacuum stresses transmitted from the two PVDs offset each other in the horizontal direction, the horizontal displacement of slurry significantly decreased and became more dispersed in the mid-stage of vacuum preloading, resulting in a thinner clogging zone, thereby reducing vacuum pressure loss, which in turn improved the dissipation efficiency of pore water pressure.

	2. In the case of dual PVDs, the slurry near the PVD underwent a longer period of consolidation deformation, and the consolidation pattern of the slurry was primarily characterized by vertical compression and horizontal extension during the later stages of vacuum preloading. In the case of a single PVD, there is a distinct zone where the slurry experienced both vertical and horizontal compression deformation in the later stages.

	3. The development of the clogging zone during the initial stage of vacuum preloading was similar under different PVD layouts. In the later stages of consolidation, the growth rate of the clogging zone was slow in two PVDs case. A relationship between the thickness of the clogging zone and time is proposed, providing a reference for theoretical consolidation calculations considering the clogging zone.
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This study investigates the potential of vortex-induced vibration (VIV) as a renewable energy source, achieved when fluid flow interacts with a bluff body, inducing self-sustained oscillations through vortex shedding in the wake. While VIV research has traditionally focused on understanding its mechanisms and mitigating detrimental effects, interest in VIV energy harvesting has surged as a means to convert marine hydrokinetic (MHK) energy into usable electrical power. The nonlinear effects of two linear oblique springs on VIV energy harvesting are explored using the wake oscillator model, encompassing bistable and Duffing hardening stiffness. The study examines the response and energy harvesting performance while considering the impact of undeformed spring length, structural damping, and initial conditions on VIV energy conversion. Findings show that nonlinear stiffness application in the VIV system can broaden the synchronization bandwidth or reduce the VIV initiation flow speed. Bistable stiffness may broaden the synchronization velocity range, while Duffing hardening stiffness efficiently reduces the VIV initiation speed with small energy harvesting loss. Combining both stiffness types with appropriate control strategies presents a promising approach for achieving a broad synchronization VIV bandwidth and low initiation flow speed. Key parameters, such as the nondimensional parameter defining spring system obliquity and the ratio between undeformed spring length and cylinder diameter, significantly influence VIV response and energy harvesting. Moreover, optimal structural damping is vital to maximize energy harvesting efficiency, and understanding and controlling initial conditions are crucial for optimizing VIV synchronization bandwidth and energy harvesting efficiency for both bistable and Duffing hardening stiffness. This study provides valuable insights into VIV system dynamics and energy conversion potential with nonlinear springs, offering promising avenues for enhancing energy harvesting efficiency and inspiring further applications of nonlinear effects in VIV energy converters.
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1 Introduction

Vortex-induced vibration (VIV), which occurs when a fluid flow interacts with a bluff body, induces self-sustained oscillations resulting from the periodic shedding of vortices in the wake. Due to the adverse consequences of VIV including fatigue damage and compromised integrity of structures in many engineering disciplines such as ocean, civil and aerospace engineering, extensive research efforts have been dedicated to comprehending the underlying mechanisms of VIV (Sarpkaya, 2004; Williamson and Govardhan, 2008; Bearman, 2011) and developing strategies to mitigate its detrimental effects on engineering structures (Zhu et al., 2015; Gao et al., 2021). However, in recent years, the increasing demand for renewable energy sources has fueled the recognition of the potential for VIV to be harnessed as a valuable source of renewable energy. The marine hydrokinetic (MHK) energy, which is abundant in steady current flows, such as those in rivers, tides, and ocean currents have sparked significant interest in exploring the concept of VIV energy harvesting, which aims to convert the MHK energy to usable electrical energy through VIV (Bernitsas, 2016). The concept of VIV-based energy converter was earlier proposed by (Bernitsas et al., 2008) and the first vortex induced vibration for aquatic clean energy (VIVACE) converter was developed and following generations of VIVACE converters are continuously developed (Kim et al., 2021).

The efficiency of the VIV energy converter depends on the lock-in region, where synchronization occurs when the vortex shedding frequency is close to the natural period of the structure. When the incoming flow velocity is out of the lock-in region, the amplitude decreases sharply, leading to reduced energy conversion efficiency or even complete energy loss (Wang et al., 2020; Lv et al., 2021). Thus, broadening the operating bandwidth becomes a key factor in enhancing the power capture efficiency. Equally crucial is the VIV initiation speed, which significantly impacts the VIV energy converter’s design. A low-speed VIV initiation with broad synchronization bandwidth can substantially improve the converter’s efficiency and scalability in practical applications. Numerous studies have explored diverse aspects of the VIV energy converter to enhance power capture efficiency. For instance, Azadeh-Ranjbar et al. (2018) investigated the influence of the cylinder’s aspect ratio on the response of the VIV, finding increasing the aspect ratio amplifies the cylinder’s amplitude and expands the lock-in frequency region of VIV. Zhang et al. (2017) examined the impact of the bluff body cross sections on VIV energy harvesting in tandem arrangements and concluded that the Cir-Tria prism has better performance on energy harvesting. Chang et al. (2011) applied passive turbulence control through selectively distributed surface roughness to enhance the VIV’s synchronization range and amplitude. In addition to investigating the influence of the cylinder parameters, systemic parameters of the VIV setup have attracted attentions as well. Sun et al. (2016) studied the effect of mass-ratio, damping and stiffness on optimal hydrokinetic energy conversion of a rough cylinder, discovering that increasing the spring stiffness can shift the VIV synchronization range to higher flow velocity region. Further, Sun et al. (2018) introduced adaptive piecewise-linear springs in the hydrokinetic energy converter, revealing that the nonlinear springs can lower the VIV initiation speed and improve the energy harvesting efficiency.

In addition to the nonlinearity based on the piecewise-linear springs, the nonlinearity from the bistable or Duffing hardening springs can be a potential way to improve the energy harvesting efficiency (Ramlan et al., 2010). By selecting suitable spring nonlinearity, the theoretical energy harvester can achieve high performance across a significantly broader range of Reynolds numbers compared to a conventional system (Mackowski and Williamson, 2013). The bistable springs were applied in a VIV system by Huynh and Tjahjowidodo (2017) and experiments shown that the chaotic vibrations may occur, control strategy may be needed to prevent the VIV energy converter operating in chaotic regions (Huynh et al., 2018). Recently, the lock-in regime for VIV of a cylinder attached to a bistable spring was investigated by Badhurshah et al. (2019) with an Equilibrium Constraint approach proposed and compared to the wake oscillator model. While these studies have enhanced our understanding of the bistable VIV system’s mechanism, a successful implementation of bistable springs in the VIV energy converter remains to be explored.

In the present study, the effect of nonlinearity, specifically from the nonlinear springs composed of two linear oblique springs, on the VIV energy harvesting is investigated. The nonlinearity effect includes not only the bistable effect but also the Duffing hardening effect as both effects can be easily achieved by the setup of two linear oblique springs. Through the wake oscillator model, the VIV response and the energy harvesting efficiency are examined, while the influence of the undeformed spring length, structural damping and initial condition on the VIV energy harvesting has been evaluated as well.

The rest of the paper is organized as follows. Following this introduction, the VIV energy harvesting model is presented in Section 2, including the wake oscillator model, nonlinear spring system and the state space model for solving the governing equations. In Section 3, the energy harvesting performance and dynamic responses for the VIV system with nonlinear springs are analyzed. In Section 4, the influence of undeformed spring length, structural damping and initial condition on the VIV energy harness is investigated. Finally, the conclusions are drawn in Section 5.




2 VIV modelling for energy harvesting

This section presents the governing equations for VIV modelling based on the wake oscillator model and introduces the numerical simulation method for solving the coupled equations between the VIV structure and the wake oscillator utilizing the state space model. The reliability of numerical model is verified by comparing it with the experimental results with the same parameters.



2.1 Governing equations for VIV based on wake oscillator model

A typical VIV system with linear springs is illustrated in Figure 1A. The system comprises a circular cylinder equipped with two sets of linear springs and dampers positioned at both ends. Under the influence of a steady current, the cylinder experiences oscillatory motion, which is constrained exclusively in the   direction. This oscillation converts the MHK energy to mechanical energy of the cylinder. Through the implementation of the power take-off system, the mechanical energy is further converted to electricity. In the present analysis, the power take-off system is simplified by considering it as a damping element incorporated into the structure. Moreover, we assume that the structural damping solely arises from the presence of the power take-off system.




Figure 1 | Schematic of (A) a VIV energy harvester with linear springs (Huynh and Tjahjowidodo, 2017), (B) a nonlinear spring system (Wang and Harne, 2017), and (C) a VIV energy harvester with nonlinear springs.



The wake oscillator model, which was proposed by Facchinetti et al. (2004) and subsequently refined by Farshidianfar and Dolatabadi (2013), is employed to simulate the fluid dynamics. This model enables the simulation of the intricate fluid-structure interactions inherent in the VIV phenomenon. The coupling equations between the structure and the wake oscillator are expressed as follows:





where   is the structural mass of the cylinder per unit length;   is the fluid added mass, in which   is the added mass coefficient,   is the cylinder diameter and   is the water density;   is the structural damping;   is the stall parameter, which is given as   where   denotes the drag coefficient;   is the Strouhal number;   is the current velocity;   is the restoring force from the spring system;   is the reference lift coefficient;   is the wake variable;   is the coefficient of nonlinearity for the wake oscillator;   and   are the damping coefficients of the second-order and the fourth-order term over  , respectively;   is the force coefficient for the coupling of the wake oscillator.




2.2 Nonlinear spring system

For nonlinear spring system as shown in Figure 1B, the two identical springs of undeformed lengths   with the stiffness of   connect a lumped mass to a surrounding frame of span  . It is assumed that the displacements of the mass are in a vertical direction, i.e., along the y-axis only.



Define the spring system obliquity as  , the non-dimensional force can be written as



where  ,  . For the present setup,  . When  , i.e.,  , the mass cannot be easily maintained in the central configuration, i.e., the zero-displacement position,  , is not stable, while the two symmetric stable positions are adjacent to the central unstable state. Thus, it is a bistable system. When  , i.e.,  , the nonlinear system can be seen as a Duffing hardening system (Wang and Harne, 2017), the mass will come to rest at the zero-displacement position,  , and it is a monstable system.

The dimensional potential energy of the nonlinear spring system is determined by



where  .

The nondimensional equivalent stiffness of the nonlinear spring system is given as



The nondimensional force-displacement curves for different   values are demonstrated in Figure 2A, illustrating the nonlinear characteristics of the system. Notably, a distinct jump in the resultant force from the two springs is observed as the mass passes through the symmetric stable positions. It is seen that the smaller value of   results in sharper jumps. Combining the nondimensional equivalent stiffness curves shown in Figure 2B, it is evident that the system exhibits negative stiffness within the regions between the two stable positions when  < 1. Furthermore, absolute value of the equivalent stiffness at the central position increases as   value decreases. Conversely, when  > 1, the equivalent stiffness becomes positive, signifying a transition to a monostable system. For the potential energy depicted in Figure 2C, two potential energy wells are apparent and an energy peak exists at the central unstable position when  < 1. Smaller values of   correspond to higher central energy peaks, which results in increased difficulty for the mass to cross the central position and form inter-well oscillation. As   increases, the central energy peaks diminish. When  > 1, the central energy peak vanishes entirely, indicating a monstable configuration.




Figure 2 | The characteristics of the nonlinear spring system with different   values: (A) The force-displacement curve; (B) The equivalent stiffness; (C) The potential energy.






2.3 State space model for solving governing equations

A state space model is adopted to solve the coupled equations of the structure and the wake oscillator. Define the following state vector:



For the VIV energy converter with a linear spring system as shown in Figure 1A,  , the governing equations (Eqs. (1) and (2)) can be written in a state-space form as:



For the VIV energy converter with a nonlinear spring system as shown in Figure 1C,  , Eqs. (1) and (2) are rewritten in a state-space form as:



Based on the state space model, the displacement and velocity of the VIV system with linear and nonlinear spring systems can be numerically achieved for discrete time by solving Eqs. (8) and (9) using the 4th order Runge-Kutta method. By obtaining the cylinder velocity, the time-averaged power harvested by the VIV system can be determined. For the sake of analysis simplification, the harnessed power per unit cylinder length is calculated based on the damping component  , which is given as:



where   and   are the starting and ending time for the power generation, respectively. In the present analysis,   is selected as 1000s to avoid the initial transient effect from the numerical simulation and   is selected to be 10000s.

The power conversion efficiency is defined as:



where the Betz limit serves as a commonly employed metric for assessing the power efficiency of wind turbines. It represents the theoretical upper bound of power efficiency (59.26%) that can be attained by any energy converter extracting power from an open flow (Kim et al., 2021);

  is the power in a fluid flowing through the area swept by the cylinder with unit length, which is define as:



where   is the motion amplitude of the cylinder.




2.4 Model parameters and verification of numerical model

The parameters of the VIV structure and the wake oscillator model are listed in Table 1. In the present study, the circular cylinder is assumed to be 1.0 m long.


Table 1 | Parameters of the VIV structure and the wake oscillator model.



To verify the numerical model, typical parameters of a VIV system presented by Khalak and Williamson (1999), i.e.,   10.1,   0.00129, are used. In the experiments conducted by Khalak and Williamson (1999), a rigid cylinder was elastically mounted with linear springs, and its transverse oscillations were measured across a range of reduced velocities, considering both low and high mass-damping conditions. Though the parameters selected in the present study may not represent an optimistic design for a VIV energy harvester, they serve well for the verification of the numerical model since the primary objective of this study is to investigate the influence of nonlinear springs on the VIV system.

The nondimensional motion amplitude is plotted against the reduced velocity in Figure 3, where the reduced velocity,  , is defined as  , with   is representing the natural frequency of the VIV system. The comparison between the numerical model results and the experimental data reveals a good agreement for the VIV upper branch measured points. However, it should be noted that the lower branch from the experiments cannot be accurately captured by the wake oscillator employed in this study. This limitation stems from the wake oscillator model’s half-empirical nature, which involves fixed empirical parameters to simplify the intricate fluid-structure interaction. Thus, the inherent inability of the wake oscillator model to capture certain nonlinear behaviors, including the response seen in the lower branch, should be recognized (Han et al., 2023). Given that the primary focus of this study is to investigate the impact of nonlinear stiffness on the maximum responses of the VIV system, the omission of the upper-lower-branch transition in VIV can be considered reasonable. While the model may not fully capture the entire range of VIV behavior, it remains suitable for examining the specific objective of assessing the influence of nonlinear stiffness.




Figure 3 | Verification of the numerical model with linear spring system.







3 Energy harvesting performance and dynamic responses for VIV system with nonlinear springs

In this section, the energy harvesting performance and the dynamic responses of the VIV system with linear and nonlinear springs are investigated. In the numerical simulations, the structural damping ratio is selected as  = 0.0129, which corresponds to a damping coefficient of  =24.73 N/s. The remaining parameters are kept consistent with those used in the verification case. For the nonlinear springs, the length of the undeformed spring is  = 0.5 m, resulting a nondimensional undeformed spring length of  = 1.0. The   value varies from 0.1 to 2.0 to study the dynamic characteristics of the nonlinear system.



3.1 Energy harvesting performance

The harnessed power and the power conversion efficiency of the VIV system with nonlinear springs are presented in Figure 4, alongside the corresponding values obtained from the VIV system with linear springs. This comparison is conducted to showcase the energy harvesting performance of the VIV system, considering various   values associated with the nonlinear springs.




Figure 4 | The power (A) and power efficiency (B) harvested by the VIV system with nonlinear spring stiffness l0/D = 1.0, y0 = 0, where y0 is the initial displacement of the cylinder).



As shown in Figure 4A, the harnessed power by the VIV system with linear springs come from current velocity range from 1.5 m/s to 2.2 m/s, indicating the VIV harvesting device works only in this current velocity region. With the nonlinear springs utilized in the VIV system, the velocity range where the fluid energy can be harvested expands or shifts. For small   values (say 0.1 and 0.3) of the nonlinear springs, the range of the current velocity amenable to power extraction expand to both the larger and smaller velocity regions. Additionally, the averaged power peak shifts towards the lower velocity region, accompanied by a reduction of the peak magnitude.

Continuing with increasing   values (e.g., 0.5 and 0.7), the velocity range favorable for energy harvesting gradually shifts towards to lower velocity regions gradually and the power peak becomes flatter and lower. When the   approaches 0.9, the range of velocities suitable for power extraction shifts to a significantly lower region, spanning from 0.7m/s to 0.9 m/s, which is considerably lower than the range observed with linear springs. As   surpasses 1.0 (e.g., 1.2 and 2.0), the velocity range at which the VIV system operates effectively reverts back to the large velocity region with increasing   values and the peak power increases again.

In Figure 4B, it is as expected that the power harness efficiency, which is derived from the averaged power, exhibits a similar expansion or shift of the velocity range as observed Figure 4A. However, our attention is drawn to the peaks of the power harness efficiency curves. While the averaged power peaks obtained from the nonlinear springs with different α values consistently remain lower than those from the linear springs, the efficiency peak shows a distinct trend.

For small α values (e.g., 0.1 – 0.5), the efficiency peak undergoes minimal change as α increases, despite the decrease in peak power. This behavior can be attributed to the shift towards lower current velocity regions, where the fluid power flowing through the VIV device decreases due to the reduced velocity. As α continues to increase while remaining smaller than 1.0, the efficiency peak gradually diminishes. However, when α exceeds 1.0, an interesting observation emerges: the efficiency peak experiences a sharp increase, even though the working velocity remains low (as seen in the curve with α = 1.2). Further increasing α results in a decrease in the efficiency peak but still larger than that from the linear springs.

It is seen that the utilization of bistable stiffness, characterized by small α values (0.1 – 0.5), demonstrates the capability to expand the working velocity range for energy harvesting without compromising the efficiency, in comparison to the VIV system equipped with linear springs. However, it is important to note that bistable stiffness with larger α values (> 0.5) leads to a decrease in energy harness efficiency, despite enabling the utilization of the lower current velocity range. On the other hand, when the nonlinear spring system becomes monstable (α > 1.0), a favorable shifting of the current velocity range can still be achieved, accompanied by a significant increase in the energy harness efficiency beyond what the linear springs system can achieve.




3.2 Dynamic responses of VIV system with nonlinear springs

To investigate the underlying reasons for the power harvesting performance of the VIV system, a comprehensive analysis of the motion characteristics is conducted and presented in Figures 5–9. Figure 5 specifically focuses on the VIV system equipped with linear springs, revealing the presence of regular motion in the displacement and velocity time histories (see Figures 5A, B). Moreover, the phase portrait shown in Figure 5C illustrates the formation of elliptical trajectories. Power spectral density analysis in Figure 5D further confirms the occurrence of synchronization between the fluid represented by the wake oscillator and the circular cylinder, with the cylinder’s response predominantly exhibiting a single frequency.




Figure 5 | The dynamic responses of the cylinder with linear springs ( ,  ): (A) The displacement time history; (B) The velocity time history; (C) The phase portrait from the displacement and the velocity; (D) Power spectral density of the displacement for the cylinder and the wake oscillator.






Figure 6 | The dynamic responses of the cylinder with   ( ,  ,  ): (A) The displacement time history; (B) The velocity time history; (C) The phase portrait from the displacement and the velocity; (D) Power spectral density of the displacement for the cylinder and the wake oscillator.



Figure 6 illustrates the dynamic responses of the VIV system equipped with nonlinear springs with a value of  = 0.1. The displacement and velocity time histories displayed in Figures 6A, B showcase the cylinder’s oscillation around the equilibrium position at y = 0.5, indicating an intra-well oscillation due to presence of the bistable stiffness. This observation is further substantiated by the phase portrait in Figure 6C, where the centre of the elliptical trajectory aligns with a displacement of 0.5 m. In addition, the symmetry observed in the phase portrait indicates the intra-well oscillation of the cylinder closely resembles that of a linear system. This can be explained by examining the equivalent stiffness curves shown in Figure 2B. Specifically, for the case  = 0.1, the curve demonstrates a narrow region of highly negative stiffness. However, outside this region, the equivalent stiffness at the stable equilibrium tends to be linear. Consequently, when the cylinder undergoes intra-well oscillations with small amplitudes, it remains within the linear stiffness region and does not enter the nonlinear regime. Notably, Figure 6D reveals the persistence of synchronization between the fluid and the circular cylinder as evidenced by the alignment of the frequency peaks between the structure and the wake oscillator. The dominated frequency of the structure motion is the lowest frequency peak, and the displacement and velocity time histories appear regular though some minor higher frequency peaks are observed in the power spectral density curve of the cylinder.

Upon increasing   to 0.5 for the nonlinear springs, the dynamic responses of the VIV system are presented in Figure 7 Notably, the steady oscillation of the cylinder remains intra-well. However, a distinct change can be seen in the displacement and velocity time histories depicted in Figures 7A, B, where asymmetry in the crests and troughs is evident, unlike the case of  = 0.1. This asymmetry is further manifested in the phase portrait shown in Figure 7C, which resembles the shape of a water droplet. The emergence of this asymmetry can be attributed to the increased   value, which expands the nonlinear stiffness region, as illustrated in Figure 2B. During an oscillation period, the cylinder traverses both the linear stiffness region, which lies far from the central position and the nonlinear negative stiffness region near the central position y = 0 without crossing it. Consequently, an asymmetric oscillation pattern is formed around the stable equilibrium position. Moreover, Figure 7D confirms the synchronization between the cylinder and the wake oscillator, reinforcing the influence of the fluid on the cylinder’s response.




Figure 7 | The dynamic responses of the cylinder with   ( ,  ,  ): (A) The displacement time history; (B) The velocity time history; (C) The phase portrait from the displacement and the velocity; (D) Power spectral density of the displacement for the cylinder and the wake oscillator.



As   further increases to 0.9 for the nonlinear springs, the cylinder demonstrates distinct dynamic responses, as depicted in Figure 8 Notably, the displacement and velocity time histories in Figures 8A, B exhibit irregular features, and the cylinder crosses the central position y = 0, indicating the occurrence of inter-well oscillation. This behavior can be attributed to the significant reduction of the potential barrier at the central position as   reaches 0.9, facilitating the cylinder’s movement across the central position and the formation of the inter-well oscillation. However, Figure 8C reveals that the phase portrait fails to form a closed shape, indicating the emergency of chaotic oscillations in the cylinder’s motion. Moreover, the power spectral density curves depicted in Figure 8D confirm the absence of synchronization between the cylinder and the wake oscillator, as no dominating frequency peak is observed in the cylinder motion. These findings suggest that the cylinder undergoes chaotic motion under the influence of the nonlinear springs with  = 0.9.




Figure 8 | The dynamic responses of the cylinder with   ( ,  ,  ): (A) The displacement time history; (B) The velocity time history; (C) The phase portrait from the displacement and the velocity; (D) Power spectral density of the displacement for the cylinder and the wake oscillator.



The subsequent increase of   to 1.2 signifies the transition of the VIV system with nonlinear spring system to a monstable state. This monstable characteristic is evident in the dynamic responses of the cylinder, as depicted in Figure 9 Notably, the displacement and velocity time histories displayed in Figures 9A, B exhibit steady regular shapes with a mean displacement of 0, indicative of a stable oscillatory behavior. Furthermore, Figure 9C demonstrates the formation of an elliptical trajectory in the phase portrait, further confirming the monstable nature of the system. Additionally, the synchronization between the cylinder and the wake oscillator is observed, as evidenced by the power density curves presented in Figure 9D. These findings illustrate the distinct dynamic responses of the VIV system with nonlinear springs in the monostable regime, characterized by stable oscillations and synchronization with the wake oscillator.




Figure 9 | The dynamic responses of the cylinder with   ( ,  ,  ): (A) The displacement time history; (B) The velocity time history; (C) The phase portrait from the displacement and the velocity; (D) Power spectral density of the displacement for the cylinder and the wake oscillator.







4 Key parameters for VIV system with nonlinear springs



4.1 Nondimensional undeformed spring length

While the nondimensional parameter   determines the dynamic characteristics of the nonlinear spring system itself, the nondimensional undeformed spring length, which is the ratio between the dimensional undeformed spring length to the cylinder diameter, may influence the dynamic responses of the cylinder when the nonlinear springs are coupled to the VIV system. This nondimensional parameter serves as an indicator of the compatibility between the nonlinear springs and the VIV system.

To investigate this influence, four cases with different nondimensional undeformed spring length ratios (0.6, 1.0, 2.0 and 5.0) are considered while the other parameters are kept unchanged from Section 3. The value of   for all three cases is from 0.1 to 2.0. Figure 10 illustrates the power conversion efficiency for each case. It is observed that for bistable nonlinear spring system, varying the   values has a significant impact on the power conversion efficiency magnitude while the range of current velocities that can be harvested is not remarkably changed. For example, when  = 0.1, the power efficiency peaks of the case with  = 0.6 demonstrate a significant drop compared to those of cases with  = 1.0, 2.0 and 5.0. For cases with  = 0.5, a remarkable increase of the power conversion efficiency is observed when the   value increases from 0.6 to 5. On the other hand, for the monstable nonlinear spring system (i.e.,  = 1.2 and 2), the influence of different   values is relatively small.




Figure 10 | The power conversion efficiency of the VIV energy converter equipped with nonlinear springs with different   values.



The dynamic responses of the cylinder for cases with different   values are examined, as depicted in Figures 11 and 12. For cases with  = 0.1, the displacement time histories for the cases with  = 1.0, 2.0 and 5.0 exhibit intra-well oscillations, with the equilibrium positions shift farther away from the central position ( = 0) as   increases. However, in the case with  = 0.6, the cylinder displacement shows a combination of inter-well and intra-well oscillations. The phase portrait curves of  = 1.0, 2.0 and 5.0 show similar closed shapes with different center locations, indicating the regular oscillations with different equilibrium positions. In contrast, the phase portrait curve for  = 0.6 demonstrates that the cylinder motions tend to be chaotic. For cases with  = 0.5 as shown in Figure 12, all the four cases with different   values show stable intra-well oscillations, and motion amplitude increases with the increasing   value. The equilibrium position shifts further away from the central position ( = 0) as the   value increases as well.




Figure 11 | The dynamic responses of the cylinder with different   values ( ,  ,  ): (A) The displacement time history; (B) The phase portrait from the displacement and the velocity.






Figure 12 | The dynamic responses of the cylinder with different   values ( ,  ,  ): (A) The displacement time history; (B) The phase portrait from the displacement and the velocity.






4.2 Structural damping

The structural damping, which is assumed from the power take off system only in the present study, is a key design parameter in the VIV energy harvesting device. Small structural damping may lead to suboptimal energy conversion efficiency from the mechanical energy to electricity, while excessive structural damping may impede cylinder motions, resulting in reduced energy conversion efficiency from the fluid energy to mechanical energy.

The influence of the structural damping on the power conversion efficiency is investigated by varying the damping ratio   while all the other parameters in the simulations are kept the same with those from Section 3. The power conversion efficiency curves are shown in Figure 13. It is evident that if the damping ratio is small, i.e.,  = 0.0013, the power conversion efficiency is very low for all the   values, indicating that the bottle-neck of the VIV system is on the damping ratio. When   increases from 0.0013 to 0.013, the power conversion efficiency increases significantly for all the   values, though the different increase magnitudes are observed for different   values. A further increase of the   value from 0.013 to 0.13 demonstrate distinct influences on the power conversion efficiency for different   values. For small   values, i.e., 0.1 and 0.5, a further remarkable increase of the power conversion efficiency is observed, while for   values of 0.9, 1.2 and 2.0, the cylinder motions are suppressed due to the increased damping ratios. Thus, striking the right balance in structural damping is essential for achieving optimal energy conversion efficiency in the design of VIV energy harvesting device.




Figure 13 | The power conversion efficiency of the VIV energy converter equipped with nonlinear springs with different damping ratios.






4.3 Initial conditions

The sensitivity of dynamic responses to the initial conditions is well-documented in bistable system (Wang and Harne, 2017). In the context of this study, where the bistable springs are coupled with the wake oscillator model representing the fluid, it is essential to investigate where the coupled VIV system with bistable springs retains sensitivity to the initial conditions.

The impact of different initial conditions on the power conversion efficiency is analysed by investigating various scenarios, as depicted in Figure 14. The results reveal that the initial displacements of the cylinder play a role in determining the range of current velocities that the VIV system can effectively utilize, particularly affecting the maximum current velocity that can be harnessed. In the case of  = 0.1, which indicates the system is bistable, the utilizable current velocity range experiences a slight initial increase, followed by a decrease with higher initial displacements. Conversely, for the system with  = 2.0, the maximum utilizable current velocity initially increases with higher initial displacements, but eventually becomes bounded. Both bistable and monostable nonlinear VIV systems are influenced by the initial conditions, with the primary impact being on the range of utilizable flow velocities, as certain initial conditions may prevent the VIV system from being excited.




Figure 14 | The power conversion efficiency of the VIV energy converter equipped with nonlinear springs with different initial conditions.







5 Conclusions

The nonlinear effect from two linear oblique springs on the VIV energy harvesting is investigated based on the wake oscillator model. The bistable stiffness and the Duffing hardening stiffness are both considered and their effects on the system’s response and energy harvesting performance are studied. Notably, the application of nonlinear stiffness in the VIV system shows promising outcomes in terms of expanding the synchronization bandwidth of VIV or lowering the VIV initiation flow speed.

The bistable stiffness with small   values demonstrates a capacity to broaden the synchronization velocity range, while large   values lower the VIV initiation flow speed. However, the VIV response under bistable stiffness with large   values tends to become chaotic. In contrast, the system with Duffing hardening stiffness exhibits a monstable behavior and proves more efficient in lowering the VIV initiation flow speed without significant energy harvesting efficiency loss. This may enlighten the combination of the bistable stiffness and Duffing hardening stiffness in a single VIV setup with two oblique springs by employing appropriate control strategies to adjust   values, thus achieving a broad synchronization VIV bandwidth with a low initiation flow speed.

For the nonlinear spring system composed of two linear oblique springs, the nondimensional parameter , which defines the obliquity of the spring system in undeformed state, is a key parameter influencing the nonlinearity. When this nonlinear spring system is applied in a VIV system, the ration between the undeformed spring length to the cylinder diameter serves as an essential indicator of the compatibility between the nonlinear springs and the VIV system. Both parameters significantly influence the VIV response and energy harvesting performance, calling for careful consideration in the design and optimization process.

Regarding structural damping, which is assumed to be all from the PTO system, it is evident that small damping results in larger VIV response but lower power conversion efficiency. Conversely, higher structural damping may lead to smaller VIV motion amplitudes. The optimal structural damping is a key factor to achieve the highest energy harvesting efficiency from VIV.

Lastly, the initial condition of the VIV is found to exert a considerable influence on the VIV response and corresponding energy harvesting, regardless of whether bistable or Duffing hardening stiffness is at play. Understanding and controlling the initial condition can thus contribute significantly to optimizing the VIV synchronization bandwidth and energy harvesting performance.

It’s important to recognize that the introduction of nonlinearities can also introduce complexities, such as the potential for chaotic behavior within the VIV system. As a result, optimizing the performance of a nonlinear VIV system demands intricate design strategies, significantly more involved than those applied in linear systems. Moreover, the implementation of nonlinear VIV systems might necessitate more sophisticated control mechanisms to sustain optimal working conditions. Thus, further studies on the optimization and control of the VIV energy harvesting with nonlinear springs are needed.
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Tidal turbines are one source of marine renewable energy but development of tidal power is hampered by uncertainties in fish-turbine interaction impacts. Current knowledge gaps exist in efforts to quantify risks, as empirical data and modeling studies have characterized components of fish approach and interaction with turbines, but a comprehensive model that quantifies conditional occurrence probabilities of fish approaching and then interacting with a turbine in sequential steps is lacking. We combined empirical acoustic density measurements of Pacific herring (Clupea pallasii) and when data limited, published probabilities in an impact probability model that includes approach, entrainment, interactions, and avoidance of fish with axial or cross-flow tidal turbines. Interaction impacts include fish collisions with stationary turbine components, blade strikes by rotating blades, and/or a collision followed by a blade strike. Impact probabilities for collision followed by a blade strike were lowest with estimates ranging from 0.0000242 to 0.0678, and highest for blade strike ranging from 0.000261 to 0.40. Maximum probabilities occurred for a cross-flow turbine at night with no active or passive avoidance. Estimates were lowest when probabilities were conditional on sequential events, and when active and passive avoidance was included for an axial-flow turbine during the day. As expected, conditional probabilities were typically lower than analogous independent events and literature values. Estimating impact probabilities for Pacific herring in Admiralty Inlet, Washington, United States for two device types illustrates utilization of existing data and simultaneously identifies data gaps needed to fully calculate empirical-based probabilities for any site-species combination.




Keywords: collision risk, empirical modeling, encounter, environmental impact, fish, hydrokinetic turbines, marine renewable energy, tidal energy




1 Introduction

Tidal turbines are a potential Marine Renewable Energy (MRE) source that can be deployed in high flow current regions (Pelc and Fujita, 2002). Tidal energy technology has been deployed but widespread adoption is hampered, in part, by concerns of aquatic animal impacts (Copping and Hemery, 2020). Primary concerns include collisions with stationary turbine components and/or strikes from rotating blades that could inhibit growth or affect survival of fish, seabirds, or marine mammals (Hemery et al., 2021). Knowledge gaps and inadequate empirical data on animal-device interactions necessitate obtaining, quantifying, and interpreting physical and biological data that can be used to discern the influence of animal-turbine encounters (e.g., Copping and Hemery, 2020), collisions (e.g., Müller et al., 2023), and blade strikes (e.g., Castro-Santos and Haro, 2015; Courtney et al., 2022). Unverified perceptions of mortality from animal-device interactions can impede development of monitoring regulations for tidal turbine sites. Comprehensive baseline and post-installation monitoring data on animal-tidal device interactions are not available, resulting in uncertainty among regulators who are cautious when permitting full-scale MRE sites (Copping et al., 2020a).

Encounter and collision rates between aquatic animals and tidal turbines are not well quantified due to limited opportunities and appropriate technologies to observe, measure, and characterize interactions (Fox et al., 2018; Courtney et al., 2022; Bender et al., 2023). Worldwide, there have been few (Copping et al., 2021) acoustic and optical technologies deployed to monitor tidal energy sites (e.g., Williamson et al., 2017; Staines et al., 2022). Even though stationary acoustic multibeam and multi-frequency echosounders are available, their deployment is often limited due to operational constraints including limited detection of weaker targets (Williamson et al., 2017). An approach that supplements empirical measures when animal behavior and hydrodynamic data are limited is the use of models to estimate the probability of animal-device interactions (Buenau et al., 2022). These studies include fish swimming trajectories during approach (Shen et al., 2016) or interaction (e.g., Viehman and Zydlewski, 2015; Bevelhimer et al., 2017) with tidal turbines. There remains a need for a comprehensive model that quantifies probabilities as fish approach and potentially interact with a hydrokinetic turbine.

To fully estimate potential encounter and interaction risks that influence MRE monitoring requirements and operational regulations, additional risk factors should be incorporated into a conditional, encounter-impact probability model. Current empirical observations and many encounter models lack active and passive avoidance behaviors of fish as they approach and interact with a device. Collision with stationary components of a device is another factor that is not commonly separated from blade strikes in published models. Collisions with stationary structures (Müller et al., 2023) could disorient fish (Courtney et al., 2022) and potentially lead to a blade strike.

This study develops a conditional probabilistic model that quantifies encounter and interactions of fish with tidal turbines. The encounter-impact model estimates probabilities of approach, encounter, collision with stationary components, blade strike by rotating blades, and sequential collision and blade strike using acoustic data from Admiralty Inlet, Washington, United States, and literature values when empirical data are lacking. Existing data gaps are identified along with appropriate next steps for model application. This encounter-impact model is designed to be generic and can be applied to any potential tidal energy project site.




2 Methods



2.1 Model description

The encounter-impact model computes occurrence probabilities for individual model components, and conditional probabilities of fish approaching and potentially interacting with a tidal turbine in sequential steps (Figure 1).




Figure 1 | A schematic of the empirical encounter-impact probability model. The left column identifies the model phase, the center column details model components, and the right column identifies literature used to extract parameter values that are used in corresponding model components.



The approach phase quantifies when an animal enters the vicinity of an MRE device and includes the model domain, zone of influence, and estimates of active or passive avoidance. The model domain is comprised of the study area and estimates the probability of whether a fish is present within a site. If fish are present, then the domain model component is assigned a probability value of 1 (Table 1). As an empirical analog, Shen et al. (2016) used mobile hydroacoustics to track fish approaching a cross-flow tidal turbine and observed responses to a turbine by fish, measured using change in swimming direction, at distances over a hundred meters (Shen et al., 2016). We define the zone of influence as the reaction distance between an animal and the turbine. In this model, the zone of influence is set to Shen et al.'s (2016) 140 m upstream from an axial or cross-flow tidal turbine (Figures 2A, B). A vertical height of 25 m above the seafloor is used to represent approximately twice the vertical footprint of a proposed turbine in Admiralty Inlet (Jacques, 2014) and is within Shen et al.'s (2016) range of water depths (25 m at low tide to 32 m at high tide) at their study site. The probability of being within the zone of influence is dependent on the device’s shape and size, water depth, range of tidal current speeds, and fish swimming ability. The probability of being in the zone of influence is defined as the probability of a fish being within the domain multiplied by the complement of an individual avoiding the device (Table 1).


Table 1 | Probability equations for each component of the encounter-impact model.






Figure 2 | A two-dimensional schematic showing dimensions of the encounter-impact model components for (A) axial and (B) cross-flow turbines.



Entrainment occurs when a fish is within the area adjacent to the device, normal to the device face. If an animal continues its current trajectory with no avoidance, it will collide with the turbine base or enter the turbine. The turbine base and entry area are half the vertical height of the turbine (Figures 2A, B). Areal dimensions of the cross-flow turbine base and turbine entrance are both 30 m by 10 m. Areal dimensions of the axial-flow turbine base and turbine entrance are 5 m by 10 m. The probability of entrainment is defined as the probability of a fish being within the zone of influence multiplied by the probability of 1 minus avoiding the device given that the individual is within the zone of influence (Table 1). Avoidance calculations are detailed below.

Interactions between a fish and a tidal turbine are composed of collisions and/or blade strikes. We define collision as physical contact between an animal and the turbine base or a non-moving device component (e.g., Müller et al., 2023). We define blade strike as contact between an animal and a rotating blade (e.g., Castro-Santos and Haro, 2015; Courtney et al., 2022). In the model, collision and blade strike are treated as potential sequential events, where fish can collide with a turbine support structure and then be struck by a rotating blade. There is inconsistent use of these terms in the literature. A singular term, collision (e.g., Copping and Hemery, 2020), has been used to describe interactions between an animal and a device. However, the terms collision and strike have also been used interchangeably when characterizing interactions between animals and turbine blades (e.g., Hammar et al., 2013; Yoshida et al., 2020; Yoshida et al., 2021), and omitting animal contact with stationary turbine structures. This may not be a trivial oversight as turbine dimensions can exceed 15 to 20 m in length and width (cf. Viehman and Zydlewski, 2015; Shen et al., 2016; Courtney et al., 2022), which provides large surface areas for fish to collide with a turbine base or non-rotating structures when avoidance is not possible.

Impact is defined as one or more interactions between a fish and a device through collision and/or blade strike (e.g., Yoshida et al., 2021; Courtney et al., 2022). Since blade strike constitutes the greatest risk to fish and are a concern among researchers and regulators (Copping et al., 2020a), experimental and field data are used to calculate probability estimates, with published values emphasizing blade strikes. In cases where empirical data are lacking, the impact phase of the model incorporates laboratory and simulation model data (Romero-Gomez and Richmond, 2014) that align with our encounter-impact collision and blade strike model components.

Impact probabilities are calculated for each model subcomponent and overall potential impact (Table 1). All impact probabilities also depend on whether an animal is present within the entrainment area. The occurrence probability of collision with a turbine is calculated as the probability of entrainment multiplied by the probability of collision given that a fish is entrained. The probability of blade strike is defined as the probability of entrainment multiplied by the probability of a blade strike given that a fish has entered the device. Lastly, the probability of collision and blade strike is defined as the probability of entrainment, multiplied by the probability of collision, multiplied by the probability of blade strike given that a fish collided with the device. The overall probability of impact is calculated as the sum of the three potential interaction events: collision, blade strike, and collision and blade strike.

All phases of the encounter-impact model include active and passive avoidance (Figure 1). Avoidance is defined as a change in a fish’s trajectory in response to tidal devices. In behavioral studies, fish have been shown to actively avoid predation and navigate around obstacles, even at long distances (e.g., Utne, 1997; Muirhead and Sprules, 2003; Zhang et al., 2017; Berry et al., 2019; Bender et al., 2023; Müller et al., 2023). Tidal flow speeds often surpass fish swimming capabilities (cf. Okubo, 1987; He, 1993), potentially leading to passive transport through the water and passage around or through MRE devices. Therefore, the definition of avoidance is expanded to a fish’s response and movement away from a device and/or its avoidance due to hydrodynamic forces (Copping and Hemery, 2020). We define the threshold between active and passive avoidance using the ratio of swimming capability to tidal flow. Average Pacific herring (Clupea pallasii) fork length from Admiralty Inlet net samples is used to estimate swimming speed using Okubo's (1987) locomotion equation:

	

where Ss is swimming speed (ms-1), and L is fish length (m). Active locomotion is assumed when the ratio of swimming speed to tidal flow is greater than 1 body length per second (bls-1) (He, 1993). Passive locomotion occurs when the tidal speed exceeds 1 bls-1, in this study 0.155 ms-1.




2.2 Tidal turbine dimensions

For this study, representative axial and cross-flow tidal turbine devices are used in calculations of encounter and impact probabilities. Tidal turbine dimensions used are based on an axial-flow Verdant Power Kinetic Hydropower System (KHPS) (Bevelhimer et al., 2017) (Figure 2A) and a cross-flow Ocean Renewable Power Company (ORPC) TidGen Power System (Shen et al., 2016) (Figure 2B). Verdant Power KHPS turbine characteristics include a three-bladed, single-rotor turbine. The height of the device is approximately 10 m, with a rotor-swept area of 5 m in diameter, defining an area of 5 m by 10 m. The TidGen device is 31.2 m long and 9.5 m high with foils (i.e., rotating blades) 6.7 - 9.5 m above the seafloor, defining an area of 30 m by 10 m.




2.3 Empirical data description

Data used to estimate occurrence probabilities were collected in 2011 (Horne et al., 2013) at a site in Admiralty Inlet, Puget Sound, Washington chosen by the Snohomish Public Utility District for potential deployment of two Open Hydro (https://www.emec.org.uk/about-us/our-tidal-clients/open-hydro/) turbines. The proposed site is approximately 750 m off Admiralty Head at a depth of 55 m mean tide height. Data were collected using a Simrad EK-60 echosounder operating at 120 kHz, an autonomous bottom-deployed 1MHz Nortek AWAC acoustic doppler current profiler (ADCP), and a midwater trawl deployed from a mobile surface vessel. Acoustic and fish surveys were conducted from May 2 to May 13 and June 3 to June 14, 2011, during day and night for a combined total transect length of 28 km (Jacques, 2014). 324 parallel transects (0.7 to 1.5 km long) extending northwest and southeast of the proposed turbine location, were spaced 0.5 km apart (see Horne et al., 2013 for survey details). The ADCP, deployed from May 9 until June 10, 2011, collected concurrent tide state and tidal velocity measurements for 12 minutes every two hours (Jacques, 2014).

A Marinovich midwater trawl, a 6 m x 6 m box trawl fished with 4.6 m x 6.5 m steel V-doors, was used to capture samples to quantify species composition and length-frequencies of the fish community. Among captured species, Pacific herring represented 32% of the total catch by number. In this study, all acoustic backscatter is attributed to Pacific herring in acoustic density calculations. The average length of Pacific herring caught in the midwater trawl was 0.155 m and is used in all acoustic and swimming speed calculations. Given analogous fish lengths and time of year, the target strength conversion equation for Pacific herring from Thomas et al. (2002): 26.2·log10(Lcm) - 72.5 is used to transform acoustic-derived densities (m2 m-3) to fish densities (fish m-2).




2.4 Factors contributing to model component probabilities

Since no turbine was deployed during data collection, the Admiralty Inlet dataset provides the flexibility to analyze acoustic fish densities and distributions using multiple turbine types and light regimes represented by time of day. To observe how acoustic densities varied with light fluctuations, probabilities of occurrence for each model component during day and night are calculated for each turbine type. Fish densities are estimated by dividing each surveyed transect in horizontal 140 m, 30 m, or 5 m bins (corresponding to turbine type, Figures 2A, B) and then grouping bins to match the size of each model component. This approach also ensures that each bin along every transect can be used as a location for sequential model components or a device.

Probability estimates in the encounter-impact model are also influenced by active and passive avoidance. The zone of influence in the model uses three avoidance scenarios in probability estimates. The first scenario assumes fish are unable to avoid the turbine within the zone of influence. In the second scenario, fish can avoid the turbine within the zone of influence using active and passive avoidance. Active avoidance rates are estimated from the Admiralty Inlet dataset by discounting abundance estimates of fish within model components by Shen et al.'s (2016) avoidance rate of 0.372. Passive avoidance rates are estimated by tabulating fish observations swimming around or above model components, assuming that avoidance will occur to the side or above a device. The proportion of time passive avoidance occurs is determined by the tidal cycle – when tidal flow speeds surpass fish swimming speeds. The third scenario uses Shen et al.'s (2016) active avoidance rate of 0.372 without incorporating passive avoidance. When an avoidance rate from Admiralty Inlet or Shen et al. (2016) is incorporated into the model, estimates of fish impact are calculated using conditional probabilities from sequential model components. This approach evaluates a fish’s ability to avoid a device across model components and provides insight into the likelihood of impact for each model phase and overall encounters with tidal turbines. Conversely, when an avoidance rate is not included, calculated impact probabilities are not dependent on sequential model components and analogous to rates in published studies.




2.5 Estimating empirical probabilities

Occurrence of fish during day and night is determined by enumerating acoustic abundance estimates detected within bins along each mobile survey transect, aligned with areas of each model component (Figures 2A, B). Abundances along binned cells are summed to estimate total abundance for each transect. Probabilities of occurrence for each model component are determined by dividing the number of fish detected within each cell of each model component by total fish abundance.

Since no fish-turbine interaction measurements are available from Admiralty Inlet, encounter and impact published values are used in model calculations. At this time, there are no published probability estimates of collisions between fish and stationary tidal structures or collisions followed by blade strikes. Collision probabilities are estimated by calculating the complement of published blade strike probabilities and discounting by length-dependent swimming speed and time of day avoidance rates published in Viehman and Zydlewski (2015).

Blade strike probabilities are taken from field measurements (Courtney et al., 2022), laboratory experiments (Yoshida et al., 2021), and calculated using a blade-strike model (Romero-Gomez and Richmond, 2014):

	

where P(strike) is the probability of a blade strike, n is the number of blades, N is a fixed rotation rate [i.e., 0.357 s-1 for a cross-flow turbine (Viehman and Zydlewski, 2015) and 0.667 s-1 for an axial-flow turbine (Bevelhimer et al., 2017)], L is fish length (m), α represents the fish approach angle perpendicular to the blade plane ( ), and U is tidal velocity (ms-1). Blade strike probabilities are estimated using Equation (2) for tidal velocities observed in Admiralty Inlet that ranged from 1.0 ms-1 to 3.0 ms-1 (Horne et al., 2013) in increments of 0.2 ms-1. Incremental changes in tidal velocities depict the progression of a tidal cycle, yielding a range of strike probabilities in response to periodic flow conditions. The encounter-impact model also uses blade strike rates from Courtney et al. (2022) (0.13) and Yoshida et al. (2021) (0.02 – 0.05) in blade strike calculations. Inclusion of these rates in the blade strike model component compensates for limited data availability and introduces a range of probability estimates that incorporate turbine design, time of day, and device avoidance.

The sequential occurrence probability of collision and blade strike is determined by multiplying collision and published blade strike probability estimates. Probabilities of collision, blade strike, and collision and blade strike are discounted by avoidance rates in model calculations. Overall impact probabilities are calculated by summing estimated probabilities of each impact subcomponent (Table 1).





3 Results

Probabilities of occurrence for each component of the encounter-impact model are influenced by turbine type, time of day, and avoidance. Probabilities of occurrence for the zone of influence range between 0.0636 to 0.0649 for both turbine types (Tables S1A–D, Supplementary Material). Entrainment probabilities range between 0.00245 to 0.0408 for an axial-flow turbine (Tables S1A, B, Supplementary Material) and 0.0118 to 0.0408 for a cross-flow turbine (Tables S1C, D, Supplementary Material). Probabilities of impact depend on occurrences of collision, blade strike, or sequential collision and blade strike. Collision probabilities between fish and tidal devices span three orders of magnitude from 0.000364 to 0.324 for both turbine types, with similar probabilities of blade strike ranging between 0.000261 to 0.40 for both turbine types (Tables S1A–D, Supplementary Material). As expected, probabilities of collision and blade strike are lower than either single event impact, ranging between 0.0000242 to 0.0678 for both turbine types (Tables S1A–D, Supplementary Material). Overall impact probabilities, a summation of subcomponents, for the two turbine types are nearly identical ranging between 0.00110 to 0.666 for an axial-flow turbine and 0.00110 to 0.689 for a cross-flow turbine (Table 2).


Table 2 | Impact probability estimates for axial and cross-flow turbines for avoidance scenarios using alternate blade strike probability estimates.



When comparing occurrence probabilities for each model component, estimates are higher at night than during the day for both turbine types averaging between 0.00194 to 0.100 (Tables S1A–D, Supplementary Material). Blade strike occurrence probabilities are the only model component that have higher average probabilities during the day than at night, with an average 0.00238 difference for the axial-flow turbine (Tables S1A, B, Supplementary Material), and an average 0.00237 difference for the cross-flow turbine (Tables S1C, D, Supplementary Material). When comparing overall impact probabilities in light regimes, probabilities are higher at night than during the day for both turbine types, with probability variations ranging over three orders of magnitude (Table 2). Turbine design influences impact probabilities, with an axial-flow turbine exhibiting the lowest risk of impact across factors and avoidance scenarios (Table 2).

As expected, probabilities of occurrence for each model component are higher when no avoidance is included and model components are not conditioned on preceding events in model calculations (Tables S1A–D, Supplementary Material). Probabilities of occurrence are lowest when Admiralty Inlet avoidance rates are applied, reflecting the inclusion of conditional probabilities in model calculations. Probabilities of occurrence for the zone of influence are similar across all avoidance scenarios for both turbine types ranging between 0.0636 and 0.0649 (Tables S1A–D, Supplementary Material). Probabilities of occurrence for entrainment are higher when Shen et al.'s 2016 avoidance rate (0.0408) is applied to the model for both turbine types (Tables S1B, D, Supplementary Material). Probabilities of impact are highest by two to three orders of magnitude when no avoidance is included for a cross-flow turbine (Table 2). Collision probabilities (0.324), blade strike probabilities (0.40), and sequential collision and blade strike probabilities (0.0678) are all highest for both turbine types when subcomponents are modeled with no avoidance (Tables S1A–D, Supplementary Material). Minimum and maximum probability values are similar between subcomponents and overall impact estimates, with larger values occurring when no avoidance is applied and lowest when avoidance rates from Admiralty Inlet were used in model calculations (Table 2).

Conditional probability estimates from this study are both lower and higher than other published values (Table 3). Shen et al. (2016) and Bangley et al. (2022) observed order of magnitude higher probabilities of fish approach and encounter with a tidal turbine than average approach estimates in this study. Similarly, Viehman and Zydlewski (2015) report order of magnitude higher average probabilities of entrainment at night with a 0.290 probability estimate difference between day and night calculations. Band et al. (2016) observed order of magnitude higher probabilities of collision for Harbor seals with turbine rotors when compared to results of this study. In contrast, Wilson et al.'s (2006) non-conditional encounter probabilities for Pacific herring were two orders of magnitude lower than those estimated in this study.


Table 3 | Comparison of average occurrence probabilities for each phase of the encounter-impact model to published literature values.



Regardless of the combination of factors, probabilities of fish-turbine encounters and impact range from a minimum of 0.0000242 to a maximum of 0.324. Overall impacts ranged from a minimum of 0.00110 to a maximum of 0.689. Probability values are particularly low when conditioned on fish occurring within a turbine’s zone of influence, where subsequent entrainment may lead to an impact. All highest probability values occur at night with no avoidance in calculations for a cross-flow turbine.




4 Discussion

Occurrence probability estimates of fish-turbine interactions are influenced by model component, device surface area, and turbine design. The concept of a zone of influence, demonstrated by Shen et al. (2016) and Grippo et al. (2020), represents a large range in which fish can respond to turbine presence. Larger turbine designs, exemplified by the 30 m by 10 m silhouette of the ORPC TidGen cross-flow turbine, also present a large surface area for potential collisions and interactions with a device. The cross-flow turbine is approximately six times longer than the Verdant Power KHPS axial-flow turbine. Greater cross-flow impact probability estimates and congruent empirical blade strike estimates from Courtney et al. (2022) demonstrate high probabilities of entrainment and collision associated with cross-flow turbines, attributable to the large size of the device. Design characteristics of turbines also affect the entrainment model component, as entrainment dimensions scale with turbine size.

Light and dark cycles have limited influence on empirical data-based variations in occurrence and impact probabilities. A slight increase in probability values is observed for model estimates based on night empirical data compared to those sampled during the day. Fish behavior in light and dark conditions provides insight on fish-turbine detection distances where field (Viehman and Zydlewski, 2015; Viehman et al., 2015; Williamson et al., 2019) and experimental (Yoshida et al., 2021) studies found that light intensity affects fish distribution in the presence of MRE devices. Williamson et al. (2019) observed a 2.63 times greater increase in fish aggregation rates around turbine structures at night compared to day, supporting previous studies that show greater probabilities of turbine entry for fish at night (Viehman and Zydlewski, 2015). Viehman et al. (2015) reported that fish are more evenly distributed at night, even at dynamic tidal turbine sites, demonstrating the persistence of fish in dark conditions where turbines are present.

Variations in model component and impact probability estimates are contingent on turbine type, light conditions, avoidance scenarios, and blade strike probabilities. Occurrence probabilities for the zone of influence are unaffected by avoidance scenarios, with slight elevation in nighttime estimates, as probabilities are directly extracted from the Admiralty Inlet empirical data that had no turbine present at the site. Probabilities of entrainment modeled with no avoidance are similar or an order of magnitude lower for the smaller axial-flow turbine compared to the cross-flow turbine. Analogous encounter rate studies (Bangley et al., 2022; Sanderson et al., 2023) using acoustic telemetry tags found encounter rate probabilities an order of magnitude higher compared to the conditional encounter probability estimates. Impact probabilities in model scenarios with no avoidance (e.g., Wilson et al., 2006) result in higher values by one to two orders of magnitude compared to impact subcomponents that include avoidance. It is worth noting that fish-turbine encounter probabilities reported by Wilson et al. (2006) are based on Pacific herring but are not conditional and do not incorporate active or passive avoidance. Comparing blade strike probabilities derived from literature values, Yoshida et al.'s (2021) probabilities result in the lowest overall impact probability estimates when combined with an avoidance scenario. These lower probability values are attributed to a lower turbine blade rotational speed to fish swimming speed ratio, resulting in greater avoidance and lower blade strike rates. In contrast, impact probabilities are highest when using blade strike probabilities from the Romero-Gomez and Richmond (2014) blade strike model that does not include fish avoidance, despite model probabilities decreasing as flow speeds increase. In combination, our probability estimates demonstrate that avoidance is an important factor influencing impact probability estimates, both as a scenario within the conditional model and experimentally with fish and a turbine present.

Additional empirical data are needed to quantify collision rates with stationary structures and blade strikes. Data that track individual fish through turbine encounters supports probability estimates of avoidance, collision with turbine structures, and the combination of collision followed by blade strike. Long-range fish trajectory data can be used to quantify active and passive turbine avoidance behaviors through each step of a sequential encounter model and be used in conditional probability of occurrence calculations. The lack of collision and sequential collision and blade strike data or suitable published values necessitated modification of blade strike rates for model subcomponent calculations. Parameter values for these impact subcomponents are derived by multiplying blade strike probabilities from the literature using Shen et al.'s (2016) avoidance rate of 0.372. The use of published blade strike probabilities in calculation of collision probability estimates may have increased collision probabilities. To illustrate by example, Courtney et al. (2022) observed greater blade strike occurrences compared to other studies that found no blade strikes in natural environments (e.g., Hammar et al., 2013; Viehman and Zydlewski, 2015; Shen et al., 2016; Bevelhimer et al., 2017 Romero-Gomez and Richmond's, 2014) blade-strike model, parameterized for Pacific herring in Admiralty Inlet, does not include avoidance, which increased blade strike estimates compared to field (Hammar et al., 2013; Courtney et al., 2022; Bender et al., 2023) and experimental (Zhang et al., 2017; Berry et al., 2019; Yoshida et al., 2020; Yoshida et al., 2021; Müller et al., 2023) studies. Probabilities calculated using blade strike rates from Courtney et al. (2022) and Romero-Gomez and Richmond (2014) resulted in overall impact probability values that range one to two orders of magnitude higher than estimates derived from Yoshida et al.'s (2021) blade strike estimates. The lack of data or published probability values for collisions and blade strikes, that also include avoidance rates, illustrate a current knowledge gap. Availability of animal-turbine interaction datasets facilitates validation of probability estimates and will allow resource managers to quantify injury and mortality of aquatic animals including species of special status such as the threatened Puget Sound Chinook salmon (Oncorhynchus tshawytscha) (Hall et al., 2018).

Empirical data from a demonstration tidal turbine site are used in this study but sample conditions may affect probability estimates. For example, fish densities derived from the Admiralty Inlet acoustic dataset are categorized as Pacific herring. Representing a mixed fish community by a single species in the conversion of acoustic backscatter measurements to density and abundance estimates is potentially biased, but any biases in the data are assumed constant and low. Pacific herring are used to represent pelagic, schooling fish that are common constituents of any fish community at a MRE site. The encounter-impact model does not explicitly include diel vertical migration, a factor that may affect probability estimates (e.g., Rossington and Benson, 2020), but did include day and night periods to reflect differences in vertical distributions. We did not include crepuscular changes in vertical distributions, which represent brief periods (<3% total) during a 24-hour cycle. Williamson et al. (2019) examined day/night fish aggregation vertical distributions in proximity to turbine structures and observed lower school heights at night compared to those during the day, suggesting that vertical migration can potentially influence probability estimates for specific times during a day, but also emphasizing our limited understanding of fish behavior in proximity of tidal devices. At the time of data collection there were no hydrokinetic devices deployed in Admiralty Inlet. Fish density data used in probability calculations lack information on fish-turbine interactions, necessitating the use of published avoidance, collision, and blade strike values. The absence of a turbine at the data collection site also precludes the ability to measure indirect or delayed impacts of animal-device interactions. Indirect or delayed impact examples include hydraulic shear stress (Hammar et al., 2015) and/or barotrauma (Copping et al., 2020b) that may lead to additional fish injury and/or mortality. Conditional probability values are calculated using empirical acoustic transect data along sequential steps in the encounter-impact model. The data serve as a series of spatiotemporal snapshots of fish distributions but do not explicitly include individual fish trajectories as they pass through a model domain.

The encounter-impact model provides a robust framework for estimating impact probabilities for both individual fish and specific turbines. The model is not structured to estimate encounter or impact probabilities for fish populations or for arrays of tidal turbines. Models such as Hammar et al.'s (2015) population collision risk model and the Exposure Time Population Model (ETPM) from Grant et al. (2014) estimate impacts of animal-tidal turbine interactions on populations encountering and interacting with a device. Hammar et al.'s (2015) model incorporates a component for tidal turbine array passage and co-occurrence, depicting fish approaching and being at the same depth as rotor blades during turbine operation. This component is used to estimate probabilities of a fish population passing through a tidal turbine array and potentially encountering rotor-swept areas of any turbine within the site. The ETPM estimates collision risk for diving birds interacting with MRE devices by evaluating mortality rates that would lead to population-level impacts, which could be adapted to estimate fish and aquatic mammal interaction and mortality rates. The challenge remains to scale high resolution, individual animal-device interactions to populations or species in a single model that accurately estimates impacts of MRE arrays on aquatic communities.

Our model combines analyses of empirical data from Admiralty Inlet with literature values to estimate probabilities of device encounters and impacts on fish. Numeric models can also be used to estimate values for unknown variables such as fish approach and turbine interaction that identify data gaps in the MRE research portfolio (Buenau et al., 2022). An alternate approach to address challenges associated with incomplete empirical data is agent-based modeling. Agent-based models represent populations using individual agents (i.e., organisms) containing unique traits and interact with other agents and their environment (DeAngelis and Mooij, 2005). Within a specified domain, agent-based models are initialized with parameter values and behavioral rules (e.g., aggregation, avoidance) formulated using field observations, existing datasets, or published values (Murphy et al., 2020). When applied to MRE, agent-based models can include individual and aggregative behaviors in response to hydrokinetic devices (e.g., Goodwin et al., 2004) that are then used to quantify impact probabilities for individuals (e.g., Rossington and Benson, 2020) or populations (Hammar et al., 2015). The combination of empirical data with numerical models is a formidable tool to assess fish interactions with MRE devices and is essential for informed regulatory decision-making, conservation strategies, and sustainable development of the MRE blue economy.




5 Conclusion

MRE is an applied science and engineering field that requires foundational and operational understanding through increased research and environmental monitoring. One area of uncertainty is characterizing fish avoidance behaviors, including reaction distances to MRE devices. This knowledge gap hinders permitting/consenting and subsequent development of MRE projects worldwide. To facilitate progress from demonstration projects to commercial-scale sites, it is essential to implement effective risk management strategies, comprehensive environmental monitoring, and regulatory frameworks that provide clear standards for operation of all MRE sectors including tidal energy (Inger et al., 2009). The encounter-impact empirical model in this study estimates probabilities of occurrence for sequential stages of fish interactions with tidal turbines and can be adapted for any species, location, and device. The comprehensive yet flexible structure of this model serves as a starting point to quantify encounter and impact risks and to further discussion on impact uncertainty.
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In order to study the scale effect in wave-structure interactions and the role that structure-related parameters (tension T or bending stiffness EI) plays, riser model tests under regular waves were conducted using the model with multiple geometric scales (1:15, 1:12 and 1:9) in a wave basin. The riser model used is a novel structural design combing the outer polyvinyl chloride pipe with the core steel rod which could be simplified as a cantilever beam. Different initial tension T acting on the riser are tested by adjusting the slotted weight. The results show that the amplitude varies in a cubic fashion with the distance from the fixed end. In addition, the influence of the wave period and top tension T on the amplitude are investigated, which ultimately leads to a dimensionless number π1 = KCd·TL2/EI where KC is the classical Keulegan–Carpenter number (KC), EI shows the bending stiffness of the riser model and L gives the pipe length. With the KC number revised to take the distance from the fixed end into the calculation, this parameter provides a good measure in estimating the amplitudes of the riser vibrations induced by the waves.
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1 Introduction

The exploitation of offshore oil and gas resources is gradually shifted from shallow waters (<125m) to deep sea areas (125m~1500m) and ultra deep sea areas (>1500m) (Manning, 2016). The riser system which connects the floating offshore platform with underwater equipment hence plays a significant role. The dynamics of the marine riser not only shows the reliability of engineering projects installed offshore, but also impacts the marine hydrodynamic environment and ecosystems as the riser interacts with seawater and presents the condition for the near-surface marine biology. Changes in the hydrodynamic environment, such as wave and current characteristics, can alter the migration, diffusion, and transformation patterns of marine pollutants. More importantly, once the marine riser is damaged, it will cause serious environmental pollution. For example, the Diamond Offshore’s marine riser connection failed during operations on April 22, 2002; Discoverer Enterprise drilling vessel’s riser ruptured in the Gulf of Mexico in 2003, leading to significant economic loss and environmental damages (Chang et al., 2018).

According to DNV-RP-F204 concerning the riser fatigue estimations, there are three main sources of riser fatigue failures: 1) waves, 2) low frequency motion, and 3) vortex-induced vibrations (VIV). Comparing to the fatigue damages induced by waves, the vibrations of risers under the influences of low-frequency motion of the platforms and vortices have been studied extensively (Jauvtis and Williamson, 2004; Zhang et al., 2020; Gao et al., 2021). Discovers made in such studies have been taken into consideration in the structural design. The vibrations and structural responses of the riser system under waves, on the other hand, are seldom investigated. British Petroleum, for example, monitored the full-scale drilling riser’s response during a drilling campaign in the Gulf of Mexico between 13th April and 11th July in 2007 (Joseph et al., 2017). The acceleration spectrum shows the excitation is from VIV, drilling string rotation and wave induced motion. The measured peak frequency is 0.0866 Hz which is identified to be the response frequency of VIV, but it also falls in the typical wave frequency range. In addition, Huang et al. (2022) discussed a variety of models all revealing the significant wave induced vibrations of TTR and SCR. Liang et al. (2023) compared the wave-induced fatigue and VIV-induced fatigue of a free-hanging riser numerically. Luo (2022) studied the fatigue characteristics of subsea wellhead connector considering the action of riser wave-induced vibrations. Consequently, the structural design of the riser preventing the wave-induced vibrations is not as thorough as the designs concerning the VIV. The further study is significant on the underlying mechanisms of the wave-induced vibrations and could advance our understanding of the fluid-structure interactions and help better develop and utilize the ocean.

Due to the unacceptable cost for the full-scale experiment, the investigation on the riser vibration mainly relies on the scaled-down experiment. For example, Lee and Allen tested two scaled top-tensioned, flexible cylindrical structures’ VIV (Lee and Allen, 2010). Zhang et al. cut off the anchor chain connecting to the drilling platform to dynamically simulate the structural behavior of an anchor chain (Zhang et al., 2007). The cut-off model ensures the static similarity and avoids unrealistically small scaled-down experiment. Ren et al. conducted the SCR’s VIV experiment with a complex geometry in ocean basin (Ren et al., 2020). Although these experiments reveal important features for the vibrations of risers induced by environmental loading, the scale effect could deteriorate the results when they are used to reveal the behavior of the full-scale riser.

In order to unveil the scale effect in the scaled-down experiments of riser vibrations, efforts have been continuously made. For instance, Li (2013) and Zhou and Huang (2013) used the commercial numerical tools of SHEAR7 and ANSYS-CFX to simulate the VIV of a riser at the full-scale and of its geometrically scaled-down models. Bearman et al. (2001) and Ren et al. (2011), in addition, designed a series of scaled-down experiments following the Froude similarity theory and fluid-structure interaction theory to investigate the VIV of risers. Lee and Allen (2010) conducted two flexible risers’ VIV tests mainly to investigate the effects of the top tension and structural stiffness on response. The previous studies disclosed the importance of the Reynolds number similarity and structural property similarity in designing the scaled-down experiment for the VIV of risers. In fact, it is found that the similarity of fluid-structure interaction parameters, such as the mass ratio, plays a crucial role in designing riser vibraation experiments within a certain range of Reynolds numbers.

Although a number of studies have already been devoted to reveal the scale effect for the VIV of risers, it is rarely investigated for wave-induced vibrations with neither numerical simulations nor laboratory experiments. The conclusions drawn from the VIV’s experiments, on the other hand, are not applicable for the wave-induced vibration since

	1) The Froude number similarity, which is verified not that important in the VIV of risers, could play a significant role in the wave-induced vibrations;

	2) The common fluid-structure interaction parameters, such as mass ratio, may be not as influential in the wave-induced vibration as in the VIV;

	3) The viscosity of the fluid, which is the key in determining the amplitudes and frequencies of VIV could be ignored in the wave kinematics, and hence in wave-induced vibrations.



Consequently, the structural design of the riser preventing the wave-induced vibrations is not as thorough as the designs concerning the VIV.

In the literature effect from wave is often treated as a static force calculated by Morison’s equation or other wave theory. While wave-induced vibrations are mostly coupled with water flow. To the authors’ best knowledge there is no separate analysis of the dynamic effect of waves on risers, and the scale effects.herein is still an open topic and should be systematically investigated. It is postulated that the structural parameters, together with the wave kinematics, are important in determining the wave-induced vibrations of a riser, and hence should be paid attention to when designing the scale-down experiments. In detail, the present study preliminarily investigates the scale effect of the riser vibrates under excitation of waves using the carefully designed wave-basin tests on the riser models with different geometric scales. After introduction, section 2 presents the design of the scaled riser models under investigation, the description of the wave test basin and facilities, experimental set up and the method of data analysis. Experimental results are discussed in section 3. Conclusions are drawn in section 4.




2 Experimental setup and procedure

A truncated model of a riser, at three different geometric scales, is placed in the wave-basin and its vibrations under the excitation of waves with different kinematics are measured. From the measurements of riser model vibrations, the scale effect of the wave-induced vibration is investigated, which focused on the influences of wave kinematics and structural properties of the riser model. This sections briefly reviews the similarity theories in describing the wave-induced vibration and articulates the set-ups and procedures to conduct the wave-basin tests for riser models at different geometric scales.



2.1 Similarity theory

Since the cost associate with an experiment of risers at the full-scale is unacceptably high, the academic investigations focusing on the dynamic features of wave-induced riser vibrations mainly relies on the scaled-down experiments. Given that the scaled-down experiments are commonly used to reveal dynamic behavior of complex systems, similarity theories have been developed for the design of them. Ideally, both the dynamic characteristics at the fluid side and the structure side should be similar for the prototype and the model. The perfectly scaled-down experiment, however, does not exist due to the absence of proper materials at both the fluid and structure sides. Consequently, the dominate dynamic features in the full-scale system should be identified, and corresponding similarity theory is developed for the design of the scaled-down experiments.

In the scaled-down experiment for the offshore structures, the Reynolds and Froude Number similarity theories are usually employed. It is widely acknowledged that Reynolds similarity is highly difficult to satisfy in the experiment. In the field of ocean engineering, the Froude similarity is most widely followed through adjust the geometry of the model and the velocity of the flow. When the wave dynamics is of concern, the Keulegan-Carpenter (KC) number similarity is also important as it reveals the periodic nature of the wave excitation. Froude similarity is applied in the current work. Table 1 provides the conversion of physical quantities between model and prototype. The ratio of seawater to freshwater density is γ (γ = 1.025).


Table 1 | Scaling criterion of physical quantities between model and prototype.



With regards to the wave-induced vibration of risers, it is expected that both the parameters in association with the KC number similarity and the fluid-structure interaction should play a role. In detail, it is postulated that the periodic nature of the wave excitation and the natural frequencies of the riser are both important in determining the dynamic responses of the riser under waves. In addition to the frequencies, the magnitudes of hydrodynamic forces and the structural properties of the riser together determine the amplitude of the vibration. Since there is no commonly acknowledged similarity theory to guide this kind of experiments, it is beneficial to reveal the relative importance of parameters for wave kinematics and structural properties, which could lead to discoveries of novel dimensionless number describing the dynamic responses of risers under the wave excitation.




2.2 Riser model

In order to investigate the scale effect for the riser vibrating under waves, a series of wave-basin tests were conducted and reported in the present study. In fact, riser models at different geometric scales were tested, which reveals the connections of frequencies and amplitudes of riser vibrations with wave kinematics and its structural properties. As revealed by Lee and Allen (2010), the axial and lateral stiffness, in the combination with the top tension, determines the dynamic features of the riser vibration under periodic excitation. So it is reasonable to ignore the axial stiffness of the riser as it seldom influences the structural responses of a riser in the range of wave elevations. Consequently, the top tension and the bending stiffness are focused in the design of the riser model in the present study.

The riser model employed is scaled down from a real riser used by China National Offshore Oil Corporation (CNOOC) in a project installed in the South China Sea. The major structural parameters of the riser at the full-scale is summarized in Table 2. Considering the restrictions of the wave-basin dimensions, the geometric scales for the design of the riser model are specified as 1:9, 1:12 and 1:15.


Table 2 | Geometric and structural characteristics of the CNOOC riser at the full-scale.



It is apparent that the geometrically perfect scaled-down of the real riser would lead to an unrealistic model with extremely thin ring as the cross-section. In fact, the riser model corresponding to the scale of 1:9 shows a thickness of 3.5 mm. Consequently, a novel approach to manufacture the riser model is suggested in the present study. Because the geometric and structural similarity are most important in the manufacturing process, it is designed that the outer diameter and the bending stiffness are preferentially scaled-down. This is achieved by the combination of round steel and polyvinyl chloride (PVC) pipes. In order to eliminate the additional stiffness brought about by the PVC tubes, they are disconnected along the whole length.

In fact, the scaled-down model is manufactured as follows. a) the fully-threaded steel rod with desired diameters is selected and truncated to be the core of the riser model, and to present the desired bending stiffness; b) PVC tube segments, with the outer diameters determined from the geometric scale, are manufactured; 3) the PVC tube segments placed onto the lateral supports of the core steel rod are assembled along the core steel rod using water-proof glue; d) the assembled PVC tube is sealed at both ends to have a water-tight riser model. Figure 1 shows the components, i.e., the steel core rod and the outer PVC tube segments, used to manufacture the riser model at different geometric scales.




Figure 1 | Comparison of riser models at different geometric scales.



To obtain the desired bending stiffness, the deflection of the assembled riser model is accurately measured in the mechanic laboratory using a three-point bending machine to apply the load. Supplementary Figure 1 shows the sketch for the bending test and the photo showing the site.

In addition to the bending stiffness, the top tension also influences the dynamic behavior of the riser. In fact, it is suggested that the dimensionless parameter of TL2/EI determines the behavior of the riser, in which T is the initial tension, L is the length of the riser and EI, in general, shows the bending stiffness. While TL2 larger than EI indicates string-like behavior of the riser, TL2/EI<1 implies that it is a beam-like structure. Consequently, three different slotted weights—47, 95, and 143 kg—are connected to the riser model at the geometric scale of 1:9 to evaluate the influence of top tension on wave-induced vibrations. Given the riser models are at three different geometric scales and three slotted weights are connected to the riser model at the scale of 1:9, six different riser models are under investigation. Table 3 summarizes the structural properties of them. For the sake of brevity, these models at the scales of 1:15, 1:12 and 1:9 are labeled as Small, Medium and Large model respectively. The value of slotted weights is appended to those label for further clarification.


Table 3 | Key parameters of the scaled riser model.






2.3 Experiment facilities

The riser models at different geometric scales are tested in the wave basin in the Shenzhen International Graduated School, Tsinghua University. In fact, the vibrations of the riser models under the regular waves with different kinematic characteristics were employed in the present study to investigate the wave-induced vibration.

In fact, the wave basin is 25m long, 8m wide and filled with water up to 5m shown in Supplementary Figure 2. In other words, the water depth of it is 5m. It is equipped with a flap wave maker and a wind tunnel at one end. While the regular waves are generated by the wave maker, the wind tunnel is turned off in the present experiment to eliminate the influence of winds on the vibration of riser models. The riser model is installed at the bottom of the trailer and placed in the middle of the basin. Given the diameters of the riser models and the location of their installation, the wall proximity effect are negligible. The maximum wave height generated in the basin is 0.75m. However, the wave heights are in the range of 0.1m~0.5m in the present study to avoid the stability issue for higher wave heights. Opposite to the wave maker, there is a absorbing beach at the end of the basin.

The trailer is controlled to positioned at the horizontal center of the basin and is fixed at the predefined location throughout the experiment, which provides a fixed boundary condition for the model. At the top end of the model, a force sensor is attached to measure the top tension during the experiment. At the lower end, a specifically designed frame is used to host the slotted weights. It is noted that the frame only restricts the horizontal movement of the slotted wight. The layout of the riser model is shown in Figure 2. Supplementary Figure 3 shows the apparatus connected to both ends of the riser model.




Figure 2 | Layout of the riser model in the wave basin.



In order to measure the dynamic responses of the riser model under waves, a series of strain gauges are attached along its axial direction. Since the dynamic responses near the free surface is of concern, the strain gauges are placed denser close to the free surface. More specifically, there are 6 gauges along the axis of the riser model, and their locations are shown in Figure 3. It is noted that the gauges are placed in pair to measure the strains for both the upstream and downstream directions. While the gauge P1 is located above the free surface, P2-P6 gauges are underwater. In fact, the gauge P1 is installed 0.75m beneath the top of the riser model, and is 0.35m above the still water. The signals of the gauges are sent to the central computer via the M3841 collection system as shown in Supplementary Figure 4. In addition, a series of wave elevation sensors are installed before the riser model to verify the wave load conditions. The specifications of the measuring equipment are summarized in Supplementary Table 1.




Figure 3 | Schematic diagram of strain gauge arrangement (unit: mm).






2.4 Experimental produces and wave load cases

During the wave-basin test, the riser could be regarded as a cantilever beam. In fact, it is essentially a truncated model, in which the influence of remaining riser occupying the water down to the seabed is ignored. At first, it is practically impossible to model the entire riser system as the riser in the real project is around 1800 meters long. Secondly, the wave-induced vibration is understandably only observed near the free surface. Therefore, a truncated model is fabricated in the present study. And the remaining part of the riser in fact provides the restriction for the motion of the truncated model. Considering the extensive length of the it, it is reasonable to assume it hardly restricts the dynamic responses of the model under the waves. Therefore, the model is regarded as a cantilever beam, and the restriction of the remaining riser part is simply ignored.

The general procedures to conduct the wave basin experiments are as follows: a) the core rod is manufactured according to the desired geometric scale and the strain gauges are attached to the rod at the prescribed locations; b) The core rod is connected to the outer PVC tube segments to prepare the riser model at different geometric scales; c) A three-dimensional force sensor is installed at the end of the trailer, and the interface is designed to connect with the riser model at its top end; d) The riser model, together with the desired slotted weight, is hoisted and installed onto the trailer (Figure 4); Meanwhile, the base frame is placed to the bottom of the wave basin; The riser model is then carefully moved by the trailer to the predefined position with the slotted weight perfectly hosted by the base frame; e) The wires connecting the strain gauges and the force sensor are sealed inside the outer PVC tube segments and dredged out to collect the signals to the central computer; f) The wave maker is activated to generate the regular waves and the measurements of the strains and top tensions are accumulated.




Figure 4 | Hoisting of the riser model.



With regards to the kinematics of waves, the heights and periods of regular waves were varied to provide different load cases. In fact, different wave kinematics are adopted for riser at different geometric scales. For the Small riser model, the wave height ranges from 0.1m to 0.4m and the wave periods ranges from 0.7s to 2.0s. For the Medium riser model, the wave height varies in the range of 0.12m-0.45m, and the wave period varies in the range of 0.79s to 2.07s. The wave heights and periods both increase in the test corresponding to the Large riser model to ranges of 0.15m-0.56m and 0.84s-2.24s. The details of the load cases employed are illustrated in the Table 4; Supplementary Tables 2, 3. All the waves are seen as deep-water waves. During the test, the wave parameters are controlled by the wave-making system.


Table 4 | Regular wave height and period for Small pipe model test.






2.5 Data analysis

Strains of the riser model are the main measurement accumulated in the wave-basin test. Given the strains at various positions along the riser model are measured, the dynamic displacements are discerned via modal analysis. In addition, it is well known, from the VIV experiments, that the dynamic responses of a riser may couple with the tension to present a complex fluid-structure interaction phenomenon, in which the simple modal analysis linking the strains and dynamic displacements of a riser is no longer applicable. Consequently, the strain gauges are arranged symmetrically about the axis of the riser in the wave-incident direction to evaluate the influence of vibrations on the tension, and in turn on the strains of a riser.



2.5.1 Strain acquisition

Since it is reported, in the literature concerning the VIV, that the vibration could induce periodic variations in tension, which ultimately influences the dynamic responses of the riser, the strains measured symmetrically about the neutral axis in the wave-basin are employed to eliminate the influence of tensions. In detail, the strains measured across the neutral axis of the riser show the variation of the neutral position of the riser model, which indirectly reveals the deformation characteristics of the riser.

Figure 5 shows a segment of strain time history measured at the position of P5 under the load case of #13 corresponding to the Large143 model. It is observed from the figure that the two strain time serials are equal in value and opposite in the sign, and the averages of the strains in the opposite directions is acceptably close to zero. Such an feature implies that the riser model under investigation in the wave-basin test is in the pure bending state, in which the shear does not play a dominate role. In other words, the strain measurements corresponding to the upstream face of the riser in the wave-incident direction contain all the information required to estimate the dynamic displacements, and therefore only those measured at the upstream face are used for subsequent processing and discussion.




Figure 5 | Strain time history for Large143 pipe under condition #13.






2.5.2 Modal analysis

The strains measured at the upstream face are used to infer the vibration response of the riser via modal analysis  (Equations 1–6) as demonstrated by Gao et al. (2015). In detail, it is assumed that there are n-th modes participating in the dynamic response of the riser, and the displacement at a given location along the riser axis is obtained through a linear superposition of the participated modes. In other words, the displacement along the axis of a riser model is expressed as:

 

where x(z,t) is the displacement of a riser in the wave-incident direction;z shows the vertical coordinates of the location; t is the time; φi is the shape of i-th mode participating in vibration; n is the highest mode order considered in the modal analysis; hi is the i-th mode contributing coefficient, i.e., the contribution of the i-th mode to the total displacement response of the system. The relationship between the displacement and curvature κ(z, t) shows:

 

From the structural dynamics of a cantilever beam, its mode shapes are,

 

where A1 and ai are undetermined constants. Then the curvature corresponding to the selected mode shape is given by

 

According to classic structural dynamics (Liu et al., 2005), the first four solutions of aL are 1.875, 4.964, 7.855 and 10.996, respectively.

Considering the relationship between curvature and strain ϵ:

 

where R is the diameter of steel rod, it is derived that

 

in which   is the i-th mode contribution coefficient to the total strain. The relationship between displacement and strain can then be obtained combing the relationships shown in Equations (7):

 

With the help of the measurements of strains taken, the contribution coefficients of the modes participated in the dynamic responses of the riser model are determined, which in turn leads to the estimates of the displacements given the known mode shape. Figure 6A shows the time history of the contribution coefficients of the first four modes corresponding to the riser model at the geometric scale of 1:15 under the load case of #1. The coefficients are around -6×10-6 ~ 1×10-5、-8×10-6 ~ 7×10-6 、-9×10-7 ~ 1×10-6and -9×10-7 ~ 7×10-7, respectively. Therefore, the first two order modes are considered dominant the vibration of the riser model. The sum of the energies corresponding to the first three modes reaches 95% (Figure 6B). Consequently, it is sufficient to estimate the vibration of the riser model considering the first three participating modes.




Figure 6 | Contribution coefficients of the first four modes: (A) Temporal variation; (B) Percentages.








3 Results and discussions

Including the riser models at different geometric scales and slotted weights applied at the end, there are 6 different models tested in the wave basin. For each of them, 13 different load cases are applied, which is named as #1 through #13. Using the measurements of strains, the dynamic responses, mainly the vibration frequency and amplitudes, are analyzed to reveal the scale effect of risers vibrated in waves.



3.1 Spectrum of the displacement

With the help of the measurements of strains at different location along the riser model, the time histories of displacements at corresponding locations are obtained, which are used to show the spectral characteristics of the vibrations through Fourier transformations.

Figure 7 depicts the vibration spectra at different sampling points for the Large0 model under the load condition of #12 (see Supplementary Table 3). It is revealed from the figure that the vibration of the riser model is fairly periodic with a dominant frequency equaling to the frequency of the wave excitation. In some cases, the secondary vibration frequency, which is twice as the wave excitation frequency, cannot be ignored.




Figure 7 | Spectrum for Large0 pipe (Fr=0.70, KC=25.13).



In addition to the spectral characteristics, the time histories of the displacements also leads to the estimates of the vibration amplitudes. Figure 8 shows the root-mean square of displacements normalized by the diameter of the riser models under the excitation of the load case of #1. It is noted that the first point showing a vertical coordinate of 0.35m is above the still water surface, and the other five points are well below the water surface even in the wave condition. As expected, Figure 8 shows that the vibration amplitude for all the riser model under investigation increases downwards. Such a finding substantiates that the experiment configuration discloses the dynamic responses of a cantilever beam under the excitation of waves.




Figure 8 | Amplitude along with the risers.






3.2 Vibration amplitude along the riser model

According to the structural dynamic theory concerning the cantilever beam, it is postulated that the vibration amplitudes of the riser model is related to the distance from the fixed end of the riser model in a nearly cubic fashion. In fact, when the excitation of waves is modeled as external loads mainly applied within a narrow band near the water surface, the deformation of the riser model can be satisfactorily described as a cubic function of the distance from the fixed end. Figure 9 shows the variation of the vibration amplitude of the Small model with the distance from the fixed end under the load cases of #3 and #12. The cubic functions calculated by fitting the measured vibration amplitudes are also included here. It is noted that the vibration amplitude is defined as the standard deviations of the time series of displacements obtained from the wave basin test.




Figure 9 | Amplitude with the distance to the fixed end.



The agreement shown in Figure 9 between the vibration amplitudes and the fitted cubic function indicates that amplitudes of wave-induced vibration beneath the water surface can be satisfactorily estimated via the wave-induced vibrations observed near the water surface. The coefficients of the fitting function differ due to their wave height and period. As the wave height period increases, the corresponding absolute value of the coefficient also increases.




3.3 Vibration amplitude with scale ratio

In the present study, both geometry similarity of the pipe and wave load similarity are considered following the Froude criterion. Froude number for each wave load case (#1 ~ #11) corresponding to different pipes is approximately equal. Figure 10 compares the nondimensional amplitude for these eleven load cases with different scale ratios. Theoretically each curve with the same Froude number should be a horizontal line. It is shown that dimensionless amplitude decreases with scale ratio almost linearly for case #1, #2, #4 and #7; while for the other group the curve shows a hill shape. Apparently, the straight lines occur when the wave height and period are both small in these cases nonlinearities are not that intense. Vibrations are influenced mainly by the magnitude of the wave forces. Also, it should be mentioned that the bending stiffness can not be exactly scaled down. In fact, it is smaller than its theoretical value, which makes the vibration frequency near the natural frequency for Medium model causing a larger amplitude, i.e. the hill-like curves. In the later case, the nonlinearity increases with the wave hydrodynamics and the structural characteristics start to play the dominant roles. Therefore, these results indicate a greater impact of structural properties of the riser than fluid characteristics given nonlinear enhancement of waves.




Figure 10 | Vibration amplitude x/D with different scale ratios.






3.4 Influence of wave periods

As in the VIVs, it is concerned that the resonance occurred in the wave-induced vibration could bring significant damages to the riser. Therefore, it is interesting to reveal the connections between the amplitudes and the wave periods. Figure 11 shows the variation of the wave-induced vibration amplitudes with the wave period for the riser models without slotted weights, i.e. the Small, Medium and Large0 models. Since it is shown that the vibration amplitudes of the entire riser model can be well represented by the those near the water surface, these amplitudes shown here all corresponds to the sampling point of P2. It is noted that the load cases are in association with different wave heights. While the wave heights in the load cases of #1~6 are 0.1m, the wave heights in the load cases of #7~11 are 0.2m.




Figure 11 | Variation of amplitude with wave period for different pipes: # 1~6, Hw = 0.1m; # 7~11, Hw = 0.2m.



It is shown from the figure that vibration amplitudes first increase with the wave periods and then decreases with a peak appeared in the middle. The only exception is found for the Large model in the load case with the wave height of 0.1m, and can be explained as the wave excitation is not strong enough to induce the resonance. Other curves shown in Figure 11, on the other hand, contain a resonance peak illustrate the importance of wave periods in describing the wave-induced vibration. To be more specific, the natural frequencies of different riser models are calculated and compared to the wave periods corresponding to the resonance peaks. In detail, the natural frequencies of the riser model are estimated (Equation 8) according to Lee and Allen (2010) as

 ,

 

where n is the selected mode number,   and   are the nth natural frequency or period of the riser model, m and   are the mass and the length of the riser model;   shows the bending stiffness and   is the initial tension. Table 5 compares the periods corresponding to the resonance peak shown in Figure 11 with the natural frequencies of the corresponding riser model. For the Small model, the resonance peaks are observed at Tw = 1.2s (Hw = 0.1m) and 1.5s (Hw = 0.2m), which is near the second natural period of this pipe (Tn = 1.1s). For the Large0 model, the frequencies corresponding to the resonance peaks are 0.84s (Hw = 0.1m) and 2.16s (Hw = 0.2m), which agrees with the corresponding first and second order natural frequencies.


Table 5 | Wave periods with peaks and natural periods of different model.






3.5 Influence of the top tension

As revealed in Figure 11 and Table 5, the resonance occurs when the periods of the wave excitation are close to the natural periods of the riser model. Since the natural frequency is related to not only the bending stiffness, but also the tension when the riser behaves as a string, it is reasonable to suggest that the wave-induced vibrations is influenced by the top tensions applied to the model.

Figure 12 depicts the time history of the fluctuating tension, strain and non-dimensional vibration displacement and their corresponding spectrum for Small pipe at Load case #1. The second column in the figure is the initial part of the first column to present a close look on the vibration curves. It’s shown that top tension, strain and displacement are nearly in phase and there is no hysteresis among them. In addition, the dominant frequency corresponding to tensions, strains and vibrations are the same (~1.4 Hz) in this specific case. Such simultaneous measurements of top tension and vibration under the excitation of waves indicate that waves cause the variation in the tension with no lag comparing to the dynamic vibration of the riser model.




Figure 12 | Time history and spectrum of fluctuating tension, strain and dimensionless displacement (Small pipe, Load case #1).



Figure 13 shows the variation of the amplitude with the initial tension at sampling point P2 corresponding to the models with different slotted weights, i.e., the Large0 model to Large143 model. Six curves correspond to the first six wave load cases (see Table 4; Supplementary Tables 2, 3). It is observed from the figure that the amplitudes of wave-induced vibration decrease with the top tension monotonically with a rebound at Load case #1, #2 and #4. It maybe because the second order natural period of the Large143 model is close to these wave periods.




Figure 13 | Variation of amplitude with the initial top tension.






3.6 Influence of the KCd·TL2/EI on amplitude

From the investigation on the amplitudes of vibrations under the influences of the distance from the fixed end, the wave period and the initial tensions applied to the riser model, it is suggested that the estimate of the vibration amplitude should take into consideration wave periods and structural properties of the riser model. In addition, it is common knowledge that the wave-induced vibration amplitude is in connection with the wave height, i.e., the strength of external loading, and the bending stiffness of the riser model. Consequently, it is attempted, based on the measurements of the wave-basin experiment, to suggest a dimensionless parameter to estimate the vibration amplitude of risers.

In fluid dynamics, the   number is an important dimensionless parameter ( ) that characterizes the periodic wave forces acing on offshore platforms. By definition, the KC number quantifies the relative importance of resistance over inertial forces on blunt bodies in oscillating flows. The present study revised the   number to indicate the general strength of the wave loads in a distance of   from the fixed end of the riser model. In other words, the present study suggests that the distance from the fixed end (  ) replaces the characteristic length of the bluff body (  ) to deliver a   number.

In structural dynamics,   is widely used to measure the relative importance of two different mechanism contributed to the total structural stiffness of a riser (Ren et al., 2020). In detail,   shows the stiffness resulted from the string-like behaviour, and   gives the stiffness of beam-like behaviour. Such a dimensionless parameter is hence borrowed in the present study to show the overall stiffness and to imply the natural frequencies of the riser.

Combing the revised   number and the dimensionless parameter of  , the present study suggests a new dimensionless number   (π1 = KCd·TL2/EI), which comprehensively takes the wave and structure into account, to estimate the amplitude of wave-induced vibrations. Figure 14 shows the amplitude normalized by the cubic of the distance x at sampling points P1 to P6 as a function of   for six models. It is concluded that the normalized amplitude collapse into a single curve described by a function of π1. The amplitudes at the sample point P1 agree with the global trend but their magnitude are one order larger than the value at P2 to P6. There are two ways this could be interpreted. The first one is this P1 is above the water surface which leads to different loading and vibration. The other one is near the fixed end where the boundary condition has primary effect. So the conclusion here predicting wave-induced vibrations is not applicable to the sampling point which is above the water surface or near the boundary (x/L< 0.2). That is the limitation of the proposed dimensionless parameter. While it is suitable to describe the wave-induced vibration for those underwater and away from the boundary (x/L > 0.2).




Figure 14 | Variation of normalized amplitude with KCd*TL2/EI for six pipes: (A) P1; (B) P2~P6.



It is discerned from the figure that the normalized vibration amplitudes monotonically increase with the dimensionless parameter of  . In fact, it is found that the normalized amplitude marginally increases when   is below 10, and the increase is significantly expanded when  . From such an observation, it is suggested that further studies can be conducted separately for the wave-induced vibration of risers corresponding to the regime of   and  .




3.7 Dominant vibration frequency

Figure 15 shows the dominant vibration frequency reduced by wave incidence frequency between different sampling points of each pipe. It’s obvious from the figure that the dominant frequency of the vibration agrees, in most cases, the wave incident frequency. In certain cases, the dominant frequency of vibration is 2, 3, 5, or 6 times the wave frequency. In Figure 15C, the dominant frequency of Large0 pipe under conditions # 4 and # 8 ~ #9 is twice the wave frequency; while it is threefold under conditions # 10~# 13 and fivefold (0.51Hz vs 2.49Hz) under conditions # 13 for the Small pipe. It should be noted that different sampling points have different frequency component at the same load case. P5 and P6 usually have higher dominant frequency and more spectral components. The generation of the multi-frequency is related to the higher-order components generated by waves passing through a cylinder. The displacement at the lower end of the pipe to be delayed compared to the displacement at the upper end. The lower end of the riser has not yet returned to its equilibrium position Thus, the displacement at the lower end is excited by the superposition of multiple waves.




Figure 15 | Dominant frequency at different sampling points normalized by wave frequency: (A) Small; (B) Medium; (C) Large0; (D) Large47; (E) Large95; (F) Large143.







4 Conclusion

Multiple scaled riser model tests under regular waves were conducted in a wave basin to study the scale effect of riser in waves. Considering that the hydrodynamic geometries and the structural stiffness are the most influential factors in determining the dynamic responses of a riser under the excitation of waves, the present study offers a novel design of the scaled-down model of risers combing the disconnected PVC tubes with steel core rod.

Using the novel riser models, a series of wave-basin tests were carried out with different wave kinematics and riser models at different geometric scales. The results show that the vibration amplitude of the riser model is a cubic function with the distance x from the fixed end. When the wave height is constant, the amplitude of wave-induced vibrations varies with the wave period showing a resonance peak around the pipe’s natural period. Based on the measurement concerning the wave-induced vibrations along the riser model, a dimensionless number π1 = KCd·TL2/EI is introduced where L is the pipe length, EI is the bending stiffness, T is the top tension and the characteristic length in the KC number is taken as the distance x. The normalized amplitude of the wave-induced vibration is found increase with this parameter. While the increase of normalized vibration amplitude is only marginal when  , it significantly expanded when  .
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5 12227 2173 695 7.16
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Parameter ng Mass Weak Interlayer Silty stone Argillaceous Siltstone = Limestone
Natural unit gravity (kN/m’) 20 21 23 255 258
Saturated unit weight (KN/m?*) 22 23 25.9 269 268
Cohesion (kPa) 130 12 120 200 350
The cohesion of dry-wet cycles zone (kPa) ‘ 117.42 6.9 / / /
Friction angle (°) 22 18 21 30 ‘ 32
Friction angle of dry-wet cycles zone (°) 216 5.92 / / /
Tensile strength (kPa) 1 1 30 100 150
Saturated permeability coefficient (m/s) 1157E-4 3472E-5 5.787E-6 5.785E-5 /
Saturated volumetric water content 025 035 025 035 /
Residual volumetric water content 0.09 0.05 0.12 0.12 /

I indicates parameters that are not used.





OPS/images/fmars.2023.1161366/im1.jpg





OPS/images/fmars.2023.1161366/im10.jpg
[(2)





OPS/images/fmars.2023.1161366/im11.jpg





OPS/images/fmars.2023.1161366/fmars-10-1161366-g011.jpg
<

uonUNY UONNQHISIP dANR[NWND

——P,=07

L i

118

1.16

25

20

L
e = e

uonouny Aysusp Ajqeqol

L
0.0

L
0.6

0.4

0.2

0.2

0.4

8

7.4

L L
) = o © =
= = © < ©

(%)'d *amyrey jo Ajiqeqord

6.2
-0.

Factor of safety

Factor of safety

Correlation coefficient





OPS/images/fmars.2023.1161366/fmars-10-1161366-g012.jpg
1z 2 [
f <

ISRUE o 2 [
) g 5
< £ £

g g 16 be L
= 81 5 bl S
o g 7 oef 2

=] ——35 o) = L
z S g
g 6 2 gt ©
) = o
;| Z £

& £ k] F
~ S 4 2
4 = £
3

ol L

9 L L L L L . L L i i f i L i
0.0 05 1.0 1.5 20 25 30 35 40 45 1.10 1.15 1.20 1.25 1.30 1.35 10 15 1.20 1.25 1. 30 435
Scale of fluctuation Factor of safety Factor of safety






OPS/images/fmars.2023.1161366/fmars-10-1161366-g013.jpg
©

(

%

)

o

d

‘

Al =) [N

amire jo A)jiqeqoid

Numbers of dry-wet cycles





OPS/images/fmars.2023.1161366/fmars-10-1161366-g014.jpg
Probability of failure, Py (%)

—u— Weak interlayer
—e— Sliding mass

10 15 20 25 30
Numbers of dry-wet cycles





OPS/images/fmars.2023.1161366/fmars-10-1161366-g008.jpg
Probability of failure, P (%)

100 - -—u
5 ——

80

70

60

50
—=— COV, =0

—e— COV,=0.3

40
30
20
10

1 " 1 . 1 " 1 " 1 "
0. 00 0.05 0. 10 0.15 0.20 0.25

Seismic coefficient






OPS/images/fmars.2023.1161366/fmars-10-1161366-g009.jpg
Probability density function

L.
0.80 0.

85

A
0.90 0.

95 1.00 1.05 1.10 1.15 1.20
Factor of safety

M
1.25 1.30

Cumulative distribution function

SRS A = = = =

0.8

0.9

1.0 1.1
Factor of safety

1.2

1. 3





OPS/images/fmars.2023.1161366/fmars-10-1161366-g010.jpg
Probability of failure, (%)

40

30

25

20

15

10

B C

45

s 10

35
z £ 081
2 30 g
] 5
E a5t S sl

= 0.6
£ ki
Z g0l =
-@ 20 _.3
=

2 15f B War
= - |
) 2
s 0F 2
S =S 0.2
GO 2

0F 0.0 F

L ! L L L L . L L L
0.2 0.3 0.4 0.5 L0 L2 1.3 1.4 L5 1.6 Lo L2 1.3 14 .5
cov Factor of safety Factor of safety





OPS/xhtml/Nav.xhtml




Contents





		Cover



		Frontiers in marine sciences, social sciences and engineering research related to marine (renewable) energy development



		Editorial: Frontiers in marine sciences, social sciences and engineering research related to marine (renewable) energy development



		Author contributions



		Conflict of interest



		References









		Reliability evaluation of reservoir bank slopes with weak interlayers considering spatial variability



		1 Introduction



		2 Study area



		3 Methodology



		3.1 Morgenstern-price method



		3.2 Random field theory



		3.3 Monte Carlo simulation



		3.4 Latin hypercube sampling



		3.5 Computational model of the Zhaoshuling landslide



		3.6 Operating conditions









		4 Result



		4.1 Reliability analysis of landslide under reservoir water level and rainfall



		4.1.1 January 1st ~ March 20th



		4.1.2 March 21th~ June 10th



		4.1.3 June 11th ~ August 20th



		4.1.4 August 21st ~ October 20th



		4.1.5 October 21st ~ December 31st









		4.2 Reliability analysis of landslide under combined seismic action of reservoir water level and rainfall



		4.3 Sensitivity analysis



		4.3.1 The effect of the COV



		4.3.2 The effect of the correlation coefficient



		4.3.3 The effect of the fluctuation















		5 Discussion



		6 Conclusion



		Data availability statement



		Author contributions



		Funding



		Conflict of interest



		References









		Seabed fluid flow in the China Seas



		1 Introduction



		2 Geological settings of the China Seas



		3 Seabed fluid flow in the Bohai Sea



		4 Seabed fluid flow in the Yellow Sea



		5 Seabed fluid flow in the East China Sea



		6 Seabed fluid flow in the South China Sea



		7 Summaries and conclusions



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		References









		Characterizing seabed sediments at contrasting offshore renewable energy sites



		1 Introduction



		2 Study area



		3 Methods



		3.1 Laboratory work



		3.2 Data analysis



		3.3 Environmental variables









		4 Results



		4.1 Particle size analysis



		4.2 Comparison of sediment properties with environmental variables









		5 Discussion



		5.1 Offshore wind turbines



		5.2 Tidal energy



		5.2.1 Tidal stream devices



		5.2.2 Tidal range power plants















		6 Conclusion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		Footnotes



		References









		Deformation analysis of underwater shield tunnelling based on HSS model parameter obtained by the Bayesian approach



		1 Introduction



		2 Study area



		3 Methodology



		3.1 Transformation model



		3.1.1 Cavity expansion model



		3.1.2 Correlations between qc and 









		3.2 Calibration chamber test



		3.3 Transformation model verification



		3.4 Bayesian probability characterization of 



		3.4.1 Inherent variability of 



		3.4.2 Transformation uncertainty



		3.4.3 Bayesian framework















		4 Results and discussion



		4.1 Probability distribution of 



		4.2 Sensitivity analysis of Bayesian approach



		4.2.1 Mean μ



		4.2.2 Standard deviation σ









		4.3 Deformation analysis of underwater shield tunnelling



		4.3.1 Numerical model



		4.3.2 Comparison between numerical simulation and field measurement









		4.4 Influencing factors of river bed settlement



		4.4.1 Support pressure



		4.4.2 Shield slope



		4.4.3 Buried depth



		4.4.4 Water level















		5 Conclusions



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		References









		Assessing the liquefaction potential of seabed soils based on ocean ambient noise in the Yellow River Delta



		1 Introduction



		2 Geological overview



		3 Inversion method



		4 Results and discussion



		4.1 Characteristics of ocean ambient noise



		4.2 Inversion results of shear wave velocity



		4.3 Shear wave velocity threshold



		4.4 Soil liquefaction assessment









		5 Conclusion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		References









		Field investigation on the impact of vehicle traffic on the vibration of ancient seawalls in Qiantang River



		1 Introduction



		2 Basic information on the ancient seawall



		3 Test plan



		3.1 Pulsation test



		3.2 Vehicle-induced vibration test



		3.2.1 Different axle load conditions



		3.2.2 Different vehicle speed conditions















		4 Test results and analysis



		4.1 Time-domain results



		4.1.1 Pulsation



		4.1.2 Different axle load conditions



		4.1.3 Different vehicle speed conditions









		4.2 Frequency domain results



		4.2.1 One-third octave results for different axle load conditions



		4.2.2 One-third octave results for different vehicle speed conditions















		5 Analysis and discussion



		6 Conclusion



		Data availability statement



		Author contributions



		Funding



		Conflict of interest



		References









		The effect of PVD layout on the consolidation characteristics of dredged slurry under vacuum preloading



		1 Introduction



		2 Experimental materials and methods



		2.1 Testing materials



		2.2 Testing apparatus



		2.3 Testing procedure









		3 Test results



		3.1 Discharged water



		3.2 Pore water pressure dissipation



		3.3 Horizontal displacement of slurry elements



		3.4 Vertical displacement of slurry elements



		3.5 Strain profile of slurry elements



		3.6 Clogging zone development









		4 Discussion



		4.1 Consolidation characteristics under different PVD layout



		4.2 Potential application









		5 Conclusions



		Data availability statement



		Author contributions



		Conflict of interest



		References









		Application of nonlinear stiffness mechanism on energy harvesting from vortex-induced vibrations



		1 Introduction



		2 VIV modelling for energy harvesting



		2.1 Governing equations for VIV based on wake oscillator model



		2.2 Nonlinear spring system



		2.3 State space model for solving governing equations



		2.4 Model parameters and verification of numerical model









		3 Energy harvesting performance and dynamic responses for VIV system with nonlinear springs



		3.1 Energy harvesting performance



		3.2 Dynamic responses of VIV system with nonlinear springs









		4 Key parameters for VIV system with nonlinear springs



		4.1 Nondimensional undeformed spring length



		4.2 Structural damping



		4.3 Initial conditions









		5 Conclusions



		Data availability statement



		Author contributions



		Funding



		Conflict of interest



		References









		Quantifying conditional probabilities of fish-turbine encounters and impacts



		1 Introduction



		2 Methods



		2.1 Model description



		2.2 Tidal turbine dimensions



		2.3 Empirical data description



		2.4 Factors contributing to model component probabilities



		2.5 Estimating empirical probabilities









		3 Results



		4 Discussion



		5 Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References









		Tensioned flexible riser vibrations under wave excitation, an investigation on the scale effect



		1 Introduction



		2 Experimental setup and procedure



		2.1 Similarity theory



		2.2 Riser model



		2.3 Experiment facilities



		2.4 Experimental produces and wave load cases



		2.5 Data analysis



		2.5.1 Strain acquisition



		2.5.2 Modal analysis















		3 Results and discussions



		3.1 Spectrum of the displacement



		3.2 Vibration amplitude along the riser model



		3.3 Vibration amplitude with scale ratio



		3.4 Influence of wave periods



		3.5 Influence of the top tension



		3.6 Influence of the KCd·TL2/EI on amplitude



		3.7 Dominant vibration frequency









		4 Conclusion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Supplementary material



		References























OPS/images/fmars.2023.1161366/fmars-10-1161366-g002.jpg
>

Height of reservoir water level (m)

180

175

=T

170

T

165

T

160

T

T

155

150

T

145

L — e ——_———

2011

2013

2015
Date

2017

2019

Precipitation(mm)

800 [

600 -

400

200 [

2011

2013

2015
Date

2017

2019






OPS/images/fmars.2023.1161366/fmars-10-1161366-g003.jpg
Elevation (m)

Sliding zone

Sliding mass

|Weak inlcrluicr -
[Silty mudstone

|Argillaceous siltstone

[Limestone

IDry-wet cycles section of sliding mass
[Underwater section of sliding mass

Dri—wel cicles section of weak inlerlaier-

[Underwater section of weak interlayer
[Saturated silty mudstone
[Saturated argillaceous siltstone

50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850 900 950 10001050110011501200
Distance (m)





OPS/images/fmars.2023.1161366/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1161366/fmars-10-1161366-g001.jpg
B 10 28307 e vl E 110 22307





OPS/images/fmars.2023.1161366/fmars-10-1161366-g006.jpg
Mean

. 258

—— Mean

—— Standard Deviation - 022
- 256 . 020
254 . 018

252
’ 016

250
. 014

248
. 012

246
. 010

. 244
0. 008

0 1000 2000 3000 4000 5000
Number of samples

Standard Deviation





OPS/images/fmars.2023.1161366/fmars-10-1161366-g007.jpg
Failure probability (%)

10

== Failure probability [l Monthy rainfall —=— Reservoir water level

1/1 2/1 3/1 4/1 5/1 6/1 7/1 8/1 9/1 10/1 11/112/1 1/1
Time(month/day)

60

8 g 5 g
Monthy rainfall (mm)

5

180

170

160

150

140

130

120

Reservoir water level (m)





OPS/images/fmars.2023.1161366/fmars-10-1161366-g004.jpg





OPS/images/fmars.2023.1161366/fmars-10-1161366-g005.jpg
Property Contour Viewer
Drained Cohesion (kPa)
0.000
30.000
€0.000
90.000
120.000
150.000
180.000
210.000
240.000
270.000
300.000
330.000

360.000

Property Contour Viewer

Phi (degrees)
0.000
3.750
7.500
11.250
15.000
18.750
22.500
26.250
30.000
33.750
37.500
41.250

45.000






OPS/images/fmars.2024.1421628/crossmark.jpg
©

2

i

|





OPS/images/fmars.2024.1372676/table5.jpg
Riser Model Wave period Natural period (s)

with peaks (s)
Small 12&15 1.1 (2nd)

Medium 1.57 & 1.57 1.2 (2nd)

Large0 0.84 &2.16 0.7 (2nd) & 2.3 (1st)






OPS/images/fmars.2024.1372676/table4.jpg
Frequency Froude No.
Height H/m f/Hz
1 0.10 0.70 140 0.64 9.82
2 0.10 0.90 L11 0.39 9.82
3 0.10 1.00 1.00 0.31 9.82
4 0.10 120 0.83 0.22 9.82
5 0.10 1.50 0.67 0.14 9.82
6 0.10 1.80 0.56 0.10 9.82
7 0.20 1.02 0.98 1.21 19.64
8 0.20 1.20 0.83 0.87 19.64
9 020 1.50 0.67 0.56 19.64
10 0.20 1.80 0.56 0.39 19.64
11 0.20 2.00 0.50 0.31 19.64
12 0.30 2.00 0.50 0.71 29.45
13 0.40 2.00 0.50 1.26 39.27






OPS/images/fmars.2024.1372676/table3.jpg
Medium ge0 Large47 Large95 Largel43
Scale Ratio L15 112 19 1.9 1.9 1.9
Outer Diameter of the PVC Pipe/mm 32 40 50 50 50 50
Diameter of the Steel Rod/mm 10 12 24 24 24 24
Measured EI of the F‘ipe/Nm2 107 118 1937 1937 1937 1937
Total Mass/kg 7.6 10.6 288 28.8 288 288
Slotted Weight/kg 0 0 0 47 95 143
Pipe Length/m 6 6 6 6 6 6
Initial Tension/N 99.7 1454 186.7 579.2 1092.6 1565.5
TL*/EI 335 442 35 10.8 203 29.0





OPS/images/fmars.2024.1372676/table2.jpg
Outer diameter (mm) 457
Thickness (mm) 31.8
EI of the Pipe (Nm?) 2x10°
Mass (kg) 6x10°
Length (m) 1800
Material API PSL2 X65 Carbon Steel





OPS/images/fmars.2023.1161366/im36.jpg





OPS/images/fmars.2023.1161366/im4.jpg





OPS/images/fmars.2023.1161366/im5.jpg
Ly





OPS/images/fmars.2023.1161366/im52.jpg
COVp < 0.1





OPS/images/fmars.2023.1161366/im32.jpg





OPS/images/fmars.2023.1161366/im33.jpg





OPS/images/fmars.2023.1161366/im34.jpg





OPS/images/fmars.2023.1161366/im35.jpg





OPS/images/fmars.2023.1161366/im30.jpg





OPS/images/fmars.2023.1161366/im31.jpg





OPS/images/back-cover.jpg
Frontiers in
Marine Science

Explores ocean-based solutions for emerging
global challenges

The third most-cited marine and freshwater
biology journal, advancing our understanding
of marine systems and addressing global
challenges including overfishing, pollution, and
climate change.

Discover the latest
Research Topics Frontors

Frontiers in
Marine Science

Frontiers

Avenue do Trbunal-Fédéral 34
1005 Lausanne, Switzer
frontiersinorg

Contactus

+41(0)21 5101700
frontersin ora/about/contact






OPS/images/fmars.2023.1161366/M10.jpg
P = //Lxm
(10





OPS/images/fmars.2023.1161366/M11.jpg
an





OPS/images/fmars.2023.1161366/M12.jpg
Cov = 12)






OPS/images/fmars.2023.1161366/im74.jpg





OPS/images/fmars.2023.1161366/im8.jpg





OPS/images/fmars.2023.1161366/im9.jpg





OPS/images/fmars.2023.1161366/M1.jpg
s

_ & (cALR+RNtang)
'S WLy-S NLy

[0





OPS/images/fmars.2023.1161366/im6.jpg





OPS/images/fmars.2023.1161366/im7.jpg





OPS/images/fmars.2023.1161366/im73.jpg





OPS/images/fmars.2023.1270286/im80.jpg
lo/D =10





OPS/images/fmars.2023.1270286/im8.jpg





OPS/images/fmars.2023.1270286/im79.jpg
0.1





OPS/images/fmars.2023.1270286/im78.jpg
U=08 m/s





OPS/images/fmars.2023.1270286/im77.jpg





OPS/images/fmars.2023.1161366/im2.jpg





OPS/images/fmars.2023.1161366/im20.jpg
T, and T,





OPS/images/fmars.2023.1161366/im16.jpg





OPS/images/fmars.2023.1161366/im17.jpg





OPS/images/fmars.2023.1161366/im18.jpg





OPS/images/fmars.2023.1161366/im19.jpg
o(z))





OPS/images/fmars.2023.1161366/im12.jpg
[(2)





OPS/images/fmars.2023.1161366/im13.jpg
[(2)





OPS/images/fmars.2023.1161366/im14.jpg





OPS/images/fmars.2023.1161366/im15.jpg





OPS/images/fmars.2023.1270286/im85.jpg





OPS/images/fmars.2023.1270286/im84.jpg





OPS/images/fmars.2023.1270286/im83.jpg





OPS/images/fmars.2023.1270286/im82.jpg





OPS/images/fmars.2023.1270286/im81.jpg





OPS/images/fmars.2023.1161366/im3.jpg





OPS/images/fmars.2023.1161366/im26.jpg
RotN x K





OPS/images/fmars.2023.1161366/im27.jpg





OPS/images/fmars.2023.1161366/im28.jpg





OPS/images/fmars.2023.1161366/im29.jpg





OPS/images/fmars.2023.1161366/im22.jpg





OPS/images/fmars.2023.1161366/im23.jpg





OPS/images/fmars.2023.1161366/im24.jpg





OPS/images/fmars.2023.1161366/im25.jpg
PoIN x K





OPS/images/fmars.2023.1161366/im21.jpg





OPS/images/fmars.2023.1270286/im121.jpg





OPS/images/fmars.2023.1270286/M10.jpg
(10)





OPS/images/fmars.2023.1270286/im120.jpg





OPS/images/fmars.2023.1270286/M1.jpg
(s gmcion? )3+ [re v (5

RStU

)pzf]y+rm = 1PUDCu

W





OPS/images/fmars.2023.1270286/im12.jpg





OPS/images/fmars.2023.1270286/im99.jpg





OPS/images/fmars.2023.1270286/im119.jpg





OPS/images/fmars.2023.1270286/im98.jpg





OPS/images/fmars.2023.1270286/im118.jpg





OPS/images/fmars.2023.1270286/im97.jpg





OPS/images/fmars.2023.1270286/im117.jpg





OPS/images/fmars.2023.1270286/im96.jpg
U=07m/s





OPS/images/fmars.2023.1270286/im95.jpg





OPS/images/fmars.2023.1270286/im125.jpg





OPS/images/fmars.2023.1270286/im124.jpg





OPS/images/fmars.2023.1270286/M2.jpg
e (Z”S‘U)u—ﬁ'f«)q‘ (z”:u)zq:gy ®





OPS/images/fmars.2023.1270286/im123.jpg





OPS/images/fmars.2023.1270286/M12.jpg
= PU*2A,, + D) 12)





OPS/images/fmars.2023.1270286/im122.jpg





OPS/images/fmars.2023.1270286/M11.jpg
n(%) 100 an

T
= Poua X Betzlimit





OPS/images/fmars.2023.1270286/im90.jpg





OPS/images/fmars.2023.1270286/im9.jpg





OPS/images/fmars.2023.1270286/im89.jpg





OPS/images/fmars.2023.1270286/im88.jpg





OPS/images/fmars.2023.1270286/im87.jpg
lo/D =10





OPS/images/fmars.2023.1270286/im86.jpg





OPS/images/fmars.2023.1270286/im94.jpg
lo/D =10





OPS/images/fmars.2023.1270286/im93.jpg





OPS/images/fmars.2023.1270286/im92.jpg





OPS/images/fmars.2023.1270286/im91.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g018.jpg
Root mean square value of

0.0018 0.016
= 10t A —=— 10t
0.0016 - A o 11.52 0.014 4 —e—11.52
A 1a56t | o 1 \ A 1456t
0.0014 4 © @ 0012 /
% 2¢
§ 0.0012+ s &
> 00104
g LB
=
3% 00010 ERS
5 5 0.008 -
[} 2>
200008 S = 1
; g .S 0.006
§ 0.0006 1 g ot EE
s / i 8 2 0.004 4
5 0.0004 - e/ ~
> & 1
GG 0.002 -
0000 F—F——FT T T T T T T T T T T T T T T T 000 F+—F—F—T7T 7T T T T T T T T T T T T T T
112516 2 253154 5 63 8 1012.516 20 2531.540 50 63 80100 112516 2 253154 5 63 8 1012516 20 2531.540 50 63 80100
Frequency(Hz) Frequency(Hz)
(&
0.040
. = 10t
0.035 - e 1152t
5 - A 14561
£ 0,030 4
2
s §
> 0,025 -
o)
=2 ]
o 0.020
22
1=}
§ .S 0015
EE
ol
o o
S 5 00104
0.005
000 +—F—T—T 7T T T T T T T T T T T T T 111
112516 2253154 5 63 8 1012516 20 2531.540 50 63 80100

Frequency(Hz)





OPS/images/fmars.2023.1270286/im141.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g001.jpg
i v Medium pipe
i

e

I

Large pipe &






OPS/images/fmars.2023.1212413/fmars-10-1212413-g017.jpg
Vibration velocity(mm/s)

0. 00000

0. 0051

0. 0034

0. 0017

0. 0000

0. 0189

0.0126

0. 0063

0. 0000

4.27 38.54 12.81

(4.88281)
(3.90625)

(2.92968)

(3.90625)
(4.39453)

(3.90625)

(4.39453)

T 3.90625)

(4.39453)

10 20 30 40 50
Frequency(Hz)

60

70

Top of the seawall X

Top of the seawall Y

Top of the seawall Z

80

90

100





OPS/images/fmars.2023.1270286/im140.jpg





OPS/images/fmars.2024.1372676/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1212413/fmars-10-1212413-g016.jpg
Vibration velocity(mm/s)

0.00084

0.00056

0.00028

0.00000

0.0015

0.0010

0.0005

0.0000

0.00273

0.00182

0.00091

0.00000

10

15

20
Frequency(Hz)

25

— Top of the seawall X

— Top of the seawall Y

— Top of the seawall Z

30

35

40





OPS/images/fmars.2023.1270286/im14.jpg
Cuo





OPS/images/fmars.2023.1270428/table3.jpg
Encounter- Encounter-Impact | Literature Model Literature Results  Literature Literature Focal

Impact Model Model Phase Source Species
Phase Probabilities
Day Night Day Nig!
Approach 0.0636 0.0649 0432 Shen et al,, 2016 Unidentified
0.150 - Bangley et al., 2022 Striped bass
0.400
Entrainment 0.0200 00203 00432 0.333 Viehman and Unidentified

Zydlewski, 2015

0.0200 0.0203 0.154 Bevelhimer et al., 2017 Unidentified
Collision 0.0126 0.0982 Collision ' 0.306 Band et al,, 2016 Harbor seal
Blade strike 0.0567 0.0543 Encounter | 0.000212 | Wilson et al, 2006 Pacific herring
I Collision and Blade 0.00243 0.0126 Encounter 0.000363 Wilson et al., 2006 Harbor porpoise

strike






OPS/images/fmars.2023.1212413/fmars-10-1212413-g015.jpg
o o o o
—_ — \®} [\
(\) N e ESN

Peak vibration velocity(mm/s)
o
S

V_=0.00309C+0.14313

V,=0.00189C+0.03363

V.=0.00022C+0.02477

B X
Fitting equation X
o Y
Fitting equation Y
A 7
Fitting equation Z

20

40
Vehicle speed(km/h)

60






OPS/images/fmars.2023.1270286/im139.jpg





OPS/images/fmars.2023.1270428/table2.jpg
Axial-Flow Turbine

Cross-Flow Turbine

Avoidance scenario  Blade strike probability estimate Day Night Day Night

No avoidance Courtney et al., 2022 0.172 0.455 0.172 0.455
Yoshida et al., 2021 0.0928 0.353 0.0928 0.353
Romero-Gomez and Richmond, 2014 0436 - 0.175 0.666 - 0.171 0.337 - 0.138 0.689 - 0.423

Admiralty Inlet avoidance i Courtney et al., 2022 0.00204 0.00541 0.00204 0.00541
Yoshida et al,, 2021 0.00110 0.00419 0.00110 0.00419

Shen et al. (2016) avoidance

Romero-Gomez and Richmond, 2014
Courtney et al., 2022
Yoshida et al., 2021

Romero-Gomez and Richmond, 2014

0.00515 - 0.00206

0.00687

0.00370

0.0164 - 0.00699

0.00805 - 0.00545

0.0185

0.0144

0.0276 - 0.0187

0.00907 - 0.00191

0.00687

0.00370

0.0304 - 0.00647

0.0176 - 0.00529

0.0185

0.0143

0.0357 - 0.0181






OPS/images/fmars.2023.1212413/fmars-10-1212413-g014.jpg
Vibration velocity(mm/s)

0.15
Top of the seawall X 034 Top of the seawall X
Top of the seawall Y’ ~— Top of the seawall Y
010 Top of the seawall Z 1 Top of the seawall Z
\ ‘ o 029
0.05 N ‘ ‘ ‘ \ \ f é ] \
»“‘) )m“ i ““l‘w‘w‘» i \‘ z " | \‘ | Y |
Bt L 0l o LA R
l | 5 oo skl A U B A
‘ > 0.0 iR L L1 e 'ln
-0.05 | = | il A T | | | ‘
r £ \JH Il | { T |
= |
S 014
-0.10 £ ™ U \ ‘ |
= 1
-0.15 -0.24
-0.20 -0.3 4
T T T T T 1 T T T T
0 20 40 60 80 100 0 20 40 60 80 100
Vehicle location(m) Vehicle location(m)
C
0.3 4 Top of the seawall X
: ~ Top of the seawall Y
1 Top of the seawall Z
024 '
§ ]
E o014
E \
g 0.0 I 1 ALY Wi
] : 'i’r‘ VR H T
> I ‘ |
g |
5 <014 \
£
> 024 ‘
-03 4
04 : : : : : . . .
0 20 40 60 80 100

Vehicle location(m)





OPS/images/fmars.2023.1270286/im138.jpg





OPS/images/fmars.2023.1270428/table1.jpg
Model

Probability equation

component
Domain

Zone of
Influence

Entrainment

Collision
Blade strike
Collision and
Blade strike

Overall Impact

P(Domain) = [1, 0]

P(Zone of Influence) = 1 * P(1 - Avoid)

P(Entrainment) = P(Zone of Influence) * P(1 - Avoid |
Zone of Influence)

P(Collision) = P(Entrainment) * P(Collision | Entrainment)

P(Blade strike) = P(Entrainment) * P(Blade strike |
Entrainment)

P(Collision and Blade strike) = P(Entrainment) * [P
(Collision) * P(Blade strike | Collision)]

P(Overall Impact) = {1 * P(1 - Avoid) * [P(Zone of
Influence) * P(1 - Avoid | Zone of Influence)] * [P
(Entrainment) * P(Collision | Entrainment)]}

+{1* P(1 - Avoid) * [P(Zone of Influence) * P(1 - Avoid |
Zone of Influence)] * [P(Entrainment) * P(Blade strike |
Entrainment)]}

+ {1 * P(1 - Avoid) * [P(Zone of Influence) * P(1 - Avoid |
Zone of Influence)] * [P(Entrainment) * (P(Collision) * P
(Blade strike | Collision))]}

Simplified: P(Overall Impact) = P(Collision) + P(Blade
strike) + P(Collision and Blade strike)





OPS/images/fmars.2023.1212413/fmars-10-1212413-g013.jpg
Peak vibration velocity(mm/s)

S
NS)
Y

B X
Fitting equation X
® Y
Fitting equation Y
A 7
Fitting equation Z

V_=0.01259W+0.0729 ,

S
b
S

=
[E—
(9}

0.10 @
Vy=0.00S9W+0.00984
4',
.,
0.05 V. =0.00125W+0.01689
[ ] L -

10 12 14
Axle load(t)





OPS/images/fmars.2023.1270286/im137.jpg





OPS/images/fmars.2023.1270428/M2.jpg
P(strike)=- @





OPS/images/fmars.2023.1212413/fmars-10-1212413-g012.jpg
Vibration velocity(mm/s)

w
(9]

ols 03
Top of the seawall X| op of the seawall X|
Top of the seawall Y| op of the seawall Y|
“Top of the seawall 7. Top of the

“Top of the seawall X

02+

Vibration velocity(mm/s)
Vibration velocity(mm/s)

0204

0 20 40 60 80 100 o 20 40 60 80 100
Vehicle location(m) Vehicle location(m) Vehicle location(m)





OPS/images/fmars.2023.1270286/im136.jpg





OPS/images/fmars.2023.1270428/M1.jpg
§=2.69 - 1%

w





OPS/images/fmars.2023.1270286/im135.jpg





OPS/images/fmars.2023.1270428/im1.jpg





OPS/images/fmars.2023.1270428/fmars-10-1270428-g002.jpg
A 150 meters Dormain

140 meters

s1op0W ¢

5 meters 5 meters
ST, 2 TEES,

s10j0W 67

S0l O]
123U 0]

g
g,
g

Zone of Influence v

200 meters Domain

140 meters

s10jUW GG

30 meters " 30 meters 5

-

S1930W 6T

Zone of Influence v| Entrainment






OPS/images/fmars.2023.1212413/table1.jpg
Soil layer Water content(%) Density (kN/m?) Specific Gravity G Void ratio e Liquid limit W,  Plastic limit Wp

Backfill soil 269 18.8 271 0.786 ‘ 306 19.0

Clay 384 18.2 275 1.054 ‘ 424 237





OPS/images/fmars.2023.1212413/fmars-10-1212413-g020.jpg
Root mean square value of

vibration velocity(mm/s)

0.0030

0.0025

0.0020

0.0015

0.0010

0.0005

0.0000

4.27 8.55 12.82

® - 20km/h
—®— 40km/h
A 60km/h

11.251.6 2 2.53.154 5 6.3 8 1012.516 20 2531.540 50 63 80100

Frequency(Hz)

Root mean square value of

0.040

427

Root mean square value of

0.010

0.008

0.006

0.004

vibration velocity(mm/s)

0.002

0.000

8.55 12.82

4.27 8.55 12.82

T T T T T T T T T T T T T T T T T T T
112516 2 253.154 5 63 8 1012.516 20 2531.540 50 63 80100

Frequency(Hz)

0.035 4

o o o
I=3 [=3 =3
8 8 2
g8 & 8
1 " 1 " 1

vibration velocity(mm/s)
g
T

0.000

—&— 20km/h.
@ 40km/h.
A 60km/h

112516 2 253.154 5 63 8 1012516 20 2531.540 50 63 80100

Frequency(Hz)





OPS/images/fmars.2023.1270286/im143.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g019.jpg
Root mean square value of

vibration velocity(mm/s)

®  Root mean square value
of vibration velocity
Fitting equation

V~=0.00426 W-0.02509

R*=0.82081

10 12
Axle load(t)






OPS/images/fmars.2023.1270286/im142.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g002.jpg





OPS/images/fmars.2023.1270286/im131.jpg





OPS/images/fmars.2023.1270286/table1.jpg
VIV structure Wake oscillator model

Parameters Values Parameters  Values

D 05m 3 10
m, 198313 kg [ 23
& 216 kN/m st 02
" 2473 No/m G 03
A 2
« 03

B o025

00005

» 1000 kg/m”





OPS/images/fmars.2023.1270286/im130.jpg





OPS/images/fmars.2023.1270286/M9.jpg
{eovcon-to e rosomin-tfi- o] emioo)
hex ©
e (B | [
—e(M)(1 - Bd + Axdh, - (B 'y,






OPS/images/fmars.2023.1270286/im13.jpg
F(y)





OPS/images/fmars.2023.1270286/M8.jpg
S = {4PUDCLo%s = [r + 15D, — ko, } ()
-
0= 3 14PUDCuux, = [, + YOS IPDs, = ki Y )

— (2B )(1 - Bd + Ax)x, - (358U)%x,

®)





OPS/images/fmars.2023.1270286/im129.jpg





OPS/images/fmars.2023.1270286/M7.jpg
15 %30 X Xg)

IS

(7)





OPS/images/fmars.2023.1270286/im128.jpg





OPS/images/fmars.2023.1270286/M6.jpg
©





OPS/images/fmars.2023.1270286/im127.jpg
U=165m/s





OPS/images/fmars.2023.1270286/M5.jpg
Fi) = (m, 1)1

)





OPS/images/fmars.2023.1270286/im126.jpg





OPS/images/fmars.2023.1270286/M4.jpg
PO =

@





OPS/images/fmars.2023.1270286/M3.jpg
F(,v):ky[l—ln/ f+d’]

[©)





OPS/images/fmars.2023.1270286/im134.jpg





OPS/images/fmars.2023.1270286/im133.jpg





OPS/images/fmars.2023.1270428/fmars-10-1270428-g001.jpg
Encounter

Phase

Model Component

Input Parameter Sources

Approach

Active Avoidance

Zone of Influence

Passive Avoidance
Active Avoidance
Passive Avoidance

Shen et al. 2016

Entrainment

Active Avoidance
Passive Avoidance

Viehman and Zydlewski, 2015

Impact

Active Avoidance

Collision + Blade strike

Blade strike

Courtney et al. 2022

Yoshida et al. 2021

Romero-Gomez and Richmond,
2014






OPS/images/fmars.2023.1270286/im132.jpg





OPS/images/fmars.2023.1270428/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1195496/im13.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g013.jpg
Thickness of clogging zone, R (mm)

=Y
N
o

-
o
o

60

40

C1, R——— R=105.25(1-e0.043)

C2, R—— R=79.87(1-e0.081

60 80
Time, ¢ (h)





OPS/images/fmars.2023.1270286/im28.jpg





OPS/images/fmars.2023.1195496/im12.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g012.jpg
>

Mean volume strain, £, (%)

B
50 50 -
—o— £, of C1, stage | —o— £, of C1, stage Il
40} —o— &, of C2, stage | 40+ —o— &, of C2, stage Il
g
30} = 30
W
vg 20 +
@
g 10+
3
S 0
c
3
-10 | S -10
-20 | -20 |
- v -
0 50 100 150 200 250 300 0 50 100 150 200 250 300
Initial offset from the PVD, x (mm) Initial offset from the PVD, x (mm)
Cc
50
—o— £, of C1, stage Ill
40 —o— £, of C2, stage Ill
;\ET
= 30
g
-E 20
k7
[}
g 10
=
g o0
c
©
QO
= -10
-20
L . . L . )
0 50 100 150 200 250 300

Initial offset from the PVD, x (mm)





OPS/images/fmars.2023.1270286/im27.jpg
a >0





OPS/images/fmars.2024.1372676/im15.jpg





OPS/images/fmars.2023.1195496/im11.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g011.jpg
>
o]

50

0
&
1

—a—&, of C1, stage | —D—EyofC1,stage Il

40 - —o—¢g,0f C2, stage |

'S
o
T

—0— Zy of C2, stage Il

30

w
o
T

20

N
o
T

Mean vertical strain, €, (%)
Mean vertical strain, & (%)
S

B
=)
T

-20 | -20 |
- Y Y Y [ —
0 50 100 150 200 250 300 0 50 100 150 200 250 300
Initial offset from the PVD, x (mm) Initial offset from the PVD, x (mm)
C
50

—o—¢, of C1, stage Ill

40 —o—¢, 0of C2, stage Ill

(%)

30

1

Mean vertical strain

0 50 100 150 200 250 300
Initial offset from the PVD, x (mm)





OPS/images/fmars.2023.1270286/im26.jpg
y =yl





OPS/images/fmars.2024.1372676/im14.jpg





OPS/images/fmars.2023.1195496/im10.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g010.jpg
>
@

—o— ¢, of C1, stage | —o— ¢, of C1, stage Il
40F —o— g, of C2, stage | 40 —o— g, of C2, stage Il

30|

Mean horizontal strain, £, (%)
Mean horizontal strain, €, (%)

-20 +
1 1 L 1 1 1 1 1 1 1 1 I
0 50 100 150 200 250 300 0 50 100 150 200 250 300
Initial offset from the PVD, x (mm) Initial offset from the PVD, x (mm)
(¢
50

—o— ¢, of C1, stage Il

40 - —o— g, of C2, stage Ill

30

20

Mean horizontal strain, €, (%)

0 50 100 150 200 250 300
Initial offset from the PVD, x (mm)





OPS/images/fmars.2023.1270286/im25.jpg
F*'(y") = F(y) /(L)





OPS/images/fmars.2024.1372676/im13.jpg





OPS/images/fmars.2023.1195496/im1.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g009.jpg
Mean vertical displacement, d, (mm)

Mean vertical displacement, d, (mm)

60 |
80 | _
—o—d, of C1, stage |
—o—d, of C2, stage |
100 . 1 . 1 n T n I . L . i 100 N 1 . 1 1 n T . L . )
0 50 100 150 200 250 300 0 50 100 150 200 250 300

Initial offset from the PVD, x (mm) Initial offset from the PVD, x (mm)

C

Mean vertical displacement, d, (mm)

0 s s e S B |
50 100 150 200 250 300

Initial offset from the PVD, x (mm)





OPS/images/fmars.2023.1270286/im24.jpg
a=dlly





OPS/images/fmars.2024.1372676/im12.jpg





OPS/images/fmars.2023.1195496/fmars-10-1195496-g013.jpg
Riverbed settlement (mm)

6

Riverbed settlement (mm)

Riverbed settlement (mm)

12
14
o—m
0T osm
sl A
o0 10m
20 .
S0 40 30 20 0 0 10 20 30 20 50 ) 10 20 30 10 50 o

Distance from centerline of tunnel (m)

Distance from centerline of tunnel (m)

Distance from centerline of tunnel (m)





OPS/images/fmars.2023.1213820/fmars-10-1213820-g008.jpg
X (mm)
100 150

50

200 250

X (mm)

100 150 200 250 300

y (mm)

.

y (mm)

0O 10 20 30 40 50 60 70 80 90 100 0O 10 20 30 40 50 60 70 80 90 100
Vertical displacement, d, (mm) Vertical displacement, d, (mm)
C x (mm) D X (mm)
. 0 50 100 150 200 250 300 5 0 50 100 150 200 250 300
T T T T T T T T T T
50 50
3 3
<100 < 100
150 150
0O 10 20 30 40 50 60 70 80 90 100 0O 10 20 30 40 50 60 70 80 90 100
Vertical displacement, c!y (mm) Vertical displacement, dy (mm)
E x (mm) F x (mm)
0 50 100 150 200 250 300 b 0 50 100 150 200 250 300
50
£
< 100
150

0

10 20 30 40 50 60 70 80 90 100
Vertical displacement, d, (mm)

0O 10 20 30 40 50 60 70 80 90 100
Vertical displacement, d, (mm)





OPS/images/fmars.2023.1270286/im23.jpg
2d





OPS/images/fmars.2024.1372676/im11.jpg





OPS/images/fmars.2023.1195496/fmars-10-1195496-g012.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g007.jpg
>

Mean horizontal displacement, d, (mm)

—o—d, of C1, stage |
d, of C2, stage |

Mean horizontal displacement, d, (mm)

L L
100 150

Initial offset from the PVD, x (mm)

(9]

Mean horizontal displacement, d, (mm)

L
200

| 10 L " L L L L
300 0 50 100 150 200 250 300

Initial offset from the PVD, x (mm)

L
250

—o— d, of C1, stage Ill
—o— d, of C2, stage Il

50 100 150 200 250 300
Initial offset from the PVD, x (mm)





OPS/images/fmars.2023.1270286/im22.jpg
k/2





OPS/images/fmars.2024.1372676/im10.jpg





OPS/images/fmars.2023.1195496/fmars-10-1195496-g011.jpg
o\ N < Q) O - o0

(W) JUAW[)9S PAQIIALL WINWIXBIA

0.35 0.40 0.45 0.50 S5

0.30

Support pressure (MPa)





OPS/images/fmars.2023.1213820/fmars-10-1213820-g006.jpg
A X (mm) B X (mm)
0 50 100 150 200 250 300 0 50 100 150 200 250 300
0 T T T T — - 0 T T T T T
1 1
1 1
1 1
1 1
50 |f 50 i
1 L}
T 1 € ! d=0—
E i £ i <
< 100 ! < 100 '
1 1
1 1
1 1
150 JI-—ZoneI Zone |l 150 ~4'-—Zonel Zone |l
f A
17 12 7 2 -3 -8 -13 -18 -23 17 12 7 2 -3 -8 -13 -18 -23
Horizontal displacement, d, (mm) Horizontal displacement, d, (mm)
(o] X (mm) D X (mm)
. 0 50 100 150 200 250 300 : 0 50 100 150 200 250 300
T T T T ol T = T T T T T
i i
1 1
1 1
50 ! 50 i
. 1 . 1
E ! £ !
~ ' ~ !
>‘100 : >‘100 :
; : L
1 = ]
1 | y
1 1
7 12 ¥ 2 -3 -8 -13 -18 -23 17 12 7 2 -3 -8 -13 -18 -23
Horizontal displacement, d, (mm) Horizontal displacement, d, (mm)
E x (mm) F X (mm)
0 50 100 150 200 250 300 0 50 100 150 200 250 300
0 T T T T T 0 T T T T T
; 1
1 1
50 ; 50 ;
1 1
€ i E i Y
= | .= I
< 100 ! < 100 !
i i d,=0
1 1
150 Zone | ! Zone |l 150 Zone | ! Zone |l
: :
17 12 7 2 -3 -8 -13 -18 -23 17 12 7 2 3 -8 -13 -18 -23

Horizontal displacement, d, (mm)

Horizontal displacement, d, (mm)





OPS/images/fmars.2023.1270286/im21.jpg





OPS/images/fmars.2024.1372676/im1.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g005.jpg
o & o
&N ¥ ©
(ed) N ‘aunssaid Jajem aiod

o
»

300

o
0
N
o
S ~
N £
=
o
8 E
- F 1 NN
[GNeNe}
o =
=4 0O O
o NN
puigciy]
[ORON)
i 111
[}
1 1
- = =
[ONGN&)
=) R
© 0 ®
o NN
puigciy]
(PRGN
o
(=3
™
. /
el
N
L 1 1 1
o o o o o o
S ~ [ 5 © D
RE Y ! ? ?
= 0O (ed¥) n ‘einssaid iajem ajod
o
8 E
< F
o
o
o
w0

200 250 300

50

100 1
Initial offset from the PVD, x (mm)

50

o





OPS/images/fmars.2023.1270286/im20.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g015.jpg
Reduced vibration frequency

o

S

y N

Load case

Load case





OPS/images/fmars.2023.1270286/im2.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g014.jpg
0.03

0.025

3
n

0.02

0.0151

0.01r

Normalized amplitudex/z

0.005

KC d*TLZ/EI

n

Normalized amplitudex/z3

%107 o ]
% P2
O P ¥

i O P4 1
< p5
+ P

KC d*TLZ/EI





OPS/images/fmars.2024.1372676/fmars-11-1372676-g013.jpg
0.035

0.03

o
o
N
o

0.02

Amplitude x/D

o
)
=
o

0.01

0.005

ﬁ

500

1000
Top tension 7(s)

1500





OPS/images/fmars.2023.1195496/im15.jpg





OPS/images/fmars.2023.1195496/im14.jpg





OPS/images/fmars.2023.1213820/im1.jpg





OPS/images/fmars.2023.1213820/fmars-10-1213820-g002.jpg
LED

CMmos
camera

membrane

PVC

Bracket
Single-PVD 1o ®

870

\ Flange ring
\&Gaskat

Ball check

({g valves
N Water
separation

< point of pore water pressure

Vacuum tube

PVD

620

550

310

Eiq 50|_100 _|_100

Vacuum tube

P1P2 P3
oo o

observation window 2 |

o point of pore water pressure

Vacuum tube 7

P4 P5

3
i
1
|
|

PVD

310

550
620

100 _|





OPS/images/fmars.2023.1270286/im18.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g012.jpg
10
10

5
Frequency f (Hz)

l o & l o

O < AN (@) < AN o
oprrdury

Time 7 (s)

oy S
o o
S 9
o o
o) o)
~
9]
N—"
~
)
£
T
O —— ‘WO

o o o Lo o Lo
~—

e 1

o1 urens

N/LV UuoIsua], wsuma_omﬁ q _ _
/X opnijdure [euoISUSWIPUON





OPS/images/fmars.2023.1213820/fmars-10-1213820-g001.jpg
100 1000

10
Particle size (um)

o o o
8 6 4

(%) Buissed abejusalad

100
20





OPS/images/fmars.2023.1270286/im17.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g011.jpg
Amplitude x/D

0.45

—%—— Small #1~6
=8~ Small #7~11
0.4 —%—— Medium #1~6 |
-~ Medium #7~11
035+ ——%—— Large0 #1~6 |
-~ t1 - Large0 #7~11
0.3F ]
=
0.25r- 1
02f & 1
015 1
0.1 1
/"B>\.
0.05- = M T
f 2
¥
0 .
0.5 2

Wave period Tw (s)

2.5





OPS/images/fmars.2023.1213820/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1270286/im16.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g010.jpg
o < o o
w S 3 =)

o

Nondimensional amplitude x/D
N

o
=~

—F>— Load case #1
—%—— Load case #2

> Load case #3
——H&—— Load case #4

—<}— Load case #5
1 Load case #6

—e— Load case #7
—=##— Load case #8

—/— Load case #9
~—/%— Load case #10

—%— Load case #11

1:15 1:12 1:9
Scale ratio






OPS/images/fmars.2023.1212413/table6.jpg
Speed limit [C] (km

Condition Axle loa
Empty load 10 34
One sheet pile 11.52 24
Two sheet pile 13.04 20
14.56 15

Three sheet pile






OPS/images/fmars.2023.1270286/im15.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g009.jpg
Amplitude x/D

0.7

o
IS

o
w

2
N

©
=

'3 #3,H =0.1m, T =1s
w w
) # 12,Hw=0.3m, TW=2s

2 3 4 5
Distance to the fixed end d (m)






OPS/images/fmars.2023.1212413/table5.jpg
Vehicle velocity C (km/h) f,=C/L5(Hz) f3=C/L5(Hz)

60 12.82 2.87 235





OPS/images/fmars.2023.1270286/im148.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g008.jpg
Riser length/m

Amplitude x/D

0.25

0.05 0.1 0.15 0.2

—H— Small
—%—— Medium

—O— Large0
—H&— Large47
—<}— Large95
——+—— Largel43






OPS/images/fmars.2023.1212413/table4.jpg
Vehicle velocity

Direction
20km/h 40km/h
X 0.0293 ‘ 0.0333 0.0381
Y 0.0688 ‘ 0.1143 0.1443
z ‘ 0.1959 ‘ 0.2850 03196






OPS/images/fmars.2023.1270286/im147.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g007.jpg
P2

0.04
0.02

a/x opmdury

P4

0.06

©
2
o

0.04
0.02

N

S S

o o
a/x opmdury

P6

0.06
0.04
0.02

o
a/x opmydury

Frequency /' (Hz)

Frequency /' (Hz)





OPS/images/fmars.2023.1212413/table3.jpg
Axle load

Direction
11.52t
X 0.0293 0.0313 0.0350
Y 0.0688 0.0778 0.0957
Z 0.1959 0.2224 0.2548





OPS/images/fmars.2023.1270286/im146.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g006.jpg
Contribution coefficient

1.5

—6—3rd
—&—4th

1 1.5
Time ¢ (s)

1st 55%

4th 8%

3rd 4%

2nd 33%





OPS/images/fmars.2023.1212413/table2.jpg
Direction Peak value of vibration velocity (mm/s)

X 0.0150

Y 0.0183

Z 0.0237





OPS/images/fmars.2023.1270286/im145.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g005.jpg
A
v iy — Y —Y =

St 7 \" /\ A A

>
=
<
>
2
=
o
8
<
O
50
s
=
>
<
A

————— Downstream

511 ureng

Time 7 (s)





OPS/images/fmars.2023.1270286/im144.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g004.jpg





OPS/images/fmars.2024.1372676/fmars-11-1372676-g003.jpg
- - - — & — — & — — & — — % — — — - — — — — — — & — - — = — = = — = — — — —
750 lsoolsoolsool 1690 l 1860 _200
P2






OPS/images/fmars.2023.1213820/fmars-10-1213820-g004.jpg
S1t§ge | Stage Il Stage Il

Water mass discharge, m (kg)

16 <
D
<

14 =

12 2

10 S
®
£

8 2
2

6 ?
£

4 1 =
o
()

2 =

0é -0.1

0 50 100 150 200 250 300

Time, t (h)





OPS/images/fmars.2023.1213820/fmars-10-1213820-g003.jpg
AER

ixel)

e
pixe

SmEE
(

b= 2] ]
b 32007 211G ST R 0 T 0 0 D Y S U T R B S

| coordinate

!!!:

3]
x

Horizontal p






OPS/images/fmars.2023.1270286/im19.jpg





OPS/images/fmars.2023.1156486/im18.jpg





OPS/images/fmars.2023.1195496/im40.jpg





OPS/images/fmars.2023.1156486/im17.jpg





OPS/images/fmars.2023.1195496/im4.jpg





OPS/images/fmars.2023.1213820/im28.jpg





OPS/images/fmars.2023.1156486/im16.jpg





OPS/images/fmars.2023.1195496/im39.jpg





OPS/images/fmars.2023.1213820/im27.jpg





OPS/images/fmars.2023.1270286/im46.jpg
F(y) = ky{1 - [(y/l)* + 2]}





OPS/images/fmars.2023.1156486/im15.jpg





OPS/images/fmars.2023.1195496/im38.jpg





OPS/images/fmars.2023.1213820/im26.jpg





OPS/images/fmars.2023.1270286/im45.jpg





OPS/images/fmars.2024.1372676/im8.jpg





OPS/images/fmars.2023.1156486/im14.jpg





OPS/images/fmars.2023.1195496/im37.jpg





OPS/images/fmars.2023.1213820/im25.jpg





OPS/images/fmars.2023.1270286/im44.jpg





OPS/images/fmars.2024.1372676/im7.jpg





OPS/images/fmars.2023.1156486/im13.jpg





OPS/images/fmars.2023.1195496/im36.jpg





OPS/images/fmars.2023.1213820/im24.jpg





OPS/images/fmars.2023.1270286/im43.jpg





OPS/images/fmars.2024.1372676/im6.jpg





OPS/images/fmars.2023.1156486/im12.jpg





OPS/images/fmars.2023.1195496/im35.jpg





OPS/images/fmars.2023.1213820/im23.jpg





OPS/images/fmars.2023.1270286/im42.jpg





OPS/images/fmars.2024.1372676/im5.jpg





OPS/images/fmars.2023.1156486/im11.jpg





OPS/images/fmars.2023.1195496/im34.jpg





OPS/images/fmars.2023.1213820/im22.jpg





OPS/images/fmars.2023.1270286/im41.jpg





OPS/images/fmars.2024.1372676/im4.jpg





OPS/images/fmars.2023.1156486/im10.jpg





OPS/images/fmars.2023.1195496/im31.jpg





OPS/images/fmars.2023.1213820/im21.jpg





OPS/images/fmars.2023.1270286/im40.jpg





OPS/images/fmars.2024.1372676/im30.jpg
mn > 10





OPS/images/fmars.2023.1195496/im30.jpg





OPS/images/fmars.2023.1213820/im20.jpg





OPS/images/fmars.2023.1270286/im4.jpg





OPS/images/fmars.2024.1372676/im29.jpg
mn < 10





OPS/images/fmars.2023.1213820/im2.jpg





OPS/images/fmars.2023.1270286/im39.jpg





OPS/images/fmars.2024.1372676/im28.jpg
mn > 10





OPS/images/fmars.2023.1270286/im38.jpg





OPS/images/fmars.2024.1372676/im27.jpg
mn < 10





OPS/images/fmars.2024.1372676/im26.jpg
mn > 10





OPS/images/fmars.2023.1156486/im19.jpg





OPS/images/fmars.2023.1195496/im29.jpg





OPS/images/fmars.2023.1213820/im19.jpg





OPS/images/fmars.2023.1195496/im28.jpg





OPS/images/fmars.2023.1213820/im18.jpg





OPS/images/fmars.2023.1270286/im37.jpg





OPS/images/fmars.2023.1195496/im27.jpg





OPS/images/fmars.2023.1213820/im17.jpg





OPS/images/fmars.2023.1270286/im36.jpg





OPS/images/fmars.2024.1372676/im25.jpg





OPS/images/fmars.2023.1195496/im26.jpg





OPS/images/fmars.2023.1213820/im16.jpg





OPS/images/fmars.2023.1270286/im35.jpg





OPS/images/fmars.2024.1372676/im24.jpg





OPS/images/fmars.2023.1195496/im25.jpg





OPS/images/fmars.2023.1213820/im15.jpg





OPS/images/fmars.2023.1270286/im34.jpg





OPS/images/fmars.2024.1372676/im23.jpg





OPS/images/fmars.2023.1195496/im24.jpg





OPS/images/fmars.2023.1213820/im14.jpg





OPS/images/fmars.2023.1270286/im33.jpg





OPS/images/fmars.2024.1372676/im21.jpg





OPS/images/fmars.2023.1195496/im23.jpg





OPS/images/fmars.2023.1213820/im13.jpg





OPS/images/fmars.2023.1270286/im32.jpg





OPS/images/fmars.2024.1372676/im20.jpg





OPS/images/fmars.2023.1195496/im22.jpg





OPS/images/fmars.2023.1213820/im12.jpg





OPS/images/fmars.2023.1270286/im31.jpg





OPS/images/fmars.2024.1372676/im2.jpg





OPS/images/fmars.2023.1195496/im2.jpg





OPS/images/fmars.2023.1213820/im11.jpg





OPS/images/fmars.2023.1270286/im30.jpg





OPS/images/fmars.2024.1372676/im19.jpg





OPS/images/cover.jpg
& frontiers | Research Topics

Frontiers in marine sciences,
social sciences and
engineering research related
to marine (renewable) energy
development






OPS/images/fmars.2023.1213820/im10.jpg





OPS/images/fmars.2023.1270286/im3.jpg





OPS/images/fmars.2024.1372676/im18.jpg





OPS/images/fmars.2023.1270286/im29.jpg





OPS/images/fmars.2024.1372676/im17.jpg





OPS/images/fmars.2024.1372676/im16.jpg





OPS/images/fmars.2023.1195496/im3.jpg





OPS/images/fmars.2023.1156486/im42.jpg
< ()





OPS/images/fmars.2023.1156486/im41.jpg





OPS/images/fmars.2023.1195496/im6.jpg





OPS/images/fmars.2023.1156486/im4.jpg
1/4





OPS/images/fmars.2023.1195496/im59.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g003.jpg
3 o8
<os
0
0

=





OPS/images/fmars.2023.1156486/im39.jpg





OPS/images/fmars.2023.1195496/im58.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g002.jpg
T
J— o)

St

Dhka

Dliskasia






OPS/images/fmars.2023.1270286/im67.jpg





OPS/images/fmars.2023.1156486/im38.jpg





OPS/images/fmars.2023.1195496/im57.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g001.jpg





OPS/images/fmars.2023.1270286/im64.jpg





OPS/images/fmars.2023.1156486/im37.jpg





OPS/images/fmars.2023.1195496/im56.jpg





OPS/images/fmars.2023.1270286/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1270286/im63.jpg





OPS/images/fmars.2023.1156486/im36.jpg





OPS/images/fmars.2023.1195496/im55.jpg





OPS/images/fmars.2023.1213820/table1.jpg
Initial water Plastic Liquid Dso  Specific
content, wg (%) limit, wp limit, w, ~ (mm)  gravity

(%) (%)






OPS/images/fmars.2023.1270286/im62.jpg





OPS/images/fmars.2023.1156486/im35.jpg





OPS/images/fmars.2023.1195496/im54.jpg





OPS/images/fmars.2023.1213820/M2.jpg
(2)





OPS/images/fmars.2023.1270286/im61.jpg





OPS/images/fmars.2023.1156486/im34.jpg





OPS/images/fmars.2023.1195496/im53.jpg





OPS/images/fmars.2023.1213820/M1.jpg
105.25 x (1 =%

(1)





OPS/images/fmars.2023.1270286/im60.jpg





OPS/images/fmars.2023.1156486/im33.jpg





OPS/images/fmars.2023.1195496/im52.jpg





OPS/images/fmars.2023.1213820/im9.jpg





OPS/images/fmars.2023.1270286/im6.jpg





OPS/images/fmars.2023.1195496/im51.jpg





OPS/images/fmars.2023.1213820/im8.jpg





OPS/images/fmars.2023.1270286/im59.jpg





OPS/images/fmars.2023.1213820/im7.jpg





OPS/images/fmars.2023.1270286/im58.jpg





OPS/images/fmars.2023.1270286/im57.jpg





OPS/images/fmars.2023.1156486/im32.jpg





OPS/images/fmars.2023.1156486/im3.jpg





OPS/images/fmars.2023.1195496/im50.jpg





OPS/images/fmars.2023.1156486/im27.jpg





OPS/images/fmars.2023.1195496/im5.jpg





OPS/images/fmars.2023.1213820/im6.jpg





OPS/images/fmars.2023.1156486/im26.jpg





OPS/images/fmars.2023.1195496/im49.jpg





OPS/images/fmars.2023.1213820/im5.jpg





OPS/images/fmars.2023.1270286/im55.jpg
r,/2y/k(m, +0.25rpD")






OPS/images/fmars.2023.1156486/im24.jpg





OPS/images/fmars.2023.1195496/im48.jpg





OPS/images/fmars.2023.1213820/im4.jpg





OPS/images/fmars.2023.1270286/im54.jpg





OPS/images/fmars.2024.1372676/table1.jpg
Length
Area
Volume

Inertia

Lt
AJAn
Vol Vin

LIk

Conversion coefficient Quantity Conversion coefficien

A Period T/ T AN
2 Mass My/My, w
2 Force Fy/Fp w
a Young’s modulus EyEy, 1






OPS/images/fmars.2023.1156486/im23.jpg





OPS/images/fmars.2023.1195496/im47.jpg





OPS/images/fmars.2023.1213820/im34.jpg
Evol





OPS/images/fmars.2023.1270286/im53.jpg





OPS/images/fmars.2024.1372676/M8.jpg





OPS/images/fmars.2023.1156486/im22.jpg





OPS/images/fmars.2023.1195496/im46.jpg





OPS/images/fmars.2023.1213820/im33.jpg
Evol





OPS/images/fmars.2023.1270286/im52.jpg





OPS/images/fmars.2024.1372676/M7.jpg
flelab) - elebu) | (0
eCntent) et || G ol || ot

a(z) o Bulen) | [ ailtidenltz) - egltw)

)

@

(2 1y )62 fa) = E{Zws tha) b (2) o 00(5) ]\ eultidenlts) = eallia).






OPS/images/fmars.2023.1156486/im21.jpg





OPS/images/fmars.2023.1195496/im45.jpg





OPS/images/fmars.2023.1213820/im32.jpg
Evol





OPS/images/fmars.2023.1270286/im51.jpg





OPS/images/fmars.2024.1372676/M6.jpg
e(z,1) = k(z,1) R =30, ¢ (2)h(1)

(6)





OPS/images/fmars.2023.1156486/im20.jpg





OPS/images/fmars.2023.1195496/im44.jpg





OPS/images/fmars.2023.1213820/im31.jpg
Evol





OPS/images/fmars.2023.1270286/im50.jpg





OPS/images/fmars.2024.1372676/M5.jpg
)





OPS/images/fmars.2023.1156486/im2.jpg





OPS/images/fmars.2023.1195496/im43.jpg





OPS/images/fmars.2023.1213820/im30.jpg





OPS/images/fmars.2023.1270286/im5.jpg





OPS/images/fmars.2024.1372676/M4.jpg
8,L + cosha,L
r dehal

6, (2) = a2 Ay [-cosagz - coshayz (- sina;z - sinha,z)] @






OPS/images/fmars.2023.1195496/im42.jpg





OPS/images/fmars.2023.1213820/im3.jpg





OPS/images/fmars.2023.1270286/im49.jpg





OPS/images/fmars.2024.1372676/M3.jpg
cosa,L + cosna,L

0/(2) = Ay[cosaz - coshaz - St

(sinaiz - sinha2)] o





OPS/images/fmars.2023.1213820/im29.jpg





OPS/images/fmars.2023.1270286/im48.jpg





OPS/images/fmars.2024.1372676/M2.jpg
@





OPS/images/fmars.2023.1270286/im47.jpg





OPS/images/fmars.2024.1372676/M1.jpg
x(z,1)

@, (2)h(t)

(1)





OPS/images/fmars.2024.1372676/im9.jpg





OPS/images/fmars.2023.1156486/im60.jpg





OPS/images/fmars.2023.1156486/im6.jpg





OPS/images/fmars.2023.1195496/M6.jpg
®©





OPS/images/fmars.2023.1156486/im59.jpg





OPS/images/fmars.2023.1195496/M5.jpg
P(ESY | Data, P(ES | 1, 0)P(u, & | Data, Prior)dudor ©

o






OPS/images/fmars.2023.1270286/im107.jpg





OPS/images/fmars.2023.1156486/im58.jpg





OPS/images/fmars.2023.1195496/M4.jpg





OPS/images/fmars.2023.1270286/im106.jpg





OPS/images/fmars.2023.1156486/im57.jpg





OPS/images/fmars.2023.1195496/M3.jpg
(3)





OPS/images/fmars.2023.1270286/im105.jpg





OPS/images/fmars.2023.1156486/im56.jpg





OPS/images/fmars.2023.1195496/M2.jpg
(2)





OPS/images/fmars.2023.1270286/im104.jpg





OPS/images/fmars.2023.1156486/im55.jpg





OPS/images/fmars.2023.1195496/M1.jpg
[0





OPS/images/fmars.2023.1270286/im103.jpg





OPS/images/fmars.2023.1156486/im54.jpg





OPS/images/fmars.2023.1195496/im9.jpg





OPS/images/fmars.2023.1270286/im101.jpg





OPS/images/fmars.2023.1156486/im53.jpg





OPS/images/fmars.2023.1195496/im8.jpg





OPS/images/fmars.2023.1270286/im100.jpg





OPS/images/fmars.2023.1156486/im52.jpg





OPS/images/fmars.2023.1195496/im75.jpg





OPS/images/fmars.2023.1270286/im10.jpg





OPS/images/fmars.2023.1195496/im74.jpg





OPS/images/fmars.2023.1270286/im1.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g014.jpg
e

R
——s=0im

03m|

30

ey =05

o o5 1 15 2 2
Coarzont velochy (ol





OPS/images/fmars.2023.1156486/im51.jpg





OPS/images/fmars.2023.1156486/im50.jpg





OPS/images/fmars.2023.1195496/im73.jpg





OPS/images/fmars.2023.1156486/im5.jpg





OPS/images/fmars.2023.1195496/im72.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g013.jpg
oo — o 1
—
013

s 1 15 2 as
Curent velocky (/)





OPS/images/fmars.2023.1156486/im49.jpg





OPS/images/fmars.2023.1195496/im7.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g012.jpg
E——r

=5 Q) ()

R

Velociy (m/)
g

Time ()

D aciiaie G





OPS/images/fmars.2023.1270286/im76.jpg
lo/D =10





OPS/images/fmars.2023.1156486/im48.jpg





OPS/images/fmars.2023.1195496/im66.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g011.jpg





OPS/images/fmars.2023.1270286/im75.jpg
D )





OPS/images/fmars.2023.1156486/im47.jpg





OPS/images/fmars.2023.1195496/im65.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g010.jpg
"

o 05 1 15 2 as
Current velocity (m/s)






OPS/images/fmars.2023.1270286/im74.jpg
U=20m/s





OPS/images/fmars.2023.1156486/im46.jpg





OPS/images/fmars.2023.1195496/im64.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g009.jpg
o

<>

Vet )

H
£
i
£
bl
T g





OPS/images/fmars.2023.1270286/im73.jpg





OPS/images/fmars.2023.1156486/im45.jpg





OPS/images/fmars.2023.1195496/im63.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g008.jpg





OPS/images/fmars.2023.1270286/im72.jpg





OPS/images/fmars.2023.1156486/im44.jpg





OPS/images/fmars.2023.1195496/im62.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g007.jpg
o

O

Dipienen

Yokt

f————
s






OPS/images/fmars.2023.1270286/im71.jpg





OPS/images/fmars.2023.1156486/im43.jpg





OPS/images/fmars.2023.1195496/im61.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g006.jpg
O

Dipicnen

e





OPS/images/fmars.2023.1270286/im70.jpg





OPS/images/fmars.2023.1195496/im60.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g005.jpg





OPS/images/fmars.2023.1270286/im7.jpg





OPS/images/fmars.2023.1270286/fmars-10-1270286-g004.jpg
R

Averaged power (W)
g

fency (%) @

Power harness el

0 05 1 s 2 25 3 0 os 1 15 2 25
Dt voloai A






OPS/images/fmars.2023.1270286/im69.jpg





OPS/images/fmars.2023.1270286/im68.jpg





OPS/images/fmars.2023.1156486/im81.jpg





OPS/images/fmars.2023.1156486/im80.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g001.jpg
North bank of Qiantang River

Ancient seawall section

Qiantang River

South bank of Qiantang River

Scale 1:500000





OPS/images/fmars.2023.1156486/im8.jpg
Mz





OPS/images/fmars.2023.1212413/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1156486/im79.jpg





OPS/images/fmars.2023.1211616/table3.jpg
shearwave  stress-corrected shear wave

Depth (m)

velocity (m/s) velocity (my/s)
' o 13698
2 156 1147
3 w74 15137
4 1559 15039
s 1503 15259

0 177 16043





OPS/images/fmars.2023.1156486/im78.jpg





OPS/images/fmars.2023.1211616/table2.jpg
Confidence interval (m/s)

Average value  Minimum value  Maximum value Standard deviation

Depth (m/s) (m/s) (m/s) Confidenc Confidence.
(m) 95% 75%
A

110 s B 10 ) 3 W 101 WA 088 80 286 898
o o 206 0 nr ns » w6 B6 s s 1wan | 1sens
no s 259 152 106 39 7 a7 65 a2 | w82 20277
a0 26 m 16 77 156 m 1 e 2438 24303 2020
as oo 8 m P w7 P 31 S mexe M 2039 | 0433
s s o m m m a3 @0 awan ameas | e 023
an 39 255 x5 a6 s10 »3 63 B 03 | s 06
L™ - 0 20 " 90 3 B3 0MM M0 30407 | 358403
s w0 m » 26 " 199 B sS4 nedss ey s | ear
S0 | “w 309 26 o 556 24 29 %047 WS Fedst | 410476

B At s e e o e





OPS/images/fmars.2023.1156486/im77.jpg





OPS/images/fmars.2023.1211616/table1.jpg
Compressive way Thickne:

velocity/Vy(ms) Jh(em)

9





OPS/images/fmars.2023.1156486/im76.jpg





OPS/images/fmars.2023.1211616/M1.jpg
LS
E(m) = aM(m) + bS(m) + 3, 04R;(m)
]





OPS/images/fmars.2023.1156486/im75.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g008.jpg





OPS/images/fmars.2023.1156486/im72.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g007.jpg
Depth (m)

V, (m/s) V, (m/s) V, (m/s)

100 200 300 400 00 200 300 400 100 200 300 400 -
[==v-1m0] == v-is0 H [==7-150
! — =200 — =200 ! —v200( |
Tidal flats Embankment Coastal Plain|
:
:
:
i g 113 - :
, :
i ]
.






OPS/images/fmars.2023.1156486/im71.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g006.jpg
CSR

© [Cosection Nom Tquetaetion Vagraruc "~ | [Fanctiction Nor hactition Magnitude]
. o 0
. o 6070
A 270

100 150 200 250






OPS/images/fmars.2023.1211616/fmars-10-1211616-g005.jpg
M

= tcas

0
Vi (H5)





OPS/images/fmars.2023.1212413/fmars-10-1212413-g002.jpg
ransverse
direction along
the seawall ~ High water
— N\
level






OPS/images/fmars.2023.1156486/im70.jpg





OPS/images/fmars.2023.1156486/im7.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g004.jpg
Global misfit

Y S S S e
0 20 a0 e0 M0 100 200 00 160
Frequency (Hz)

Local misfit

) }L«\mq

oat

A A ens

Vit b

S0 s S0 S0 S0 s
g






OPS/images/fmars.2023.1156486/im69.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g003.jpg
HVSR

Vs






OPS/images/fmars.2023.1270286/im116.jpg





OPS/images/fmars.2023.1156486/im68.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g002.jpg





OPS/images/fmars.2023.1270286/im115.jpg
U=18Ym/s





OPS/images/fmars.2023.1156486/im66.jpg





OPS/images/fmars.2023.1211616/fmars-10-1211616-g001.jpg





OPS/images/fmars.2023.1270286/im114.jpg





OPS/images/fmars.2023.1156486/im65.jpg





OPS/images/fmars.2023.1211616/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1270286/im113.jpg





OPS/images/fmars.2023.1156486/im64.jpg





OPS/images/fmars.2023.1195496/table2.jpg
Soil ¢ (kPa) o () EXf (MPa) Ef(MPa) f(MPa) GE(MPa)
Embankment 13.0 230 15.0 45.0 15.0 100.0
Silt clay 15.0 220 7.0 20.2 6.2 714
Soil v() Re Vir p"f (kPa) Ko<
Embankment 0 09 02 100 0.61 0.8

Silt clay 0 0.9 0.2 100 0.63 0.8





OPS/images/fmars.2023.1270286/im112.jpg





OPS/images/fmars.2023.1156486/im63.jpg





OPS/images/fmars.2023.1195496/table1.jpg
Case 13 (MPa) o B
HSS01 20

HSS02 5.0

HSS03 10.0 15.0

HSS04 15.0

HSS05 20.0

HSS06 2.0

HSS07 5.0

HSS08 10.0 220 20 0.7 l-sinq)‘ 1.0 3.0 35
HSS09 15.0

HSS10 20.0

HSS11 20

HSS12 5.0

HSS13 10.0 25.0

HSS14 15.0

HSS15 20.0






OPS/images/fmars.2023.1270286/im111.jpg





OPS/images/fmars.2023.1156486/im62.jpg





OPS/images/fmars.2023.1195496/M9.jpg
L)
DA M — T

Py, 0) = HE [tins Mo O (i, O] ©)





OPS/images/fmars.2023.1270286/im110.jpg





OPS/images/fmars.2023.1156486/im61.jpg





OPS/images/fmars.2023.1195496/M8.jpg
P(Data|p,0)

\
oy ey wz""{

11nQ; - (4o +b)

2" Jlaon) +ot

®)





OPS/images/fmars.2023.1270286/im11.jpg





OPS/images/fmars.2023.1195496/M7.jpg
P(u, o|Data, Prior) = (u, o|Data)






OPS/images/fmars.2023.1270286/im109.jpg





OPS/images/fmars.2023.1270286/im108.jpg





OPS/images/fmars.2023.1195496/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1156486/table2.jpg
Sample Mode Sorting (o7) Skewness (Skq) rtos

1 1120 Polymodal -1.568 2413 0274 0544
2 11.20 Polymodal 1518 2583 0431 0523
3 0.25 Bimodal 1.791 0.661 0.374 1.836
4 025 Bimodal 2078 0353 0311 0.858
5 030 Bimodal 1.830 0526 | 0475 | 1151
6 0.30 Unimodal 1.574 0216 -0.011 1.726
7 0.30 Trimodal 1.846 0.708 -0.232 2744
8 11.20 Polymodal 1222 2152 0350 0.588
9 0.50 Unimodal 1.045 0.460 -0.153 1.971
10 0.30 Polymodal 0.807 1.546 0519 1.028
11 0.30 Trimodal 1.794 0.767 -0.192 [ 2389
12 0.50 Polymodal -1.844 2343 -0.007 0491
13 22.40 Polymodal -2.347 1.997 0.259 0.667
14 0.30 Polymodal 1.214 0.866 -0.220 1.543
15 2,00 Bimodal 0.561 1.278 -0.324 0547
16 3150 Polymodal -1.873 2563 0.229 0534
17 3150 Bimodal -3.027 2.190 0506 0711
18 16.00 Unimodal -1.716 2.194 0225 0.564
19 16.00 Polymodal 2416 2.110 0.365 0.798
20 0.30 Polymodal 0.914 1.284 -0.379 0.800
21 3150 Polymodal -2.167 2641 0238 0.508
22 0.35 Polymodal -1.501 2453 0.138 0.604
23 2.00 Bimodal 0.036 1.082 0255 0515
24 0.60 Polymodal 0.743 0.945 -0.061 1.232
25 032 Polymodal 0.140 1.854 -0.459 0.798
26 26,50 Polymodal 0.978 2560 -0.538 0.762
27 0.30 Polymodal 0557 2075 -0.139 0.646
28 26,50 Polymodal 2181 2753 0395 0532
29 2,00 Polymodal -1.762 2437 -0.444 1.328
30 0.50 Bimodal 0.500 1.277 -0.208 1.203
31 0.43 Polymodal -0.443 2,033 -0.486 0.775
32 0.43 Polymodal 0.556 1.853 0437 0.689
33 2,00 Trimodal 0298 0.657 -0.139 0.609
34 200 Trimodal -0.290 0.650 -0.190 0615
35 0.71 Bimodal 0373 0.969 -0.163 1542

36 2.00 Bimodal 0.313 1.095 -0.188 1.354





OPS/images/fmars.2023.1156486/table1.jpg
Sorting (c7) Skewness ( Kurtosis (Kg)

Very well sorted <035 Very Fine Skewed +0.3 to +1.0 Very platykurtic <067
Well sorted 0.35 - 0.50 Fine Skewed +0.1 to +0.3 Platykurtic 0.67 - 0.90
Moderately well sorted 0.50 - 0.70 Symmetrical +0.1 to -0.1 Mesokurtic 0.90 - 1.11
Moderately sorted 0.70 - 1.00 Coarse skewed 0.1 to -0.3 Leptokurtic L11 - 1.50
Poorly sorted 1.00 - 2.00 Very coarse skewed -0.3 to -1.0 Leptokurtic 1.50 - 3.00

Very poorly sorted 2.00 - 4.00 Extremely leptokurtic >3.00

Extremely poorly sorted > 4.00






OPS/images/fmars.2023.1156486/M7.jpg





OPS/images/fmars.2023.1156486/M6.jpg
To = Pus" (6)





OPS/images/fmars.2023.1156486/M5.jpg
K6 = S aaeT5— 035

e





OPS/images/fmars.2023.1156486/M4.jpg
Sky =

)

sl i

2(095 - ’:):sa

@





OPS/images/fmars.2023.1156486/M3.jpg
L bl o

3






OPS/images/fmars.2023.1156486/M2.jpg
PI6+ 930+ 904
LS @





OPS/images/fmars.2023.1195496/fmars-10-1195496-g002.jpg
CRM

(gc-0,0)/

Normalized cone tip resistance QO

ek
-

10

O
A

O

Suzuki (HS model)
o =15
¢ =22" HSS model
o =25

100

Normalized reference secant modulus E%/p,

1000





OPS/images/fmars.2023.1195496/fmars-10-1195496-g001.jpg
Elevation

Qixiuchang
Station

K1+004.339

Silty clay

Fine sand

0, 1000 m

Huanghebei

envelope
Station

)4
+0.3%
ield tunnel outline
&=

K3+518.778

Mileage (m)
Calcareous tuberculosis I Completely weathered gabbro






OPS/images/fmars.2023.1156486/im92.jpg





OPS/images/fmars.2023.1156486/im91.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g011.jpg
Vibration velocity(mm/s)

0.03
Top of the seawall Y
0.02
o
E
\g 0.01
iy
2
=2
2 000
=
g
3=
:.:;“ 001
>

T T T
100 200 300
Time(s)

Vibration velocity(mm/s)

0.03

0.02

0.01

0.00

-0.01

-0.02

-0.03

o
600 0 100 200 300 400 500

Time(s)

T T
400 500

Top of the seawall Z|

T T T T 1
0 100 200 300 400 500 600
Time(s)

600





OPS/images/fmars.2023.1156486/im90.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g010.jpg
E |% 143 6N 145. BkN 72. 8kN






OPS/images/fmars.2023.1156486/im9.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g009.jpg
% |% lla 2N 115. 2kN 57. 6kN






OPS/images/fmars.2023.1156486/im89.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g008.jpg
Empty vehicle

100kN  100kN HO0kN

| M‘V‘"""""V"





OPS/images/fmars.2023.1156486/im88.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g007.jpg
/Vibration velocity sensors

am Vibration velocity sensors

w Road

R R R G S DT g e

BRI REDA

[] Ancient seawal

LI






OPS/images/fmars.2023.1156486/im87.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g006.jpg
4m

8m

1. 44m

enterline of the road

Ancient seawall

Vibration velocity sensor

Vibration velocity sensor

- mm am mm mm m qem am mmn oam






OPS/images/fmars.2023.1156486/im86.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g005.jpg





OPS/images/fmars.2023.1156486/im85.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g004.jpg





OPS/images/fmars.2023.1156486/im82.jpg





OPS/images/fmars.2023.1212413/fmars-10-1212413-g003.jpg
1. 44m
E—

r
Stone blocks
/ 1.44m X 0. 38m X 0. 32m
Embankment Glutinous rice mortar
£ side Seaward
< .
= side
Lo
Zy

. 3. 84m N

PR
-----_--/Stone blocks

-_---_--- ~-Glutinous rice mortar
e
T
T
Bl
E
P
-
EEEE P
E
P
e
e

Y






OPS/images/fmars.2023.1156486/M1.jpg





