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Editorial on the Research Topic
 Metabolism of Cancer Cells and Immune Cells in the Tumor Microenvironment



Immune editing orchestrates the tumor initiation and progression. The crosstalk between tumor cells and immune cells in the tumor microenvironment (TME) manipulates the development of tumors. Although the recent advancement of immunotherapy was encouraging, and countless patients have achieved significant benefits, some patients still do not respond to immunotherapy, due to the complexity and diversity of the TME. Exploring the underlying mechanisms of TME-driven tumorigenesis and progression are essential for developing potential precise approaches for cancer treatment.

Cells require energy to maintain their survival, and various metabolites are also bioactive. It has now been recognized that metabolism regulates the phenotype and biological function of cells. In the TME, tumor cells and immune cells reprogram their metabolic patterns to adapt to the hypoxic, acidic, and low-nutrition microenvironment. For example, tumor cells display enhanced aerobic glycolysis but reduced oxidative phosphorylation (OXPHOS). Macrophages tend to be M2 polarized, exhibit upregulated fatty acid synthesis and β-oxidation. Cytotoxic T lymphocytes show dampened glycolysis but enhanced OXPHOS. Therefore, the metabolic reprogramming of various cells in the tumor microenvironment is bound to be of great significance for tumor immune editing. Understanding the metabolic reprogramming of tumor cells and immune cells will provide a new direction for regulating tumor immunity.

In this context, the goal of this research topic was to bring together a collection of thoughtful papers that review the advancement and prospect of the metabolism in cancer cells and immune cells and to inspire the researchers for future studies on the tumor immunity and metabolism, as well as to provide clues for clinical cancer therapy.

Hypoxia contributes to oncogenes activation and loss of tumor suppressors that constitute major regulators of Warburg effect and many other metabolic pathways such as glutaminolysis. The hypoxia-inducible factors promote angiogenesis via increasing vascular endothelial growth factors and modulate the cell phenotypes in the TME. Sormendi and Wielockx summarized the current knowledge of hypoxia-reprogrammed metabolism during cancer development and the mechanisms in cancer cells and immune cells in the TME. Endothelial cells (ECs) conduit for oxygen and nutrient delivery to tumor tissues. Zecchin et al. discussed how the ECs adapt their metabolism to form vessels in the TME.

Immunity and mitochondria are closely interlinked with each other. The mitochondria are the most important organelles for cell energy metabolism. They regulate activation, differentiation, and survival of immune cells, as well as release signals such as mitochondrial DNA (mtDNA) and mitochondrial ROS (mtROS) to regulate the transcription in immune cells. Angajala et al. discussed the underlying mechanism by which mitochondria coordinate to drive distinct immune responses.

Mevalonate metabolism is always fueled by glycolysis. It is a critical pathway for cancer stem cells and immune cells and governs immune surveillance. Gruenbacher and Thurnher discussed how activation and differentiation-induced metabolic reprogramming affects the mevalonate pathway for cholesterol biosynthesis in immune and cancer cells. They concluded that while inhibition of mevalonate metabolism in tumor cells may attenuate growth and proliferation, mevalonate pathway in innate immune cells such as macrophages may contribute to trained immunity.

The aryl hydrocarbon receptor (AhR) is an important cytosolic, ligand-dependent transcription factor and plays critical roles in the initiation, promotion, progression, invasion, and metastasis of cancer. Interestingly, a correlation between AhR and immune system has been recognized and suggested as an immunosuppressive effector. Xue et al. reviewed the role of AhR in tumor immunity and its potential mechanism in the TME.

T cells are major components for anti-tumor immunity. Their dynamic program of metabolism determines the differentiation, activation, and function. Manipulating the reprogramming of T-cell metabolic pathways is a therapeutic approach, in particular, for antitumor immunity. Kouidhi et al. illustrated some potential cell metabolism pathways involved in shaping T lymphocyte function and differentiation. They also demonstrated subsets of T cells have specific metabolic requirements and signaling pathways that contribute to their respective function.

In summary, the eight articles composing this research topic provide insights into key and complementary mechanisms underlying metabolism in cancer cells and immune cells in the TME. This issue will inspire researchers to explore questions on metabolic immunology and be beneficial for developing efficient strategies in clinical cancer therapy.
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Low oxygen tension or hypoxia is a determining factor in the course of many different processes in animals, including when tissue expansion and cellular metabolism result in high oxygen demands that exceed its supply. This is mainly happening when cells actively proliferate and the proliferating mass becomes distant from the blood vessels, such as in growing tumors. Metabolic alterations in response to hypoxia can be triggered in a direct manner, such as the switch from oxidative phosphorylation to glycolysis or inhibition of fatty acid desaturation. However, as the modulated action of hypoxia-inducible factors or the oxygen sensors (prolyl hydroxylase domain-containing enzymes) can also lead to changes in enzyme expression, these metabolic changes can also be indirect. With this review, we want to summarize our current knowledge of the hypoxia-induced changes in metabolism during cancer development, how they are affected in the tumor cells and in the cells of the microenvironment, most prominently in immune cells.
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INTRODUCTION

Metabolism is the set of chemical processes by which energy homeostasis is maintained, allowing cells to adjust to the needs that the surrounding environment demands. By adjusting their metabolic pathway network, cells are able to adapt to nutrients and deprived oxygen availability, as well as to adequately respond to different cell signals. During the past few years, the importance of the metabolic state of a cell and how this exerts differentiation and functionality during physiological and pathological processes has become evident. Indeed, metabolic reprogramming is considered a hall-mark of cancer progression (1, 2). Recently, new progresses in molecular biology and high-throughput molecular analyses revealed that many of the signaling pathways, which are altered by gene mutations can regulate cell metabolism. However, the oncogenic transformation process not only involves cancer cells, but it also alters their tumor microenvironment (TME), which includes stromal and infiltrating immune cells (3). Although in this context their metabolism has received less attention, they signify a rich cell population in many solid tumors. Moreover, the metabolic changes that these cells endure have been shown to have a great impact on their contribution during tumor development. These metabolic changes not only translate in different cell functionality, but they are also important in establishing a pro-tumoral “metabolite crosstalk.” According to this idea, it has been shown that specific excreted metabolites, including lactate (4) are exploited or signal to particular cells. Also the connection between metabolism and signal transduction within the neoplastic area is known. We will, therefore, summarize the most essential and relevant studies in the field of cancer-related metabolism, highlighting the regulating properties of hypoxia pathway proteins.

Hypoxia Pathway Proteins in Cancer

Solid tumors are characterized by rapid cell growth that is not equally compensated with a functionally effective and efficient vasculature. This poor vessel irrigation leads to a highly heterogeneous tumor mass with variable oxygen pressure and nutrient levels that cancer cells as well as TME cells need to overcome. Vaupel and colleagues recognized that the partial pressure of oxygen (pO2) within human cancers is significantly lower than in surrounding tissue. This so-called intra-tumoral hypoxia is associated with increased risk of local spread, metastasis, and patient mortality (5). Indeed, a complex pathway exists that regulates the adaptive response to hypoxia. The master regulators of the cellular response to hypoxia constitute a heterodimeric complex formed by a constitutively expressed nuclear HIFβ, and a cytoplasmic oxygen-dependent HIFα (HIF-1α, HIF-2α, and HIF-3α) subunit. Stabilization of HIFα is regulated by a group of oxygen and iron dependent enzymes, known as hypoxia-inducible factor (HIF)-prolyl hydroxylase domain enzymes (PHD1–3). Therefore, under physiological oxygen concentrations PHDs hydroxylate two prolyl residues of HIFα, which allows binding of the Von Hippel–Lindau tumor-suppressor protein, leading to subsequent ubiquitination and proteasomal degradation of this alpha subunit. However, in hypoxia PHDs are much less active, allowing gene transcription regulation by the HIF isoforms, with overlapping, distinct or even opposite roles (6) (Figure 1). Since its discovery, regulation of the hypoxia pathway has been strongly related to cancer development. It cannot only modulate survival and proliferation of cancer cells, activation of this pathway can induce angiogenesis, escape from immune-surveillance, epithelial-to-mesenchymal transition, and even distant metastasis (7, 8). Due to the central regulatory role of PHD2 (9) in the hypoxia pathway, several studies have focused on this isoform. In this regard, we were able to demonstrate that loss of PHD2 in tumor cells leads to decreased tumor growth, depending on an anti-proliferative effect of TGFβ activation through matrix metalloproteinases, but not HIF-1α (10, 11). More recently, using a spontaneous breast cancer mouse model, Kuchnio and colleagues showed that PHD2 haplo-deficiency in cancer cells reduce metastasis via two mechanisms: (1) by decreasing cancer-associated fibroblasts (CAF) activation due to a reduced secretion of TGFβ by cancer cells, matrix production and contraction by CAFs and (2) by improving vessel normalization (12). As mentioned earlier, newly formed vessels are often disorganized, immature, and leaky. Mice heterozygous for PHD2 are protected from distant metastasis due to endothelial normalization in a HIF2-α-dependent manner (13). Branco-Price and colleagues described that deficiency of HIF-1α in the endothelium diminishes NO synthesis, resulting in retarded tumor cell migration and consequent tumor cell metastasis. However, loss of HIF-2α had a reversed effect (14).
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FIGURE 1 | The hypoxia inducible factor (HIF) pathway. Under adequate oxygen pressure, prolyl-hydroxylase domain enzymes (PHDs) hydroxylate two prolyl residues on the α-subunit of the hypoxia-inducible transcription factors (HIF-α). The hydroxylated residues are recognized by the ubiquitin ligase Von Hippel–Lindau, leading to subsequent degradation of HIF-α via the proteasome (upper part of the figure). However, during hypoxia (deprived oxygen pressure), PHDs are inactive and HIF-α is able to translocate into the nucleus, interacts with the HIF-β subunit and P300/CBP enabling binding to hypoxia-responsive elements (HRE) in the promotor region of genes implicated in the hypoxia response (lower part of the figure).



The HIF-pathway proteins not only regulate growth and dissemination of cancer cells, but they also control the tumor-associated immune cells (15, 16). Therefore, many different groups have been focusing on what role the hypoxia pathway proteins play in the two major contrasting forces throughout tumor development: (1) anti-tumor defense and (2) suppression by the immune system. Concerning the latter, tumor-associated macrophages (TAMs) or pro-tumoral macrophages help the tumor to grow. Actually, most of the studies performed relate to the role of the HIF-pathway proteins in TAMs during cancer development. The first studies on this were focused on the role of the HIF transcription factors, revealing that loss of HIF-1α in TAMs increases M2 polarization and pro-angiogenic responses. Moreover, these TAMs overexpress HIF-2α, which correlates with poor patient prognosis (17). In line with this, HIF-2α deficiency in macrophages reduces TAM infiltration into hepatocellular carcinoma in mice (18). In addition, in a transgenic mouse model of breast carcinoma development (MMTV-PyMT), Doedens and colleagues demonstrated that targeted deletion of HIF-1α in macrophages leads to reduced breast tumor growth. Indeed, their work strongly proposes a HIF1-α-dependent macrophage-mediated T cell suppression (19). Furthermore, our research group demonstrated that PHD2 deficiency in myeloid and T cells is a pre-requisite to diminish tumor volume due to increased death of cancer cells (20). Nevertheless, Clever et al. recently reported for the first time a clear role for PHDs in regulating T cell anti-tumoral response. In this study, wild-type and PHD1–3 T cell triple knock-out mice showed similar subcutaneous B16 tumor growth, while the triple PHD KO mice were significantly protected from tumor colonization in the lung (21).

Since hypoxia constitutes one of the hallmarks of solid tumors, and oxygen availability has a direct effect on cell metabolism, it is not surprising that numerous authors have described the reciprocal regulation that HIFs exert on metabolic reprogramming of cancer cells and immune response in the TME and vice versa (22–25). In this regard, oxygen not only regulates PHD activity directly (6), CO2 production during mitochondrial respiration through the TCA cycle can also suppress HIF activity in high concentrations. The mechanism behind this process still needs to be clarified, but it seems that acidification inhibits protein synthesis (mTOR inhibition) and HIF1 α is extremely sensitive to protein synthesis (26). In addition, ROS production during oxidative metabolism influences HIF activity (27, 28), as well as accumulation of specific immunometabolites such as α-ketoglutarate (α-KG), fumarate, and succinate (29–32).

Cancer Cell Metabolism

The Warburg effect is found to be one of the most striking metabolic shifts that healthy normal cells undergo during tumorigenesis (33). This effect of aerobic glycolysis, described by Warburg already in 1920s still forms a hot-topic of tumor metabolism nowadays. This process defines that cancer cells predominantly obtain their energy (in terms of ATP production) through the glycolytic pathway rather than the TCA cycle, even in the presence of adequate oxygen levels (33). But why would cancer cells use glycolysis when energy production is inefficient? Despite the low amount of ATP produced by glycolysis (2 ATP molecules per glucose molecule in glycolysis versus 36 molecules of ATP in TCA), the efficiency of this process relies on faster kinetics of glycolysis, producing a comparable amount of ATP by either form of glucose metabolism during the same period of time (34). This also implies that nutrients are conserved for biosynthesis of nucleic acids, lipids, and amino acids to support cell growth, rather than oxidized in mitochondria for maximal ATP production (35–41). Moreover, this high glycolytic rate entails a great lactate excretion, leading to increased TME acidosis, which alters the tumor stroma interface allowing enhanced invasiveness (42, 43). The presence of variable levels of lactate and hypoxia constitutes one of the main reasons for tumor heterogeneity. Indeed, “metabolic symbiosis” among hypoxic and aerobic cells within the tumor mass has been demonstrated. Lisanti and coworkers described “the Reversed Warburg effect” in which CAFs perform aerobic glycolysis and provide cancer cells with metabolites for oxidative phosphorylation (OxPhos) (44, 45) (Figure 2). In this pro-tumoral “metabolite crosstalk,” lactate produced by hypoxic cells is taken up by aerobic cells, which use it as their principal substrate for OxPhos. Lactate recycling is not new, and is well known from the Cori cycle in the liver (46). Sonveaux et al. showed that human cancer cells cultured under hypoxic conditions convert glucose to lactate and excrete it, while aerobic cancer cells take this lactate back up via monocarboxylate transporter 1 (MCT1) and utilize it for OxPhos (4). Another important glycolysis-related enzyme is pyruvate kinase (PK), which catalyzes the final glycolytic reaction. Therefore, reduction of PK activity causes a build-up of glycolytic intermediates that are redirected toward biosynthesis. Elevated expression of the isoform PKM2 has been demonstrated in several types of cancer, including colon, kidney, lung, and breast (47). Several studies have shown that PKM2 directly regulates the Warburg effect, since the knock-out of this enzyme reduces glucose uptake and lactate production, increasing oxygen consumption, and finally reducing tumorigenesis (48–50). In addition to this, Luo et al. reported that hydroxylation of PKM2 by PHD3 allows its binding to HIF-1α, enhancing expression of HIF-1α targeted genes (51). In addition, HIF-1α restricts OXPHOS and regulates the expression of pyruvate dehydrogenase kinase (PDK), an enzyme that phosphorylates and inactivates pyruvate dehydrogenase. The latter limits pyruvate utilization for OxPhos (52). Furthermore, active Akt2 accumulates in the mitochondria during hypoxia and phosphorylates pyruvate dehydrogenase kinase 1 (PDK1) on Thr346 to inactivate the pyruvate dehydrogenase complex (53). Regarding the HIF pathway, cancer cells present frequent activation of the PI3K–mTOR axis, which functions as a nutrient sensor pathway. mTOR activation favors HIFα activity and promotes tumor angiogenesis. Thus, it has been shown that loss of the mTOR inhibitor TSC2 (tuberous sclerosis complex 2 protein) results in the accumulation of HIF-1α and increased expression VEGF (54). Another study relates mTOR-mediated regulation of HIF-1α to the pathogenesis and increased angiogenesis in chronic myelogenous leukemia (55) (Figure 2).
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FIGURE 2 | Schematic representation of the glycolytic pathway in different cell types. Metabolic intermediates such as lactate inhibit the PHD function, leading to accumulation of hypoxia-inducible factor (HIF) which regulates expression of several glycolytic enzymes. Importantly, HIF balances glucose metabolism: (1) by inducing expression of LDH, leading to conversion of pyruvate to lactate, (2) as well as dampening the entry of pyruvate in the TCA cycle through inhibition of PDH by pyruvate dehydrogenase kinase (PDK) overexpression. Particularly, cancer cells (CC: orange) show increased expression of PKM2, the limiting rate enzyme of glycolysis, favoring glucose metabolism. CCs as well as endothelial cells (ECs: pink) show increase expression of MCT, facilitating lactate uptake for oxidative phosphorylation. Pro-tumoral M2 macrophages (light blue) present increased expression of phosphofructo-2-kinase/fructose-2,6-biphosphatase 3 (PFKFB3) isoform, enhancing glycolysis in these cells, whereas anti-tumoral M1 (dark blue) express the low activity isoform PFKFB1. Activation of T cells (green) via TCR-CD28 leads to enhanced glycolysis essential for their effector functions in an mTOR/HIF-dependent manner.



Previous studies have shown that specific metabolites are able to directly regulate the hypoxia pathway. Therefore, loss-of-function mutations of the tumor suppressor genes encoding the succinate dehydrogenase complex and fumarate hydratase lead to the accumulation of succinate or fumarate, resulting in HIF stabilization through inhibition of PHDs (56). Also other intracellular metabolites, such as pyruvate, lactate and oxaloacetate block PHD-mediated inhibition of HIF-1α underlying its prominent basal activity, commonly seen in many highly glycolytic cancer cells. This suggests that enhancement of HIF-1 by glucose metabolites may constitute a feed-forward signaling mechanism involved in malignant progression (57). In addition, isocitrate dehydrogenases 1 and 2 (IDH1 and IDH2) are frequently mutated in cancer. These enzymes function at the intersection of different processes, including oxygen-sensing signal transduction, cellular defense against oxidative stress, oxidative respiration, and cellular metabolism in lipid synthesis. The mutated forms of IDHs (58) produce 2-HG instead of α-KG essential for PHD function (59). Indeed, it has been shown that 2-HG can either inhibit or activate PHD-driven hydroxylation of HIF in an enantiomer-specific way (60).

Since the discovery of the Warburg effect, mitochondrial dysfunction was designated as a metabolic hallmark of cancer cells. However, earlier studies provided genetic evidence that mitochondrial metabolism is essential for tumorigenesis (61–63). Indeed, cancer cells generate an abundant amount of NADPH in the mitochondria and the cytosol to sustain high antioxidant activity and prevent the build-up of potentially detrimental ROS (64, 65).

Although anaerobic glycolysis is an acclaimed feature of cancer cells, this is not the only metabolic alteration in the transformed cells. In fact, for tumor cells to proliferate, fatty acid (FA) synthesis (for membrane biogenesis) as well as glutaminolysis (for amino acid precursors) has been reported to be affected during tumorigenesis (37, 66, 67). It has been shown that lipid production is critical for cancer cell survival, while the expression of the central lipogenic enzyme fatty acid synthase (FASN) is strongly correlated with cancer progression (68, 69). FAs used for cancer cells during lipogenesis can be endogenously derived from citrate in the TCA cycle, but they can also be seized from exogenous sources. To obtain free FA from circulation, lipoprotein lipase (LPL) hydrolyzes circulating triglycerides. Then, free FAs are imported into the cell via the FA translocase CD36. Both proteins LPL and CD36 are widely expressed in breast, liposarcoma, and prostate tumor samples (70) (Figure 3). In addition to this, lipid metabolism plays an important role in preventing ER stress, as it appears that balancing saturated and unsaturated lipid species are required, due to the lipotoxic effects of the former. Therefore, desaturation of de novo synthesized lipids by oxygen-dependent stearyl-Coenzyme A (CoA) desaturases (SCDs) plays a critical role for cancer cell survival. In this regard, SCD1-mediated lipid desaturation has been found to be a critical determinant of cancer cell survival downstream SREBP transcription factors (which are regulated by the mTORC1 pathway) (71). In fact, unsaturated lipid deficiency of hypoxic cells has been shown to cause cell death by ER stress and activation of the unfolded protein response in an mTORC1-dependent manner (72, 73). Another important lipid-metabolism-related enzyme is acetyl-CoA synthase 2 (ACSS2). ACSS2 converts acetate to acetyl-CoA, which is used as a nutritional source by cancer cells supporting biosynthesis of membrane phospholipids. Moreover, it is an epigenetic regulator in histone acetylation. It was also shown that hypoxia enhances the expression of ACSS2, which has been related to poor prognosis in breast cancer patients (74). The importance of lipid metabolism alterations in cancer cells relays not only on the role of lipids for biogenesis but also on their capacity to signal. In this respect, it has been shown that in human cancer cells as well as primary tumors, monoacylglycerol lipase (MAGL) is vastly overexpressed. This enzyme regulates a FA network that drives oncogenic signaling lipids, which promotes migration, invasion, survival, and in vivo tumor growth (75).
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FIGURE 3 | Schematic representation of the fatty acid (FA) synthesis in different cell types. Cancer cells (CC: orange) show increased expression of ACCS2 favoring conversion of pyruvate to acetyl-coA as well as fatty acid synthase (FASN) for conversion of malonyl-coA to FA. The latter, is also overexpressed in M2 macrophages (blue). CCs can also obtain FA from exogenous sources via converting triglycerides (TG) into FA, which are taken up by the CD36 transporter. Overexpression of monoacylglycerol lipase (MAGL) in CC is related to synthesis of lipids involved in cell signaling. Increased expression of SCD1 in CC balances higher presence of unsaturated FA essential for maintenance of ER homeostasis. Enhanced expression of ACC1 shifts T cell differentiation toward T regulatory cells (Treg: dark green).



As mention before, tumors are glutamine addicted. Cancer cells display high rates of glutaminolysis in order to obtain several precursors needed for supporting robust proliferation. In this regard, c-Myc has been shown to directly upregulate glutamine-metabolizing enzymes, such as glutaminase, which leads to fast integration of nitrogens and carbons in the anabolic network (76–78). Interestingly, it has been reported that the c-Myc function is directly regulated by both HIF-1α and HIF-2α (79, 80). The reductive metabolism of glutamine, mediated by IDH1, adds extensively to lipogenesis in cancer cells (81) (Figure 4), and which is partially facilitated by an increase in PDK1 (53, 82) and c-Myc (76, 83) in a HIF1-dependent manner, but it is primarily determined by the relative abundance of citrate and α-KG (83, 84). In addition, Kynurenine is another oncometabolite, which was defined as a tryptophan metabolite made from indoleamine-2,3-dioxygenase (IDO) (85), and known for its robust immunosuppressive effects (86) (Figure 4).
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FIGURE 4 | Schematic representation of amino acid metabolism in different cell types. Cancer cells (CCs: orange), cancer-associated fibroblasts (CAFs: brown), myeloid-derived suppressor cells (MDSCs: purple), as well as M2 macrophages (blue) show increased expression of arginase, depleting the surrounding environment of arginine, which is essential for TCR activation in T cells (green). Ornithine coming from arginase metabolism also dampens T cell activation. Moreover, increased expression of indoleamine-2,3-dioxygenase (IDO) in CC and MDSCs favors catabolism of tryptophan into kyneurine, with immune suppressive effects. In addition, overexpression of GLS via HIF/c-Myc regulation in CA, CAFs, MDSCs, and endothelial cells (ECs: pink) generates glutamate, which is used to replenish intermediates of the TCA cycle, favoring FA synthesis from citrate.



In addition to this, metabolic fitness relates to an increased HIF signaling in tumor cells, which permits the cancer cells to strive better for crucial metabolites, such as glucose and glutamine, than the stromal cells (87). This competition for nutrients has been demonstrated in the exhaustion of tumor-associated lymphocytes, suggesting a metabolic associated immune suppression (88, 89).

Tumor Microenvironment

Although tumor cells have been the main subject of study in cancer research, stromal cells and infiltrating immune cells have gained great interest, over the past years. Furthermore, the intriguing crosstalk of tumor cells with the TME or even different components of the TME among each other (as introduced in the previous section), regulate a vast amount of processes during tumor development (3). In this section, we will discuss several metabolic adaptations of different cell types of the TME (Figure 5).
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FIGURE 5 | The tumor microenvironment (TME). This overview summarizes the intricate interactions of the different cells types that constitute the tumor mass. Some cancer cells (CC: orange) use glycolysis as main source for energy production (independently of oxygen availability—Warburg effect), excreting lactate and leading to acidification of the surrounding area, which finally promotes invasiveness of CC. Other CCs as well as M2 macrophages (blue) and endothelial cells (ECs: pink) with access to adequate levels of oxygen use this lactate for oxidative phosphorylation (OxPhos). Lactate in ECs leads to inhibition of PHD and subsequent activation of HIF, enhancing expression of VEGF-Rs (among others) and promoting angiogenesis. Uptake of fatty acids (FA) as well as de novo synthesis is used for new biomass required for fast CC proliferation. Next to amino acid depletion in the tumor mass by M2 cells, cancer-associated fibroblasts (CAF: brown) and myeloid-derived suppressor cells (MDSCs: purple) establish a metabolic competition between pro- and anti-tumor forces present in the TME. The absence of nutrients needed for T effector cell activation (Teff: light green) leads to their anergy, with a differentiation shift toward T regulatory cells (Treg: dark green). The lack of nutrients leads to activation of the mTOR pathway in CCs and production of VEGF (among others) via HIF regulation, promoting angiogenesis.



Stromal Cells

Endothelial Cells (ECs)

Endothelial cells are the best characterized cells of the TME. Despite the fact that ECs dispose of immediate access to oxygen in the blood, ECs are highly glycolytic, generating up to 85% of their ATP via glycolysis. Indeed, their glycolytic rate is comparable to that of cancer cells, and increases even during proliferation (90). Rather than acting as a bioenergetic power source, it has been reported that through the production of pro-angiogenic reactive oxygen species (ROS) mitochondria in ECs have a signaling function (91). In this regard, also the important role of the pentose phosphate pathway (PPP) as a weight against oxidative stress is noteworthy, as it controls redox homeostasis through NADPH production, together with ribose-5-phosphate for synthesis of lipids nucleotides and amino acids (92). Although glutamine and FA metabolism for ATP production in ECs is still under debate, glutaminolysis has been described to be essential for EC proliferation, as inhibition of glutaminase induces their senescence (93, 94). Also cholesterol synthesis has been shown to be crucial for vessel sprouting, as it enables the development of lipid rafts required for proper membrane localization and signaling of the VEGF receptors (95). At this point, it is important to note that VEGF creates a tip cell signal, required for vessel sprouting, a process during which ECs display exclusive patterns of cellular metabolism with high rates of glycolysis and reliant on FAO for nucleic acid synthesis and proliferation (94, 96). Since tip cells are located far from functional vessels, their activity is also regulated via the hypoxia pathway (97). In this regard, it has been shown that deletion of endothelial HIF-2α enhances angiogenesis, although the vessels were more disorganized and hypoxic (98, 99). In addition, PHD2+/− mice showed increased HIF-α stabilization, and normalization of the endothelium, increased oxygenation and reduced secondary metastasis (13). On top of this, it has been reported that the HIF subunits have opposing roles when it comes to the permeability of the endothelium. HIF-1α deficiency in ECs hampers tumor cell migration through endothelial layers, while loss of HIF-2α enhances tumor cell migration and metastasis (14). These contrasting effects may be directly related to the dramatic differences in inducible nitric oxide synthase (iNOS) expression in both deficient lines. In addition to this, a pro-tumoral “metabolite crosstalk” between EC and cancer cells has been reported. In this regard, Boidot et al. identified a direct link between the function of p53 and MCT1 expression, regulating the influx of lactate produced by cancer cells into EC (100). Later studies from the same group showed that internalized lactate through MCT1 by EC promote tumor angiogenesis through PHD2 inhibition, and activating HIF1 (101, 102). The same mechanism has been reported to trigger IκBα degradation, stimulating an autocrine pro-angiogenic NFκB/IL-8 pathway, and finally driving cell migration and tube formation (103). Furthermore, the receptor tyrosine kinases AXL, TIE2, and VEGFR-2 is activated by lactate in order to promote angiogenesis (104).

Fibroblasts

Another important stromal cell of the TME is the CAF. The importance of CAFs relies not only on their ability to produce growth factors and chemokines regulating other stromal cells and cancer cells but also in their capacity to modify the extracellular matrix (ECM), facilitating tumor angiogenesis and invasiveness (105). CAFs is actually a mix of myofibroblast-like cells that ascend different types of cells, including fibroblasts, bone-marrow-derived stromal cells, ECs, and adipocytes (106–108). Despite their relevance in regulating tumor development, studies on the metabolism of CAFs have been limited. Interestingly, proliferating fibroblasts produce biomass for a next proliferation, while quiescent fibroblasts use biomass to replace oxidized lipids and degraded proteins, as well as synthesis of ECM proteins. Hypoxia pathway proteins are an important stimulus of this process, since they increase the expression of remodeling enzymes leading to increased tumor rigorousness and enhanced metastasis (109). In this respect, reduced PHD2 activity led to a diminished CAF-induced ECM remodeling and diminished metastasis (12, 110). Independent of their activation state, healthy fibroblasts incorporate glucose carbons in the TCA cycle at comparable rates (111). Fibroblasts have also been described to replenish intermediates of the TCA by a process known as anaplerosis. In particular, anaplerotic flux from pyruvate to oxaloacetate via pyruvate carboxylase in quiescent fibroblasts ensures continuity of the TCA cycle, whereas proliferating fibroblasts primarily use glutamine for anaplerosis. Like cancer cells, proliferating fibroblasts rely on PPP for biosynthesis. By contrast, quiescent fibroblasts generate NADPH via the PPP, which is essential for their survival (111). Moreover, CAFs also perform FA synthesis, essential for their proliferation (112). Production of ROS by cancer cells inhibits PHD2 (with subsequent gain of function of HIF-1α) and enhances NO production by CAFs. This finally leads to dysfunctional mitochondria that are mitophaged, forcing CAFs to rely on glycolysis for ATP production, with accompanied increase in lactate production (113). High lactate production together with amino acids and keton bodies supply cancer cells with high-energy nutrients for oxidative metabolism in tumor oxygenated areas (114, 115). In addition, loss of HIF-1α in fibroblasts leads to vascular normalization, decreases hypoxia but increases breast cancer development (116). HIF1α-driven aerobic glycolysis in stromal cells supports cancer cell growth via the paracrine production of nutrients (such as lactate), which cancer cells can recycle (4, 102, 117, 118). As we will discuss in the following section, arginases (ArgI and ArgII) are important for immune suppression in the tumor, converting L-arginine to ornithine, resulting in T cell anergy and reduced anti-tumor response (119). CAFs that are localized to hypoxic regions in pancreatic tumors express high levels of ArgII, suggesting for CAF-mediated immunosuppression (120).

Immune Cells

Although numerous studies have indicated the involvement of almost every immune cells type, macrophages have been by far the most studied immune cell type during cancer development. As mentioned before, the importance of metabolism in regulating immune cell phenotype and function and its impact during tumor development is well known (121). Indeed, during the past years, a new field of study has emerged, focusing on the metabolism of the immune system also known as immunometabolism. This new area of research studies how changes in cell metabolism regulate the immune system during homeostasis as well as during inflammatory processes, including tumor-associated inflammation. Indeed, how metabolic changes in immune cells during tumor development regulate the contribution of these cells to disease progression has been the center of a great number of studies. As mentioned before, high levels of glycolysis but hampered angiogenesis inside hypoxic tumor areas can result in near glucose depletion and accumulation of waste products such as lactate. Hence, anti-tumoral immune cells infiltrating TME face significant metabolic challenges to mount and sustain against the tumor. In this regard, T cells have been extensively studied as the main force fighting tumor growth, characterized by particular metabolic shifts according to their activation state (Figure 5).

T Cells

Resting naïve T cells require low amounts of glucose, amino acids, and FAs to sustain basic energetic and minimal replacement demands. More than 90% of their ATP production comes from FAO and OxPhos, whereas glutaminolysis and PPP contribute to biosynthesis purposes. Upon activation, T cells increase glucose and glutamine catabolism for nucleotide and lipid synthesis that are essential for cell growth, while OxPhos for ATP production is maintained (122–125) (Figure 5). Indeed, glycolysis has been described to be essential for T cell effector functions, since its impairment suppresses proliferation. TCR–CD28 co-stimulation triggers the shift from naïve to effector T (Teff) cells through PI3K/Akt/mTOR pathway, and activation of cMyc and HIF-1α transcription factors. This promotes glycolytic gene expression and post-translational modification essential to drive aerobic glycolysis and amino acid metabolism in Teff cells, while suppressing catabolic FAO for ATP (122, 126–128). On the other hand, T regulatory (Treg) cells orchestrate a pro-tumoral environment by inhibiting effector T cell responses in the tumor area. Contrary to Teff, Treg cells rely on both FAO and OxPhos for ATP upon activation (127, 129, 130). This metabolic state allows Treg cells to survive tumor conditions and exert their immunosuppressive effect, whereas anti-tumor effector T cells would face impair TCR signaling due to lack of glucose (122, 123, 129–131). Indeed, Treg expansion has been linked to activation of the nutrient stress sensor AMPK. Thus, when the AMP:ATP ratio increases due to the lack of nutrients, AMPK favors oxidative catabolic pathways (132). This metabolic shift implies that AMPK can immediately impact the balance of Teff and Treg cells via mTORC1 inhibition (133). Upon CD3/CD28 activation, T cells accumulate metabolites involved in anabolic pathways increasing FAS (122). In addition, it has been shown that mTORC impairment compromise de novo lipid synthesis in T cells through induction of the transcription factor SREBP (134). The importance of lipid metabolism in T cell biology has been also reported at the level of the FAS limiting rate enzyme ACC1, which deletion interferes with differentiation of naïve to effector T cells (135). However, ACC1 deletion did not affect the ability of naïve T cells to proliferate and differentiate into Treg (135, 136), suggesting FAS as an important metabolic checkpoint during activation-induced differentiation into Teff cells. Similar to cancer cells, PI3K–mTOR axis stimulates HIFα activity, downstream of the TCR activation (137, 138). Also, IL6 stimulation of T cells leads to JAK–STAT pathway increased transcription of HIF mRNA (126, 139). As mentioned before, metabolites themselves can also act as signaling molecules. In this regard, decreased flux through the TCA cycle may lower succinate levels. It has indeed been shown that succinate can stabilize HIF-1α, inducing transcription of several inflammatory cytokines (32). Although there are not many studies on the role of the HIF-pathway in T cells during tumorigenesis, previous studies have reported a role for this pathway during T cell-mediated inflammation and differentiation (Th17 and Treg balance). Dang et al. reported that HIF-1α enhances Th17 differentiation by direct transcriptional activation of RORγt, while inducing FoxP3 proteasomal degradation and dampening Treg differentiation (126). During Th17 cell development, glycolysis rate is increased through mTOR–HIF-1α signaling induction (127). The tumor protecting or promoting role of Th17 is still controversial due to its differently described phenotypes [for review, see Ref. (140)].

Moreover, it has been reported that T cell activation is blocked due to disruption of the electron transport chain leading to impaired mitochondrial ROS production (141). Apart from this, the hypoxic environment within the tumor area may protect tumor cells from anti-tumor immunity by HIF-1α-dependent upregulation of PD-L1 on cancer cells, which inhibits PD-1 expressing T effector cells (142). Moreover, high lactate levels in the tumor area have been shown to suppress the PI3K/Akt/mTOR pathway inhibiting glycolysis, finally leading to impaired T cells (128, 143, 144). Glycolysis inhibition can lead to increase expression of PD-1, which is associated with T cell exhaustion and non-responsiveness through inhibition of TCR and CD28-mediated co-stimulation, helping the tumor to escape immune surveillance (145). Also tryptophan has gotten attention as a limiting amino acid in T cell activation. Tryptophan metabolism is mainly regulated by IDO, highly expressed by cancers, and in fact correlated with poor prognosis (146) (Figure 4). Using a mouse sarcoma model, Chang et al. showed that glucose restricts T cells, leading to hampered mTOR activity, glycolytic capacity, and INFγ production. The result is enhanced tumor progression. Checkpoint blockade using antibodies against CTLA4 PD1 and PDL1 restore all previous changes (88). Recent work supports the hypothesis that lactic acid blunts the immune response mediated by T and NK cells (147).

Macrophages

Historically, macrophages have been classified as M1 (classically activated) and M2 (alternatively activated) according to their pro- or anti-inflammatory state, respectively. However, more recently, the idea of a multidimensional spectrum rather than dual macrophage activated states has emerged (148, 149). Since specific stimuli induce specific functional outcomes, it is expected that different states of polarization present a particular metabolism. M1-phenotyped macrophages are highly glycolytic and characterized by an increased induction of the strong glycolytic enzyme 6-phosphofructo-2-kinase/fructose-2,6-biphosphatase 3 isoform (PFKFB3) (150), conferring them an energetic advantage in hypoxic regions (151). This glycolytic state is mediated by the Akt/mTOR/HIF-1α pathway (32) and has been shown to induce TNF expression (152). The latter suggests a direct regulation of the inflammatory phenotype of macrophages depending on the glycolytic pathway. In relation to their anti-inflammatory role, M1 macrophages also use PPP and malic enzyme in order to produce high amounts of NO and ROS for killing pathogens, as well as NADPH to protect themselves from this high oxidative burst (153). On the other hand, M2 macrophages present high rates of FAO and OxPhos, with low glycolytic activity due to the expression of the weak glycolytic activator PFKFB1 isoform (154, 155) (Figure 2). O’Neill et al. showed that M2 polarization upon IL-4 signaling stimulates mitobiogenesis by upregulating PGCβ, enhancing the metabolic switch to FAO (155). Also, M2 macrophages reduce PPP flux and GSH via induction of carbohydrate kinase-like protein (CARKL) (156). Traditionally, TAMs have been related to a more M2 anti-inflammatory and pro-tumor phenotype. However, the fluctuating levels of lactate and oxygen in the heterogeneous tumor mass induce differential macrophage responses depending on their functional plasticity in tumor. In general, a lactic acid-induced polarization to M2 has been reported, inducing an immunosuppressive and tissue remodeling phenotype. This is characterized by the production of VEGF and arginase in a HIF-1α dependent manner (43, 121). Also, TAMs respond and adapt to different oxygen levels through activation of the HIF pathway. In this regard, it has been shown that expression of HIF-1α has a protective role in hypoxic areas, since loss of this transcription factor leads to decrease expression of IL-6, TNF, and iNOS, as well as increased CD206, all of them characteristic markers of the M2 phenotype (15, 17). TAMs are also characterized by high expression of arginase enzyme (induced by the high lactate levels in the TME). This has been shown to impair anti-tumor T cell function due to depletion of the arginine pool required for NO and protein synthesis leading to TCR function impairment (19, 43, 157, 158). Apart from this, recent studies have described the importance of iron metabolism in macrophage polarization. M1 macrophages express reduced levels of ferroportin, the iron transporter, but high levels of H-ferritin involved in iron storage, whereas M2 macrophages present the opposite profile. Therefore, iron sequestration in M1 macrophages is believed to restrict both bacterial and tumor growth, while M2 macrophages release iron, which promotes tissue repair and tumor cell proliferation (159, 160). In addition, iron constitutes a cofactor of the PHD enzymes in the hypoxia pathway. Therefore, intracellular iron levels directly regulate HIF-1α stability crucial for the survival and pro-tumor function of TAMs (161). In a tumor setting, TAMs also undergo changes in their lipid profile. It has been shown that M-CSF secreted from tumor cells leads to enhanced expression of FASN in macrophages, which polarize to an IL-10 expressing pro-tumoral phenotype (162).

Myeloid-Derived Suppressor Cells (MDSCs)

Another important immune cell type that has recently gained great attention is the MDSCs that, as its name indicates, is functionally defined by its potent immunosuppressive activity in both innate and adaptive immunity. This cell population comprises two major subsets: monocytic MDSCs (M-MDSCs) and polymorphonuclear MDSCs (PMN-MDSCs) (163). G-CSF has been described to play a critical role in differentiating and mobilizing bone marrow granulocytic precursors within tumors (164); whereas depending on the magnitude and context of the stimulus, GM-CSF can induce accumulation of these suppressor subsets thereby inhibiting proliferation as well as anti-tumor ability of neu-specific T cells (165, 166). In addition, it has been shown that IL-4Rα activation through IL-4 and IL-13 exposure evokes MDSCs suppressive mechanism in a STAT6-dependent manner (167, 168). MDSCs promote immune dysfunction by using different mechanisms, either directly via impairment of T cell amino acid metabolism or through regulation of oxidative stress, which finally interferes with T cell viability, migration, and activation. Also, MDSC are able to indirectly induce other immune regulatory cells, such as Treg cells and TAMs (169–171). The same as macrophages, MDSCs show high expression of arginase, depleting arginine from the TME essential for TCR activation and T cell proliferation (172, 173). MDSCs also sequester the amino acid cysteine, which is indispensable for T-cell activation (174) and expresses IDO enzyme for tryptophan catabolism (175, 176). Deprivation of the later has been shown to induce expansion of the Treg cell population (177). Combined expression of nitric oxide synthase, arginase, and NADPH oxidase confers MDSC important regulators of oxidative stress in TME (178–181). Therefore, presence of RNI (mainly derived from M-MDSC), and ROI (mainly from PMN-MDSC) downregulates TCR and IL2 receptor signaling, inhibiting T cell activation and proliferation (170). In addition to this, MDSCs show enhanced FA uptake and high expression of FAO enzymes, accompanied by an increased mitochondrial mass and oxygen consumption rate (182). Corzo et al. described the role of the hypoxia pathway in MDSCs, with HIF-1α as main responsible for MDSC differentiation and function in TME (183). In addition, HIF-1α-mediated expression of PD-L1 is essential for mediating MDSC immune suppression (as discussed in the previous sections) (184). Also hypoxia can enhance MDSC migration to the tumor site via HIF-1α-mediated production of chemokines (185, 186). Hypoxia also influences seeding of MDSCs in the pre-metastatic niche by stimulating increased secretion of lysyl oxidase (187–189). This process drives ECM remodeling in the metastatic niche and suppresses NK anti-tumor response (188).

Neutrophils

During the past few years, the presence of tumor-associated neutrophils (TANs) has gained attention due to their pivotal role in tumor development. Indeed, a dual effect has been proposed for TANs during onset (190). In this regard, Fridlender et al. showed that in the absence of TGFβ, TANs encourage Teff response and anti-tumor activity, whereas in the presence of TGFβ they exhibit tumor promoting activity (191). Neutrophils comprise a significant proportion of the inflammatory infiltrate in cancerous lesions and high levels of blood neutrophils were observed in patients suffering from advanced stage tumors (192). In many cancer types, such as bronchoalveolar carcinoma (193), metastatic melanoma (192), and andrenal carcinoma (194), neutrophil accumulation was associated with increased aggressiveness and poor prognosis (195). By contrast, high neutrophil counts in gastric tumors correlate with favorable prognosis (196). Since neutrophils constitute an already mature population that does not proliferate, possible changes in their metabolism have not been studied in depth. Regarding their metabolism, neutrophils are strongly committed to glycolysis and PPP, whereas their few mitochondria are used for maintenance of the redox balance. It has been shown that their high rates of glycolysis are necessary for the generation of ATP, in which HIF-1α is critically involved by regulating the expression of key glycolytic enzymes (197). Apart from its main role in energy metabolism, glycolysis has been shown to be essential for some neutrophil functions such as oxidative burst and chemotaxis (198). Indeed, Thompson et al. reported that murine HIF-2α deficient inflammatory neutrophils displayed no impairment of chemotaxis, phagocytosis, or respiratory burst but elevated sensitivity to apoptosis leading to reduced neutrophilic inflammation (199). It has also been shown that hypoxia can promote neutrophil recruitment by modifying the adherence properties of ECs to neutrophils (200). In addition, FAS has been reported to have some relevance in neutrophil biology. In this regard, Lodhi et al. showed that peroxisomal lipid synthesis drives inflammation by supporting neutrophil membrane phospholipid composition as well as viability (201). Another important feature of neutrophils is the formation of neutrophil extracellular traps (NETs). Brinkmann et al. described for the first time that activated neutrophils are able to release their chromatin (DNA and histones) loaded with granule enzymes forming an extracellular mesh-like structure that can both trap and kill extracellular organisms (202). Glucose uptake, glycolysis, and a shift toward PPP have been shown to be essential for NETs formation (203, 204). Beyond their bactericidal role, NETs has been described to sequester tumor cells and promote metastasis (205). Also, association of adhesion molecule and cytokines to NETs has been related to cancer-induced organ failure (206).

Therapy Perspectives

Regarding tumor therapy, there are different approaches that can be used, including targeting of the cancer cells, or switching the nature of the immune cell to a more anti-tumoral state. During the past decade, a lot of attention has been given to try and selectively kill the tumor based on their metabolic alterations (207, 208). Indeed, increasing evidence supports the idea that dysregulated cellular metabolism is connected to drug resistance during cancer therapy. Therefore, combining cellular metabolism inhibitors with chemotherapeutic drugs constitutes a promising strategy to overcome this.

It has also become clear that there is much more the only Warburg effect when it comes to the metabolic rearrangements associated with malignant transformations. Indeed, there is also an increased flux through the PPP, higher rates of glutamine consumption and lipid biosynthesis, maintenance of redox homeostasis and limited levels of autophagy, at least in the first steps of oncogenesis (209–211).

Glycose Metabolism

Due to the high glycolic rate in developing tumors, regulation of this pathway in cancer cells has been considerately studied. Starting by targeting glucose intake, the GLUT1 inhibitor WZb117 has been shown to reduce ATP production and ER stress induction in cancer cells, with a synergistic anticancer effect in combination with cisplatin or paclitaxel (212). Also, under hypoxia conditions, Cao et al. reported that the GLUT1 inhibitor phloretin significantly enhances anticancer effects of the antibiotic daunorubicin, overcoming hypoxia-conferred drug resistance (213). In the same line, inhibition of glycolysis with 2-DG (glucose analog for hexokinase) in combination with radiation or chemotherapy treatments, enhance clinical efficacy of the latter (214). A great number of studies have focused on the importance that the highly expressed PKM2 enzyme in cancer cells has in conferring resistance to therapy (48, 215–217) (Figure 2). Inhibition of this last rate-limiting enzyme in the glycolytic pathway, increases apoptosis and inhibits proliferation during cisplatin (218), and docetaxel (219) treatment. In the last step of the glycolytic pathway, LDHA expression and activity has been reported to be higher in Taxol-resistant breast cancer cells. Inhibition of LDHA by oxamate (a pyruvate analog) in combination with paclitaxel treatment has shown synergistic effect on taxol-resistant cells by promoting apoptosis (220). Regulating the shift between glycolysis and TCA, PDK inhibits PDH conversion of pyruvate to acetyl-CoA. Inhibition of PDK3 (functional of pyruvate isoform even in high concentration) has shown to diminish hypoxia-induced resistance in cervical and colon cancer (221, 222).

Recent evidence also indicates that modulation of immunometabolism plays an important role in controlling immune responses against cancer progression. Indeed, several studies have focused on targeting metabolic pathways to enhance T cell function and persistence. One of the most promising is the use of PD-1 blocking antibodies to rescue T cell glycolysis and enhance Teff functions (223). By contrast, inhibition of mTOR (224, 225) or AMPK (226, 227) has been shown to lead to controversial results.

Lipid Metabolism

Since proliferation of cells requires the generation of novel phospholipid membranes, targeting de novo lipogenesis or steroidogenesis would also be a potential anticancer therapy approach (68). Several enzymes involved in these synthesis pathways, including FASN (228, 229), ACLY (230), ACCs (231), choline kinase (232, 233), monoglyceride lipase (75), and HMGCR (234) have been ascribed critical roles in oncogenesis or tumor progression in vivo, yet have not been tested in clinical settings. Indeed, FAS is significantly upregulated and correlates with poor prognosis in many types of cancer. Therefore, it is not surprising that several FAS inhibitors, such as cerulenin, C75, orlistat, C93, or GSL 837149a, have shown anti-tumor activity (Figure 3). In addition, the combination of FAS inhibition with docetaxel (235), trastuzumab (236), or adriamycin (237) treatment increases therapy sensitivity in breast cancer. Cancer cell metabolism is also highly dependent on glutaminolysis. It has been shown that glutamine in combination with leucine activates mTORC1 by enhancing glutaminolysis and α-ketoglutarate production (238). Targeting glutaminolysis by using the mTORC1 inhibitor rapamycin has been reported to enhance cisplatin treatment in gastric cancer (239). Pharmacological inhibition of FAO functions in MDSC, averts immune inhibitory pathways and decreases the production of inhibitory cytokines. Consequently, blocking FAO postponed tumor growth in a T-cell-dependent way, and increased the anti-tumor effect after adoptive T cell treatment (182). COX-2 inhibitors or reducing COX-2 expression in 3LL cells, obstructed their capacity to induce arginase I in MDSC (240).

Amino Acid Metabolism

Inhibitors of folate metabolism, thymidine and deoxynucleotide synthesis and elongation of nucleic acid are the so-called antimetabolites and serve as standard chemotherapeutic regimens against many human neoplasms (241). Unfortunately, these agents are linked to toxicity in bone marrow and intestinal epithelium, as these are highly proliferating tissues. Compound 968 (242) and bis-2-(5-phenylacetamido-1,2,4-thiadiazol-2-yl)ethyl sulfide, two specific GLS inhibitors (243), diminish glutamine catabolism and delay tumor growth in models of cancer. Targeting glutamate conversion to α-ketoglutarate by aminotransferases also diminishes tumor growth (244, 245). Replenishing the TCA cycle intermediates by providing substrates, such as glutamine, sustains mitochondrial metabolism in tumor cells (63) (Figure 4).

Mitochondria Respiration

Many types of tumor are highly dependent on OxPhos for their ATP (246–248). Therefore, these cells are probably sensitive to treatments that reduce mitochondrial ATP production. Moreover, inhibiting this mitochondrial ATP production would synergize together with approaches that diminish glycolysis, including inhibitors of the PI3K signaling pathway (249). It has been shown that phenformin (biguanide) inhibits mitochondrial complex I and in that way exerts its anti-tumor effects in experimental cancer models (250). Metformin has also antineoplastic activity (251). This appears to be independent of glycemia (252) and might reflect the ability to preferentially kill cancer stem cells, block mitochondrial respiration, intensify glutamine addiction, or limit inflammatory responses driving tumor growth (253–256). Indeed, its action is to specifically inhibit Mitochondrial complex 1, which in turn activates AMPK as a consequence of ATP decrease (257).

CONCLUSION

Our understanding of metabolic changes in cancer development has improved significantly over the past years. However, the influence of the hypoxia pathway proteins on the metabolic pathways in tumor cells and the TME is still not entirely known. In a vast amount of physiological as well as pathological situations, hypoxia-induced rewiring permits survival during metabolic stress. Conversely, this drives cancer progression, causing enhanced lethality due to resistance to therapy and greater metastatic potential. Therefore, more research is necessary to better understand hypoxia-induced alterations in cellular metabolism and eventually target these pathways, thereby eliminating malignant cells.
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Endothelial cells (ECs) line blood vessels, i.e., vital conduits for oxygen and nutrient delivery to distant tissues. While mostly present as quiescent “phalanx” cells throughout adult life, ECs can rapidly switch to a migratory “tip” cell and a proliferative “stalk” cell, and sprout into avascular tissue to form new blood vessels. The angiogenic switch has long been considered to be primarily orchestrated by the activity of angiogenic molecules. However, recent evidence illustrates an instrumental role of cellular metabolism in vessel sprouting, whereby ECs require specific metabolic adaptations to grow. Here, we overview the emerging picture that tip, stalk, and phalanx cells have distinct metabolic signatures and discuss how these signatures can become deregulated in pathological conditions, such as in cancer.
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THE BASICS OF ENDOTHELIAL CELL (EC) BIOLOGY

Endothelial cells line blood vessels, an intricate network of functional conduits throughout the body, which is vital for the maintenance of tissue homeostasis. In healthy adults, ECs remain in a quiescent state for protracted periods. Nevertheless, quiescent blood vessels retain the ability to promptly respond to pro-angiogenic cues in the tightly coordinated process of angiogenesis. The angiogenic switch is characterized by active proliferation and migration of ECs to form new sprouts. A key player that orchestrates vascularization of oxygen- and nutrient-deprived tissues is vascular endothelial growth factor A (VEGF-A, hereafter referred to as VEGF), which signals primarily through VEGF receptor 2 (VEGFR2) (1). For vessel branching to occur, activated ECs must differentiate into three different subtypes, namely (i) migratory tip cells, which lead the sprout, (ii) proliferating stalk cells, responsible for sprout elongation, and (iii) quiescent phalanx cells, which line the newly established perfused vessel (1) (Figure 1A). The distinct morphological features and functional properties that distinguish these EC subtypes will be summarized in the next section. The angiogenic switch is metabolically taxing; recent evidence suggests that ECs adapt their metabolism during vessel sprouting to fulfill their needs of biomass production and to sustain high-energy requirements (2, 3). Furthermore, EC metabolism has been proven to co-determine vessel sprouting; thus, challenging the broadly accepted belief that angiogenesis is mainly (only) governed by angiogenic (growth factor) signals (2).
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FIGURE 1 | Metabolic and genetic determinants regulating tip, stalk, and phalanx cell function. (A) Schematic representation of the vascular front. Three distinct zones are identified: the sprouting region (consisting of migrating tip cells), the proliferation region (containing stalk cells elongating the sprouts), and the quiescent region (where phalanx cells mature into quiescent cells). (B) In tip cells, VEGF-mediated activation of VEGFR2 induces transcription of Dll4. Concomitantly, VEGFR2 signaling upregulates GLUT1 and PFKFB3, thus increasing glucose uptake and glycolysis to induce localized adenosine triphosphate (ATP) generation at lamellipodia and filopodia. HK2 is also required for tip cell functions. Inset: cholesterol transfer to HDL is facilitated by AIBP; the rate of cholesterol efflux from the plasma membrane determines the formation of lipid rafts, positively affecting VEGFR2 dimerization and activation. (C) In stalk cells, Dll4 induces the cleavage of the NICD. In turn, NICD drives the expression of VEGFR1 while downregulating VEGFR2, VEGFR3, and NRP1. FAs are taken up into the cells by FATPs and, in the cytoplasm, bound by FABP. NICD represses PFKFB3 transcription and enhances FABP expression. Inset: CPT1a shuttles FAs into the mitochondria. Mitochondrial FAO generates acetyl-CoA, which enters the TCA cycle and supports dNTP synthesis; OxPhos is seemingly used for minimal ATP generation in endothelial cells (ECs). The conversion of glutamine to glutamate by GLS1 sustains the TCA cycle (anaplerosis) and contributes to building block production. (D) Shear stress induces the expression of KLF2, which in turn inhibits proliferation, reduces the mitochondrial content, and lowers glycolysis (by downregulating PFKFB3). (E) FOXO1 suppresses EC proliferation and inhibits the transcription factor MYC. As a consequence, oxygen consumption, glycolysis, and reactive oxygen species (ROS) production are lowered in quiescent ECs. VEGF, vascular endothelial growth factor; VEGFR2, vascular endothelial growth factor receptor 2; glc, glucose; GLUT1, glucose transporter-1; PFK-1, phosphofructokinase; PFKFB3, 6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase 3; ATP, adenosine triphosphate; HK2, hexokinase 2; AIBP, apoA-I binding protein; Dll4, Delta-like ligand 4; HDL, high-density lipoprotein particles; NICD, Notch intracellular domain; FA, fatty acids; FATP, FA transporter protein; FABP, FA binding proteins; CPT1a, carnitine palmitoyltransferase 1a; FAO, FA β-oxidation; AcCoA, acetyl coenzyme A; TCA tricarboxylic acid cycle; OxPhos, oxidative phosphorylation; dNTPs, deoxynucleotides; GLS1, glutaminase 1; FOXO1, forkhead box O transcription factor 1; KLF2, Krüppel-like Factor 2.



Here, we will briefly overview some key angiogenic determinants of vessel sprouting and EC quiescence [for further details, the reader is referred to more comprehensive reviews (1, 4, 5)]. We will then discuss metabolic pathways that are activated in angiogenic versus quiescent ECs, with particular emphasis to the metabolic reprogramming underlying the angiogenic switch.

GENETIC SIGNALS IN THE REGULATION OF VESSEL SPROUTING

The primary function of tip cells is to lead the developing sprout in response to pro-angiogenic cues. Tip cells have a minimal proliferation rate and are characterized by a particular morphology: they are highly polarized and extend numerous filopodia and lamellipodia to allow cellular movements (6). Moreover, tip cells are rich in cell-surface receptors and molecules involved in extracellular matrix degradation and basement membrane deposition (7). On the contrary, stalk cells generate fewer filopodia and proliferate behind the tip cells to ensure sprout elongation and lumen formation (8). The specification of ECs into tip and stalk cells is tightly orchestrated by the VEGF and Notch signaling pathways (5). At the vascular front, the ECs exposed to the highest concentration of VEGF are selected to become tip cells. Activation of the cognate receptor VEGFR2 initiates an intracellular cascade in tip cells that induces the expression of the Notch ligand delta-like ligand 4 (Dll4) (5) (Figure 1B). Subsequent activation of Notch signaling in neighboring ECs via Dll4 binding results in the cleavage of the Notch intracellular domain (NICD); in turn, the NICD activates a transcriptional program that results in reduced expression of VEGFR2, VEGFR3, and the VEGF coreceptor neuropilin 1 (NRP1), with concomitant upregulation of the VEGF trap VEGFR1 (5) (Figure 1C). Thus, Notch signaling out-competes the ability of an EC to become a tip cell and instead promotes a stalk cell phenotype. Moreover, during angiogenic sprouting, the high turnover of VE-cadherin, a key junctional adhesion molecule in ECs, facilitates cell migration (9). Notch signaling also reduces the adhesiveness of VE-cadherin junctions and consequently compromises the ability of these cells to reshuffle positions within the sprout (10). However, the phenotype of tip and stalk cells is not fixed: dynamic rearrangements occur as the vessel network expands; with tip cells frequently being overtaken by stalk cells that move to the front and become new tips (11, 12). Notably, a novel EC topology was recently described in growing vessels, according to which at least two filopodia-extending ECs are present at the tip of the sprout (13). The polarization of tip ECs along the longitudinal border seemingly allows for apical polarization and lumen formation (13).

The process of anastomosis, the contact between tip cells of neighboring sprouts, establishes new vessel connections (1). Once tissue vascularization is restored, the levels of pro-angiogenic factors are reduced and ECs establish a quiescent phenotype. Quiescent ECs, also termed phalanx cells, are highly interconnected by junctional molecules such as VE-cadherin and tight junction proteins that mechanically strengthen the vessel’s wall and create a barrier (1). Perfusion induces vascular maturation by re-establishing pericyte recruitment and maturation and basal membrane deposition to promote vessel stabilization (1).

METABOLISM AT THE TIP: GLYCOLYSIS AS A FUEL

Endothelial cells are exposed to high concentrations of oxygen in the blood. Oxidative phosphorylation would, therefore, be expected to be the favored energy-generating pathway. On the contrary, only <15% of the total amount of ATP is produced through oxidation of glucose, glutamine, and fatty acids (FA), and sprouting ECs have a lower oxygen consumption rate than other cell types (2). In turn, glycolysis yields 85% of the total cellular ATP content (2). Even if it seems counterintuitive at first sight, as the yield of ATP per mole glucose from mitochondrial respiration (36 mol ATP) is much higher than from anaerobic metabolism (2 mol ATP), the preference for glycolysis might have several advantages. First, in conditions of unlimited glucose, high glycolytic flux can produce more ATP in a shorter time with respect to oxidative metabolism (14), which represents an advantage for cells that have to rapidly migrate into avascular tissues in order to restore the physiological oxygen levels. Also, by relying primarily on anaerobic metabolism for ATP production, ECs spare oxygen for transfer to perivascular cells. In addition, glucose can also be shunted into glycolytic side pathways such as the pentose-phosphate pathway and the serine biosynthesis pathway utilized for biomass production (15). Last, a reduction in mitochondrial respiration reduces the amount of reactive oxygen species (ROS) generated (16).

Upon VEGF stimulation, ECs rewire their metabolism to meet the elevated energetic and biosynthetic needs of the angiogenic state. The VEGF-dependent upregulation of the glycolysis regulator 6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase 3 (PFKFB3), an activator of phosphofructokinase 1, is paralleled by an increase in glycolytic flux (2) (Figure 1B). Notably, activation of the pro-stalk signaling Notch receptor via Dll4 reduces PFKFB3-driven glycolysis (Figure 1C), arguing for a high glycolytic activity as metabolic feature of tip cells (2). Consistently, genetic loss or pharmacologic inhibition of PFKFB3 diminishes tip cell behavior and reduces competitiveness for the tip position, consequently impairing EC sprouting in vitro and vessel outgrowth in vivo (2). On the contrary, overexpression of PFKFB3 reverts Notch-instructed stalk cells into tip cells, suggesting that glycolysis can even override genetic signals modulating EC specification (2). Besides PFKFB3, the glycolytic enzyme hexokinase 2 (HK2) has been recently implicated in the processes of angiogenesis and lymphangiogenesis. Pan-endothelial Hk2 deletion during embryonic development induces defects in angiogenesis, and Hk2 excision soon after birth (P0) impairs the development of the retinal vasculature by reducing the number of both tip cells and branch points (17).

In motile ECs, bulky mitochondria are positioned in the perinuclear cytosol; glycolytic enzymes, instead, associate with F-actin and compartmentalize in lamellipodia and filopodia (2) to generate high and localized amounts of ATP. Thus, glycolysis fuels actin–myosin contraction and enables cytoskeleton remodeling during EC migration by locally producing high amounts of ATP (2). Dynamic rearrangements at the tip of the sprout allow for a continuous selection and repositioning of the more competitive tip cell to ensure maximal fitness of the growing sprout (11, 12). Remarkably, computational simulations, validated by experimentations, predicted that glycolytic ATP generation, required for cellular rearrangements, modulates intercellular adhesion by affecting VE-cadherin turnover (18). Of note, these computational simulations predicted that PFKFB3 blockade in combination with anti-VEGF treatment might normalize vessel sprouting in models of deregulated EC rearrangement due to excessive VEGF levels (as observed in conditions of pathological angiogenesis) (18). Lowering glycolysis in ECs by genetic and/or pharmacological means indeed promotes tumor vessel normalization (19).

Glycolysis is not the only metabolic determinant of tip cells. Indeed, cholesterol turnover and efflux are indispensable to maintain normal cellular functions. Generally, cholesterol is loaded onto ApoA-1-containing high-density lipoprotein particles (HDL) in an ATP-binding cassette transporters-dependent fashion (20). The apoA-I binding protein (AIBP) favors cholesterol transfer from ECs to HDL (Figure 1B). In the presence of AIBP and HDL, the rate of cholesterol efflux is accelerated, thereby impairing formation of plasma membrane lipid rafts, essential for VEGFR2 dimerization and endocytosis, overall thus inhibiting VEGF-mediated signaling (20). In zebrafish embryos, tip cells have a higher content of lipid rafts than stalk cells, suggesting a cholesterol-dependent positive regulation of VEGFR2 signaling at the tip of the sprout (20). Interfering with cholesterol efflux abrogates these morphological differences and results in dysregulated angiogenesis (20).

Furthermore, glutamine deprivation or inhibition of glutaminase 1 (GLS1), an enzyme of amino acid metabolism that converts glutamine to glutamate, negatively affects tricarboxylic acid (TCA) cycle anaplerosis, macromolecule production, and redox homeostasis in ECs (21, 22). The inhibition of glutamine metabolism impairs EC proliferation and migration, causes severe vessel sprouting defects in vivo, and decreases pathological ocular angiogenesis (21, 22). In particular, the silencing of GLS1 in ECs reduces their competitiveness to obtain the tip position in spheroid sprouts in vitro (21). In a separate study, microarray analysis of ECs dissected from the postnatal retinal vasculature showed increased expression of glutaminase 2 (GLS2) (23). Yet, the exact role of GLS2 in angiogenesis is still unclear.

METABOLIC DETERMINANTS OF STALK CELL PROLIFERATION

Despite the pivotal role of glycolysis in the specification and functioning of tip cells, this metabolic pathway is also associated with stalk cell functions. Indeed, these actively proliferating cells need to generate high amounts of biomass (macromolecules) that are in part derived from the non-oxidative pentose-phosphate pathway and the serine biosynthesis pathway, side branches of glycolysis (24). Rapidly proliferating ECs, such as tumor ECs, increase glucose uptake, diversion of glycolytic intermediates into these anabolic pathways, and incorporation of glucose carbons into nucleotides (19). Consistently, treatment of ECs with Dll4 (a Notch signaling activator) suppresses progression through the cell cycle while concomitantly reducing glycolysis at the late G1 cell cycle phase (25). In addition, PFKFB3 inhibition in vitro impairs EC sprouting induced by Notch blockade (2), thus underscoring the ability of the glycolytic activator PFKFB3 to overcome the metabolic break induced by Notch.

Fatty acid metabolism is also essential for EC proliferation (Figure 1C). The uptake of FAs across the plasma membrane can occur via a “flip-flop” mechanism or via specific transport proteins, such as CD36 and FA transport proteins (26). Once shuttled to the inner side of the plasma membrane, FAs are recruited by FA binding proteins (FABPs), which are responsible for their intracellular trafficking (26). Of note, FABP4 regulates proliferation and sprouting of ECs (27, 28). The shuttling of activated FA-CoA to mitochondria is dependent on the activity of the carnitine palmitoyltransferases (CPTs), a rate-controlling step of FA β-oxidation (FAO) (29). Genetic or pharmacological inhibition of CPT1a, the most abundant isoform in ECs, reduces EC proliferation without affecting the migratory capability of ECs (30). Endothelial CPT1a loss in mice impairs postnatal vascular development of the retina and reduces branching angiogenesis without altering filopodia formation or vessel maturation, thus suggesting that FAO exquisitely modulates stalk cell behavior (30). In addition, pharmacological inhibition of FAO affects the barrier function by inducing EC hyper-permeability (31).

A role for oxidative phosphorylation in ATP generation was documented in proliferating ECs (32) (Figure 1C). However, the magnitude and relevance of these findings remain debated, since oxidative metabolism in ECs accounts for the generation of only less than 15% of ATP (2) and, consistently, the defect observed upon CPT1a silencing is not due to insufficient ATP production or defective oxygen consumption (30). Instead, 13C-palmitate tracing experiments uncovered that FAO generates acetyl coenzyme A (acetyl-CoA), which helps to sustain, in conjunction with an anaplerotic substrate, the TCA cycle and deoxynucleotide (dNTP) synthesis for proliferation (30) (Figure 1C). In line with these observations, silencing of CPT1a depletes the cellular pool of dNTPs, which are restored upon supplementation with acetate, a precursor of acetyl-CoA (product of FAO) (30). Interestingly, acetate- or dNTP supplementation recovers the sprouting defect observed upon CPT1a silencing in vitro (30). Thus, the selective role of FAO in stalk but not tip cells implies distinct metabolic signatures for these different EC subphenotypes.

METABOLISM OF QUIESCENT PHALANX ECs

When cells are exposed to unfavorable conditions to sustain cell proliferation, many healthy (non-transformed) cells enter a non-dividing state while still keeping the ability to become proliferative. This state of reversible cell cycle arrest in the G0/G1 phase, also known as quiescence, is common in many non-transformed cell types in different species (e.g., bacterial, yeast, or mammalian cells). The switch from quiescence to proliferation (and vice versa) is accompanied with substantial changes in metabolism. As an example, quiescent T cells derive most of their ATP from oxidative phosphorylation (33, 34). By contrast, activated T cells rely on glycolysis, facilitated by increased glucose transport (35). Similarly, B-cell activation in response to interleukin-3 induces a 8-fold increase in glycolytic flux (36).

As mentioned above, ECs build new blood vessels when oxygen and nutrients are low and become quiescent once functional vessels have been perfused, and levels of oxygen and nutrients are restored (1, 4). Although the metabolism of quiescent ECs remains poorly characterized, recent data showed that ECs rewire their metabolism when exiting the cell cycle. Upon (genetic or chemical) inhibition of PFKFB3, proliferating ECs lower their glycolytic flux by 35–40% and display a quiescent phenotype (2, 37, 38). Similar results have been obtained upon Kruppel-like factor 2 (KLF2) overexpression, which mimics the anti-proliferative effect induced by laminar shear stress. KLF2 overexpression, as well as shear stress itself, reduces mitochondrial content and activity and causes a decrease in glycolytic flux to the same levels observed upon PFKFB3 inhibition (39). Mechanistically, KLF2 represses the transcription of PFKFB3 (39) (Figure 1D). Of note, overexpression of PFKFB3 in ECs restores glycolytic flux and overcomes KLF2-mediated inhibition of proliferation (39).

Another recent study highlighted a role for forkhead box O (FOXO) transcription factor 1 (FOXO1) in coupling cellular growth/quiescence to metabolism in ECs (Figure 1E). Expression of constitutively active FOXO1 suppresses EC proliferation and lowers endothelial metabolic activity by decreasing glycolysis, lactate production, oxygen consumption, and the production of ROS (38). These changes in metabolic activity are promoted by FOXO1’s ability to antagonize MYC signaling (38).

In a healthy adult mammalian organism, the quiescent endothelium has a long half-life of several years, and as long as it remains healthy, it secures vascular homeostasis through vasculoprotective mechanisms, including vasodilation, thromboresistance, anti-inflammation, etc. (40). However, upon aging, quiescent ECs risk becoming dysfunctional, thereby contributing to the progression of various cardiovascular diseases (CVD). The metabolic features of dysfunctional ECs during aging have not been fully elucidated yet and further studies are warranted to shed light on the mechanisms of metabolic (mal)-adaptation, but because of the importance of EC dysfunction in CVD, we will briefly discuss the current knowledge on this topic.

AGING AND METABOLISM IN ECs

Advanced age is an independent risk factor for life-threatening diseases, including coronary artery disease, stroke, and hypertension, which are directly related to aging-associated EC dysfunction (41). With time, aging blood vessels become stiffer and thicker, which results in decreased flexibility in adjusting vessel shape and function in response to tissue demands. The age-associated remodeling of the vasculature involves an impairment of vasorelaxation, an increase in vascular permeability, inflammation, and fibrosis, and an impairment of angiogenesis (42–44).

Emerging evidence arises about the underlying (metabolic) mechanisms of the aging-associated EC dysfunction. A common mechanism seems to be mitochondrial DNA damage and mitochondrial dysfunction, with decreased production of ATP and upregulation of ROS production (45, 46). The mitochondrial respiration chain and NAD(P)H oxidases (Nox) are important sources of ROS production in ECs (47). In aged animals, inflammatory markers such as the intercellular adhesion molecule 1 (ICAM1), a leukocyte adhesion molecule that promotes vessel wall inflammation, are upregulated with respect to young animals (48). This increased expression appears to be partially dependent on ROS, as long-term treatment with mitochondria-targeted antioxidant treatment abrogates the increased expression of ICAM1 (48). Also, the NADPH Oxidase 4 (Nox4), which is vasculoprotective at a young age (49), is upregulated in pulmonary arteries of aged rats and has been implicated in oxidative stress (50). In agreement, upon knockdown of Nox4, the replicative lifespan of ECs is extended and oxidative DNA damage is reduced (51). In addition, a reduction in Sirtuin 1 activity in ECs has been proposed to contribute to vascular dysfunction in aging mice by reducing FA uptake and oxidation, and by inducing mitochondrial dysfunction, oxidative stress, and DNA damage (52). Not only the production of ROS is increased, but also ROS scavenging is impaired in the aged endothelium (50).

Endothelial cell dysfunction during vascular aging is also associated with reduced endothelial nitric oxide (NO) bioavailability. NO is an important cellular signaling molecule that mediates vasodilatation and stimulates angiogenesis (53). However, aging-induced oxidative stress can change the fate of endothelial NO synthase (eNOS) from a NO-producing to a superoxide anion-producing enzyme (in a process known as eNOS uncoupling), resulting in impaired NO generation (54).

Aging dysfunctional ECs may, thus, create a milieu in which vascular disease can flourish. It is, therefore, of great clinical relevance to deepen our knowledge on the mechanisms underlying age-related EC dysfunction and to assess benefits of interventions that may restore EC function.

METABOLISM OF ECs IN THE TUMOR MICROENVIRONMENT

The tumor microenvironment is characterized by a highly disorganized vessel network, which is morphologically and functionally abnormal. The vasculature appears irregular, tortuous, and non-homogeneous, and the ECs form weak junctions that result in increased leakiness and facilitate intravasation of cancer cells (4). A recent study demonstrated that the metabolic profile of ECs lining tumor blood vessels differs from healthy ECs (19). In particular, most glycolytic genes, including PFKFB3, are upregulated at the transcriptional level with respect to other pathways in central metabolism, thus supporting a higher dependence of tumor ECs on glucose metabolism (19). In agreement with these findings, competition for the availability of glucose between tumor-associated macrophages (TAMs) and tumor ECs influence the angiogenic response. Indeed, enhancing glycolysis in TAMs reduces glucose availability for ECs in the tumor microenvironment and favors normalization of the tumor vasculature (55) (Figure 2). In mice, endothelial deletion of both PFKFB3 alleles results in reduced vessel perfusion in tumors (56). Consistently, treatment with a high dose of the PFKFB3 blocker 3-(3-pyridinyl)-1-(4-pyridinyl)-2-propen-1-one (3PO) suppresses tumor EC proliferation and promotes EC death, ultimately causing tumor vessel disintegration (57). Surprisingly, however, PFKFB3 haplodeficiency or the treatment with a low dose of 3PO, which target the hyperglycolytic tumor ECs (but not the cancer cells), do not affect tumor growth but instead exert a favorable effect on tumor vessel normalization, characterized by remodeling of the tumor vasculature into a more normal one, with a tighter vascular barrier, more pericyte coverage (vessel maturation), and improved vessel perfusion and oxygenation. This results in reduced metastasis and amelioration of the delivery and response to chemotherapeutic agents (19) (Figure 2). A growing body of evidence in the past years has highlighted the efficacy of tumor vessel normalization in improving tumor perfusion and oxygenation as well as anti-cancer drug delivery (58). The finding that partial inhibition of glycolysis induces tumor vessel normalization paves the way for further investigations on the modulation of EC cellular metabolism as a therapeutic strategy.
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FIGURE 2 | Metabolic regulation of tumor vessel normalization. (A) In abnormal tumor vessels, endothelial cells (ECs) form weak junctions that, in combination with reduced pericyte coverage, result in increased leakiness and facilitate intravasation of cancer cells. (B) Targeting glycolysis in tumor ECs, which are hyperglycolytic with respect to healthy ECs, promotes normalization of the tumor vasculature. Upper left inset: tumor-associated macrophages (TAMs) compete with ECs for glucose availability in the tumor microenvironment; an increased glycolytic flux in TAMs favor tumor vessel normalization. Lower left inset: targeting PFKFB3 to partially reduce glycolysis in ECs improves vessel maturation, favors the tightening of the vascular barrier, and reduces cancer cell intravasation. PFKFB3, 6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase 3.



CONCLUSION AND FUTURE PERSPECTIVES

Over the past few years, the pivotal role of metabolism in the regulation of EC behavior is becoming increasingly recognized. However, more efforts are needed to fully characterize the metabolic roadmap of ECs in health and disease, requiring global untargeted metabolomics analysis of patient samples in combination with the generation of EC-specific metabolic knockout animals. To date, therapeutic strategies to combat pathological angiogenesis primarily rely on VEGF signaling blockade (59, 60). However, efficacy of these treatments and improvements in survival are limited by acquired refractoriness and drug resistance (59, 60). There is, thus, an unmet need to develop additional anti-angiogenic therapies that operate via fundamentally different, complementary mechanisms. The concept of targeting metabolic pathways for improving current therapies is still in its infancy. Initial proof of concept has already been provided in preclinical animal studies, whereby blockade of PFKFB3 proved to be efficacious in reducing pathological angiogenesis of skin and bowel inflammation, and enhancing the anti-angiogenic effects of VEGF inhibitors (24, 56), and promoting tumor vessel normalization with reduced metastasis and improved responses to chemotherapy (19). Of note, in a preclinical mouse model of wet age-related macular degeneration, systemic administration of the PFKFB3 blocker 3PO inhibited choroidal neovascularization (24). Similarly, pathological ocular neovascularization is reduced by systemic administration of etomoxir, a CPT1 blocker (30).

A growing body of evidence suggests that EC functions can be modulated by metabolites in the blood or released by surrounding tissues. An evident question is whether dietary supplementation of metabolites might act in concert with current therapeutic strategies to ease vascular disease symptoms? In support of this concept, supplementation of acetate (a precursor of acetyl-CoA) promotes (lymph)-angiogenesis, in vitro as well as in vivo (3, 61).
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Lack of immune system cells or impairment in differentiation of immune cells is the basis for many chronic diseases. Metabolic changes could be the root cause for this immune cell impairment. These changes could be a result of altered transcription, cytokine production from surrounding cells, and changes in metabolic pathways. Immunity and mitochondria are interlinked with each other. An important feature of mitochondria is it can regulate activation, differentiation, and survival of immune cells. In addition, it can also release signals such as mitochondrial DNA (mtDNA) and mitochondrial ROS (mtROS) to regulate transcription of immune cells. From current literature, we found that mitochondria can regulate immunity in different ways. First, alterations in metabolic pathways (TCA cycle, oxidative phosphorylation, and FAO) and mitochondria induced transcriptional changes can lead to entirely different outcomes in immune cells. For example, M1 macrophages exhibit a broken TCA cycle and have a pro-inflammatory role. By contrast, M2 macrophages undergo β-oxidation to produce anti-inflammatory responses. In addition, amino acid metabolism, especially arginine, glutamine, serine, glycine, and tryptophan, is critical for T cell differentiation and macrophage polarization. Second, mitochondria can activate the inflammatory response. For instance, mitochondrial antiviral signaling and NLRP3 can be activated by mitochondria. Third, mitochondrial mass and mobility can be influenced by fission and fusion. Fission and fusion can influence immune functions. Finally, mitochondria are placed near the endoplasmic reticulum (ER) in immune cells. Therefore, mitochondria and ER junction signaling can also influence immune cell metabolism. Mitochondrial machinery such as metabolic pathways, amino acid metabolism, antioxidant systems, mitochondrial dynamics, mtDNA, mitophagy, and mtROS are crucial for immune functions. Here, we have demonstrated how mitochondria coordinate to alter immune responses and how changes in mitochondrial machinery contribute to alterations in immune responses. A better understanding of the molecular components of mitochondria is necessary. This can help in the development of safe and effective immune therapy or prevention of chronic diseases. In this review, we have presented an updated prospective of the mitochondrial machinery that drives various immune responses.

Keywords: oxidative phosphorylation, fatty acid oxidation, TCA cycle, regulatory T cell, memory T cell

INTRODUCTION

Mitochondria have many fundamental functions such as energy production, providing metabolites for building macromolecules, and aiding in differentiation, apoptosis, and cell cycle. After reviewing recent literature, two mitochondrial functions appeared to be intriguing. First, mitochondria and the endoplasmic reticulum (ER) communicate with each other through signaling molecules (1). Second, mitochondria are associated with NLRP3 inflammasome activation (2). Mitochondria are localized near the ER to supply energy for protein and lipid synthesis. For example, Bantug et al. have highlighted that ER and mitochondria junction signaling is critical in CD8+ memory T cells. Mechanistically, this happens in crosstalk between ER and mitochondria by mammalian target of rapamycin complex 2, AKT (protein kinase B), and glycogen synthase kinase 3β mediated signaling which promotes respiration (Figure 1.9) (3).
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FIGURE 1 | Mitochondria roles in immune responses: mitochondrial components are involved in immune functions. (1) Metabolic pathways such as TCA cycle, oxidative phosphorylation (OXPHOS), and fatty acid oxidation (FAO) are important for macrophage polarization and T cell differentiation. (2) Amino acid metabolism (Tryptophan metabolism is shown here.) also contributes to mitochondrial immune functions. Tryptophan depletion can cause immune tolerance. NAD+ is synthesized from tryptophan. NAD+ contributes to SIRT3-mediated mitochondrial biogenesis. In addition, NAD+ is required for metabolic pathways and CD4+ T cell differentiation. (3) Mitochondrial ROS (mtROS) control immune cell transcription, metabolism, and NLRP3 mediated inflammation. Antioxidants such as glutathione balance mtROS. SIRT3 is involved in regulating many mitochondrial proteins such as IDH2 (TCA cycle), MnSOD [reactive oxygen species (ROS) balance], and FOXO3. SIRT3 inhibits mtROS. (4) Mitophagy is crucial for removing damaged mitochondria. Damaged mitochondria are a source of mtROS so mitophagy balances mtROS. Pink1, localized on the mitochondrial outer membrane, binds to parkin and initiates mitophagy. Parkin mutations can increase the susceptibility to the intracellular bacteria Mycobacterium leprae and Salmonella enterica. Decreased mitophagy results in increased ROS which further increases the susceptibility to infections. Hepatitis B and C viruses use mitophagy to their benefit. These viruses protect themselves from mitochondria induced apoptosis by activating mitophagy. (5) Mitochondrial antiviral signaling (MAVS) in the mitochondria membrane initiates the inflammatory response. Upon viral infections, viral RNA is sensed by RIG-I. RIG-I activates MAVS (located on the outer membrane of mitochondria). MAVS signaling can activate NLRP3 inflammasome and NF-κB/IRF transcription. (6) NLRP3 inflammasome contributes to the activation of caspase-1 and leads to NF-κB signaling and production of IL-1β and IL-18. (7) Mitochondrial DNA (mtDNA) can be released from mitochondria into the cytosol and activate the NLRP3 inflammasome and production of IL-1β and IL-18. Also, mtROS can induce mtDNA mutation. (8) Mitochondrial dynamics, fission (OPA-1) and fusion (Drp1), is associated with activated T cells and memory T cells, respectively. (9) ER and mitochondria junction: in CD8+ memory T cells, mitochondria are placed near the ER. HK-1 (hexokinase-1, an important enzyme in glycolysis) in conjunction with pAKT, mammalian target of rapamycin complex 2 (mTORC2), and glycogen synthase kinase 3β (GSK-3β) mediated signaling cascades regulate CD8+ memory T cell metabolism. (10) Uncoupling protein 2 (UCP2), a mitochondrial membrane protein, allows protons to enter the mitochondrial matrix, thereby decreasing mitochondrial membrane potential which further decreases mtROS.



Immune response and metabolism are closely dependent on each other. During immune response, immune cells transition from metabolic quiescence to active phase. This transition is associated with a metabolic shift from catabolic to anabolic state. During the quiescence state, macromolecules undergo catabolic pathways to produce energy and support long-term survival. During the anabolic state, macromolecules are synthesized and support a balance between the need for ATP and required metabolites. Depending on the need, immune cells choose a specific pathway such as β-oxidation to generate more ATP than glycolysis. Thus, ATP and metabolic intermediates provide the signals to activate immune responses (4–6).

Hence, mitochondria, the chief organelle for metabolism, have emerged to play crucial roles in the maintenance and establishment of immune responses. Mitochondrial machinery such as metabolic pathways, amino acid metabolism, antioxidant systems, mitochondrial dynamics, mitochondrial DNA (mtDNA), mitophagy, and mitochondrial ROS (mtROS) are crucial for immune functions. In this review, we have presented an updated prospective of the mitochondrial machinery that drives various immune responses.

METABOLIC PATHWAYS ARE TIGHTLY CONTROLLED IN IMMUNE CELLS

Mitochondrial metabolic events can have tremendous impact on immune cell function. These metabolic events could be guided by the internal signals from the cell itself or influenced by other surrounding cells. Here, we have pointed out how oxidative phosphorylation (OXPHOS), fatty acid metabolism, and amino acid metabolism in mitochondria influence immune cell activity (Figure 1.1).

OXPHOS Affects Immune Cell Activity

M1 and M2 Polarization

There are two categories of macrophages—M1 (classically activated) and M2 (alternatively activated). Polarization of monocytes to M1 or M2 phenotypes is controlled by the cytokines produced by other immune cells. M1 macrophages are activated by IFN-γ produced by Th1 cells and lipopolysaccharide (LPS). Plus, M1 exhibits nitric oxide (NO) production (7) and a pro-inflammatory phenotype. Contrarily, M2 macrophages are activated by IL-4 or IL-13 to regulate anti-inflammation and promote Th2 response and tissue repair (Figure 2A) (8).
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FIGURE 2 | Metabolic regulation in macrophages and T cells: (A) metabolism during macrophage polarization: polarization of monocytes to M1 or M2 phenotypes is controlled by the cytokines produced by other immune cells. M1 macrophages are activated by IFN-γ produced by Th1 cells. M1 macrophages tend to store surplus FA as triacyclglycerols and cholesteryl esters in lipid droplets, and they exhibit higher aerobic glycolysis and lower oxidative phosphorylation (OXPHOS). Nitric oxide production is higher in M1. Uncoupling protein 2 (UCP2) expression is decreased in M1 macrophages. Contrarily, M2 macrophages are activated by IL-4 or IL-13 to regulate anti-inflammation and promote Th2 response and tissue repair. M2 macrophages adopt a metabolic program dominated by fatty acid-fueled OXPHOS and channel FA toward re-esterification and β-oxidation. Silencing UCP2 impairs M2 macrophage activation by IL-4. High adenosine monophosphate-activated protein kinase (AMPK) and low NO is the reason for high OXPHOS in M2 macrophages. (B) Metabolism during T cells differentiation: naïve T cells are dependent on OXPHOS as their primary metabolic pathway. By contrast, activated T cells exhibit higher glycolysis than OXPHOS. After differentiation, Th1, Th2, and Th17 have higher glycolysis than OXPHOS and high mTORC1 activity. Memory T cells and regulatory T cells undergo AMPK-dependent FAO and have variable mTORC1.



Uncoupling Protein 2 (UCP2) and Macrophage Polarization

Mitochondrial UCP2 is localized in the mitochondrial inner membrane and shuttle protons toward the matrix (Figure 1.10). There is increasing evidence supporting that UCP2 controls mitochondria derived reactive oxygen species (ROS). UCP2 can also influence polarization of macrophages. UCP2 expression is decreased in M1 macrophages. By blocking UCP2, there is a decrease in IL-4 induced M2 macrophage activation (9). However, how UCP2 is regulated in other immune cells is not well elucidated.

TCA Cycle in M1 Macrophages

Metabolic events are tightly controlled in M1 and M2 macrophages. Mechanistically in M1 macrophages, TCA (tricarboxylic acid) cycle exhibits two breaks (Figure 3A) (10, 11). First break occurs in the enzymatic step involving isocitrate dehydrogenase (IDH). This results in increased citrate and itaconic acid levels. Citrate is the precursor for fatty acid (FA) synthesis, prostaglandin (PG), and nitric oxide (NO) production. Itaconic acid has anti-bacterial properties which supports the notion that M1 macrophages have inflammatory function. Interestingly, IDH1 and IDH2 are the enzymes that catalyze decarboxylation of isocitrate to α-ketoglutarate outside and inside of the mitochondria, respectively (12). IDH2 plays a vital role in the formation of NADPH which is critical for ROS balance in the mitochondria (13). Second break occurs in the enzymatic step involving succinate dehydrogenase. This causes an increase in the expression of succinate. Succinate stabilizes HIF-1α. HIF-1α binds to the IL-1β promoter and promotes IL-1β production. Increased aspartate arginosuccinate shunt will further increase the flow of the TCA cycle. Therefore, this will increase citrate levels and the urea cycle that contribute to NO production. Inhibition of aspartate aminotransferase inhibits NO and IL-6 in M1 macrophages. Thus, the production of NO, IL-1β, and itaconic acid can promote inflammatory functions (14). Also, glutamine metabolism also impacts TCA cycle in M1 macrophages.
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FIGURE 3 | Metabolism in M1 macrophages. (A) M1 macrophage metabolic regulation: M1 macrophages are prevalent in obese adipose tissue. Glucose uptake is increased in M1 macrophages. Importantly, the TCA cycle exhibits two breaks. The first break involves the enzyme isocitrate dehydrogenase (IDH) which results in increased levels of citrate and itaconic acid. Citrate feeds fatty acid (FA) synthesis for prostaglandin (PG) and nitric oxide (NO) production while itaconic acid has anti-bacterial properties. The second break happens with the enzyme succinate dehydrogenase (SDH) which causes increased succinate levels. Succinate stabilizes HIF-1α which binds to the interleukin (IL)-1β promoter boosting IL-1β production and inflammation. Increased flow through the aspartate arginosuccinate shunt (AASS) replenishes the TCA cycle which further increases citrate levels and feeds the urea cycle which contributes to NO production. Glutamine is converted into glutamate by glutamate synthase (GS). Glutamate can further be converted into α-ketoglutarate (αKG). Low αKG/succinate ratio strengthens M1 macrophage activation. Glutamine-synthetase inhibition skews M2-polarized macrophages toward the M1-like phenotype characterized by reduced intracellular glutamine and increased succinate with enhanced glucose flux through glycolysis which is partly related to HIF-1α activation. (B) M1 macrophage transcriptional regulation: in M1 macrophages, the TCA cycle is broken. As a result, citrate is converted to free fatty acids (FFAs). FFAs activate macrophage IKK and JNK1 signaling molecules to induce M1 polarization. Activation of IKK and JNK1 in macrophages produces IL-1β and TNFα which can initiate inflammatory response. Adiponectin is released from adipose tissue and is involved in the breakdown of fatty acids. Adiponectin signaling inhibits M1 programming.



TCA Cycle in M2 Macrophages

M2 macrophages adopt a metabolic program fueled by fatty acids and OXPHOS. Low NO production and high adenosine monophosphate-activated protein kinase (AMPK) can be the reason for the high rate of OXPHOS in M2 macrophages (Figure 4A) (15). Knockdown of pyruvate dehydrogenase kinase 1 diminishes M1 activation whereas it enhances M2 activation of macrophages (16).
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FIGURE 4 | Metabolism in M2 macrophages. (A) M2 macrophage metabolic regulation: M2 macrophages adopt a metabolic program fueled by fatty acids and oxidative phosphorylation (OXPHOS). M2 macrophages are seen in lean adipose tissue and lipid uptake is increased in M2 macrophages (8). Both OXPHOS and FAO are important for the anti-inflammatory function of M2 macrophages. In M2 macrophages, glycolysis is impaired due to low HIF-1α activity and low expression of the active 6-phosphofructo-2-kinase/fructose-2,6-biphosphatase 1 (PFKFB1). Also, high α-KG/succinate ratio promotes the M2 phenotype. This could be due to the high flow of the TCA cycle or glutamine metabolism. M2 macrophages will channel FA toward re-esterification and β-oxidation. β-oxidation is channeled through carinitine palmitoyl transferase 1 (CPT1) (9). The high rates of OXPHOS in M2 macrophages are caused by low nitric oxide (NO) production and high adenosine monophosphate-activated protein kinase (AMPK) activity. (B) M2 macrophage transcriptional regulation: omega-3 polyunsaturated fatty acids (PUFA) undergo enzymatic transformation by 12/15-LO (lipoxygenase) and other enzymes in the production of specialized pro-resolving lipid mediators (SPMs) and intermediate metabolites that are potent PPAR ligands. M2-inducing cytokines IL-4 and IL-13 promote STAT6 phosphorylation to induce transcription of PPARs (γ and δ) and their coactivator PPARγ-coactivator-1β (PGC-1β). M2 exhibit enhanced PPAR-γ activity. PPAR-γ forms a heterodimer with RXR to induce OXHOS regulating proteins. PGC-1β promotes the STAT6 transcription complex and expression of M2 proteins such as arginase-1 and the pattern-recognition/endocytic receptor CD206. The STAT6 transcription complex further increases transcription of TCA cycle enzymes such as citrate synthase, CD36 (fatty acid transporter), ATP synthase, 12/15 lipoxygenase (converts omega-3 PUFA to SPMs), and LCAD (long chain acyl dehydrogenase, an enzyme for β-oxidation). Adiponectin activates PPARs in M2 macrophages and consequently increases β-oxidation.



OXPHOS in Adaptive Immune Cells

Naïve and regulatory T cells exhibit OXPHOS as their primary method of respiration while activated T cells depend on glycolysis. Naïve T cells depend on OXPHOS as their primary metabolic pathway. By contrast, activated T cells exhibit higher glycolysis than OXPHOS. After differentiation, Th1, Th2, and Th17 have higher glycolysis than OXPHOS and high mTORC1 activity. By contrast, memory T cells and regulatory T cells undergo AMPK-dependent FAO and have variable mTORC1 (Figure 2B) (17). Interestingly, glutamine is required for T cell proliferation. Thus, glutamine can provide the intermediate metabolites of the TCA cycle after being converted into α-ketoglutarate in a process called glutaminolysis. These metabolites are important for proliferation. In addition, CD4+ T cells can grow in glucose depleted media supplemented with sodium pyruvate (18). This suggests that pyruvate can be utilized, and it is adequate for the survival of T cells in the absence of glucose. In addition, it has been reported that mitochondria undergo rapid changes during T cell activation including increasing mitochondrial mass, number, and mtDNA. This further suggests that mitochondrial metabolism may be crucial for T cell activation and proliferation.

Lactate Can Act as a Substrate for Mitochondrial Respiration

Lactate dehydrogenase controls a reversible reaction involving the conversion of lactate to pyruvate (19). Lactate is secreted from tumor cells to the tumor microenvironment (TME). This causes acidification of the TME known as acidosis. Acidosis can suppress the proliferation and cytokine production of cytotoxic T cells (20). Along with cytotoxic T cells, macrophages can be influenced by lactic acid through HIF-1α (21). Furthermore, T cell activation requires activation of nuclear factor of activated T cell (NFAT). High concentrations of lactate can inhibit production of the cytokine interferon gamma (IFN-γ) and transcription of NFAT in both NK cells and T cells. Moreover, genetically targeting LDHA in tumors helps to restore T cell infiltration and function (22). Similarly, umbilical cord derived mesenchymal stromal cells can produce a large amount of lactate. This leads to decreased OXPHOS and mitochondrial mass. Ultimately, this can alter the phenotype and function of dendritic cells (DCs) by inducing M2-type gene signature (23). This indicates that lactate concentration affects activation and survival of the immune cells.

In brief, metabolic changes in immune cells are primarily caused by alterations in metabolic pathways induced by transcriptional changes and TME. In M1 macrophages, the TCA cycle is broken with a decrease in OXPHOS. On the other hand, M2 TCA cycle is fueled by β-oxidation with an increase in OXPHOS. Furthermore, mitochondrial metabolism is important for activation of T cells. Acidification due to lactate production can suppress the T cell proliferation and cytokine production. Therefore, this evidence supports that remodeling OXPHOS in immune cells may be an essential component for developing more efficient therapy for autoimmune disease and cancer.

Fatty Acid Oxidation (FAO) in Immune Cells

FAO in Macrophages

M1 macrophages are prevalent in obese adipose tissue (24). Unsaturated fatty acids (nitrosylated fatty acid and omega-3 derived fatty acids) polarize macrophages toward the M1 phenotype (25). In addition, glucose uptake is increased in M1 macrophages (10). Hence due to their broken TCA cycle, M1 macrophages tend to store surplus fatty acid (FA) as triacylglycerol and cholesteryl esters in lipid droplets. By contrast, M2 macrophages are seen in lean adipose tissue (24), and their lipid uptake is increased (8). Both OXPHOS and FAO are important for the anti-inflammatory function of M2 macrophages. In M2 macrophages, glycolysis is impaired due to low HIF-1α activity and low expression of the active 6-phosphofructo-2-kinase/fructose-2,6-biphosphatase 1. Also, high α-KG/succinate ratio promotes the M2 phenotype. This could be due to high flow of the TCA cycle or glutamine metabolism. M2 macrophages will channel FA toward re-esterification and β-oxidation (Figure 4A) (11, 26–28). β-oxidation is channeled through carinitine palmitoyl transferase 1 (CPT1), but there are not enough studies supporting how CPT1 is regulated in different macrophages.

FAO Controls Transcription of M1 Proteins

In M1 macrophages, the TCA cycle is broken. As a result, citrate is converted to free fatty acids (FFAs). Th1 type cytokines and saturated FFAs activate macrophage IKK and JNK1 signaling molecules to induce M1 polarization. Activation of IKK and JNK1 in macrophages produce IL-1β and TNFα which can initiate inflammatory responses. In addition, IL-1β and TNFα can also activate adipocyte IKK and JNK to block insulin signaling resulting in insulin insensitivity (Figure 3B) (11). Adiponectin is released from adipose tissue and involved in glucose metabolism and break down of fatty acids (29). Adiponectin signaling inhibits M1 programming.

FAO Controls Transcription of M2 Proteins

Transcriptional changes in M2 can be the root cause for high FAO. Mechanistically, M2-inducing cytokines IL-4 and IL-13 promote STAT6 phosphorylation to induce transcription of PPARs (γ and δ) and their coactivator PPARγ-coactivator-1β (PGC-1β) (30). PGC-1β promotes the STAT6 transcription complex and expression of M2 proteins such as arginase-1 and the pattern recognition/endocytic receptor CD206 (Figure 4B). Subsequently, STAT6 transcription complex further increases transcription of TCA cycle enzymes such as citrate synthase, CD36 (fatty acid transporter), ATP synthase, 12/15 lipoxygenase (converts omega-3 polyunsaturated fatty acids to SPMs), and LCAD (long chain acyl dehydrogenase, an enzyme for β-oxidation) (11). Also, adiponectin activates PPARs in M2 macrophages and consequently increase β-oxidation. In this way, the M2 program is activated. It supports insulin sensitivity by lowering FFA and promoting lean phenotype. Most importantly, these transcriptional changes lead to β-oxidation in M2 macrophages (Figure 4B).

FAO in Memory T Cell Development

Memory T cells are critical for long-term immune response against re-infection by the same pathogen which mainly depends on FAO (31, 32). CD8+ T cells play a crucial role in immune responses. Upon antigen stimulation, these cells differentiate into T effector and memory cells for long-term immunity. This differentiation process is closely associated with FAO through AMPK, lipolysis, and IL-7. AMPK is a key regulator of FAO. Metformin activates AMPK which enhances memory T cell development in tumor necrosis factor receptor-associated factor 6 (TRAF6)-deficient CD8+ T cells (31). AMPK activation is an important factor for memory T cell development. In addition, lipolysis is the hydrolysis process through which stored lipids are converted into FA. Lysosomal acid lipase catalyzes this process. Memory T cells rely on the expression of lysosomal acid lipase to mobilize FA for FAO (32). IL-7 is required for memory T cell activation as well. Glycerol channel aquaporin 9 (AQP9) is utilized for glycerol transport and triglyceride synthesis, and IL-7 induces the expression of AQP9 in virus-specific memory CD8+ T cells (33). AQP9-deficient memory T cells showed less survival because of decreased glycerol import, reduced triglyceride synthesis, and consequently limited FAO. This suggests that IL-7-mediated triglyceride synthesis is important for memory T cell development.

FAO in Regulatory T Cell Activation

Stimulated CD4+ T lymphocytes can differentiate into effector T cells or inducible regulatory T cell. Michalek et al. found that FAO is required for regulatory T cells differentiation. Glucose metabolism is required for effector T cells and is selectively suppressed by FAO (34). Also, AMPK and mTOR-mediated FAO supports Treg differentiation (Figure 2B). Also, de novo synthesized fatty acids are important for FAO and OXPHOS in activated plasmocytoid DCs (35).

In brief, M1 macrophages prefer storing FA while β-oxidation is increased in M2 macrophages. In adipose tissue, M2 macrophages are associated with lean and insulin sensitive phenotype (through regulation of STAT6 and PPARs), whereas M1 macrophages are linked to obese and insulin insensitive phenotype (through regulation of IKK and JNK-1). Current evidence supports that adipose tissue activity is linked to M1 or M2 program activation and obesity. Activated memory T cells (through AMPK and AQP9) and pDCs also support FAO. Concisely, the activation of immune cells is closely related to FAO and the cytokines produced by immune cells which also affect transcriptional changes in the surrounding cells.

Amino Acid Metabolism in Immune Cells

Amino acid metabolism provides the metabolites needed for immune cells growth. L-Arginine supplementation in activated naïve T cells promotes OXPHOS, limits IFN-γ production, and most importantly helps to express memory T cell markers leading to longer cellular survival (36). Similarly, M1 macrophage polarization also requires amino acid metabolism. For example, arginosuccinate synthase is strongly upregulated in M1 macrophages (14). Inhibition of the aspartate–arginosuccinate shunt enzyme GOT1 (glutamic oxaloacetic transaminase) decreases NO production, and IL-6 production which is characteristic of M1 macrophages.

SHMT2 (serine hydroxymethyltransferase 2) catalyzes glycine synthesis from serine in mitochondria SHMT2 is upregulated in activated CD4+ T cells (37). SHMT2-deficient activated T cells have decreased purine levels compared with wild-type controls as well as increased DNA damage and impaired survival. Furthermore, SHMT-2 is the primary source for glycine which is important for glutathione synthesis.

Tryptophan Metabolism Is Important for Immune Cell Response

L-tryptophan (Trp) cannot be produced by the human body and must be obtained from dietary sources. It is catabolized by indoleamine-2,3-dioxygenase-1 (IDO-1) to L-kynurenine (Kyn). Interferon-γ produced by Th1 cells stimulates IDO-1 production in antigen-presenting cells (APCs), and tumor cells are known to express high levels of IDO-1 (38, 39). Increased IDO-1 causes conversion of Trp to Kyn resulting in a decrease of Trp and an increase of Kyn in plasma. Kyn is a ligand for aryl hydrocarbon receptor (AhR). Increased Kyn causes immune tolerance by inhibiting proliferation of T cells and NK cells, inhibiting maturation of DCs, and increasing proliferation of immune suppresser cells (Treg and MDSC). Also, tryptophan depletion causes apoptosis of T cells due to nutrient deficiency (Figure 5) (40–43).
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FIGURE 5 | Tryptophan metabolism mediated immune cell response. L-tryptophan (Trp) can only be obtained in the human body from dietary sources. It is catabolized by the enzyme indoleamine-2,3-dioxygenase-1 (IDO-1) to L-kynurenine (Kyn). Interferon-γ produced by Th1 cells stimulates IDO-1 production in antigen-presenting cells (APCs). Tumor cells are also known to have increased production of IDO-1. Increases in IDO-1 cause conversion of Trp to Kyn resulting in lower Trp and higher Kyn in plasma. Kyn is a ligand for aryl hydrocarbon receptor (AhR). Mitochondrial AhR (MitoAhR) is localized in the inner membrane space of mitochondria and is also affected by Kyn. (1) Immune tolerance by kynurenine: increased Kyn causes immune tolerance by inhibiting proliferation of both T cells and NK cells by inhibiting maturation of dendritic cells and increasing proliferation of immune suppresser cells (Treg and MDSC). Tryptophan depletion also causes apoptosis of T cells due to nutrient deficiency. (2) NAD+ mediated immune function: in addition, Trp is one of the sources for NAD+ biosynthesis. NAD+ is an important metabolite for metabolic processes [glycolysis, TCA cycle, and oxidative phosphorylation (OXPHOS)] and production of NADPH. During oxidative burst in macrophages, NAPPH is oxidized in the presence of NADPH oxidase to produce superoxide which is utilized to kill pathogens. NAD+ contributes to CD4+ T cell differentiation and SIRT3-mediated mitochondrial biogenesis. (3) mTOR inhibitor rapamycin can be used to treat systemic lupus erythematosus (SLE) and mitochondrial disease: T cell dysfunction is associated with SLE. In SLE, an increase in kynurenine and kynurenine mediated mTOR stimulation was observed. In addition, accumulation of reactive oxygen species (ROS) producing mitochondria and decreased Drp1 are associated with SLE. Rapamycin can increase Drp1 by inhibiting mTORC1. (4) Rapamycin inhibits mitochondrial ROS (mtROS): rapamycin inhibits mtROS through several mechanisms. Complex I in mitochondria is a source of ROS generation. Rapamycin can inhibit mtROS production by inhibiting complex I formation. In addition to this, rapamycin can inhibit mtROS by inducing autophagy and activating p62 and the NRF2 pathway.



Tryptophan Also Affects Mitochondrial Function

Tryptophan metabolism partially occurs in mitochondria. Trp is one of the sources for NAD+ biosynthesis (Figure 5). NAD+ is an important metabolite for metabolic processes such as glycolysis, TCA cycle, and OXPHOS (44). During macrophage oxidative burst in the presence of NADPH oxidase, NADPH is oxidized to produce superoxide that is utilized to kill pathogens. Furthermore, NAD+ and AhR are also linked to mitochondria. Mitochondrial AhR is localized in the inner membrane space of mitochondria which is also affected by Kyn (45). NAD+ has recently gained much interest because CD4+ T cell differentiation is controlled by NAD+ (46). NAD-dependent deacetylase Sirtuin 3 (Sirt3) is localized in mitochondria. SIRT3 controls mitochondria biogenesis and ATP production. Sirt3 can regulate IDH2 (TCA cycle), LCAD (β-oxidation), and MnSOD (mtROS balance) (Figure 9.1) (47). Furthermore, Sirt3 is dependent on NAD+ (Figure 1.2) (48). This suggests that tryptophan metabolism is important for immune response, immune tolerance, and metabolism in mitochondria (Figure 5).

mTOR Inhibitor Rapamycin Can Be Used to Treat Systemic Lupus Erythematosus (SLE) and Mitochondrial Disease

T cell dysfunction is associated with SLE. In SLE, an increase in kynurenine and kynurenine-mediated mTOR stimulation was observed (49). When SLE patients were treated with rapamycin (mTORC1 inhibitor), progressive improvement was observed after 12 months in the clinical trial (50). Rapamycin treatment was also effective for mitochondrial diseases such as mitochondrial myopathy (51). In addition, accumulation of ROS producing mitochondria and decreased Drp1 are associated with SLE. Rapamycin can increase Drp1 by inhibiting mTORC1.

Rapamycin Inhibits mtROS

Rapamycin inhibits mtROS through several mechanisms. Complex I in mitochondria is a source of ROS generation. Proper assembly of various subunits of complex I is important. Rapamycin can inhibit matrix subunits (NDUFS3 and NDUFV2) as well as prohibitin (PhB) from binding to other membrane subunits (NDUFA9 and NDUFB9). Thus, rapamycin can inhibit mtROS production by inhibiting complex I formation (52, 53). In addition to this, rapamycin can inhibit mtROS by inducing autophagy and activating p62 and the NRF2 pathway (54).

Glutamine Metabolism Is Associated With Macrophage Polarization and T Cell Activation

α-Ketoglutarate is an intermediate product of the TCA cycle and is also produced by glutamine metabolism (Figure 3A). αKG is important for alternate M2 macrophage activation by FAO (Figure 4A). Low αKG/succinate ratio strengthens M1 macrophage activation and high αKG/succinate ratio promotes the M2 phenotype (55). In addition, glutamine-synthetase inhibition skews M2-polarized macrophages toward the M1-like phenotype characterized by reduced intracellular glutamine and increased succinate with enhanced glucose flux through glycolysis which is partly related to HIF-1α activation (56). Glutamine is also implicated in T cell functions. SNAT1 and SNAT2 (glutamine transporters) are increased in T cell activation (5). Lack of glutamine inhibits oxygen consumption in effector T cells and reduces ATP concentration. After LPS treatment of macrophages, glutamine metabolism was increased (15). Glutamine deficiency reduces lipid-induced lysosomal dysfunction, inflammasome activation, and cell death in macrophages but boosts autophagy (57).

Taken together, amino acid metabolism especially L-arginine, L-glutamine, L-tryptophan, and SHMT-2 (serine/glycine metabolism) plays a decisive role in the activation of T cells and macrophages.

MITOCHONDRIA ASSOCIATED CELL SIGNALING IN THE IMMUNITY

Mitochondria are a metabolic hub in the cell which functions to meet cellular needs. Obviously, this necessitates that mitochondria receive signals to alter their functions. However, accumulating evidence suggests that mitochondria not only receive signals but also actively provide signals. Mitochondria release proteins, lipids, metabolites, and ROS which can be used as signaling molecules. This crosstalk may coordinate cell-fate decisions and metabolic capacity depending on the cellular environment. Thus, we propose that mitochondria are an integral part of the decision-making process when cells receive immune cues.

Mitochondrial ROS

Mitochondria are hubs in cellular signaling and produce ROS that drive production of inflammatory cytokines and play a role in removing bacteria. Major sites of ROS production are complex I and III of electron transport chain (ETC) (Figure 9.1).

mtROS Contribute to Macrophage Polarization

H2O2 is released from mitochondria being the source for mtROS. He et al. reported that Cu-Zn SOD-mediated mtROS contribute to macrophage polarization (Figure 9.1). Cu-Zn SOD mediated H2O2 suppresses M1 phenotype and promotes M2 phenotype. This suggests that mtROS contribute to macrophage polarization (8, 15, 58).

mtROS Are Important for the Anti-Bacterial Activity of Immune Cells

Recent studies demonstrate that mtROS significantly contribute to the bactericidal activity and activation of M1 macrophages (59, 60). West et al. found that TRAF6 is recruited to mitochondria resulting in increased mitochondrial and cellular ROS generation. In addition, mitochondrial catalase functions as an antioxidant to control cellular ROS. Mitochondrial catalase transgenic macrophages are less effective at clearing bacteria. This evidence suggests that mtROS are important for the anti-bacterial functions of macrophages.

mtROS Contribute to NLRP3 Inflammasome Activation

The NLRP3 inflammasome is a cytosolic complex that plays a key role in innate immunity by participating in the production of pro-inflammatory cytokines interleukin-1β (IL-1β) and IL-18 (Figure 6) (61). The role of the NOD-like receptor (NLR) family of cytoplasmic pattern-recognition receptors in the initiation of inflammatory responses is gathering clear evidence. Structurally, NLRs typically consist of a variable N-terminal effector domain (PYD), a constant central nucleotide binding and oligomerization (NACHT) domain, and C-terminal leucine-rich repeats (Figure 1.6). Upon cellular stress, NLRP3 oligomerizes and exposes its effector domain for interaction with the adaptor protein ASC (apoptosis-associated speck-like protein containing a caspase recruitment domain) and then the complex recruits pro-caspase-1. Pro-caspase-1 clustering leads to its activation and then active caspase-1 cleaves a variety of cytoplasmic targets including IL-1β. In the last decade, several studies found that ROS supplied by mitochondria are essential in activating the inflammasome (2, 62). Nakahira et al. also found that damaged mitochondria in macrophages treated with NLRP3 activator produced high mtROS and then activated the NLRP3 inflammasome (62). In another study, inhibition of mitochondrial complex I- or III-mediated mtROS activated the NLRP3 inflammasome indicating mtROS can be a main source of NLRP3 inflammasome activation (Figure 1.3) (63). It suggests that mitochondria contribute to immune response via the NLRP3 inflammasome.
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FIGURE 6 | Mitochondria related signal cascades to activate immunity. Mitochondrial antiviral signaling (MAVS) is activated by the viral RNA sensor RIG-I and promotes inflammatory and immune gene expression via transcription factor NF-κB and IRFs. MAVS receptors can be found in the mitochondrial outer membrane. Mitochondrial ROS (mtROS) are also able to activate MAVS independently of RNA. The NLRP3 inflammasome also signals from the outer mitochondrial membrane. Like MAVS, NLRP3 also responds to mtROS and can cause mitochondrial damage that promotes the generation of additional ROS. NLRP3 drives the production of IL-1β and IL-18. Mitochondrial DNA can also activate NLRP3. Finally, MAVS promotes oligomerization of NLRP3 at the mitochondria. Therefore, two major innate immune pathways (RIG-I/MAVS and NLRP3) are all dependent on mitochondria.



mtROS Are Important for T Cell Activation

Stimulation of the T cell receptor (TCR) drives T cells into rapid proliferation and differentiation. T cell activation induces a rapid increase in mtROS production (18). Sena et al. also found that mtROS from complex III are required for CD4+ T cell activation and mitochondrial targeted antioxidant mitovitamin E attenuates IL-2 production. An alternative source of mtROS in mitochondria is mitochondrial glycerol-3-phosphate dehydrogenase 2 (GPD2). GPD2 oxidizes glycerol-3-phosphate to dihydroxyacetone phosphate leading to a hyper-reduced state of ubiquinone called ubiquinol in the inner mitochondrial membrane. Kamiński et al. found that GPD2 could directly produce ROS and accumulating ubiquinol could support ROS production at other ETC sites such as complex I (64). GPD2 depletion has been shown to inhibit mtROS production during T cell activation and decrease IL-2 expression. Mitochondrial and GPD2 induced ROS are important for T cell activation.

mtROS Also Function as a Signal in B Cell Activation and Antibody Production

Naïve B lymphocytes undergo diversification of their antigen receptor through somatic hyper-mutation, alteration of immunoglobulin function by class-switch recombination (CSR), and differentiation into antibody-secreting plasma cells (PCD) or memory B cells. Bach2 is a transcriptional factor which is required for antigen class switch in B cells. mtROS block heme synthesis in CSR, but it promotes heme synthesis in PCD. As a result, mtROS are promoted during CSR and suppressed during PCD. In support of this, mitochondrial mass and membrane potential are increased in CSR and decreased in PCD (65, 66). Hence, mtROS modulate B cell function by changing heme synthesis.

In short, mtROS are important for immune cell activities in T cells (mediated by GDP2), in macrophages (via TRAF6, ECSIT), and in B cells (via heme synthesis).

Mitophagy

Mitophagy is a form of autophagy that specifically eliminates damaged mitochondria for mitochondria quality control. Mitophagy is regulated by PTEN-induced putative kinase 1 (PINK1) and the ubiquitin ligase parkin (67). On the surface of mitochondria, PINK1 recruits parkin from the cytosol and activates parkin’s E3 ligase activity (Figure 1.4). Parkin leads the ubiquitin conjugation of various outer membrane proteins to induce mitochondrial engulfment by an autophagosome followed by subsequent fusion with a lysosome for the clearance of damaged mitochondria.

Interruption in Mitophagy Leads to Increased Susceptibility to Pathogens

Roles for mitophagy during pathogen infection have been identified. Degradation of those mitochondria damaged by Pseudomonas aeruginosa-produced siderophores requires PINK1 in C. elegans (68). On the other hand, parkin mutation showed increased susceptibility to the intracellular pathogenic bacteria Mycobacterium leprae and Salmonella enterica which causes leprosy and typhoid fever, respectively (69–71). In addition, parkin-deficient mice and flies showed increased susceptibility to Mycobacterium tuberculosis, and bacteria proliferation was increased in macrophages (72).

Decreased Mitophagy in T Cell Increases ROS and Apoptosis. T cells utilize mitophagy to maintain their proper homeostasis. Autophagy-related protein 7 (Atg7) is required for the formation of autophagosomes.

Pua et al. found that Atg7-deficient T cells had enhanced mitochondrial content, increased ROS production, and expression of pro-apoptotic proteins like Bak, cytochrome c, and AIF (73).

In addition, vacuolar protein sorting 34 (Vps34) is a member of the class III PI3K family of lipid kinases. Vps34-deficient CD4+ and CD8+ T cells had increased amounts of ROS, mitochondrial mass, and impaired mitophagy (74).

Hepatitis B and C Viruses (HBV and HCV) Utilize Mitophagy to Their Benefit

Mitochondria also initiate apoptosis signals. HBV and HCV induce mitophagy to protect themselves from apoptotic signaling. HCV induces parkin and PINK1 leading to mitophagy and mitochondrial dysfunction (75). HBV was found to promote its replication in the cells by promoting PINK1/parkin mitophagy and fission to prevent pro-apoptotic stimuli (76).

Hence, proteins such as PINK1, parkin, ATG7, ATG5, and Vaps34 are important for mitophagy and are implicated in immune cell function. Absence of these proteins may increase the susceptibility to microbial infections and apoptosis of immune cells. Targeting these proteins can benefit HPV and HCV related infections.

Mitochondrial DNA

NLRP3 inflammasome facilitates activation of caspase-1, secretion of IL-1β and IL-18, and cell death (Figure 6). There are many factors that involve activation of NLRP3 inflammasome such as NF-κB, pathogen-associated molecular patterns, ATP, and potassium ion channels (77). Interestingly, mitochondrial apoptotic signaling can also activate the NLRP3 inflammasome. During mitochondrial dysfunction, mtDNA is released from mitochondria and into the cytosol. mtDNA can bind and activate the NLRP3 inflammasome (Figure 6) (62, 78). In addition, autophagic protein deficiency in macrophages promotes mitochondria dysfunction and consequent release of mtDNA into the cytosol and activation of the NLRP3 inflamasome. Collectively, this suggests that mtDNA mediated activation of NLRP3 is related to autophagy and immune responses. In contrast to this, Allam et al. found that mitochondrial apoptosis was not required for the NLRP3 inflammasome activation, but caspase-8-mediated apoptosis is required for its activation. Nevertheless, this report supports that dysfunctional mitochondria cause mtDNA release and activation of the NLRP3 inflammasome (Figure 1.7) (79). This gives the indication that mtDNA is necessary for NLRP3 inflammasome activation and mitochondrial apoptosis. In addition, high frequency of polymorphisms in the D loop region of mtDNA is observed in lymphocytes of immune-related pancytopenia patients (80). This suggests that mtDNA contribute to red and white blood cell development. How mtDNA is controlled in the case of leukemia or other blood cancers is still not clear.

Mitochondrial Antiviral Signaling

Mitochondrial antiviral signaling (MAVS) is a signaling protein located on the outer membrane of mitochondria. It is activated by a viral RNA sensor called retinoic acid-inducible gene I (RIG-I) (Figure 6). It activates pathways that regulate NF-κB and interferon regulatory transcription factors (IRFs) to promote gene expression (81). mtROS can drive MAVS oligomerization and production of type I interferon (82) highlighting that MAVS might be a key sensor of mtROS. Furthermore, MAVS associates with NLRP3 and promotes its oligomerization leading to caspase-1 activation (83). Recently, Hee and Cresswell found that MAVS directly interacts with the antiviral protein viperin acting as an immune defense mechanism against RNA viruses in macrophages (84). These studies support that MAVS is activated upon viral infections, induces immunogenic signaling/apoptosis, and mediates the effects of mtROS (Figure 1.5).

MITOCHONDRIAL DYNAMICS PLAYS A KEY ROLE IN IMMUNE CELL METABOLISM

Mitochondrial fission and fusion controls mitochondrial mass (85). Nutrient deprivation induces an increase in mitochondrial fusion and suppression of mitophagy. On the other hand, prolonged DNA damage leads to mitochondrial fission (86, 87). Mechanistically, fusion is controlled by two dynamin-like GTPases: mitofusin (Mfn1 and Mfn2) for the outer membrane and optic atrophy 1 (OPA1) for the inner membrane. Outer membrane fission is regulated by dynamin-related protein-1 (Drp1), mitochondria fission factor (MFF), Mid49, and mid52 (Figure 7) (88).
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FIGURE 7 | Mitochondrial fission and fusion contribute to immune responses. Mitochondrial fission and fusion controls mitochondrial mass. Nutrient deprivation induces an increase in mitochondrial fusion and suppression of mitophagy. On the other hand, prolonged DNA damage leads to mitochondrial fission. Fusion (tubular mitochondria) is controlled by two dynamin-like GTPases for the outer membrane proteins (mitofusin MFN1 and MFN2) and inner membrane proteins (OPA1). Fission (fragmented mitochondria) is coordinated by four outer membrane proteins (Drp1, Mff, Mid49, and mid52). Fusion and fission of mitochondria contribute to immune response. (1) Memory T cells have increased fusion generating more oxidative phosphorylation (OXPHOS) and FAO. (2) Clearance of apoptotic cells by phagocytes is known as efferocytosis. Resting macrophages have displayed tubular mitochondria. (3) Fission contributes to mitochondria mobility. During antigen-specific T cell and NK cell activation, mitochondria fission increased, and mitochondria move toward the immune synapse (IS) and facilitate ATP production at the IS. (4) Uptake of apoptotic cells by macrophages during efferocytosis requires fission and increased Drp1. (5) In mouse-derived bone marrow macrophages, knocking down Drp1 initiates NLRP3 inflammasomal activation, and inducing mitochondrial fission attenuated NLRP3 inflammasomal assembly and activation. (6) Activated effector T cells have increased mitochondrial fission and exhibit higher rates of glycolysis.



The mitochondrial fission and fusion process can have three cellular functions. First, it allows mixing of mtDNA content. Each individual mitochondrion has mtDNA that encodes for respiratory complexes, but DNA containing harmful mutations can be pathogenic. A high load of pathogenic DNA can attenuate respiratory function. Fission and fusion can compensate for this problem by mixing mtDNA in different compartments until the pathogenic content becomes too overwhelming. Second, smaller particles can move more efficiently so mitochondrial fission can promote mitochondrial mobility inside the cell, and fusion can promote tethering to other cellular structures such as the ER (89). Third, mitochondrial fusion can increase cristae formation and can provide more surface area for OXPHOS and FAO while fission eliminates dysfunctional mitochondria and is an adaptation for increased aerobic glycolysis.

During antigen-specific T cell and NK cell activation, mitochondria mobilize toward the immune synapse (IS) (Figure 7). Drp1, a fission factor, is required for translocation of the mitochondria (90, 91). Polarization of cytoskeletal structures, proteins, cell organelles, and transport of ions across membranes at the IS all require energy. This energy is provided by mitochondria. In addition, ATP is also released locally at the IS contributing to T cell function (92). Mitochondrial tethering is also associated with STIM-1 membrane trafficking from the ER to the plasma membrane in mast cells (93). Clearance of apoptotic cells by phagocytes is known as efferocytosis. Resting macrophages have displayed tubular mitochondria. Uptake of apoptotic cells by macrophages requires fission and increased Drp1 (Figure 7) (94). However, there is need of more research to know how fusion and fission regulate macrophage polarization.

Drp1 Influences ROS Production

Interestingly, Opa1 is deactivated upon ROS increase. Drp1 is activated and causes the fragmentation of mitochondria in neuronal cells (95). This is linked to iron overload, AMPK activation, MFF (96), and ubiquitination of A-kinase anchor protein 121 (97). Conversely, ROS induced mitophagy is suppressed by depleting Drp1 (98). In addition, accumulation of mitochondria and decreased Drp1 is associated with T cell dysfunction in SLE (SLE → T cell dysfunction → mitochondria accumulation → Drp1 depletion) (99). Rapamycin can increase Drp1 by inhibiting mTORC1 (100). This means that Drp1 can be targeted in ROS producing mitochondria and other immune diseases.

Fusion and Fission in Diverse Immune Cells

Activated effector T cells have an increase in mitochondrial fission and mitochondrial mass but less cristae formation to support aerobic glycolysis. Memory T cells have an increase in fusion which consequently causes OXPHOS and FAO to be increased (Figure 1.8) (101). The receptor-interacting protein kinase 3 (RIPK3) plays a crucial role in natural killer T cell (NKT cell)-mediated immune response via activation of the mitochondrial phosphatase phosphoglycerate mutase 5 (PGAM5). RIPK3-mediated PGAM5 promotes nuclear translocation of NFAT and dephosphorylating Drp1 in NKT cells (102). In addition, there is some evidence that mitochondrial dynamics is also related to inflammasomal activation. Obese rats have increased expression of Drp1 and NLRP3 and decreased fusion-relative protein optic atropy-1 (OPA1) (103). In mouse bone marrow-derived macrophages, knocking down Drp1 initiates NLRP3 inflammasomal activation, and inducing mitochondrial fission attenuated NLRP3 inflammasomal assembly and activation (104).

In addition to mtDNA mixing, mobility, and metabolic regulation, mitochondrial dynamics also control the inflammasomal activation. However, how the genes for fusion and fission are controlled is still unknown.

MITOCHONDRIA ARE A NODE FOR ROS, AND ANTIOXIDANTS ARE IMPORTANT FOR THE NEUTRALIZATION OF ROS

Antioxidants Play an Important Role in Neutralizing mtROS

In mitochondria, superoxide [image: image1] is released from complex I (into the matrix) and III (into both the matrix and intermembrane space). This is converted to H2O2 in the presence of SOD. Catalase converts H2O2 to H2O. H2O2 can also be converted to HOCl in the presence of myeloperoxidase. HOCl is produced by neutrophils to damage macromolecules of pathogens and ultimately kill the pathogens. H2O2 can also go through the fenton reaction to produce highly reactive OH−. This can react with different components of the cell and cause damage. Glutathione converts OH− to H2O to reduce the cellular damage. Superoxide, OH−, and H2O2 generated in mitochondria are the main sources of ROS. Hence, antioxidants such as catalase, Mn-SOD (manganese dismutase in mitochondria matrix), Cu/Zn-SOD (in the intermembrane space and cytosol), and glutathione play a crucial role by neutralizing the ROS (Figure 9.1) (105).

ROS Are Important to Maintain Cellular Homeostasis

Low or moderate concentrations of ROS help cells maintain healthy conditions. For example, oxidative burst in macrophages generated using NADPH oxidase releases H2O2 during phagocytosis to kill pathogens. H2O2 is converted into HOCl to kill pathogens by damaging macromolecules. H2O2 influences mtDNA and nuclear DNA transcription of antioxidant genes (NRF2, AP-1). However, it can lead to pathological conditions in the case of excess of ROS. Excess levels of ROS inhibit glucose transporter proteins and cause alterations in cellular signaling and oxidative damage to macromolecules. Antioxidants neutralize the ROS and maintain healthy conditions (Figure 9.2).

Glutathione Metabolism and Function

Glutathione can be considered “mother of the antioxidant defense system.” Glutathione is synthesized from amino acids in a two-step reaction. In the presence of γ-glutamylcysteine synthetase, glutamic acid and cysteine are converted into γ-glutamylcysteine. Glycine is then added in the presence of glutathione synthetase to make glutathione. γ-glutamylcysteine synthetase regulates glutathione synthesis. Oxidative stress influences the function of γ-glutamylcysteine synthetase. Glutathione is oxidized and reduced to glutathione disulfide (GSSG) in a reversible reaction. NADPH from the pentose phosphate pathway reduces GSSG to form glutathione pathway (GSH). GSH is important for conversion of OH− to H2O. Mitochondrial GSH also contributes to detoxification of harmful lipids (lipids-OOH) and deglutathionylation of mitochondrial proteins (106).

Other Antioxidant Proteins Present in Mitochondria

In addition to glutathione, other antioxidants (Co-Q, SIRT3, FOXOs) also influence ROS. Coenzyme Q (Co-Q) is an essential antioxidant that carries electrons from complex I–II and III. Co-Q is synthesized in mitochondria requiring proteins coded in 12 genes. Mutations in Co-Q genes cause CoQ10 deficiency which leads to an increase in ROS and ATP depletion (107). Sirtuin 3 (SIRT 3) coordinates FAO and superoxide detoxification to control cellular ROS levels by deacetylation of acytyl co-A dehydrogenase, Mn-SOD, and FOXO3 (108).

Glutathione Depletion Leads to Impairment of Immune Cell Function

Glutathione and APCs

Antigen-presenting cells display MHC on their surface which interacts with TCRs on T cells to drive immune function and cytokine production. Glutathione levels within APCs and immune cells regulate their function. GSH depletion in APCs correlates with reduced secretion of Th1 cytokines. Increased intracellular GSH content stimulates IL-12 or IL-27 which in turn differentiates CD4+ T cells to Th1 cells (109). In addition, activated macrophages and DCs secrete antioxidant precursors such as cysteine. Cysteine is taken up by T cells. This allows T cells to be protected from harm during antigen presentation.

Glutathione in Other Immune Cells

In support of this, glutathione depletion was observed in other immune cells. Decreased GSH/GSSG ratio in CD8+ memory T cell leads to an increase in ROS and impairment of CD8+ memory T cells (50). IL-17-producing γδ T cells (γδ17 T cells) have recently been found to promote tumor growth and metastasis. Low levels of glutathione are also observed in γδ17 T cells (110). These factors suggest that decreased GSH can disrupt immune cell function.

Glutathione During HIV Infection

It is well known that HIV suppresses the immune system. HIV infection is associated with elevated levels of ROS and decreased GSH. However, increasing GSH levels in NK cells reduces intracellular survival of pathogens in macrophages (111). HIV infection destroys CD4+ T cells. Supplementation of L-GSH to HIV-positive patients with low CD4+ T cell counts resulted in an increase in IL-12, IL-2, and IFN-γ and a decrease in IL-6, IL-10, and free radicals as well as stabilization of the levels of TGF-β, IL-1, and IL-17 (112). This implies that glutathione can impact cytokine production.

Glutathione and Post-Translational Modification of Proteins in Immune Cells

Glutathione can also reverse ROS-mediated post-translational modifications. Increased H2O2 production results in increased protein S-glutathionylation in both monocytes and differentiated macrophages. Protein S-glutathionylation can be prevented either by the activity of antioxidant enzymes at the level of ROS scavenging or reversed by glutaredoxin-mediated deglutathionylation (113, 114).

In short, glutathione plays a vital role in APCs and T cell differentiation, the function of NK cells and macrophages, cytokine production in immune cells, and post-translational modifications of proteins in immune cells.

Antioxidants Regulate ROS-Mediated Cell Signaling Pathways in Immune Cells

Antioxidants neutralize the cellular ROS levels while also influencing transcription of antioxidant genes and post-translational modifications of proteins involved in antioxidant pathways. Transcription factors such as NRF2 and Keap1 control expression of antioxidant genes. Therefore, ROS levels are regulated by the GSH and NRF2–Keap1–Cul3 trimeric complex. T cell-mediated autoimmune disease is mediated by dysregulation of these pathways and elevated levels of ROS (Figure 8) (115).
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FIGURE 8 | Reactive oxygen species (ROS)-mediated cell signaling in T cells: low/moderate levels of ROS promote mTOR, Myc, and nuclear factor of activated T cell (NFAT) activation which is associated with increased glycolysis and inflammatory response in T cells. ROS levels are regulated by the glutathione pathway (GSH) and NRF2–Keap1–Cul3 trimeric complex. Abrogation of GSH and the trimeric complex, which may cause high levels of ROS, impairs the inflammatory response of T cells. In addition, high ROS and high adenosine monophosphate-activated protein kinase (AMPK) levels inhibit mTOR. It is reported that naïve T cells, CD4+ regulatory T cells, and chronically stimulated T cells depend on OXPHOS as their primary metabolism method while CD8+ effector and CD4+ Th1 cells mainly depend on glycolysis. This metabolic switching is controlled by ROS.
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FIGURE 9 | Antioxidants neutralize mitochondrial ROS (mtROS). (1) Antioxidants in mitochondria: superoxide [image: image1] is released from complex I (into the matrix) and III (into both the matrix and intermembrane space). This is converted to H2O2 in the presence of superoxide dismutase (SOD). Mn-SOD (manganese dismutase) is localized in mitochondria matrix and Cu/Zn-SOD (in the intermembrane space and cytosol). SIRT3 is involved in deacetylation of MnSOD. Catalase converts H2O2 to H2O. Catalase is also localized in mitochondria (MCAT). Glutathione converts OH− to H2O to reduce the cellular damage. Glutathione (GSH) is oxidized and reduced to glutathione disulfide (GSSG) in a reversible reaction. NADPH from the pentose phosphate pathway reduces GSSG to form GSH in presence of glutathione peroxidase (Gpx). (2) Antioxidants play an important role in neutralizing mtROS. Uncoupling protein 2 (UCP2) (mitochondrial uncoupler protein), which helps to shuttle H+ ions from the intermembrane space to the mitochondria matrix, decreases the membrane potential to inhibit excessive reactive oxygen species (ROS) production. Excessive ROS production can impact ATP synthesis, cytokine production, mitochondrial DNA (mtDNA) mutation, and post-translational modification of cellular proteins by S-nitosylation or glutathionylation.



T cell metabolism is highly dynamic. Proper T cell activation and differentiation is critical (116). It is reported that naïve T cells, CD4 Treg, and chronically stimulated T cells depends on OXPHOS as the primary metabolism method while CD8 effector and CD4 Th1 cells mainly depend on glycolysis (117). This metabolic switching may be controlled by ROS.

During activation, CD4+ T cells must transition metabolically from OXPHOS to aerobic glycolysis to support proliferation and effector function. Low/moderate levels of ROS promote mTOR (Figure 8) (118), Myc, and NFAT activation. mTOR activation leads to increased glycolysis in T cells. Abrogation of GSH, which may cause high levels of ROS, impairs the inflammatory response of T cells. High AMPK levels inhibit mTOR and increase ROS (17, 119, 120). High ROS and diminished mTOR activation lead to decreased Myc and reduced transition to aerobic glycolysis in diabetogenic splenocytes. These results suggest that ROS are required for the metabolic transition (121). High levels of ROS and low GSH can lead to improper cellular signaling and post-translational modifications of proteins which can impact metabolic outcome.

Antioxidants Influence Mitochondrial Membrane Potential (MMP)

Mitochondrial membrane potential (ΔΨm) is generated as protons are pumped outward from the matrix, a process that depends on substrate utilization and electron transport. This is a critical check point for cell death and ATP synthesis. Loss of membrane potential may result from any processes wherein protons move back toward the matrix. UCP2 acts like an antioxidant to reduce ROS by moving protons back to the matrix (122). Sirt3 and FOXO activation decrease mtROS. Similarly, mitophagy through activation of BNIP3 or NIX decreases mtROS by decreasing the number of damaged mitochondria that produce more ROS. ΔΨm plays a decisive role by driving ATP synthesis. ΔΨm is regulated by glutathione which depends on thioredoxin and NADPH generated in the pentose phosphate pathway (123). There is still a need for more research on potassium and calcium channels that also have an impact on MMP (124).

Antioxidants Impact on MMP, mtDNA, and ATP Synthesis

T cell activation and proliferation depend on the production of reactive oxygen intermediates (ROIs). Mitochondrial hyperpolarization (MHP) is associated with increased ROI, decreased GSH, and ATP depletion. This MHP is crucial for T cell activation (125–127). In cancer cells, mitochondrial H+-ATP synthase is increased and ATPase inhibitory factor 1 is decreased when compared with normal tissues. This in turn promotes ROS production and ATP depletion and further decreases the antioxidant defense system (128).

Excess ROS Can Lead to mtDNA Mutation

Reactive oxygen species can also cause mutations in mtDNA and further change MMP and ATP synthesis. mtDNA contains 37 genes. 12 proteins are encoded by mtDNA as structural proteins of mitochondrial enzyme complexes (I-IV). Nuclear genes encode about 1,500 mitochondrial proteins. Changes in cellular ROS levels can cause mutations in mtDNA which further disturbs the normal functions of mitochondrial proteins (105). Mutation load in the ATP6 gene leads to a defect in mitochondrial ATP synthase which can further increase MMP and ATP synthesis depletion (129).

DOES MITOCHONDRIAL IMMUNE REGULATION HAVE ANY THERAPEUTIC IMPORTANCE?

Based on previous evidence, mitochondria are important for autoimmune disease, mitochondrial disorders, and cancer. Selectively targeting OXPHOS can be effective for advanced melanoma (130). Also, altering mitochondrial machinery in sepsis can increase patient survival by 30% (131). From this, a new field has emerged called “mitochondrial medicine.” Drugs can be developed selectively by targeting them to mitochondria causing a switch in immune programing (132, 133). Here, we have highlighted how antioxidants can be delivered into mitochondria and how it can be useful during ischemia reperfusion.

Role of Antioxidants in Mitochondria

Antioxidants can be targeted selectively to mitochondria to reduce oxidative stress (134, 135). Natural antioxidants (vitamin E, curcumin, ginko biloba, melatonin) in addition to targeted TPP-based antioxidants (MitoQ, Mito-VitE, Mito-α-lipoic acid, Mito-PBN), small peptide-based molecules (SS31, SS02, SS19, SS20), choline esters of glutathione, and N-acetyl-L-cysteine neutralize mtROS which further maintains normal MMP (136, 137). These molecules are preferentially taken up by mitochondria due to differential charge (negative charge in mitochondria and positive charge on the molecules). Antioxidant SS31 has been shown to inhibit fission proteins (Drp1 and Fis1). Antioxidants can be used as targeted therapy for mitochondrial disorders (138). Also, TPP conjugated antioxidants have shown to potently inhibit cancer cell proliferation (139).

Mitochondrial Components Are Modified by Antioxidants During Ischemia/Reperfusion (IR)

Ischemia/reperfusion injury is the tissue damage caused by the return of blood supply after a period of ischemia leading to a state of hypoxia. ROS are known as the primary cause of ischemic tissue injury. In mitochondria, several protein complexes are modified by S-nitrosylation and S-glutathinylation (140). Complex I is modified by both processes. Complex I has two transitional states: active (A) and deactive (D). Complex I is S-nitrosylated during D state which can be reversed by thiol reductants. Reperfusion of ischemic tissue rapidly activates complex I and increases the generation of ROS which leads to cell death. The presence of MitoSNO (S-nitrosothiol) or S-nitrosylated agents during reperfusion selectively target the ND3 subunit of complex I at Cys39 to keep the complex in low activity and decrease ROS production. In this way, S-nitrosylation of ND3 at Cys39 in complex I protects against IR injury (141–143).

Other mitochondrial components have been shown to treat diseases. However, whether these can also be implicated in immune-related functions is still not known. For example, coenzyme Q10 in mitochondria can be utilized as a potential treatment for heart failure (144). Genipin is a UCP2 inhibitor that is useful for anticancer therapy (145). Circulating mtDNA can be used as potential biomarkers for chemotherapy induced cardiac damage (146). Whether circulating mtDNA and genipin can be useful for leukemia or other immune diseases is still unknown.

CONCLUDING REMARKS

The importance of mitochondria in immunity has become clearer. Besides controlling cell fate, mitochondria provide signaling platforms generated by MAVS, ROS, and mtDNA. Mitochondria balance redox status to fine-tune NLRP3 inflammasome activation. Maintenance of mitochondrial fidelity by mitophagy is important for cell fate and immunity. The protective role of mitophagy has the potential to treat inflammatory diseases with excess ROS and mitochondrial dysfunction. This idea is supported by the observation that mitochondrial antioxidants help ameliorate symptoms (147, 148). In addition, targeting this pathway can be a therapeutic strategy because defective mitophagy has been implicated in Parkinson’s disease.

In addition, mutations in mitochondrial proteins have gained clinical importance. For instance, apoptosis inducing factor mitochondria associated-1 (AIFM-1) is related to mitochondria function and immune system regulation. Mutations in AIFM-1 are related to fatal encephalomyopathy in infants (149). Recurrent mutations in IDH2 are associated with angioimmunoblastic T cell lymphoma (150). Polymorphisms in MnSOD can lead to abortion during the first trimester of pregnancy (151). This evidence supports the conclusion that immunodeficiency is related to disrupted mitochondrial components. However, there is still need of more research to know what leads to these types of mutations/polymorphisms and how they affect immune cell functions.

For immunologists, mitochondria can be the powerhouse of immunity along with their roles as the powerhouse of the cell. After many decades of hard work, remarkable developments in immunology research have improved our understanding of the immune system, and immunologists are now better equipped with modern knowledge and techniques to cross over into other disciplines. Future work will continue to reveal the functions of mitochondria in immunity. For example, “What are the roles of mitochondrial fission and fusion as well as cristae remodeling in immunity?” or “Do mitochondria affect other innate immune cells such as innate lymphoid cells and granulocytes?” We hope this review will inspire research into many questions that remain to be explored. Coupling the unique benefits of studying mitochondria and immunity is beneficial for the enormous clinical relevance in human health and diseases.
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Immuno-oncology not only refers to the multifaceted relationship between our immune system and a developing cancer but also includes therapeutic approaches that harness the body’s immune system to fight cancer. The recognition that metabolic reprogramming governs immunity was a key finding with important implications for immuno-oncology. In this review, we want to explore how activation and differentiation-induced metabolic reprogramming affects the mevalonate pathway for cholesterol biosynthesis in immune and cancer cells. Glycolysis-fueled mevalonate metabolism is a critical pathway in immune effector cells, which may, however, be shared by cancer stem cells, complicating the development of therapeutic strategies. Additional engagement of fatty acidy oxidation, as it occurs in regulatory immune cells as well as in certain tumor types, may influence mevalonate pathway activity. Transcellular mevalonate metabolism may play an as yet unanticipated role in the crosstalk between the various cell types and may add another level of complexity. In humans, a subset of γδ T cells is specifically adapted to perform surveillance of mevalonate pathway dysregulation. While the mevalonate pathway remains an important target in immuno-oncology, in terms of personalized medicine, it may be the type or stage of a malignant disease that determines whether mevalonate metabolism requires training or attenuation.

Keywords: mevalonate, metabolism, transcellular, cholesterol, fatty acid oxidation, immune cells, cancer

MEVALONATE METABOLISM IN IMMUNE CELLS

Glycolysis-Driven Mevalonate Metabolism in Immune Effector Cells

Immune cell activation is associated with shifts in cellular metabolism (1, 2). In contrast to naïve T cells, T helper (Th) cells including type 1 (Th1), type 2 (Th2) as well as type 17 (Th17) display a reprogrammed metabolic phenotype, which is characterized by increased rates of aerobic glycolysis, leading to fatty acid synthesis (FAS) and mevalonate metabolism (Figure 1). Glycolysis-driven lipogenesis is induced by Akt signaling and depends on sterol regulatory element-binding protein (SREBP) transcription factors. All these changes are promoted by the metabolic checkpoint kinase mechanistic target of rapamycin (mTOR) that controls protein translation, cell growth, and metabolism (3, 4). The serine/threonine kinase mTOR exists in two complexes, mTORC1 and mTORC2, which have distinct functions. TCR triggering induces in an Akt–mTOR–SREBP-dependent manner the expression of all genes encoding mevalonate-generating and mevalonate-metabolizing enzymes (5), highlighting the importance of this metabolic pathway for T cell activation (6).
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FIGURE 1 | Glycolysis-driven mevalonate metabolism versus fatty acid oxidation (FAO)-driven oxidative phosphorylation (OXPHOS). Glycolysis-derived pyruvate can enter the mitochondrion and fuel the tricarboxylic acid (TCA) cycle to drive OXPHOS. Cells thus generate energy in the form of adenosine triphosphate (ATP). However, activated immune or cancer cells can also export citrate to the cytosol, where it is converted back to acetyl-coenzyme A (acetyl-CoA) by ATP citrate lyase. Abundance of cytosolic acetyl-CoA enables both, fatty acid synthesis (FAS) and mevalonate metabolism, collectively referred to as lipogenesis. Three molecules of acetyl-CoA are required to generate HMG-CoA. HMG-CoA is the substrate of HMG-CoA reductase, the mevalonate-generating enzyme, which catalyzes the first committed step and thus initiates the pathway leading to farnesyl diphosphate, also known as farnesyl pyrophosphate (FPP = branching point). Whereas FPP is the precursor in cholesterol biosynthesis, both, FPP and geranylgeranyl diphosphate (GGPP), represent activated isoprenoid moieties in posttranslational protein prenylation. Concurrent FAO may influence the availability of acetyl-CoA for mevalonate metabolism, because FAO usually serves to drive OXPHOS and thus diverts acetyl-CoA from lipogenic pathways.



M1 macrophages, classically activated by the Th1 cytokine interferon-γ (IFN-γ) plus lipopolysaccharide (LPS), are myeloid effector cells, which are characterized by the expression of high levels of pro-inflammatory cytokines, reactive nitrogen and oxygen intermediates, promotion of Th1 response, and strong microbicidal and tumoricidal activity (7). Like Th cells, M1 macrophages also depend on glycolysis and mevalonate metabolism (2, 8). Finally, dendritic cells (DCs), which encounter bacterial components such as LPS as well as T or NK cell-derived IFN-γ during infection likewise operate glycolytic metabolism (2) and require mevalonate pathway activity for effector cytokine production (9).

M1 macrophages and DCs engage glycolysis-fueled lipogenesis to expand cellular compartments such as the endoplasmic reticulum and the Golgi as well as to prepare the entire secretory machinery for effector responses (10). For this purpose, glucose-derived cytosolic pyruvate enters the citric acid cycle, also known as the Krebs cycle or tricarboxylic acid (TCA) cycle, which takes place in the mitochondria of eukaryotic cells. However, instead of being fully oxidized in the TCA cycle, some of the pyruvate-derived mitochondrial citrate can be exported into the cytosol. ATP citrate lyase, which is phosphorylated by Akt (11), cleaves citrate and thus generates cytosolic acetyl-CoA, the precursor of FAS and mevalonate metabolism (12, 13) (Figure 1).

Colony-Stimulating Factors Promote Mevalonate Metabolism during Myelopoiesis and M1 Macrophage Activation

Myelopoiesis is driven by colony-stimulating factors including granulocyte/macrophage-colony-stimulating factor (GM-CSF) and M-CSF, which are important for the development and function of monocytes and macrophages. In murine myelopiesis, M-CSF stimulation activated mTORC1 and mTORC1-driven glycolysis initiated a transcriptional program involving activation of the protooncogene Myc (14), which is well known to induce metabolic reprogramming, including stimulation of lipogenesis (15). Accordingly, multiple genes involved in mevalonate generation and metabolism toward cholesterol were activated in response to M-CSF treatment (14). Attenuation of cholesterol biosynthesis gene expression by deleting SREBP cleavage-activating protein impaired myelopoiesis, highlighting the crucial role of mevalonate metabolism in macrophage development.

Granulocyte/macrophage-colony-stimulating factor plays a critical role in promoting glycolysis-fueled mevalonate metabolism (8) in M1 macrophages. GM-CSF increases the glycolytic capacity of macrophages and primes them for high levels of acute glycolysis in response to LPS stimulation. LPS has long been known to promote glucose uptake in macrophages (2, 16) and this may in part be due to LPS-induced production of GM-CSF (17). GM-CSF primed macrophages not only contained higher levels of acetyl-CoA but also displayed upregulated mRNA and protein expression of HMG-CoA reductase (8), which is the target of the statins, a class of lipid-lowering drugs widely prescribed for treatment and prophylaxis of coronary heart disease. GM-CSF primed macrophages produced significantly higher levels of the pro-inflammatory cytokines TNF-α, IL-1β, IL-6, and IL-12 in response to LPS and, importantly, simvastatin prevented the GM-CSF priming effect. These observations indicated that mevalonate metabolism instructs the inflammatory response of GM-CSF primed M1 macrophages.

Although the maintenance of immature antigen-presenting DCs is facilitated by fatty acid oxidation (FAO)-driven oxidative phosphorylation (OXPHOS) in a steady state (18), maturation into cytokine-producing, immunostimulatory DCs is again driven by glycolysis (2). The increased reliance of activated DCs on glycolysis is reflected by the observation that inhibition of hexokinase by 2-deoxyglucose prevents the DC maturation process (2). A major reason for the metabolic switch of maturing DCs is the increased need for citrate, which determines the levels of cytosolic acetyl-CoA, fueling not only FAS but also mevalonate metabolism (Figure 1). In this context, it may be of interest that human monocyte-derived DCs developing in the presence of GM-CSF and IL-4 produce substantial amounts of M-CSF (19). M-CSF synthesis is rapidly induced by GM-CSF during the first 24 h of DC culture and then declines during the 5-day culture period. Given the importance of M-CSF in promoting mevalonate metabolism during myelopoiesis (14), the stimulatory effects of LPS and GM-CSF on glycolysis-fueled mevalonate metabolism may at least in part be mediated by M-CSF, which is induced by LPS and GM-CSF. However, M-CSF on its own is not capable of macrophage priming for enhanced inflammatory responses (20).

OXPHOS Fueled by FAO in Quiescent and Regulatory Immune Cells

In contrast, other immune cell types such as naïve T cells and quiescent CD8 memory T cells, whose major task is to survive, engage OXPHOS driven by FAO (21). In addition, immune cells responsible for the limitation of inflammation to ensure the return to homeostasis such as M2 macrophages (22), which develop in the presence of M-CSF and the Th2 cytokine IL-4, as well as regulatory T (Treg) cells (23) and tolerogenic DCs (24) also operate FAO-driven OXPHOS (2). The role of mevalonate metabolism in these cells is less clear. Interestingly, mTORC1 signaling in Treg cells has been shown to promote cholesterol and lipid metabolism. The mevalonate pathway turned out to be particularly important for coordinated Treg cell proliferation and for the establishment of Treg cell functional competence (25). These findings indicate that regulatory immune cells may concomitantly engage FAO and mevalonate metabolism. However, it seems possible that mitochondrial oxidation of acetyl-CoA for increased ATP synthesis may limit its availability for mevalonate metabolism. If this proves to be true, mevalonate metabolism might represent an Achilles’ heel-like target and statins may be used to enhance immunotherapy by relieving cell-mediated immunosuppression.

MEVALONATE METABOLISM IN CANCER CELLS

Uncontrolled growth of tumors is usually promoted by aerobic glycolysis, an observation originally made by Otto Warburg almost a century ago (26). Glycolysis-driven mevalonate metabolism is potentially oncogenic, most likely via excessive protein prenylation (27). Physiologically, the tumor suppressor p53 controls mevalonate pathway activity; however, p53 gain-of-function mutation can lead to uncontrolled mevalonate metabolism and subsequently to malignant transformation (28). Other cancers may lack feedback control of HMG-CoA reductase (HMGCR) or overexpress of HMGCR, leading to permanently increased flux through the mevalonate pathway (29, 30). Along the same line, ectopic expression of HMGCR also facilitated malignant transformation (31).

Myc-Driven Mevalonate Metabolism in Cancer Stem Cells

Recently, Myc has been shown to mediate its oncogenic effect by stimulating mevalonate metabolism in cancer stem cells (30) (Figure 2A), which share signaling and metabolic pathways with tumor cells upon epithelial–mesenchymal transition (32). Brain tumor-initiating cells (BTICs) were shown to exhibit enhanced mevalonate pathway activity (30). All genes encoding the enzymes that in a series of reactions convert HMG-CoA via mevalonate into farnesyl diphosphate (FPP) (Figure 1) were shown to be activated in BTIC models and induction of differentiation caused suppression of these mevalonate pathway genes. In addition, targeting the mevalonate pathway in BTICs by RNA interference of HMGCR expression or by pharmacological inhibition of HMGCR activity using statins attenuated proliferation, self-renewal, and tumorigenicity. Moreover, statin treatment of BTICs also reduced Myc expression.
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FIGURE 2 | Mevalonate metabolism in immune and cancer cells. (A) Fatty acid metabolism makes the difference. Immune cells that realize effector functions depend on Myc-driven glycolysis that fuels lipogenesis. These cells engage mevalonate metabolism and fatty acid synthesis (FAS) but refrain from fatty acid oxidation (FAO). Unfortunately, cancer stem cells may have similar metabolic profiles. Although regulatory immune cells may still require Myc-driven glycolysis and FAS to some extent, they also engage FAO, which may occur at the expense of mevalonate pathway activity. These cells use FAO to realize their suppressive functions and to support survival. Distinct tumor types adopt a similar metabolic profile. In these cells, FAO may limit the availability of acetyl-CoA for mevalonate metabolism rendering it a potential Achilles’ heel-like target for therapeutic interventions. (B) Transcellular mevalonate metabolism. Starvation or p53 gain-of-function mutations lead to enforced uptake and use of extracellular isoprenoids in tumor cells. Intracellularly accumulating isopentenyl diphosphate (IPP) can bind to the B30.2 domain of butyrophilin 3A1 (BTN3A1), which leads to the activation of Vγ9Vδ2 T cells through a conformational change of the extracellular domain. In dendritic cells (DCs), the cholesterol efflux transporter adenosine triphosphate (ATP)-binding cassette transporter A1 (ABCA1) may export mevalonate-derived IPP into the extracellular space. Extracellular IPP can bind to BTN3A1 on the DC cell surface resulting in the activation of Vγ9Vδ2 T cells. The ecto-ATPase CD39 is able to dephosphorylate IPP thus limiting the duration and strength of IPP-induced γδ T cell responses. The lipid scavenger CD36 may also mediate the uptake of extracellular isoprenoids. Cholesterol storage through ACAT-1-mediated esterification may limit T cell activity. (C) Training of mevalonate metabolism. Priming of monocytes with Bacillus Calmette–Guérin (BCG) or β-glucan leads to an Akt–mTOR-driven metabolic reprogramming that empowers these cells to respond to subsequent challenges with increased production of cytokines and reactive oxygen intermediates. This increased responsiveness represents a form of innate memory and is based on enhanced flux through the mevalonate pathway. Significantly upregulated reactions include the production of acetoacetyl-CoA (ACAT-1), phosphomevalonate, farnesyl diphosphate as well as squalene and 2,3 oxidosqualene, the latter being rate-limiting steps of cholesterol biosynthesis. Overall, more than 50% of the genes in the pathway are activated in trained cells.



TRANSCELLULAR MEVALONATE METABOLISM

An additional level of complexity has been generated by the observation of extracellular or transcellular mevalonate metabolism. This term refers to a form of short distance intercellular communication, in which lipid intermediates synthesized and released by one cell type, can be incorporated and further metabolized by another cell type. Such interaction between different cell types by shared metabolism is a well-described phenomenon during eicosanoid biosynthesis (33). Among the secretory products of activated endothelial cells is arachidonic acid, the lipid precursor that initiates the eicosanoid cascade leading to the synthesis of prostaglandins, leukotrienes, and lipoxins. Human monocytes recruited by activated endothelial cells can respond to endothelial cell-derived arachidonic acid by activating not only the eicosanoid cascade but also the de novo pathway of FAS. As a consequence, arachidonic acid-pulsed monocytes acquire inflammatory phenotype and function (34).

The concept of transcellular lipid metabolism also applies to the mevalonate pathway. The contribution of extracellular mevalonate to mevalonate pathway activity is usually low (5%) but may increase to >30% during periods of starvation. In addition, unusually high concentrations of extracellular isoprenols (>10 μM) may result in a relative contribution of up to 50% (35). Moreover, tumor cells carrying mutated p53, which enhances mevalonate metabolism instead of suppressing it, increasingly use extracellular isoprenols resulting in a relative contribution of even greater than 50%. Finally, treatment with statins, which blunt mevalonate metabolism by inhibiting HMG-CoA reductase, increased the use of extracellular isoprenols (35) (Figure 2B).

Isopentenyl diphosphate (IPP) can also be exported to the extracellular space. In DCs, the cholesterol efflux transporter ATP-binding cassette transporter A1 (ABCA1) has recently been shown to also mediate the efflux of IPP (36). Since cholesterol efflux serves homeostatic purposes, ABCA1-mediated IPP export will only occur in cells with high flux through the mevalonate pathway. Extracellular IPP may thus function as an indicator of hyperactive mevalonate metabolism that alerts the immune system. IPP efflux to lipid-free apolipoprotein A-I (apoA-I) results in binding of extracellular IPP to butyrophilin 3A1 (BTN3A1) on the cell surface (37, 38). BTN3A1-mediated presentation of IPP subsequently activates Vγ9Vδ2 T cells, which are innate-like T cells with considerable antimicrobial and antitumor potential (39). BTN3A1 has been shown to also serve as a sensor of intracellular IPP levels. Upon binding of IPP to its cytoplasmic B30.2 domain, conformational changes of the BTN3A1 extracellular domain facilitate TCR engagement and Vγ9Vδ2 T cell activation (40). Vγ9Vδ2 T cells activated by either pathway can then kill cells with a hyperactive mevalonate metabolism and thus contribute to the surveillance of infection or oncogenic transformation (Figure 2B).

Consistent with a role of extracellular IPP in immune surveillance, the ecto-ATPase CD39 has recently been shown to also dephosphorylate and inactivate IPP and other mevalonate-derived phosphoantigens, thus limiting the duration and strength of phosphoantigen-induced γδ T cell responses (41). Additional evidence for transcellular mevalonate metabolism has been provided by a recent study demonstrating that the lipid scavenger receptor CD36 can also mediate the uptake of extracellular isoprenoids (42). The earlier observation that statin treatment resulted in the upregulation of CD36 had already pointed toward a role of CD36 as an isoprenoid scavenger receptor (43) (Figure 2B).

Along the same line, add-back experiments, in which mevalonate metabolism of immune (44–46) and cancer cells (35, 47) could be restored by exogenous isoprenoids during drug-induced pathway inhibition, further confirmed the relevance of transcellular mevalonate metabolism. In such experiments, addition of FPP, or more often of geranylgeranyl diphosphate, was able to reinstate protein prenylation during statin or N-BP-mediated inhibition of mevalonate metabolism (48). An intriguing aspect of transcellular mevalonate metabolism is the possibility of crosstalk not only between immune cell subsets but also between immune cells, stromal cells, and cancer cells (49). The outcome of such shared metabolism is currently unclear and certainly deserves reinforced examination.

THERAPEUTIC TARGETING OF MEVALONATE METABOLISM

Training of Metabolic Skills

As outlined above, mevalonate metabolism is crucial for the inflammatory response of M1 macrophages (2, 8). Intriguingly, mevalonate metabolism can apparently be trained for enhanced innate immune responses, for instance by repetitive administration of Bacillus Calmette–Guérin (BCG) (Figure 2C). Live attenuated BCG mycobacteria have a long history as a tuberculosis vaccine and as a cancer therapeutic. In fact, treatment with BCG is among the most effective cancer immunotherapies, and in high-risk, non-muscle-invasive bladder cancer, it is still the standard adjuvant treatment according to the European Association of Urology (EAU) guidelines (50, 51). BCG was used in seminal studies by Mackaness, who coined the term macrophage activation (classical activation) in the context of bacterial infection to describe the non-specifically enhanced, microbicidal activity of macrophages toward BCG (and Listeria) upon secondary pathogen exposure (52). The observation that vaccination with BCG also caused non-specific protective effects against non-related infections renewed the interest in this topic and led to the concept of “trained immunity” (53). At the cellular level, a first treatment with BCG resulted in enhanced responsiveness of monocytes and macrophages, which produced higher levels of cytokines and reactive oxygen species upon a secondary stimulation with BCG or even with non-related pathogens. A similar priming effect has been observed with β-glucan, a major component of the C. albicans cell wall (54). This increased responsiveness, which represents a form of innate memory, was a consequence of Akt–mTOR-driven metabolic reprogramming in macrophages and, importantly, increased flux through the mevalonate pathway appeared to be prerequisite for the establishment of trained immunity. The relevance of mevalonate metabolism was demonstrated when statins were shown to prevent the generation of trained immunity. This was consistent with the previous clinical observation that statin therapy has been associated with tumor progression leading to radical cystectomy in patients treated for bladder cancer with BCG (55). In addition, RNA sequencing combined with metabolomics revealed upregulation of multiple steps in the cholesterol synthetic pathway (54) (Figure 1).

Trained mevalonate metabolism leads to increased cholesterol biosynthesis, improving innate immunity. In addition, cholesterol is critically required for T cell growth and proliferation (6). T cell fitness has recently been demonstrated to specifically depend on high levels of free cholesterol in T cell membranes (56). Cholesterol esterification for storage purposes can therefore limit T cell activity (Figure 2B). Conversely, inhibition of the cholesterol esterification enzyme ACAT-1 was able to improve T cell responses and also improved the efficacy of immune checkpoint blockade by anti-CTLA-4 antibody in a mouse melanoma model (57). These findings collectively confirm the importance of mevalonate metabolism for cholesterol biosynthesis in antitumor immunity. Intriguingly, the efficacy of anti-CTLA-4 in mouse melanoma models depended on the microbiota of these mice (58), raising the important question of how the microbiota affects immunometabolism.

Refraining from Undesirable Metabolism

Myc is obviously not only essential for tumor initiation via glycolysis-fueled mevalonate metabolism (30) but also for the maintenance of established tumors via FAO-driven OXPHOS (15, 59). For instance, triple-negative breast cancer displays a Myc-driven bioenergetic reliance on FAO (59). In addition, prostate tumors also exhibit low rates of glucose consumption and display increased OXPHOS driven by FAO (60). Particularly, prostate cancer, that becomes refractory to androgen deprivation therapy (61), critically depends on OXPHOS for growth and metastasis (62, 63). Likewise, leukemia (64) and glioblastoma (65) have been shown to require FAO for growth and survival. Consequently, inhibition of FAO has been suggested as a potential therapeutic strategy for this particular subset of breast cancer and possibly also for prostate cancer, glioblastoma, and leukemia.

The FAO inhibitor etomoxir targets carnitine palmitoyltransferase 1 (CPT1), which catalyzes the cytosolic formation of acyl carnitines at the outer mitochondrial membrane for mitochondrial import and subsequent oxidation of FAs (66). The etomoxir-mediated inhibition of FAO-driven OXPHOS decreases ATP levels and thus tumor cell viability and chemoresistance (64, 65). In addition, CPT1 inactivation in cancer cells resulted in increased sensitivity to oxygen and glucose deprivation as well as decreased tumorigenic potential in vivo (67). Unfortunately, however, clinical development of etomoxir has been discontinued because of severe liver toxicity. Currently, other inhibitors of CPT1 are clinically tested although not yet for their antitumor potential.

Although c-Abl-specific tyrosine kinase inhibitors (TKIs) substantially extend the survival of patients with chronic myeloid leukemia (CML), TKIs fail to eliminate leukemic stem cells resulting in minimal residual disease. Recently, primitive CML cells were shown to rely on upregulated OXPHOS for their survival, and intriguingly, combination treatment with the TKI imatinib and tigecycline, an antibiotic that inhibits mitochondrial protein translation, selectively eradicated leukemic stem cells both in vitro and in a xenotransplantation model of human CML (68).

As outlined above in the context of regulatory immune cells, additional engagement of FAO may divert acetyl-CoA from mevalonate metabolism (Figures 1 and 2A). The mevalonate pathway might thus become an Achilles’ heel of such tumor types and might therefore be targeted with statins, possibly as an adjuvant therapy preceding primary treatment. Importantly, statins may exhibit a dual effect in such a setting, since they can inhibit tumor growth or survival as well as hold downregulatory immune cells.

CONCLUDING REMARKS

It is now becoming increasingly clear that mevalonate metabolism governs immune surveillance. However, cancer cells and in particular cancer stem cells may likewise depend on this metabolic pathway. Such a similarity in metabolic orientation between tumor cells and immune effector cells infiltrating the tumor microenvironment inevitably leads to a competition for the nutrients, metabolites, and oxygen that are required for fueling mevalonate metabolism and may ultimately even turn into a struggle for survival. While pharmacological inhibition of mevalonate metabolism in tumor cells may attenuate growth and proliferation, tonic flux through the mevalonate pathway in innate immune cells such as macrophages may contribute to trained immunity.

The additional engagement of FAO as it has been described for breast and prostate cancer cells may limit the availability of acetyl-CoA for mevalonate generation and metabolism. As a consequence, immune cells (Treg cells and M2 macrophages) acquire regulatory function and tumor cells may undergo metastasis. Inhibition of FAO therefore appears to be desirable either as the primary therapeutic approach or as an adjuvant preceding cancer immunotherapy. In addition, the limitation of mevalonate pathway activity resulting from enhanced FAO might increase the sensitivity of tumor cells and regulatory immune cells to statins. Future personalized cancer medicine should include the assessment of the metabolic status of the patients’ tumor in order to develop the appropriate therapeutic strategies. Sequential therapy regimens might start with inhibitors of mevalonate metabolism and FAO to directly block tumor cells as well as regulatory immune cells, followed by immunotherapies that induce trained immunity in innate immune cells via mevalonate pathway stimulation.
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The aryl hydrocarbon receptor (AhR) is an important cytosolic, ligand-dependent transcription factor. Emerging evidence suggests the promoting role of the AhR in the initiation, promotion, progression, invasion, and metastasis of cancer cells. Studies on various tumor types and tumor cell lines have shown high AhR expression, suggesting that AhR is activated constitutively in tumors and facilitates their growth. Interestingly, immune evasion has been recognized as an emerging hallmark feature of cancer. A connection between the AhR and immune system has been recognized, which has been suggested as an immunosuppressive effector on different types of immune cells. Certain cancers can escape immune recognition via AhR signaling pathways. This review discusses the role of the AhR in tumor immunity and its potential mechanism of action in the tumor microenvironment.
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INTRODUCTION

In 2011, Hanahan and Weinberg proposed eight hallmarks of cancer: self-sufficiency in growth signals; blockade of antigrowth signals; limitless replicative potency; sustained angiogenesis; anti-apoptosis; metabolic reprogramming; tumor infiltration and metastasis; and evasion of the immune system (1). Increasing evidence suggests that the development and progression of cancer cells result from a cancer-induced immunosuppressive situation, one that the immune system cannot recognize. “Immune evasion” is an emerging hallmark feature of cancer (2).

The aryl hydrocarbon receptor (AhR) is an important cytosolic, ligand-activated receptor expressed in various mammals (3, 4). This receptor was studied first as a receptor to the exogenous ligand 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) (5). A connection between the AhR and the immune system had been recognized through a pathway reacting with TCDD, which had been reported to be an immunosuppressive effector on T cells and dendritic cells (DCs) in animals and humans (6).

In 2005, Funatake and colleagues hypothesized that regulatory T cells can be generated through an AhR-dependent mechanism (7). Some studies showed that AhR-deficient mice are prone to autoimmunity (8, 9), whereas AhR-responsive mouse strains with constitutive expression of the AhR have been shown to be more susceptible to developing malignancies (10). Some studies suggested that several types of human cancer cells showed higher numbers of copies of the AhR than normal cells (11). The potential function of the AhR in carcinogenesis in different types of cancer has been explored for several years (12, 13). The AhR may affect the proliferation, tissue invasion, metastasis, and angiogenesis of cancer cells. In addition, certain cancer types can escape from immune recognition via an AhR pathway, as shown in malignant gliomas by Opitz and colleagues (14). A tumor-promoting role of the AhR as well as its function in the immune system have been recognized. However, studies on the role of the AhR in tumor immunity are scarce.

Here, we present a brief overview of recent investigations on the role of the AhR and potential mechanism of action (MoA) in tumor immunity. We hope our review serves as a “roadmap” to guide future studies and even future therapeutic perspectives for malignancies.

BACKGROUND OF THE AhR

Fundamental Information of the AhR

The AhR belongs to basic helix–loop–helix/Per-ARNT-Sim (bHLH-PAS) transcription factor families (5). Poland and Knutson stated that TCDD, benzo(a)pyrene, and polycyclic aromatic hydrocarbons (PAHs) exert their biologic actions by binding directly to the AhR, a cytosolic receptor (15). The AhR is a unique member of the bHLH-PAS family known to be in an activated state by integrating with exogenous or endogenous ligands (16, 17).

The functional structure of the AhR protein comprises three parts: the bHLH motif, the PAS domains, and a Q-rich domain. The basic domain of the bHLH motif is located at the N-terminal region of the AhR protein. The latter binds the AhR to the promoter region of target genes at consistent regulatory sequences termed “aryl hydrocarbon response elements” (AHREs), as well as at dioxin-response elements (DREs). The PAS domains help the formation of a heterozygous protein complex by connecting with the AhR nuclear translocator (ARNT) and binding with the ligand. At the C-terminal region of the protein is a Q-rich domain that affects the recruitment and transcriptional activation of the motif (Figure 1).
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FIGURE 1 | Functional structure of the aryl hydrocarbon receptor (AhR). The functional structure of the AhR protein consists of three parts: the basic helix–loop–helix (bHLH) motifs, the Per-ARNT-Sim (PAS) domains, and a Q-rich domain. bHLH motifs are involved in the activity of aryl hydrocarbon response elements (AHREs) binding and AhR nuclear translocator (ARNT) binding. PAS domains are required for ARNT binding and ligand binding. Transcriptional activation can be observed in Q-rich domain.



In the absence of ligands, the AhR is located in the cytoplasm as one part of a protein complex comprising heat shock protein 90, p23, and AhR-interacting protein (18–20). Upon binding to ligands such as TCDD, 6-formylindolo[3,2-b]carbazole (FICZ), kynurenine, or 2-(1′H-indole-3′-carbonyl)-thiazole-4-carboxylic acid methyl ester (ITE), the AhR complex is activated. This action is followed by translocation to the nucleus, release from chaperone proteins, and interaction with ARNT. The chaperone proteins can protect the AhR from proteolysis and retain a propitious construction for ligand binding (21). The AhR–ARNT heterodimer correlates with signaling factors (e.g., chromatin remodeling factors, histone acetyltransferases, and transcriptional factors) and finally binds to DREs or AHREs to promote transcriptional regulation (22, 23). Classical AhR target genes include cytochrome P450 (Cyp)1a1, Cyp1a2, Cyp1b1, and AhR repressor (Figure 2).


[image: image1]

FIGURE 2 | Mechanism of activation of the aryl hydrocarbon receptor (AhR). The AhR is abundantly expressed in lung, liver, and brain. It can be activated in many cell types, including epithelial cell, microglia, macrophage, B cell, T cell, etc. Without a ligand, AhR is inactivated in the cytoplasm as a part of a complex with heat shock protein (HSP)90, AhR-interacting protein (AIP), and p23. After binding with an exo/endogenous ligand, the AhR will be activated and translocates to the nucleus to interact with AhR nuclear translocator (ARNT) and simultaneously detaches from the complex. The AhR/ARNT heterodimer finally binds to the dioxin-response elements (DREs), which is called the promoter region of target genes [classical target genes include cytochrome P450 (Cyp)1a1, Cyp1a2, Cyp1b1, and AHRR], to promote transcriptional activation.



The AhR is distributed in almost all tissues in humans and expressed abundantly in the placenta, liver, and lungs (24, 25). The AhR can be activated in epithelial cells, Langerhans cells, microglias, T cells, B cells, natural killer (NK) cells, DCs, and macrophages (26–32).

AhR Ligands

The AhR is activated or inhibited by various types of exogenous and endogenous ligands that bind to it. Different types of ligand interactions with the AhR protein result in different effects (33).

Exogenous/Xenobiotic Ligands

The best-characterized high-affinity exogenous/xenobiotic ligands for the AhR are environmental contaminants such as halogenated aromatic hydrocarbons, polychlorinated biphenyls, and PAHs. A well-known prototypic exogenous ligand for the AhR is TCDD, an environmental pollutant with high toxicity. TCDD is a specific epigenetic carcinogen and a potential tumor promoter (12, 34). Exposure to TCDD can produce diverse specific toxic (immunotoxicity, hepatotoxicity, tumor promotion, cardiotoxicity, reproductive toxicity, dermal toxicity, teratogenesis, wasting syndrome, lethality, and endocrine disruption) and biologic effects (35). A rich body of evidence (in vivo and in vitro) supports these phenomena. AhR(−/−) mice are not sensitive to the toxic activities of TCDD or TCDD-like toxicants (36–38).

Endogenous Ligands

It is reasonable to suspect that endogenous ligands must exist for the AhR because it can be activated in some cell types without an exogenous ligand being present (39). Different types of endogenous ligands have been isolated from mammalian tissues, such as indigo and indirubin from human urinary products (40), ITE from the lungs (39), kynurenine and kynurenic acid from the brain (41), and others such as equilenin, arachidonic acid metabolites, and FICZ (42).

Almost all of the endogenous/natural ligands that depend on DRE have been proposed to be AhR agonists. Indigo and indirubin compete for receptor occupancy with TCDD and upregulate the activity of Cyp1a1 monooxygenase in human hepatoma cell lines and in rodent models (43, 44). Equilenin is an estrogen produced by pregnant mares and has been recognized as an AhR agonist. Equilenin has been studied in human HepG2 cells; a half-maximal response (EC50) of 30 μM of equilenin can produce a considerable increase in expression of Cyp1a1 mRNA and DRE-mediated reporter activity (45). Potential endogenous AhR ligands from metabolites of arachidonic acid include lipoxin A4 and prostaglandins (PGs). AhR activation by lipoxin A4 induces expression of Cyp1a1 and Cyp1a2 monooxygenases, and lipoxin A4 also serves as a substrate of these enzymes. This phenomenon has been shown in mouse hepatoma cells (46). Furthermore, PG-G2 function has been examined in a murine hepatoma cell line by dose–response assays, indicating that it can induce DRE-dependent transcription with a higher EC50 than that elicited by lipoxin A4. PG-G2 may be a weak ligand of the AhR (47). Moreover, heme metabolites could be candidate endogenous ligands for the AhR, of which bilirubin has been suggested to be the most important. Sinal and Bend demonstrated that the gene expression and enzymatic activity of Cyp1a1 can be modulated directly by bilirubin via an AhR pathway in mouse hepatoma cells (48). Among the endogenous ligands mentioned earlier, ITE and kynurenine have garnered more attention from immunologists and oncologists in recent years.

2. -(1′H-Indole-3′-Carbonyl)-Thiazole-4-Carboxylic Acid Methyl Ester

2-(1′H-Indole-3′-carbonyl)-thiazole-4-carboxylic acid methyl ester (ITE) was extracted from porcine lung tissues and shown to be an agonist of the AhR by Song and colleagues in 2002 (39). They extracted and purified ITE by ultraviolet spectroscopy, electron-impact mass spectrometry, Fourier-transform infrared spectroscopy, and proton nuclear magnetic resonance spectroscopy. Upon exposure to ITE, the AhR binds to the DRE domain and induces increased expression of Cyp1a1 mRNA and DRE-dependent reporter activity, showing that ITE is a ligand and agonist of the AhR. Competitive-binding studies and experiments based on sucrose gradient sedimentation have suggested that ITE competes with TCDD for binding with the AhR from human, murine, killifish, and zebrafish. Its binding affinity (Ki) to the AhR (3 nM) has been shown to be slightly lower than that of the classical AhR ligand TCDD (Ki = 0.5 nM).

The biologic function of ITE in the immune system has been studied. Quintana and colleagues showed that the progression of experimental autoimmune encephalomyelitis (EAE) is inhibited effectively by ITE treatment in vivo and that ITE acts on DCs and T cells through binding with the AhR (49). Nugent LF et al. also studied ITE for its capacity to suppress the development of experimental autoimmune uveitis (EAU) and relevant immune responses. They showed that ITE can suppress EAU development and immune-cell responses against the uveitogenic antigen, reduce the proportion of cells expressing interleukin (IL)-10, interferon (IFN)-γ, and IL-17, and increase the proportion of forkhead box P3 (Foxp3)+ cells (50). Kai et al. suggested that the AhR is expressed abnormally in different histotypes in human ovarian cancers and that ITE inhibits the proliferation and migration of OVCAR-3 and SKOV-3 cells through an AhR pathway. Unlike TCDD, ITE is hypotoxic or even non-toxic in vitro and in vivo, so ITE could be developed as a potent immunosuppressant agent for the treatment of immune diseases and ovarian cancer (51, 52).

Kynurenine

The tryptophan metabolites kynurenine, FICZ, and kynurenic acid have been described as natural endogenous AhR ligands that mediate immunosuppressive functions. Kynurenine appears to be the most intriguing tryptophan metabolite in several types of cancers. In numerous cell types, most of the tryptophan is metabolized via a kynurenine pathway (53, 54). Kynurenine triggers nuclear translocation of the AhR, thereby enabling activation of its target genes. Indoleamine-2,3-dioxygenase (IDO)1, IDO2, and tryptophan-2,3-dioxygenase 2 (TDO-2) (55) have been shown to be the significant rate-limiting enzymes metabolizing tryptophan to kynurenine. The expression of IDO1 and TDO-2 has been shown to be controlled by the AhR. Such enzymatic activity leads to the exhaustion of tryptophan in the local microenvironment, suppression of antigen-specific T-cell responses, and promotion of the differentiation of T regulatory (Treg) cells during tumor development (56). Emerging evidence suggests that increased expression of IDO in many types of cancers is accompanied with immune escape and cancer-associated inflammation in their microenvironment (57). Opitz et al. demonstrated that kynurenine derived from TDO-2-mediated tryptophan metabolites can inhibit antitumor immune responses and promote the survival and motility of tumor cells in an autocrine, AhR-dependent manner (14).

THE AhR AND THE TUMOR MICROENVIRONMENT

The physiological effects of AhR activation have been suggested to have significant roles in immune modulation and carcinogenesis. The AhR is expressed at high levels and is chronically active in blood tumors (58, 59), such as T-cell leukemia (60) and lymphoma (61), as well as in solid tumors such as glioblastoma (14), ovarian cancer (51), lung cancer (62), liver cancer (63), and head and neck carcinomas (58). Murray et al. suggested that detection of AhR activity in the microenvironment can serve as a potent diagnostic indicator for tumor aggressiveness (64). Depending on the cancer type, two types of results are associated with AhR activity and the prognosis. Saito et al. indicated that, in hormone-dependent breast cancers, AhR activation is associated with attenuated aggressiveness and a better prognosis (65). However, higher AhR activity has been suggested as being correlated with increased aggressiveness and a poor prognosis in non-small-cell lung cancer (66).

The AhR and Tumor Development

Strong evidence suggests that constitutively high AhR expression and nuclear localization can be observed in invasive tumor tissues and malignant tumor cell lines (67, 68). The AhR may have important roles in various stages of tumorigenesis owing to its involvement in the inflammatory response and cell-cycle progression (64, 69, 70). The underlying MoA of the AhR in cancers was reviewed in detail by Feng and colleagues (17). With regard to abnormal activation of the AhR with exogenous/endogenous stimulation, certain physiological and pathological processes are disturbed: the proliferation and differentiation of cells, apoptosis, extracellular matrix (ECM) remodeling, angiogenesis, metabolism, and survival. In this way, expression of the target genes is not regulated, and malignant tumors are formed.

The AhR has been suggested to affect cell proliferation in different tumor models and cancer cell lines. In the Hepa1c1c7 cell line, an AhR-defective variant showed delayed progression through the G1 phase in comparison with a wild-type counterpart (71). Studies in a human adenocarcinoma (A549) cell line revealed that DNA binding with the AhR was necessary for the cell cycle and that interaction with an AhR agonist could transform the AhR to its DNA-binding form that stimulated the growth of cancer cells (72). Another study using flow cytometry found that, in AhR-overexpressing cancer cells, 10% were in the S phase and none were in the G2/M phase and that increased expression of transcription factors, replication factors as well as proliferation of cell-nucleus antigens was observed. These results suggested that the AhR can promote proliferation of malignant tumor cells (73). The AhR can also induce cell-cycle arrest. TCDD shows its suppressive effects on gastric cancer cells, breast cancer cells, and retinoblastoma cells to induce growth arrest at the G1-S phase, which can be modulated by persistent phosphorylation of the retinoblastoma tumor suppressor protein via cluster of differentiation (CD) K4/6 complexes (74, 75).

Tissue invasion and metastasis are hallmarks of aggressive malignancies. Loss of cell–cell contact triggers the progression and promotion of tumor cells. Increased expression of the AhR is associated with deregulation of cell–cell contact and tumor malignancy. For example, after exposure to the xenobiotic ligand TCDD, cell–cell contact is destroyed, and cell migration and epithelial–mesenchymal transformation (EMT) induced via a c-Jun N-terminal kinase-dependent pathway and loss of E-cadherin expression (13). Owens et al. suggested that dissociation of sarcoma (Src) kinase from the AhR complex disrupts cadherin-dependent cell–cell contact (76). Hence, the AhR can reduce cell–cell contact and adhesion and increase the motility and invasiveness of cancer cells, which finally results in the invasion and metastasis of cancer cells.

Another key element involved in the pathogenesis and metastasis of tumor cells is the ECM. Studies have shown that ECM remodulation-associated proteolytic enzymes such as cathepsins (77), urokinase plasminogen activator (uPA) (78), and matrix metalloproteinases (MMPs) (79) are intriguing components of an AhR pathway. Son and Rozman showed, in mouse hepatoma cells, that AhR activation by ligand binding induced expression of uPA protease (80). Similar results have been demonstrated in the studies of Villano and colleagues (81) and Haque and coworkers (82), suggesting that activation of an AhR pathway can enhance MMP expression and result in tumor invasiveness.

Angiogenesis is the physiological process through which new blood vessels form from pre-existing vessels. Angiogenesis and the provision of nutrients and oxygen to support the proliferation of cancer cells also have roles in the aggressiveness and metastasis of tumor cells. During this period, AhR–ARNT heterodimers interact with hypoxia-inducible factor (HIF)-1α to counteract oxygen deprivation and simultaneously upregulate the expression of HIF-1, IL-8, and vascular endothelial growth factor (VEGF) and downregulate expression of transforming growth factor (TGF)-β (83, 84). Angiogenesis is impaired in AhR(−/−) endothelial cells and in AhR-null mice as shown in experiments involving aortic rings. However, this situation can be rescued by VEGF addition. Furthermore, addition of anti-VEGF or knocking out of VEGF in AHR(+/+) cell types results in a reduction of angiogenesis. Experiments on TGF-β in stroma cells elicit the opposite result. The data mentioned earlier suggest that the AhR could be an intriguing regulator and potential therapeutic target for angiogenesis and metastasis during tumor development.

Tumor suppressors regulate the orientation of tumor cells to proliferation or to senescence and apoptosis. Among numerous tumor suppressors, p53 protein shows an obvious interaction with the AhR according to experiments in vitro and in vivo (85, 86). In the HepG2 cell line, exposure to TCDD and hypoxia result in inhibition of p53 expression and activation via a pathway involving estrogen receptor (ER)α and human double minute-2 and, finally, promotion of tumor progression (67, 87). Furthermore, the AhR has also been reported to affect cancer stem cells and crosstalk with an ER- and inflammatory factor-associated signaling pathway in the pathologic phase of carcinogenesis (88, 89).

Inflammation is also a common feature of tumors. Studies have shown an interaction between AhR activation and expression of inflammatory signaling molecules such as IL-6, IL-10, TGF-β, VEGF-A, signal transducer and activator of transcription (STAT) 6, and nuclear factor-kappa B (NF-κB) (90–93). Kolasa and colleagues found, in a human breast cancer cell (MCF-7) line, that simultaneous exposure to environmental PAHs and tumor necrosis factor (TNF)-α induced increased expression of IL-6 and that this effect could be counteracted by silencing the AhR, implying that AhR may have a key role in IL-6 regulation within the tumor microenvironment (93). The MoA was suggested to be driven by occupancy of AhR–ARNT complexes in DREs, which mediated displacement of histone deacetylase-1 with the IL-6 promoter and subsequently acetylated NF-κB. Dinatale and colleagues presented similar results in head and neck squamous cell carcinoma (HNSCC) lines (58). In the presence of lipopolysaccharide (LPS) in bone marrow dendritic cells (BMDCs), secretion of IL-6, IL-10, and IL-22 has been shown to be regulated through AhR activation (94). Furthermore, the AhR has been shown to bind to NF-κB subunit RelB and that interaction of RelB and AhR in the breast cancer cell lines MCF-7 and MDA-MB-436 induced IL-8 expression (95). John and coworkers observed, in an inflammatory environment in HNSCC lines, that the AhR was likely to regulate the expression or function of several growth factors directly (96). The research mentioned earlier suggests that AhR activation may contribute to inflammatory signaling within a tumor microenvironment through multiple MoAs.

The AhR has been suggested to be a promoter for the initiation and progression of tumor cells, but this view is controversial. Several studies have demonstrated that the AhR may be a tumor suppressor under certain circumstances (74, 97). Wang et al. reported that ITE inhibited the proliferation and migration of ovarian cancer cells in vitro and in mice models through the AhR pathway. They also found that TCDD could suppress the proliferation of cancer cells in an AhR-dependent manner at a certain dose (51). Iida and colleagues suggested that N-nitrosobutyl(4-hydroxybutyl)amine suppressed the AhR signaling pathway and finally induced bladder cancer (98).

The AhR and the Immune System

The AhR has been reported to take part in the modulation of innate immunity and adaptive immunity, which may be involved in tumorigenesis and tumor immune surveillance.

The AhR and Innate Immunity

The AhR and NK Cells

Natural killer cells are important components of the innate immune system and contribute substantially to antitumor immune responses. Many aspects of the biology of NK cells have been shown to be tightly linked with immune surveillance (99). Upon activation, NK cells can “wipe out” tumor cells by: (i) recognizing tumor-induced immune-activating ligands on host cells via receptor activation; (ii) responding to tumor cells without the major histocompatibility complex or other immune-suppressive ligands; (iii) activating cytokines secreted by tumor cells or tumor cell-stimulated immune cells; and (iv) interacting with tumor-infiltrating immune cells such as DCs and macrophages (100).

Increasingly, the AhR has been shown to regulate subsets of immune cells with regard to differentiation and activation via cytokine stimulation. However, studies focusing on the relationship between the AhR and NK cells are scarce. Emerging evidence supports a role for NK cells in tumor surveillance (101). Shin and colleagues showed, using in vivo experiments, that the cytolytic activity and capacity to suppress formation of RMA-S tumors of NK cells is impaired in the absence of the AhR. AhR activation with the endogenous ligand FICZ can potentiate NK cells to increase IFN-γ secretion and simultaneously enhance cytolytic activity and antitumor activity in an NK cell-dependent manner (100). Wagage and colleagues suggested that AhR activation in NK cells is required for IL-10 production. They isolated NK cells from Toxoplasma gondii-infected AhR(−/−) mice and found that IL-10 secretion was impaired and associated with increased resistance to such infection (32). Zhang et al. demonstrated that liver-resident NK cells expressed the AhR constitutively and that in AhR(−/−) mice in vivo, deficiency of the AhR in NK cells resulted in increased susceptibility to cytokine-induced cell death (102). These data suggest that the AhR may affect NK cells via inflammatory signaling pathways to induce tumor development and immune surveillance.

The AhR and Macrophages

Macrophages induce innate immune responses to pathogens through toll-like receptors. Tumor-associated macrophages (TAMs) are critical components of the tumor microenvironment. Masuda et al. demonstrated that interaction between the AhR and STAT1 negatively regulated IL-6 production by inhibiting NF-κB activation and that AhR–specific protein 1 complexes suppress histamine production in macrophages upon LPS stimulation (28). Climaco-Arvizu et al. showed that the AhR can affect the balance between the inflammatory M1 phenotype and anti-inflammatory M2 phenotype by comparing AhR-null mice with wild-type mice: the AhR gene altered macrophage polarization. Activated M2 macrophages have been regarded as being pro-tumor phenotypes in many tumor types (103). Yeung et al. suggested that M2 macrophages contributed to a poor prognosis in hepatocellular carcinoma (HCC) and promoted tumor invasiveness through C–C motif chemokine 22-induced EMT (104). Partecke et al. showed M2 macrophages to be promoters of tumor growth in pancreatic cancer. C57BL/6 mice were injected orthotopically with murine pancreatic cancer cells (6606PDA), and macrophages were depleted by clodronate liposomes. Treatment with M2 macrophages induced tumor growth (105). Zhang et al. investigated the role of M2 macrophages in the progression of colon cancer and found that M2 macrophage-conditioned medium induced the migration of SW480 cells and CD47 expression (106). However, the role of the AhR in TAMs has not been explored. Taken together, these data suggest that the AhR affects tumor development and immune responses within tumor environments via TAMs.

The AhR and DCs

Considerable attention has been paid recently to the immunoregulatory role of the AhR in DCs. Nguyen et al. showed that LPS and CpG oligonucleotides stimulated BMDCs to express the AhR. AhR(−/−) mature BMDCs induced immune responses with a reduction in expression of kynurenine and IL-10 by treatment with LPS or CpG compared with mature wild-type BMDCs. Upon coculture with BMDCs and naïve T cells, differentiation from naïve T cells to Treg cells was found to be inhibited in AhR(−/−) mature BMDCs. Treatment with L-kynurenine to the system stated earlier rescued this situation. Nguyen et al. concluded that the AhR regulated DC immunogenicity negatively via a kynurenine-dependent MoA (107). Thatcher et al. demonstrated that AhR-knockout mice developed intense allergic responses to the allergen ovalbumin with increased activation of DCs. Deficiency of the AhR resulted in enhanced activation of T cells by pulmonary DCs and intense pro-inflammatory allergic responses (108). Wang and colleagues explored the influence of AhR activation by ITE and FICZ on the differentiation, maturation, and function of monocyte-derived DCs (MODCs) in patients with Behçet’s disease. AhR activation by FICZ or ITE inhibited DC biology with reduced production of TNF-α, IL-1β, IL-6, and IL-23 and increased secretion of IL-10 (109). Vogel et al. showed that the AhR modified maturation of BMDCs accompanied with increased expression of IDO and altered secretion of cytokines, chemokines, and DC-specific surface markers and receptors (110). Kado et al. demonstrated that the AhR modulated toll-like receptor-induced expression of cytokines and DC-specific surface markers in human MODCs involving NF-κB RelB and the immune regulatory factor caudal type homeobox-2 by treatment with ligands, such as TCDD, FICZ, and I3C, but not kynurenine (111). Taken together, these studies suggest that AhR activation through exogenous or endogenous ligands affects the function and differentiation of DCs with regard to maintaining immune homeostasis.

Dendritic cells also act as antigen-presenting cells in terms of initiating adaptive immune responses, including the differentiation and polarization of T cells and B cells. Jurado-Manzano et al. found that FICZ activated the AhR in MODCs, promoted the differentiation and maturation of DCs, and induced naïve T cells to differentiate into CD4+CD25+Foxp3+ Treg-like cells to cause immune tolerance (112). Ping and colleagues showed, in allergic rhinitis (AR) patients, that the AhR modulated the increased secretion of IL-10 in DCs and CD4+ T cells, reduced expression of IL-1β and IL-6 in DCs and IL-17 in CD4+ T cells, via ITE treatment, and subsequently inhibited the response of T-helper (Th)17 cells to suppress the AR (113). De Araújo et al. demonstrated the fundamental role of the IDO–AhR axis in adjusting the balance between Th17 cells and Treg cells in pulmonary paracoccidioidomycosis through its effects on plasmacytoid DCs (114). The research results mentioned earlier were confined to inflammatory or autoimmune diseases. However, there are very few reports on the relationship between the AhR and DCs in tumors, and further investigations are warranted.

The AhR and Adaptive Immunity

An adaptive immune response is triggered via activation, differentiation, and clonal expansion of lymphoid lineage cells (T and B cells). Studies have shown that tumors “escape” from immune surveillance via inactivation or deletion of self-reactive T cells and B cells, which is an important early event in tumor development (114, 115).

AhR and T Cells

Type-1 regulatory T cells (Tr1), thymus-derived Treg cells, and Th17 cells have central roles in mediating immunosuppressive effects within the tumor microenvironment by suppressing the proliferation and cytokine secretion of effector cells (116). The AhR regulates CD4+ T-cell differentiation, and thus, AhR levels are increased in this process (117, 118). The AhR can induce Treg cells and Th17 cells based on the TCDD concentration in EAE, suggesting that the balance between Treg cells and Th17 cells has a key role in autoimmune disease (8). Considering the immunosuppressive effects of AhR ligands on autoimmune disease, it is rational to propose that AhR activation in the tumor microenvironment is associated with an increased proportion of Treg cells and may explain (at least in part) the tumor-promoting properties of TCDD.

On account of the phenomena observed in models of autoimmune disease, one could infer that TDO-derived kynurenine induces the differentiation of Treg cells and suppresses tumor-specific CD8+ T cells. For instance, Opitz et al. suggested that kynurenine affected the proliferation of CD4+ and CD8+ T cells in a concentration-dependent manner and verified that kynurenine suppressed antitumor immune responses through the AhR in sections of human gliomas (14, 119). Presence of the AhR is necessary in T cells for optimal generation of Foxp3+ Treg cells and kynurenine induces generation of Foxp3+ Treg cells in an AhR-dependent manner (30). The AhR is also crucial for the formation of Tr1 cells in mice and humans, which inhibit autoimmune responses by interaction with the transcriptional factor macrophage-activating factor to enhance expression of IL-10, IL-21, and IL-27 (120). AhR activation is also involved in the promotion of Th17 to Tr1 transdifferentiation (98).

Whether the AhR can modulate antigen-specific CD8+ T-cell responses is controversial. Winans et al. demonstrated that AhR deficiency affected primary CD8+ T-cell responses with altered patterns of DNA methylation in a cell-extrinsic manner during infection with an influenza virus (121). The role of the AhR in tumor immunity has not been explored in depth and merits further investigation.

The AhR can regulate the apoptosis of process of T cells via modulation of expression of Fas and Fas ligand by exposure to TCDD or other endogenous ligands. Several key pathway molecules in the tryptophan pathway, including IDO-1, TDO-2, and kynurenine, participate in controlling immune tolerance and promoting tumor escape by regulating T cells and the proliferation, differentiation, and apoptosis of tumor cells via the AhR (122). However, the underlying molecular MoA is incompletely understood, and deeper investigations are needed.

The AhR and B Cells

Recent data have suggested the potential role of the AhR in regulation of the function of B cells involved in the tumor microenvironment (123, 124). The AhR has been reported to mediate B-cell differentiation from hematopoietic stem cells into pro-B cells, mature B cells, and plasma cells (61). For example, B cells are sensitive targets for TCDD. In LPS-activated CH12LX B lymphoma cells with simultaneous TCDD treatment, the DNA binding and transcriptional activity of activated protein-1 and immunoglobulin expression were repressed markedly, which revealed possible associations between the AhR and the genes pivotal to the maturation and function of B cells (123). More than 1,000 human cancer cell lines generated at the Broad Institute of the Massachusetts Institute of Technology and Harvard University have undergone microarray analyses. Data revealed that myelomas and B-cell lymphomas (diffuse large phenotype and unspecified phenotype) showed reduced expression of the AhR, but notably increased expression in chronic lymphocytic leukemias and Hodgkin’s lymphomas (61). Interaction between the AhR and TCDD and other ligands contribute to cancers derived from B-cell lineages by affecting the growth and survival of cells via the tumor microenvironment. Further studies on the function of the AhR in B cell-associated microenvironment in solid tumors must be explored.

THE AhR AND SOLID TUMORS

The AhR and Malignant Gliomas

Emerging evidence has demonstrated the role of the AhR and its ligands in brain tumors. The generation of reactive oxygen species may have a role in the underlying MoA of AhR-mediated glioma, as well as the activation of glutamate receptors, histone acetylation, signal transducers, peroxisome proliferator-activated receptors, and transcription activators (125). Gramatzki et al. explored AhR expression and its MoA in human glioma cells and found that AhR inhibition downregulated expression of the TGF-β/Smad [mothers against decapentaplegic homolog 1 (Drosophila)] pathway (59). Silginer and colleagues identified a signaling network composed of the AhR, integrins, and TGF-β. They showed integrin inhibition to be a prospective strategy to tumor inhibit angiogenesis and to restrain the AhR- and TGF-β-controlled characteristics of malignancy in glioblastomas (126). Dever and Opanashuk explored the function of the AhR in a medulloblastoma cell line (DAOY). They suggested that abnormal activation or suppression of the AhR could dysregulate the cycle of granule neuron precursor (GNP) cells and that the AhR could promote the proliferation of medulloblastoma cells (127). Adams et al. provided a new perspective on how dysregulation of the kynurenine pathway affects antitumor immune responses. Tryptophan metabolites such as 3-hydroxyanthranilic acid, quinolinic acid, and kynurenine as well as regulatory enzymes such as IDO-1 and TDO-2 have central roles in antitumor immunity and are dependent on the AhR signaling pathway (128). Bostian et al. demonstrated that activation of the AhR pathway via TDO-2 increased expression of kynurenine and human Y-family polymerase κ, which resulted in genomic instability and high levels of replication stress in glioblastomas (129). Opitz et al. found that the TDO–kynurenine–AhR pathway is closely associated with malignant progression and a poor prognosis. They found antitumor immune responses to be suppressed and the proliferation and survival of tumor cells to be promoted by TDO-derived kynurenine in an autocrine/paracrine AhR-mediated manner (14). Taken together, these data suggest that the AhR may affect the growth of brain tumors and antitumor immune responses.

The AhR and Breast Cancer

Constitutive activation of the AhR has been examined in different models of breast cancer in mice and humans (75, 130, 131). The AhR is involved in several cell-signaling pathways, including interaction with cytokines, tyrosine kinases, and growth factors. Belguise and colleagues and Vogel et al. suggested a connection between AhR activity and upregulation of the transcriptional genes associated with the invasion and survival of cancer cells (132, 133). Goode and coworkers and Parks et al. demonstrated that knockdown or inhibition of the AhR led to downregulation of expression of tumor cells and metastasis-associated genes, as well as inhibition of the invasion and migration of cancer cells (130, 134). In addition, hyperactivation of the AhR with exogenous and endogenous ligands may induce different signaling pathways and lead to reduced invasion of breast cancer cells (70, 135, 136). Abnormal tryptophan metabolism and increased production of tryptophan metabolites have also been documented in human breast cancers. D’Amato et al. demonstrated that a TDO2–AhR signaling axis in a kynurenine pathway promoted anoikis resistance via NF-κB and highlighted that TDO-2 could be an intriguing target for the treatment of triple-negative breast cancer (137). Bekki et al. explored the anti-apoptotic function of the AhR in breast cancer cells by exposure to ultraviolet light, TCDD, and kynurenine, respectively. They suggested that TCDD and kynurenine mediate tumor immunity via the suppression of apoptosis, accompanied with the induction of expression of the COX-2 and NF-κB subunit RelB (138). Saito and colleagues demonstrated the AhR to be a newly defined prognostic factor for breast cancers. They showed that AhR+ breast cancer patients had a relatively better prognosis than those with AhR− breast cancer because of the effects of activating AhR on cell proliferation and expression of MMPs genes (65). Most of these studies were confined to the tumor itself and more attention should be paid to role of the AhR in the microenvironment of breast cancers.

The AhR and Lung Cancer

Exposure to cigarette smoke and environmental pollutants is the dominant pathogenesis for lung cancer. PAHs are exogenous ligands that bind to the AhR, which reacts with PAHs via Phase I CYP enzymes to sequentially influence the initiation, promotion, and progression of lung cancer. Oyama et al. tested 78 non-small-cell lung cancer samples and observed a direct correlation between expression of the AhR and downstream expression of CYP1a1, most notably in adenocarcinomas (139). Lin et al. also reported that lung adenocarcinoma tissues and cell lines expressed increased AhR at mRNA and protein levels (140). Gao et al. found AhR overexpression to be associated with an increase in nuclear translocation of RelA, the AhR–RelA complex, and NF-κB activity, giving rise to upregulation of IL-6 secretion (which is critical for lung cancer initiation) (141). Lung carcinogenesis has also been hypothesized to be via crosstalk with nuclear factor (erythroid-derived 2)-like 2 and ER, thereby providing effective targets for the AhR to prevent and treat lung cancer.

The AhR and Liver Cancer

The AhR conduces the regulation of the communications, adhesion, migration, and proliferation of cells in liver carcinogenesis. Fan et al. showed that AhR activation led to arrest of the G0–G1 phase in the cell cycle and diminished the competency for DNA replication and suppression of cell proliferation. They also found that the AhR was a cancer-suppressor gene in the absence of a xenobiotic ligand and that its silencing may be linked with cancer progression (97). de Tomaso et al. demonstrated that AhR was a mediator in the extracellular signal-regulated kinase1/2 signaling pathway and contributed to the regulation of the cell cycle in hexachlorobenzene-treated HepG2 cells (142). Andrysik et al. investigated if toxic AhR agonists may synchronously relieve contact inhibition and reduce gap junctional intercellular communication via regulation of connexin-43 (143). Terashima et al. suggested that the AhR induced VEGF expression by activation of activating transcription factor 4 during glucose deprivation in the HepG2 cell line, which affected the malignancy of liver cancer (144). Kennedy et al. found that tumor promotion by TCDD was attributed to activation of the AhR and TNF/IL-1 receptors in liver cancer (145). Koch et al. observed that flutamide activated the TGF-β1 signaling pathway via the AhR and influenced some biologic characteristics in human HCCs (146).

The AhR and Solid Tumors in Children

Neuroblastoma is the most common malignant solid tumor of infancy. Wu et al. found AhR expression to be correlated negatively with N-myc proto-oncogene (MYCN) expression and highly correlated with the histology grade of differentiation in human neuroblastoma tissues, suggesting that the AhR regulates the expression and function of MYCN upstream through modulation of E2F transcription factor 1 (147). Huang et al. demonstrated that knockdown of micro-RNA-124 promoted the differentiation, cell-cycle arrest, and apoptosis of the neuroblastoma cell line SK-N-SH via the AhR signaling pathway (148). Little is known about medulloblastoma and the AhR. Dever and Opanashuk reported that the AhR was overexpressed in the GNP cells from the developing cerebellum and that abnormal activation/suppression of the AhR led to aberrant regulation of their cell cycle and maturation, suggesting that the AhR stimulates the growth of medulloblastomas (127).

Other Solid Tumors

The AhR is also constitutively active in prostate cancer, melanoma, ovarian cancer, colon cancer, and gastric cancer (51, 149, 150). Xie et al. found that Src-mediated crosstalk between the AhR and epidermal growth factor receptor stimulated proliferation of colon cancer cells (151). Villano et al. investigated how AhR activation affected several melanoma cell lines and normal human melanocytes. They hypothesized that expression of the AhR and ARNT activated by TCDD in the transformed melanoma cell line A2058 resulted in increased expression and enhanced activity of MMP-1, MMP-2, and MMP-9 (81).

CONCLUDING REMARKS AND FUTURE PERSPECTIVES

Overexpression and constitutive activation of the AhR have been observed in various tumor types and is associated with histology grade. The AhR occupies an important place in multiple stages of the development and progression of cancer cells; whether it functions as an oncogene or suppressor gene merits further investigations. Tumor immunity is one of the most important and promising fields in oncology. The AhR is not only a transcription factor responding to toxins but also crucial in the physiological functions of immune-cell compartments. Additional in-depth investigations of AhR function in the tumor microenvironment, including tumor cells and immune cells, and the relationship between immunity and tumors are warranted (Figure 3). Among AhR signaling and other pathways, the kynurenine pathway is a new and prospective way to link the immune system and tumors. The immunosuppressive role of the AhR in tumors suggests that targeting the AhR and associated signaling pathways may provide a novel therapeutic strategy for cancer.
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FIGURE 3 | Aryl hydrocarbon receptor (AhR) in tumor environment. Abnormal expression of AhR in tumor environment affects both the immune cells and tumor cells in tumor environment. The AhR plays an important role in various stages of tumorigenesis, including cell proliferation, tissue invasion, angiogenesis, tumor-associated inflammation, metastasis etc., suggesting AhR as a promoter for tumor initiation. It can also suppress proliferation and function of immune cells thus suppressing tumor immune responses.
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The immune system and metabolism are highly integrated and multilevel interactions between metabolic system and T lymphocyte signaling and fate exist. Accumulating evidence indicates that the regulation of nutrient uptake and utilization in T cells is critically important for the control of their differentiation and manipulating metabolic pathways in these cells can shape their function and survival. This review will discuss some potential cell metabolism pathways involved in shaping T lymphocyte function and differentiation. It will also describe show subsets of T cells have specific metabolic requirements and signaling pathways that contribute to their respective function. Examples showing the apparent similarity between cancer cell metabolism and T cells during activation are illustrated and finally some mechanisms being used by tumor microenvironment to orchestrate T-cell metabolic dysregulation and the subsequent emergence of immune suppression are discussed. We believe that targeting T-cell metabolism may provide an additional opportunity to manipulate T-cell function in the development of novel therapeutics.
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INTRODUCTION

It is well admitted that one of the mechanisms by which immune cells integrate the signals required for their proliferation, migration, differentiation, and effector functions is through the modulation of their metabolic activity (1). In this regard, T cells metabolically reprogram and upregulate glucose and amino acid, to allow the synthesis of the new macromolecules required for their proliferation and effector function (2, 3). Furthermore, beyond these key nutrients, iron uptake is also critical for T-cell function (4). Indeed, development and differentiation of antigen-specific T cells depend on iron uptake and internalization via type I transferrin receptor (5). Several previous studies suggested that iron deficiency impaired T-cell proliferation and cytokine production in activated T cells. Conversely, less is known about the effect of iron overload on T-cell function (6).

Nevertheless, how metabolism regulates immune T-cell differentiation, function, and plasticity remains very challenging and how immune cells function in terms of their intracellular metabolism and how these metabolic pathways affect the phenotype and activation of immune cells is attracting a lot of attention at present. Tumor progression is characterized by a tangled network of relationships among different cell types that collectively exploit a metabolic reprogramming and mutually influence their functionality and, in particular, T-cell functions. Our recent knowledge of T-cell molecules involved in the regulation of antitumor T-cell responses has led to the development of several monoclonal antibody-based therapies, against molecules like cytotoxic T-lymphocyte antigen (CTLA-4) or programmed death-1 (PD-1) (7). Although these treatments have shown unprecedented responses in some patients suffering from several cancers (8–10), the response rates are usually low and transient. This is likely due to multiple mechanisms suppressing antitumor immune functions within an unfavorable tumor milieu and metabolism. The metabolic activity of T cells in the context of tumor microenvironment could be one of the key mechanisms.

It should be noted that the dynamic and reciprocal interactions between tumor cells, metabolites, and a variety of cells including immune cells from the tumor microenvironment orchestrate several events, which are critical for tumor evolution toward metastasis. In this context, many cellular and molecular elements of the tumor ecosystem are emerging as attractive targets for therapeutic approaches. Among these targets, hypoxia, which is a hallmark of solid tumors, is strongly associated with advanced disease stage and poor clinical outcome. This is, in part, due to inappropriate local immune reaction and resistance of hypoxic tumor cells to cytotoxic treatments. In fact, most human tumors develop a pathophysiological microenvironment during growth, characterized by an irregular microvascular network and regions of chronically and transiently hypoxic cells. We and others provided evidence that hypoxia plays a crucial role in tumor promotion and immune escape by conferring tumor resistance (11) immunosuppression (12) and tumor heterogeneity (13), which contributes to the generation of diverse cancer invasion programs and enhanced stroma plasticity (11, 14). Therefore, it is of major interest to understand how immune cell intracellular metabolism and some metabolic pathways influence the acquisition of their phenotype, the regulation of their activation and effector function. The metabolic activity of T cells in the context of tumor microenvironment, its heterogeneity, and complexity is therefore an important consideration in immunotherapy. Clearly, if T cells play the music during an adaptive immune response, the metabolic tumor microenvironment calls the tune. Indeed, a better understanding of these metabolic related issues in relationship with T-cell activity may offer new therapeutic strategies in future to better control their plasticity and effector function and boost their efficacy and potential use in cancer immunotherapy approaches.

BASIC OVERVIEW OF METABOLISM IN T CELLS

Metabolism is the process whereby cells can either break down molecules to generate energy in the form of adenosine triphosphate (ATP) or synthesize several macromolecules. Metabolism could be divided into two complex pathways: the catabolic processes, critical for cellular proliferation and functions and the anabolic process, important for cellular growth.

Consistent studies focused on the molecular mechanisms that dictate metabolic reprogramming in the immune cells (15). It is now widely appreciated that T-cell metabolic remodeling plays a key role to shape immune response, in particular, antitumor immunity. Profound metabolic changes occur under tight regulation allowing T cells to maintain energy balance between anabolic and catabolic metabolism, which support adequate immune responses (16, 17).

During quiescence, T cells require energy-oriented oxidative metabolism and relatively small amounts of glucose, amino acids and fatty acids to maintain basic energetic, primarily anabolic and minimal replacement biosynthesis demands. Encounter with cognate antigen activation, T-cell stimulation by T-cell receptor (TCR) ligation and binding with costimulatory molecules induce metabolic remodeling (18, 19). In fact, metabolism shifts to glycolysis to support rapid growth and to biosynthesis for differentiation into effector T cells (Teff) (1, 20, 21) (Figure 1A). Albeit, aerobic glycolysis is less efficient than oxidative phosphorylation (OXPHOS) at yielding ATP, it generates metabolic intermediates which are important for cell growth and proliferation as well as for cytotoxicity and cytokine production. Nevertheless, glycolytic pathway generates macromolecule precursors required in the pentose phosphate pathway (PPP) for cell growth and NAD phosphate (NADPH) production important for anabolic pathways and maintaining redox balance (22).
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FIGURE 1 | Metabolic reprogramming drives: (A) T-cell fate and function and (B) antitumor-immune response. (A) Upon activation through T-cell receptor (TCR) and costimulatory signals, T cells engage in growth, and differentiation into different cytotoxic, regulatory T cells (Treg), helper T (Th), and memory T (Tm) subsets cells. Metabolic reprogramming has been shown to intimately support T-cell activation and differentiation. While naïve T cells rely on oxidative phosphorylation (OXPHOS) to maintain energy demand; activated T cells engage increased aerobic glycolysis and glutaminolysis consuming massive amount of glucose and glutamine, enabling to generate effector cytokines, including interferon-γ (IFN-γ) and IL-2. In contrast to cytotoxic and effector Th cells, the metabolic profile of Treg and Tm cells rely on OXPHOS and fatty acid oxidation (FAO) to support their survival and differentiation. The central energy-monitoring system underlying this metabolic remodeling is the phosphoinositide 3-kinase/protein kinase B/mammalian target of rapamycin (PI3K/AKT/mTOR) pathway that boosts glycolytic activity in T cells via activation of transcription factors hypoxia-inducible factor-1α (HIF-1α) and Myc pathways. (B) Tumor-specific T cells are often rendered dysfunctional due to an immunosuppressive microenvironment. Infiltrating T cells are reprogrammed by the tumor favoring its survival and immune escape. Cancer cells induce several metabolic changes in the microenvironment. Tumor-mediated decreased extracellular nutrients levels cause impaired glycolysis capacity and IFN-γ production in T cells. Cancer cells also generate a hypoxic microenvironment. Hypoxia stabilizes HIF-1α and enhance glycolysis in tumor cells, a phenomenon recognized as “the Warburg effect.” HIF-1α also enhances constitutive expression of programmed death ligand-1 (PD-L1) leading to activation of Akt/mTOR pathway. Activating immune checkpoints and PD-L1 signaling through binding to its receptor programmed death-1 (PD-1) leads to dampening of the Akt-mTOR pathway and reduced T-cell glycolysis. Collectively, tumor environment affects metabolic fitness of infiltrating immune cells and drives impairment of antitumor effector function and increased tumor progression.



After pathogen clearance, most T cells go through apoptosis while few of them remain as long-lived memory cells responsible for enhanced immunity against upcoming pathogens or tumors re-exposure (23).

DISTINCT METABOLIC PROGRAMS FOR T CELLS DIFFERENTIATION AND FUNCTION

T lymphocytes (T cells) that undergo an immune response constitute an ideal system to study the rapid shift from quiescent to active state that belongs to growth, proliferation, and differentiation into largely heterogeneous T-cell subsets. Emerging concepts in immunology suggest that lymphocyte activation is intricately linked to metabolic reprogramming (24–26). In fact, metabolism fundamentally underpins T-cell function and lymphocytes metabolism is dynamically regulated depending on their separate phases of development: (1) naïve or resting, (2) effector or activated, and (3) memory T (Tm) cells (27).

Naïve T cells are activated to rapidly respond to foreign pathogens or inflammation through a tight interaction with the TCR and major-histocompatibility complex. Further, T cells enter the effector phase of rapid growth, proliferation, and differentiation. Teff could be divided into cytolytic T cells, secreting granzyme B, perforin, interferon-γ (IFN-γ), into helper T cells (Th) including the type-1 (Th1), type-2 (Th2), and type-17 (Th17) producing characteristic cytokines or into regulatory T cells (Treg) (28, 29). Teff play a pivotal role to mediate antitumor immunity. Hence, Treg obstruct Teff activity and suppress immunity, showing a poor prognosis in many cancers (30). After expansion phase and antigen clearance, most clonally differentiated T cells undergo apoptosis, while a small fraction become quiescent Tm cells, responsible for enhanced immunity after re-exposure to the pathogen (31, 32). The differences in functional and phenotypic characteristics of quiescent T cells and activated T cells are supported by differential metabolic requirements (17). Each subset of T-cell demonstrates unique metabolic demands and signaling pathways that contribute to its fate and function (25).

Quiescent T cells and activated T-cell fate are characterized by different metabolic pathways (33–35). Globally, activated T cells adopt an anabolic metabolism supporting rapid proliferation whereas quiescent T cells engage catabolic metabolism (36). Teff subtypes switch their metabolic program to robust aerobic glycolysis, but increased glycolytic rates occurred much higher in Th1, Th2, and Th17 cells than in Treg cells (24). Treg cells sustain enhanced fatty acid oxidation (FAO) metabolism as a major source of energy to maintain their survival (37–39). Upon antigen encounter, upregulation of aerobic glycolysis in extensive proliferating T cells is accompanied with glutaminolysis, PPP, not only to support ATP generation, but also to enhance biosynthesis of crucial intermediates and precursors necessary for subsequent macromolecules that are incorporated into cellular biomass (40, 41) (Figure 1A). Th17 cells rely, in particular, on increased glycolysis. Hence, inhibiting glycolysis during Th17 cell differentiation re-enforce Treg generation (42). Nevertheless, consistent data suggest that mitochondrial reactive oxygen species (ROS) produced during OXPHOS is also crucial to activate T-cell and to enhance antigen-specific proliferation. However, excessive ROS levels are toxic for T cells and leads to apoptosis (43). CD4 + regulatory T lineage cells exhibit a mixed metabolic program involving mainly FAO and OXPHOS and low level of glycolysis (44). Treg favor FA catabolism via b-oxidation and prioritize oxidative ATP to meet their energetic demands, an important metabolic phenotype for the differentiation of Treg (38).

After the clearance of pathogens, the remaining antigen-specific T cells (Tm cells) as a quiescent T-cell population share common metabolic requirements with other nonproliferating cells. Tm cells maintain catabolic profile with lower nutrient uptake and biomass synthesis and predominantly engage mitochondrial OXPHOS and FAO metabolism for long-term persistence, ATP production and the capacity to vigorously respond to antigen stimulation (45). Several studies revealed that maintaining mitochondrial mass is critical for Tm cells development since it offers the opportunity to use a wide range of substrates responsible for energy generation, like fatty acids (46, 47). FAO constitute a preferred fuel source for Tm cells as this lipid oxidation generates intermediate of tricarboxylic acid (TCA) cycle related to OXPHOS metabolism. However, their detailed metabolic profiles remain to be explored (25).

Metabolic regulation of T-cell fate and function involves a network of molecular regulators. The main induced signaling pathways underlying the activation through the TCR with CD28 costimulation, is the phosphoinositide 3-kinase/protein kinase B/mammalian target of rapamycin (PI3K/Akt/mTOR) (48–50). Increasing evidences suggest that the mammalian target of rapamycin (mTOR) is a central regulator of cell metabolism. Interestingly, T-cell differentiation to effectors or Tm cells is governed in part by asymmetric partitioning of fate determining proteins (51, 52). Recent study demonstrates that asymmetric division of T cells generates two sets of daughter cells with differential mTORC1 activity (53). The first set exhibits increased activity mTORC1, as well as high levels of glycolysis and effector molecules expression. Besides, the second T-cell set shows decrease in mTORC1 activity associated with enhanced rates of lipid metabolism and antiapoptotic molecules. Behind, the latter daughter cells display enhanced long-term survival and differentiate to Tm cells (53). This pathway plays key transcriptional and post-transcriptional roles to promote anabolic gene expression and intracellular trafficking of nutrient transporters (54). mTOR is the downstream target of the PI3K–AKT signaling and a central player governing metabolic reprogramming and fate of T-cell (55–57). Two major transcription factors are upregulated by mTOR: avian myelocytomatosis virus oncogene cellular homolog (c-Myc) and hypoxia-inducible factor-1α (HIF-1α) (58, 59) (Figure 1A). It has been shown that c-Myc is crucial to activate glucose transporters (GLUT) and key enzymes for enhancing glucose influx and glycolysis that accompany early stage of T-cell growth, proliferation, and the transition from a naïve T-cell to a Teff cell (60). Furthermore, c-Myc is responsible for enhanced glutaminolysis by inducing glutamine transporters and glutaminase1 expression to sustain cell growth and proliferation (60, 61).

Hypoxia-inducible factor-1α is another master transcription factor monitoring glycolytic enzymes expression (62, 63). HIF-1α acts also to downregulate mitochondrial oxygen consumption and inhibit TCA cycle. At later times of differentiation, the role of HIF-1α appears more complex to mediate T-cell fate and function (64). HIF-1α is reported to play a more selective role in inflammatory Th17 CD4 T-cell subsets (42) and cytolytic CD8 T (58). In addition, HIF-1α appears to influence the balance of Th17:Treg cells (65). Indeed, it directly promotes glycolysis in differentiating Th17 cells and reciprocally increases Th17 differentiation and decreases Treg differentiation (66). However, in vitro and in vivo studies demonstrate that a lack of HIF-1α strongly impair Th17 cell development and drives Treg cell differentiation and FAO. Treg cells unlike other Teff cells mainly display increased FAO metabolism and enhance AMP-activated protein kinase (AMPK) activation (67). The utilization of lipid oxidation by Treg cells might play a central role in their survival advantage over Teff cells and in the maintenance of a stable pool of pro-tumor (68, 69).

Finally, the mechanisms regulating the transition of T cells from effector to memory states remain to be elucidated. Recent studies demonstrated that mitochondrial FAO in Tm cells require stimulation of tumor necrosis factor receptor-associated factor 6 pathway (70). Further, memory CD8+ T-cell development is also supported by activating the energy sensor AMPK pathway (71, 72). FAO has clinical implications for memory CD8+ T as well as for Treg cells (73). In fact, administration of metformin or the mTOR inhibitor rapamycin, reduce mTOR activity and induce AMPK phophorylation that in turn perform lipid oxidation and enhance the formation of Tm cells after infection and increase Treg responses in asthma model (74, 75).

FUELING T-CELL PROLIFERATION

Increasing data suggest that regulation of metabolic fuels uptake is a critical component of T-cell activation to accomplish their functional requirements. Yet, limiting conditions could suppress the suitable access to nutrients, causing a barrier to T-cell function. To maintain a proper response, T-cell activation requires the upregulation of both glucose and amino acid transporters (1, 76). Several metabolic pathways that are imminent for lymphocyte proliferation are supported by the availability of these fuels (24).

Glucose

Glucose is the most used nutrient predominantly existing in the surrounding environment, and glucose metabolism, in particular, is essential for T cells for normal survival and function. Glucose is a critical substrate for energy production, and its deprivation prevents T-cell function despite the presence of other alternative carbon source (77, 78). When Teff are activated, glucose uptake raises to maintain aerobic glycolysis and subsequently to support growth and proliferation, whereas glucose use via OXPHOS is decreased (79). Further, the expression and trafficking patterns of GLUT are upregulated allowing T cells to enrich their intracellular glucose. The GLUT consists of 14 different members (GLUT1–14) relying on diverse substrate specificities (80). GLUT2 and GLUT3 are expressed in resting human peripheral blood T cells, while GLUT1 is expressed at a low level in naïve T cells, but rapidly induced upon T-cell activation. Consequently, overexpression of GLUT1 after TCR activation leads to increased glucose uptake and enhanced expression and activity of glycolytic enzymes. During glycolysis, glucose is not fully oxidized in the mitochondria but rather broken down into pyruvate that is converted into lactate even though in presence of sufficient oxygen (81). Glucose could be also derived toglucose-6phosphate and further directed into the PPP, providing precursors for the synthesis of nucleotides and aromatic amino acids (77).

It has also been reported that T-cell cytokine production is also relying on glucose. In fact, data showed enhanced T-cell cytokine production such as IL-2 and IFN-γ in transgenic model expressing GLUT1 specifically in T cells (78). In contrast, glucose deprivation has been shown to strongly inhibit cytokine production and to decrease cytolytic activity of CD8+ T cells, marked by reduced granzyme and perforin production. Thus, failure to properly upregulate glucose metabolism during T-cell activation can lead to impaired proliferation. As a consequence, T cells can enter to anergy if they survive this metabolic stress, or they die by apoptosis. Collectively, glucose is fundamental to support proliferation and effector functions that accompany clonal expansion of Teff. Besides, Treg cells do not depend on high rates of glucose as they express low levels of GLUT1 and rely on lipid oxidation for energy (39).

Glutamine

Glutamine is a nonessential amino acid and the most abundant nutrient in the blood. Glutamine constitutes also a critical substrate for T cells activation and growth process. Following T-cell activation through efficient TCR signaling, the uptake and biosynthesis of amino acids or amino acid transporter expression are dramatically increased (82, 83).

Glutamine catabolism is dramatically induced in active T cells providing intermediate molecules necessary for different pathways of biosynthesis and substrates for mitochondria (84, 85). During glutaminolysis, glutamine carbon backbone can be converted to α-ketoglutarate to maintain homeostasis of the TCA, or to lactate that generates NAD and NADPH (86). During T-cell activation glutamine can be used, providing pyruvates to overcome intense aerobic glycolysis levels (87). Further, activated T cells selectively increase glutamine uptake. This increase has been suggested to be concomitant with induced expression of glutamine transporters, recognized as members of the sodium-dependent neutral amino acid transporter (SNAT) family. In fact, the previous study demonstrates rapidly enhanced mRNA expression of SNAT1 and SNAT2 isoforms after in vivo stimulation of T cells (82). However, lack of glutamine can result in profound inhibition of cell growth, proliferation, and cytokine production (88). Since T-cell activation is strongly impacted by glutamine, thus different aspects of glutamine metabolism could serve as novel targets for immune modulation.

Tryptophan and Arginine

In addition to glutamine, other limiting amino acids such as tryptophan and arginine have been suggested to be crucial for T-cell activation and function. This concept has gained interest especially in cancer context, where tumor-induced extracellular depletion of these amino acids alters T-cell activity and causes their anergy. Tryptophan is an essential amino acid required for the production of several important molecules and its catabolism through the kynurenine pathway generate metabolites such as kynurenine, kynurenic acid, 3-hydroxy-kynurenine, and 3-hydroxy-anthranilic acid (89). Numerous studies showed that tryptophan plays a key role in T-cell survival and activation whereas its metabolites eliminate T-cell function and are able to induce T-cell apoptosis (90). Teff are affected by the decrease in tryptophan concentrations and high rates of toxic tryptophan-metabolites induced by mature antigen-presenting cells expressing enzymes that catabolize tryptophan (91). Tryptophan degradation is one of a resistance mechanisms adopted by tumors to avoid immune suppression (92, 93). Three enzymes were identified to control tryptophan degradation through the kynurenine pathway: tryptophan-2,3-dioxygenase, indoleamine 2,3-dioxygenase 1, and indoleamine 2,3-dioxygenase. Hence, T-cell cycle progression is prevented and Teff cells shift to anergy and apoptosis. In hostile tumor microenvironment context, such inhibition is resulting in suppression of antitumor immune responses (94).

In addition to tryptophan, arginine has gained much attention as an important amino acid in T-cell function. Arginine is a versatile amino acid engaged in protein synthesis and in generating many metabolites precursors including, polyamines, and nitric oxide involved in immunometabolism (95). Indeed, deficiency in extracellular arginine or in enzymes responsible of de novo synthesizing arginine [argininosuccinate 1 (ASS1)], has been found to critical during activation (96). Low levels of arginine impair T-cell proliferation, aerobic glycolysis and reduce cytokine production and expression of activation markers such as CD25 and CD28 (97, 98). Further, deletion of ASS1 blunt in vitro Th1 and Th17 cell polarization, even in the presence of extracellular arginine (99). Interestingly, recent study showed that increased arginine levels display improved survival capacity of T memory cells and antitumor activity (95). Taken together and according to the beneficial effect of arginine and tryptophan on T-cell metabolic adaptation and antitumor activity, both amino acids would be exploited as an attractive target for therapeutic intervention in antitumor response (96).

WARBURG EFFECT OR HOW CANCER CELL REWIRE METABOLIC PROGRAM

It is well established that cancer cells must reprogram cellular pathways to enable their growth and proliferation. Tumor cells reprogram their metabolic pathways and rely upon increased glucose uptake and high rate lactate production, principally through aerobic glycolysis (100), regardless of the level of oxygen (101). Metabolic switch of cancer cell supports biosynthesis of essential macromolecules (nucleic acids, lipids, and amino acids), through interconnected pathways. This metabolic program was recognized since 1920s by Otto Warburg as the “Warburg effect” (102, 103), a strategic metabolic adaptation enhancing rapid tumor growth, proliferation, and to dampen antitumor immunity, thus representing one additional hallmark of cancers. Since 1923, Otto Warburg has reported that cancer cells acquire irreversible switch of their energy-producing machinery from mitochondrial OXPHOS respiration, to aerobic glycolysis (104). Glycolysis is a predominant energy source for cancer cells, occurring either under aerobic or hypoxic conditions to produce large amounts of lactate, and much less efficient than OXPHOS for producing ATP (105, 106) (Figure 1B). This reprogramming of cancer cell metabolism has been acknowledged recently as a hallmark of cancer with many faces (107, 108). By analogy to immune cells, similar metabolic features with T cells during activation are observed. But, despite an apparent similarity, there is deep down a wide difference between glycolysis in activated T cells and cancer cells. Such metabolic transitions in T cells are part of a physiological adaptation process. However, intrinsic genetic mutations and external responses to the tumor microenvironment monitor the metabolic phenotype of tumor cells (109, 110). Cellular dysregulation of oncogenic signaling pathways are the result of the loss of tumor suppressors (such as p53) or the activation of oncoproteins (such as PI3K) (111). As a consequence, cancer cells thereby gain selective growth and survival (112).

Cancer cells use the Warburg effect as strategic metabolic adaptation to satisfy their urgent requirements for growth and proliferation under tumor microenvironmental limitations for oxygen and nutrients (113, 114). Under hypoxic conditions, cancer cells accelerate metabolism that lead to increased NADPH rate to cope with higher ROS levels (115, 116). Thus, the Warburg effect also supports tightly controlled redox balance for cancer cells, considered as important survival mechanism (117).

Glucose is considered as prominent player in the alterations of metabolism and energetic of cancer cells (118). Increased glucose uptake lead to upregulated glycolysis and thus more pyruvate is produced even in normoxia conditions. Under limited oxygen availability (hypoxia), more pyruvate avoids TCA cycle and generates excess of lactate secreted thereby in the tumor microenvironment (118, 119). In addition to its central role as a carbohydrate nutrient for ATP synthesis, new evidence revealed that high glucose uptake is also important for biomass synthesis needed for rapidly proliferating cancer cells. Upregulation of glycolysis increased several metabolic intermediates that may be shunted to interconnected pathways, as PPP (120, 121). The resulting glycolytic intermediates such fructose-6-phosphate, glyceraldehyde-3-phosphate, and 3-phosphoglycerate are critical for de novo synthesis of ribonucleotides, amino acids, and phospholipids, respectively (122).

Glutamine is the most abundant free amino acid and essential source of carbohydrate for proliferating cells. Cancer cells display increased glutamine demand and consumption. Interestingly, the glutamine dependence extends beyond protein synthesis to other important requirements (123). Rapidly proliferating, cancer cells use glutamine to fuel biosynthesis of nucleotides, to replenish TCA cycle intermediates through a process called anaplerosis, or to be taken from the mitochondria and then modified into lactate (glutaminolysis) (124, 125). Glutamine metabolism occurs in cancer cells, in general, with concomitant production of NADPH that not only maintains cellular redox but also reduces agent in varied biosynthetic pathways–underlying de novo fatty acid synthesis (126).

The molecular drivers that lead to the shift of cancer cell from oxidative to glycolytic metabolism are distinct and tend to happen simultaneously. Cancer metabolism adaptation to the anabolic program has been suggested to be under direct management by various transcription factors, such as Myc and hypoxia-inducible factor 1 (HIF-1) (127, 128).

Myc is a transcription factor upregulated in tumors and considered as master regulator of normoxic cancer cell reprogramming (129). Indeed, Myc contributes to cancer cells switch to aerobic metabolism by facilitating cellular glucose uptake and activating the expression of numerous genes essential for glycolysis. Furthermore, Myc plays important role to promote macromolecules synthesis and mitochondrial biogenesis, critical for fast developing cancer cells (130, 131).

Upon rapid proliferation, hypoxia becomes a key mediator of the Warburg effect and a common feature of human tumors. Extensive studies have provided evidence that cancer cells utilize hypoxia as physiological adaptation pathway that promotes metabolic changes in fast growing tumors (132). Indeed, under hypoxic tumor microenvironment, the uptake of glucose and the glycolytic flux are increased. This metabolic adaptation is mainly orchestrated through the upregulation of the transcription factor, HIF-1α. HIF-1α is induced by low oxygen conditions and recognized as independent marker of poor prognosis (133, 134). The activated tumor glycolytic flux involving HIF-1α implies upregulation and increased activity of several glycolytic protein including key glycolytic enzymes (HK2, PFK-L, PKM2, and LDH-A) and GLUT (GLUT1 and GLUT3) (135, 136). In contrast to Myc, HIF-1 strongly inhibits mitochondrial respiration and biogenesis (111).

Furthermore, PI3K/Akt/mTOR is one of the most frequently altered signaling pathway known to play an important role in glycolysis, cancer metabolism and cancer cell proliferation (137, 138) (Figure 1B). It is well known that this pathway is activated under the loss of function of the tumor suppressor gene phosphatqase and tensin homolog. The best studied driver of tumor glycolytic program in such pathway. The latter has been reported to induce GLUT expression and to stimulate phosphorylation of key glycolytic enzymes (139). In addition, AKT1 strongly activates mTOR signaling pathway. Hence, mTOR is constitutively activated during tumorigenesis (140) and constitutes a key metabolic issue, coupling cell growth to protein, and lipid biosynthesis (141).

TUMOR MICROENVIRONMENT ABROGATES T-CELL METABOLIC AND IMMUNE CHECKPOINTS

Immuno-metabolism plays a key role of adaptive immunity and is particularly central to effective antitumor T-cell responses. T cells, following the metabolic strategies of growing tumors, have to start their effector programs. However, most of human tumors proliferate in spite of the presence of tumor associated antigen-specific T cells. In fact, tumor microenvironment may impose several limitations to dampen T-cell immunity (142) and deplete crucial nutrient availability and handling, such as glucose or amino acids (143). It can also stimulate conserved negative feedback mechanisms, such as through PD-1 (144). Besides, tumor cells must evade the checkpoint controls under such stressful metabolic conditions.

Tumor microenvironment is a forbidding environment that can pose significant metabolic challenges for infiltrating T cells to impair the effectiveness T-cell response. It is likely that T cells undergo immune suppressive networks that impair their specific functions and thereby enable tumor escape (145, 146). Many different molecular and cellular mechanisms have been proposed to contribute to the failure of T cells in tumor eradication. Recent studies have started to reveal that the feature and function of Teff in tumors are severely influenced by the tumor microenvironment context (147). Indeed, tumor microenvironment components form a very complex immunosuppressive network in cancer (148), lead to metabolic and immune checkpoints abrogation, which limits T-cell activation and induces T-cell dysfunction (149, 150). However, the exact mechanisms remain insufficiently understood.

Evidence is beginning to emerge suggesting that alterations of the T-cell metabolic pathways are critical to impair antitumor immunity, supporting immune escape (151). Cancer cells are recognized to be the most important players in tumor microenvironment mediating immune suppression. In fact, metabolic interplay and nutrient (glucose and glutamine) competition between cancer cells and T cells exist. Such competition is recognized as a key driver of cancer progression (152, 153). Due to high demand for energy and increased glucose addiction and glycolysis rate, fast growing cancer cells consumes most nutrients and specifically increases rate of glucose intake, from the surrounding environment (154). As a consequence, tumor-imposed metabolic restrictions can mediate T-cell hypo-responsiveness during cancer. T cells dramatically reduced glycolysis and become unable to produce cytokines and to develop into tumor-specific Teff cells, leading to a state of anergy (155) (Figure 1B). Thus, Treg cells differentiation is favored to inhibit antitumor immune response, instead of expansion of tumor-specific T cells (156, 157). As a contrast to Teff that suffer from a hostile tumor microenvironment, Treg cells, feel comfortable with a similar environment (158). This is possibly the result of to the flow in growth factors (such as transforming growth factor-β) and chemokines (such as CCL22) promoting Treg differentiation and recruitment (156, 159). One molecular explanation is that alteration of functional fate of T cells due to nutrient limitation could occur through modulation of metabolically sensitive signaling pathways. Under tumoral context, the balance between Teff and Treg may be directly disturbed when AMPK signaling pathway inhibits mTORC (56, 160). Opposing to mTORC, AMPK is activated in conditions where nutrients are limiting and promote oxidative metabolism (161) (Figure 1B). AMPK can be highly phosphorylated and activated in Treg. Consequently, Teff function is impaired while Treg cells are promoted. Furthermore, Treg cells have also been reported to be induced under hypoxic tumor microenvironment, through over activated HIF-1α (12, 162). The presence of Treg in solid tumors essentially correlates with poor prognosis (27).

Immunosuppressive tumor microenvironment is also characterized by elevated rates of ROS (115). Besides cancer cells, tumor-infiltrating leukocytes, including myeloid-derived suppressor cells, tumor-associated macrophages, and Treg, also generate excessive ROS (163). It has been demonstrated that high level of ROS in the tumor microenvironment downregulates T-cell activity and enhanced T-cell apoptosis, inhibiting subsequently antitumor immune response (164). However, although high levels of ROS impair T-cell metabolism and function, ROS at a low or moderate-concentration is indispensable for T-cell activation and effector function (165). Considering the paradoxal effect of ROS on T-cell function a tight balance between production and consumption of ROS should be accomplished to potentiate antitumor activity compromising Teff function.

Under immunosuppressive tumor microenvironment T cells acquire an “exhausted” phenotype highlighted by upregulation of inhibitory receptors. Interestingly, to eradicate effectiveness of antitumor immune response, tumor hostile environment act not only to impair metabolic checkpoints of Teff cells encountering tumor antigens, but also to abrogate immune checkpoints. Indeed, several negative feedback mechanisms are stimulated, such as PD-1 and CTLA4 pathways (166, 167), which can both promote T cells exhaustion (Figure 1B). Hence, further research is needed to identify new target to reverse exhaustion in addition to PD-1 and CTLA4.

Programmed death-1 is the major inhibitory receptor in T cells regulating T-cell exhaustion. Interaction of PD-1 with its ligand programmed death ligand-1 (PD-L1), allows the tumor to evade immune system by inhibiting T-cell function (168, 169). Recently, it has been reported that upon ligation, T cells receiving PD-1 signals can lower the capacity of T cells to express GLUT1, uptake glucose, and become unable to engage in glycolysis, glutaminolysis, or metabolism of branched-chain amino acids (144). Interestingly, PD-1 displayed an increased rate of FAO of endogenous lipids, and lipolysis is indicated by elevation of the lipase ATGL and by release of fatty acids (144). PD-1 signaling is associated with reduced cMyc expression and inhibition of activity of the PI3K/Akt/mTOR pathway, necessary for effector function (50, 170, 171). Besides, PD-L1 directly regulates tumor metabolism. Surface expressed PD-L1 is important for Akt/mTOR signaling to promote mTOR activity and glycolytic metabolism in tumor cells (172, 173).

Nonetheless, CTLA4 signaling also plays a key role in tumor immune escape since it inhibits CD28-mediated costimulation of Teff and favors Treg expansion (174, 175). Subsequently, CTLA4 may broadly impair Teff cell activation against antigenic stimulation in part by reducing the capability of Akt to enhance GLUT1 expression, glucose uptake, and aerobic glycolysis, but without enhanced FAO as for PD-1 pathway (151).

IMMUNE CHECKPOINTS TARGETING FOR ENHANCING T-CELL FUNCTION: RELATIONSHIP WITH METABOLISM

Metabolic reprogramming plays a pivotal role for appropriate T-cell activation that supports antitumor immunity. However, T-cell function is compromised by the immunosuppressive tumor microenvironment. Nevertheless, multiple mechanisms that instruct the development of immune suppression may exist to prevent effective antitumor response, but remain largely unclear. Metabolic and functional pathways in T cells may uncover new targets and challenges for cancer therapy (176). Therefore, manipulating metabolism may be a way to beneficially enhance or temper antitumor immunity. Current attractive therapeutic approaches which specially target T-cell metabolism are meant to use immunotherapy directed against several negative immunologic regulators CTLA-4 and PD-1/PD-L1 pathway (177–179).

In recent studies, it has been reported that mice exhibiting or transplanted with tumors were treated with checkpoint blockade therapy, such blockade increased the glucose concentrations in the extracellular tumor milieu and TILs from these mice had increased glucose uptake, glycolytic rates, activated mTORC1 pathway, and IFN-γ production (152). The same effects were reported after PD-L1 blockade or RNA interference directed against PD-L1 in cultured tumor cells (152). More importantly, T cells in allogeneic PD-L1−/− bone marrow transplant recipients had elevated levels of GLUT1 and lactate production, suggesting a normal in vivo role for PD-1 signaling to restrain T-cell glucose metabolism (180).

Although there is a promising efficacy of immunotherapy, the clinical benefit has been restricted by tumor-derived immunosuppression and its related coinhibitory signals. Indeed, to escape antitumor immune response, tumors develop different strategies including secretion of immunosuppressive cytokines and chemokines (TGF-β, IL-10, VEGF, CCL2, and CCL12) (181) or immunosuppressive converting tryptophan and arginine enzymes [indoleamine-2,3-dioxygenase (IDO) and arginase, respectively] (98, 182, 183). In light of this, it would be reasonable to combine immunotherapy with an immunosuppression-blocking protocol. In particular, IDO is an attractive area for exploitation to potentiate immunotherapy, since it is highly expressed in the microenvironments of various tumors (184). Recently, preclinical studies demonstrate the efficiency of two IDO inhibitors to attenuate tumor growth (185, 186). Currently, IDO inhibitors entered clinical trials (187). Interestingly, in vivo study has been conducted on mouse melanoma model where synergistic immunotherapy strategy that locally targets PD-1 and IDO for the treatment of melanoma has been developed. The preliminary results are quite encouraging and showed enhanced Teff cells and antitumor efficacy (188).

Therefore, the use of metabolism-targeting drugs working with checkpoint inhibitors might not only change the activation and differentiation program of tumor-specific T cells but also prohibit the generation of exhausted T cells. Currently, there is a lack of data taking into consideration the metabolic consequences occurring in T cells and/or tumor cells by targeting these immune checkpoint pathways. Nevertheless, combined immunotherapeutic strategies would be exciting and show promise to improve the anticancer efficacy of immunotherapy in the future.

CONCLUDING REMARKS

It is widely admitted that tumors are not autonomous masses of cells but function as organs composed of many interdependent cells supporting malignant cell survival, growth and progression. To ensure tumor growth and immune evasion, the tumor stromal components undergo numerous metabolic adaptations, reprogramming the mode of energy generation. T cells play key role in the orchestration of the immune response and T-cell metabolic adaptation acts as crucial checkpoint hijacked by tumors to dampen antitumor immunity as T cells are rendered dysfunctional, unable to carry out their effector functions. Accumulating evidence indicate that the diverse functions of the immune system require several bioenergetic processes and that T-cell metabolic reprograming relies upon the activation of distinct transcriptional and signaling pathways. In the context of tumor microenvironment, tumors impose several limitations to dampen T-cell immunity as T cells, experiencing the metabolic framework of growing tumors, fail to activate distinct pathways to accomplish their functional requirements. Tumor microenvironmental hypoxia is in this regard a relevant example demonstrating how the tumor microenvironment of a tumor can paralyze and neutralize T-cell functions. In fact, O2 is a master regulator of the CD8+ T-cell response and T lymphocytes face pathologically low O2 tensions within the tumor bed at which they will have to function. It has become clear that tumor-imposed metabolic restrictions may result in an impairment of T-cell function and that either some programmed changes or pathologic manifestations can inhibit the required energy essential for their several functions. Accordingly, attempts are made to identify approaches aiming at manipulating the reprogramming of T-cell metabolic pathways for therapeutic purposes, in particular, antitumor immunity.
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