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Editorial on the Research Topic
Dynamics at surfaces: understanding energy dissipation and
physicochemical processes at the atomic and molecular level

The processes of energy dissipation at solid interfaces (see Figure 1) are integral to
numerous physical phenomena ranging from catalytic reactions and astrochemistry to
lubrication and materials science including the development of nanostructures (Ertl, 2009;
Yang and Wodtke, 2016; Park et al., 2019; Ollier et al., 2023). Despite its ubiquity and
importance in both technological applications and natural systems these surface dynamical
processes remain poorly understood (Yang and Wodtke, 2016; Park et al., 2019; Sacchi and
Tamtögl, 2023; Yu et al., 2023). For advancements in fields like catalysis, electrochemistry,
and photoactivated processes, a comprehensive understanding, including energy transfer
from gas or liquid phase molecules to surfaces and how energy is further dissipated through
various means, such as phonons and via electron-phonon coupling, is essential (Chadwick
and Beck, 2017; Tamtögl et al., 2020). Over recent decades, both experimental and
theoretical advancements have significantly enriched the field, enabling more detailed
investigations of surface structures and surface dynamical processes (Meyer and Reuter,
2014; Nattino et al., 2016; Alducin et al., 2017; Maurer et al., 2019; Dou and Subotnik, 2020;
Holst et al., 2021).

Within the current Research Topic a diverse editorial team with different approaches to
the topic, including molecular and state-to-state scattering (H. Chadwick), scanning probe
techniques (B. A. J. Lechner) theoretical methods (M. Sacchi) and atom/beam scattering (A.
Tamtögl) collected a total of 10 original articles and one mini review including the recent
progress in understanding energy dissipation in surface dynamical processes (see Figure 1
for a few illustrated examples).

The study by Sabik et al. investigates the surface dynamical motion of cobalt
phthalocyanine molecules on silver using helium spin-echo (HeSE) spectroscopy,

OPEN ACCESS

EDITED AND REVIEWED BY

Malgorzata Biczysko,
Shanghai University, China

*CORRESPONDENCE

Anton Tamtögl,
tamtoegl@tugraz.at

RECEIVED 03 April 2024
ACCEPTED 10 April 2024
PUBLISHED 18 April 2024

CITATION

Tamtögl A, Chadwick H, Lechner BAJ and
Sacchi M (2024), Editorial: Dynamics at
surfaces: understanding energy dissipation and
physicochemical processes at the atomic and
molecular level.
Front. Chem. 12:1411748.
doi: 10.3389/fchem.2024.1411748

COPYRIGHT

© 2024 Tamtögl, Chadwick, Lechner and
Sacchi. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The use,
distribution or reproduction in other forums is
permitted, provided the original author(s) and
the copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.

Frontiers in Chemistry frontiersin.org01

TYPE Editorial
PUBLISHED 18 April 2024
DOI 10.3389/fchem.2024.1411748

5

https://www.frontiersin.org/articles/10.3389/fchem.2024.1411748/full
https://www.frontiersin.org/articles/10.3389/fchem.2024.1411748/full
https://www.frontiersin.org/articles/10.3389/fchem.2024.1411748/full
https://www.frontiersin.org/articles/10.3389/fchem.2024.1411748/full
https://www.frontiersin.org/researchtopic/50792
https://www.frontiersin.org/researchtopic/50792
https://doi.org/10.3389/fchem.2024.1355350
https://crossmark.crossref.org/dialog/?doi=10.3389/fchem.2024.1411748&domain=pdf&date_stamp=2024-04-18
mailto:tamtoegl@tugraz.at
mailto:tamtoegl@tugraz.at
https://doi.org/10.3389/fchem.2024.1411748
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org/journals/chemistry#editorial-board
https://www.frontiersin.org/journals/chemistry#editorial-board
https://doi.org/10.3389/fchem.2024.1411748


revealing that the activation energy for lateral diffusion decreases
with temperature, leading to a transition from single jumps to
predominantly long jumps at higher temperatures. It highlights
the importance of considering a wide temperature range to
capture the complete dynamics of molecular motion on surfaces.

Using the same method, Kyrkjebø et al. illustrate a stark contrast
in water mobility across graphene-covered and bare Ir(111) surfaces.
On graphene-covered Ir(111), water molecules exhibit significantly
hindered diffusion, attributed to the trapping at specific sites within
the surface’s corrugated structure. Their findings not only advance
our understanding of water-surface interactions but also implicate
potential impacts on the development of anti-icing and anti-
corrosion materials.

Via atom-surface scattering, Maier et al. study the surface
properties of 1T-TaS2 and TlBiTe2, contrasting electron-phonon
coupling between these materials, and potential implications for
phase transitions driven by phonons. The study of thermal
expansion and interaction potentials offers valuable insights into
the complex behaviour of these compounds, contributing to a
broader knowledge of charge-density wave systems and
topological insulators.

The scattering of keV protons through graphene is studied by
Bühler et al. who challenge prior assumptions of the process. By
incorporating the lattice thermal motion in simulations, they
uncover that previously observed phenomena, such as the outer
rainbow scattering, are artefacts of statistical averaging. At the same
time, they illustrate new avenues for detailed studies of proton-
graphene interactions and the orientations of graphene membranes.

Dorst et al. study the recombinative desorption of O atoms from
Ag(111) by combining ion imaging techniques with temperature-
programmed desorption. The hyperthermal velocity distribution of
the resulting O2 is consistent with activated recombinative
desorption but lower than state-of-the-art calculations currently

predict. These results, therefore, provide a valuable benchmark for
refining theoretical models of metal oxidation processes.

The influence of vibrational excitation on the sublimation of
CO2 is investigated by Jansen and Juurlink, where they use a laser to
excite the antisymmetric stretch vibration (ν3) of the CO2 impinging
on the CO2 ice. They report that exciting ν3 has a negligible effect on
either the sticking of CO2 to the ice, or the resulting structure of the
CO2 ice despite the additional vibrational energy being greater than
the CO2 desorption energy.

Floß et al. studied the surface-induced vibrational energy
redistribution of methane scattering from Ni(111) and Au(111).
Quantum state and angle-resolved measurements reveal a stark
contrast in the vibrational energy conversion from ν3 to ν1
modes of methane, underlining the catalytic superiority of
Ni(111) over the more inert Au(111). It thus shows a direct
correlation between surface-induced vibrational energy
redistribution efficiency and catalytic activity.

Tetenoire et al. elucidated the complex interplay between
electrons and phonons in driving the photoinduced desorption
and oxidation of CO on ruthenium surfaces. They demonstrate
that phononic excitations play a pivotal role in CO desorption, while
both electronic and phononic excitations significantly contribute to
CO oxidation. Their research opens new avenues for optimising
photochemical reactions on metal surfaces.

Xavier Jr and co-workers investigate graphene nanoribbons
(GNRs) as potential catalysts for catalytic methane decomposition
using density functional theory. They find that armchair edges offer
lower energy barriers for hydrogen desorption, compared to zizag
edges on GNRs, indicating a better regeneration potential.
Highlighting GNRs as comparable to metallic catalysts for
methane decomposition, their research may pave the way for
sustainable hydrogen production and emphasises the significance
of nanomaterials in catalytic processes for green technology.

FIGURE 1
Energy dissipation processes are ubiquitous on surfaces and interfaces, from molecular motion to the formation of thin-films, determining
adsorption, desorption and dissociation processes of molecules as well as the energetics upon molecular scattering from surfaces.
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The study by Prabhu and Groot demonstrates direct synthesis of
metallic 1T Co-promoted MoS2 without intercalating agents via
growth in a highly reducing environment. High-pressure in-situ
reactor scanning tunnelling microscopy measurements, reveal the
transformation from a disordered CoMoSx phase at low
temperatures to crystalline 1T slabs at around 600 K. It highlights
the importance of reducing conditions in materials growth thus
avoiding the need of additional chemicals.

In their mini review, Ueta et al. summarise recent studies on
ortho-para conversion of hydrogen in molecular chemisorption and
isolated matrix systems. These have found that nuclear-spin
conversion can occur on a timescale of seconds, even for non-
magnetic surfaces, and that the surface can provide a pathway for
dissipating the accompanying change in rotational energy.

The collection of 11 articles within this Research Topic, though
only a fraction of the extensive work in the field, highlights that
understanding energy dissipation and transfer at interfaces is an
extremely active area of research being studied with state-of-the-art
methods both experimentally and theoretically. The importance of
understanding these surface dynamical processes at the molecular
level, focusing on phenomena such as photoinduced reactions,
vibrational energy redistribution, and molecular diffusion on
surfaces cannot be overstated. Advancements in both
experimental setups and theoretical models have opened up new
avenues. For example, experiments include the dynamics of larger
and more complex molecules and studies of more complex surfaces
compared to flat metal substrates, including two-dimensional
materials and heterostructures. Similarly, enhanced computing
power and the utilisation of computational clusters have enabled
more sophisticated ab initio calculations, incorporating phenomena
like non-adiabatic effects and quantum friction (Alducin et al., 2017;
Chadwick and Beck, 2017; Yu et al., 2023). Furthermore, the
integration of machine learning approaches promises to refine
theoretical analysis further (Jiang et al., 2016; Kapil et al., 2022).
Thus, the studies do not only shed light on the underlying atomic-
level interactions but also pave the way for optimising materials for
specific technological applications, from optoelectronics to
hydrogen production.

However, challenges remain, e.g., in extending ab initiomethods
to larger systems and longer timescales and in conducting
experiments under conditions that more closely mimic “real-life”
parameters in catalysis to name a few (Yang and Wodtke, 2016).
Moreover, while theory does well in studying specific nanosystems,
there is still a need for experimental development to measure
dynamical processes at tailored nanostructures or in confinement

(Sacchi and Tamtögl, 2023; Yu et al., 2023). By overcoming these
challenges and unravelling the mechanisms governing energy
dissipation at interfaces, our community can unlock a new era of
material fabrication and device control. For example, imagine
designing catalysts with unparalleled efficiency, tailoring self-
assembly processes for nanomaterial fabrication, or even
manipulating environmental interactions on a molecular level.
Future research will thus be pivotal for advancing various
applications, including catalysis, energy production, and materials
science by providing insights into the interaction mechanisms
between molecules and surfaces, the influence of surface
properties on these interactions, and the development of novel
materials with enhanced functionalities.
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Theoretical insights into the
methane catalytic decomposition
on graphene nanoribbons edges
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Catalytic methane decomposition (CMD) is receiving much attention as a
promising application for hydrogen production. Due to the high energy
required for breaking the C-H bonds of methane, the choice of catalyst is
crucial to the viability of this process. However, atomistic insights for the CMD
mechanism on carbon-based materials are still limited. Here, we investigate the
viability of CMD under reaction conditions on the zigzag (12-ZGNR) and armchair
(AGRN) edges of graphene nanoribbons employing dispersion-corrected density
functional theory (DFT). First, we investigated the desorption of H and H2 at 1200 K
on the passivated 12-ZGNR and 12-AGNR edges. The diffusion of hydrogen atom
on the passivated edges is the rate determinant step for the most favourable H2

desorption pathway, with a activation free energy of 4.17 eV and 3.45 eV on 12-
ZGNR and 12-AGNR, respectively. The most favourable H2 desorption occurs on
the 12-AGNR edges with a free energy barrier of 1.56 eV, reflecting the availability
of bare carbon active sites on the catalytic application. The direct dissociative
chemisorption of CH4 is the preferred pathway on the non-passivated 12-ZGNR
edges, with an activation free energy of 0.56 eV.We also present the reaction steps
for the complete catalytic dehydrogenation of methane on 12-ZGNR and 12-
AGNR edges, proposing a mechanism in which the solid carbon formed on the
edges act as new active sites. The active sites on the 12-AGNR edges show more
propensity to be regenerated due lower free energy barrier of 2.71 eV for the H2

desorption from the newly grown active site. Comparison is made between the
results obtained here and experimental and computational data available in the
literature. We provide fundamental insights for the engineering of carbon-based
catalysts for the CMD, showing that the bare carbon edges of graphene
nanoribbons have performance comparable to commonly used metallic and
bi-metallic catalysts for methane decomposition.
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1 Introduction

In the last 3 decades, catalytic methane decomposition (CMD) has received great
attention as a promising highly-efficient hydrogen production process (Pinaeva et al.,
2017; Alves et al., 2021; Fan et al., 2021; Hamdan et al., 2022). Much of the interest in
this process is motivated by the promising potential of the ‘turquoise’ (Hermesmann and
Müller, 2022) hydrogen obtained by CMD to replace fossil fuels, without obtaining COx as
by-products (Pomerantseva et al., 2019; Russell et al., 2021; Hamdan et al., 2022; Jiang et al.,
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2022; Yang and Gao, 2022). The research effort regarding CMD has
dramatically increased since the beginning of the 1990s (Alves et al.,
2021), however only techniques like autothermal reforming (ATR),
steammethane reforming (SRM), dry reforming of methane (DRM)
and partial oxidation (POX) into synthesis gas (also called ‘syngas’ -
consisting in a mixture of CO and H2) have been shownmaturity for
industrial applications (Pinaeva et al., 2017; Tong et al., 2022). In
fact, SMR accounts for more than 90% of the global H2 supply,
leading to an emission of 830 Mt of CO2 per year (Tong et al., 2022).
Therefore, low-temperature cracking of methane performed
through CMD is a promising solution to tackle COx production,
since its main products are pure hydrogen gas and solid carbon (CH4

→ 2H2 + C; ΔH = 75 kJ mol−1) (Alves et al., 2021; Yang and Gao,
2022).

The main challenge of CMD is that methane is a very inactive
precursor with a strong C-H bond energy of 440 kJ mol−1. For
this reason, the most widely employed methane cracking
processes require very high temperatures (above 1473 K)
(Abánades et al., 2016; Qian et al., 2020) and the usage of a
metal-based catalyst is necessary to achieve lower temperatures
(773 K-1073 K) for efficient conversion (Ashik et al., 2015). In
this aspect, considerable efforts have been made in designing
more efficient and sustainable heterogeneous catalysts for
methane cracking. Currently, metal-based catalysts are the
most commonly employed for this reaction and, among those,
nickel and iron-based catalysts stand out for their economic
viability, practicality and for possessing high selectivity to
produce hydrogen from methane decomposition (Reshetenko
et al., 2004; Fan et al., 2021; Hamdan et al., 2022;
Rattanaamonkulchai et al., 2022). On the other hand, as other
metal catalysts, their performance suffers from rapid
deactivation by carbon poisoning during the CMD (Hadian
et al., 2021; Jiang et al., 2022; Rattanaamonkulchai et al.,
2022; Yan et al., 2022).

Graphitic carbon materials such as graphite (3D) and carbon
nanotubes (1D) have been investigated as alternative materials for
methane cracking since they have higher resistance to carbon
poisoning (Hamdan et al., 2022; Yang and Gao, 2022). For the
latter, recent works (Wang et al., 2021; Rattanaamonkulchai et al.,
2022) have reported carbon growth on the catalyst surface alongside
H2 production by methane decomposition (Chai et al., 2006; Ni et al.,
2006; Pudukudy et al., 2018; Esteves et al., 2020). Among the novel
carbon-based materials that have been investigated as CMD catalysts,
graphene has generated considerable interest (Suelves et al., 2008;
Guil-Lopez et al., 2011; Szymańska et al., 2015). Graphene is the 2D
monolayer of graphite and is the fundamental building block for other
carbon allotropes (Geim and Novoselov, 2007). The catalytic
performances of graphene can be improved by tuning its surface
properties, e.g., by heteroatomic substitution (Rao et al., 2014;
Lawrence et al., 2021), adatoms (Castro Neto et al., 2009;
Pizzochero and Kaxiras, 2022), defects (Han et al., 2019; Brooks
et al., 2022) and inclusion of functional groups (Kuila et al., 2012;
Wood et al., 2012; He et al., 2022). Graphene nanoribbon (GNR) are
< 10 nm wide strips of graphene and can be obtained by cutting the
graphene layer in one specific dimension (Li et al., 2008; Kosynkin
et al., 2009; Dutta and Pati, 2010). The properties of GNRs are mainly
defined by their edges (Jia et al., 2011; Fujii and Enoki, 2013), making
them tunable and promisingmaterials for catalysis (Zhang et al., 2018;

Peng et al., 2021), for sensors (Wood et al., 2012; Suman et al., 2020;
He et al., 2022) and all-carbon spintronics (Pizzochero and Kaxiras,
2022).

The CMD mechanism is expected to be initiated by the
adsorption and dissociation of methane molecules on the catalyst
active sites, followed by a series of surface deprotonation reactions.
However, there is a considerable lack of agreement regarding the
viability of the main decomposition mechanism and relevant
intermediates structures on carbonaceous catalysts (Zhang et al.,
2017; Fan et al., 2021). Although atomistic insights for methane
cracking on metallic and bi-metallic catalysts have been widely
reported in the literature (Li et al., 2014; Calderón et al., 2016;
Arevalo et al., 2017; Salam and Abdullah, 2017; Palmer et al., 2019),
the reactionmechanism of CMDon different surface structures (e.g.,
free valence sites, edges and vacancies) of carbon-based catalysts,
elucidating the hydrogen formation channels, are limited to the
reverse steps of the methanation reactions (Calderón et al., 2016;
Zhang et al., 2017; Fan et al., 2021). To the best of our knowledge,
this is the first time that the methane decomposition steps are
investigated on graphene edges through first-principles
methodologies under the reaction conditions of the CMD
process. In this work, we presented a computational investigation
of graphene nanoribbons edges as a catalyst for the CMD. We
started our investigation by analysing the dehydrogenation
mechanisms over the two distinct edge morphologies: zigzag
nanoribbons (12-ZGNRs) and armchair nanoribbons (12-
AGNRs). We report the Gibbs free energy profile for the
formation of bare carbon active sites at 1200 K. We analyse of
the CH4 reactivity on the edges starting by the physisorption of
methane on the zigzag and armchair edges. After, we focused on the
mechanism of methane decomposition on 12-ZGNRs and 12-
AGNRs, i.e., the deprotonation steps and H2 formation. Our
results were compared with literature reports, aiming to provide
a full assessment of GNRs as catalysts for methane dissociation and
hydrogen evolution and to provide insights for future works on the
catalyst engineering of graphene-based materials. In our previous
work (Xavier et al., 2023), we found that decoration of non-metallic
heteroatoms on the nanocarbons edges can dramatically increase the
regeneration of carbonaceous catalysts, however, the performance
for methane decomposition reported here on the pure carbon edges
was found to be superior. We expect that the insights provided here
aid the engineering of carbon-based catalysts for the catalytic
methane decomposition.

2 Computational details

In this work, calculations were carried out adopting periodic
boundary conditions, within the density functional theory (DFT)
framework, as implemented in the CASTEP package (Segall et al.,
2002; Clark et al., 2005). The generalized gradient approximation
(GGA) exchange-correlation functional devised by Perdew, Burke
and Ernzerhof (Perdew et al., 1996) was adopted. Core electrons of
atoms were treated by ultrasoft pseudopotentials of Vanderbilt
(Vanderbilt, 1990). Non-covalent interactions were accounted for
through the adoption of the TS dispersion correction method
(Tkatchenko and Scheffler, 2009). The more robust Many-Body
Dispersion correction scheme (Tkatchenko et al., 2012) was adopted
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in selected cases, for comparison purpose, and discussed throughout
the manuscript. Convergence tests of the kinetic energy cut-off and
k-point sampling were made and a value of 550 eV and a 2 × 1 ×
1 Monkhorst-Pack (Monkhorst and Pack, 1976) grid were adopted,
respectively. A geometry optimization scheme based on the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm (Pfrommer
et al., 1997) was adopted, as implemented in CASTEP. Transition
states were obtained by adopting the Linear-Quadratic-Synchronous
Transit (LST/QST) algorithm (Govind et al., 2003). In this double-
ended methodology, the starting points for the calculations are the
reactants and products of each reaction step. Therefore, the
workflow for locating the transition states is to first perform the
optimization of the local minima points under a force tolerance of
0.025 eV Å−1 and SCF energy tolerance of 1 × 10–6 eV. In the second
step of the workflow, we adopt the previously optimized stationary
points as starting structures for the LST/QST calculation. Transition
states were confirmed by the presence of a single imaginary
frequency respective to the reaction coordinate in the vibrational
analysis. The surface, adsorbate and isolate molecules were allowed
to move during geometry optimisation and transition state searches.
Adsorption energies (Eads) were estimated as shown in Eq. 1.

Eads � Eg+GNR − EGNR − Eg (1)
where E.g., is the total energy of the isolated gas species. The EGNR
and E.g.,+GNR terms are related to graphene nanoribbons and the
adsorbed system, respectively. The gas-phase species investigated
here, i.e., CH4, H2 and the isolated hydrogen atom, H, were assumed
as reference for the calculation of adsorption energies. Vibrational
properties were obtained by phonons calculations at the Γ-point
adopting the partial Hessian vibrational analysis (Li and Jensen,
2002). In this approach, we only considered the normal modes of the
adsorbate and the two atomic rows closest to adsorbate and low-
frequency vibrational modes were treated as 200 cm−1, similar to the
approach adopted in our previous work (Xavier et al., 2023). The
partition functions of the adsorbates were estimated with the lattice
gas approach. (Campbell et al., 2016; Knopf and Ammann, 2021)
The Gibbs free energy was calculated for the reaction conditions of
1200 K and 1 bar with the fundamental equation G = H − TS, in
which H is the enthalpy, comprising the DFT energy, the zero-point
energy correction and thermal contributions, and S is the entropy.
For the gas-phase molecule, the translational, rotational and
vibrational partition functions were considered, accordingly to
conventional statistical thermodynamic expressions. The isolated
molecules were optimised inside a box of 20 Å and we assumed the
experimental vibrational data retrieved from the NIST database
(Johnson et al., 2020). The Gibbs free energy of activation was
estimated as ΔGa = GTS − GIS, in which GTS is the free energy of the
transition state and GIS is the free energy of the initial state,
calculated at 1200 K. This temperature was chosen due to the
slight endothermic character of methane decomposition over
carbonaceous surfaces, in which the process is generally
conducted at temperatures between 800 °C and 1,000 °C (Xie
et al., 2018; ? Chang et al., 2021; Fan et al., 2021; Pinilla et al., 2008).

As defined before, GNRs can be classified depending on their
edges, being defined as zigzag-edged GNR or armchair-edged GNR.
Regarding their width, we adopted models consisting of 12 carbon
atoms along the zigzag (12-ZGNR) and armchair (12-AGNR) lines
between the edges of the non-periodic lattice as can be seen in

Figure 1A, B, respectively. Furthermore, we constructed supercells
comprising 72 carbon atoms for 12-ZGNR and 96 carbon atoms for
the 12-AGNR, with a vacuum region of 20 Å in the direction
perpendicular to the GNRs plane to avoid spurious interaction
with adjacent periodic images. As further discussed in the
following section, we adopted models consisting of hydrogen-
passivated (H-terminated) and hydrogen-free (open-edge) GNRs,
as catalysts for the dehydrogenation of methane. Therefore, the
width of 12 carbon atom lines for the nanoribbon was adopted, since
previous experimental work reported the observation of two
hydrogen adatoms on the same zigzag-edge site, after the
synthesis of H-terminated 12-ZGNRs (Ruffieux et al., 2016).
Furthermore, a similar width of nanoribbons was adopted in
previous theoretical works (He et al., 2022; Pizzochero and
Kaxiras, 2022), from which adsorption energy values were
suggested to be slightly altered in nanoribbons wider than 12-
GNRs (He et al., 2022) Finally, previous studies showed that
zigzag edges in graphene exhibit antiferromagnetic aligned edges
(Son et al., 2006), therefore, spin-polarized DFT calculations were
performed for 12-ZGNR.

3 Results

3.1 Physisorption of CH4

Pristine zigzag edges exhibit a metallic behavuour whereas
pristine armchair edges behave as a semiconductor. Their band
structures can be altered by atomic or molecular doping,
functionalisation and adsorbed molecules (López-Urías et al.,
2020; 2021; Suman et al., 2020; He et al., 2022). The band
structure and total density of states (DoS) plots for the 12-ZGNR
and 12-AGNR were calculated and were found to compare well with
those reported in the literature as shown in Supplementary Figure
S1. A uniform (10 × 1 × 1) k-point sampling grid was adopted for the
band structure calculations. The metallic behaviour of the 12-ZGNR
was evidenced by the crossing of conduction and valence bands on
the Fermi level (Supplementary Figure S1), in agreement with
previous works (Suman et al., 2020; López-Urías et al., 2021). A
semiconducting character was observed for the 12-AGNR, with a
calculated band gap of 0.58 eV, which is comparable to the values of
0.83 eV obtained in the work of López-Urías et al. (2020).

We began our investigations with the first step of the reaction
mechanism, i.e., the physisorption of CH4 on the graphene
nanoribbon. In summary, four unique-symmetry adsorptions
sites in a surface normal, i.e., the out-of-plane (OP) direction of
12-ZGNR, were studied here and reported in Figure 1A. The
adsorption sites were labelled as Z1, Z2, Z3 and Z4, with the
former indicating the carbon atom on the edge itself. Adopting
the same pattern, three unique-symmetry adsorption sites, in the
OP direction, were studied for the 12-AGNR: A1, A3 and A3
(Figure 1B). Furthermore, we considered the physisorption of
CH4 in the in-plane (IP) direction of the graphene nanoribbon,
which was labelled Z1-IP and Z2-IP, with respect to 12-ZGNR
(Figure 1D), and A1-IP and A2-IP for the 12-AGNR. For the
investigation of the CH4 physisorption, we adopted the 12-
ZGNR fully passivated with hydrogen atoms (Barone et al.,
2006).
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We performed a series of electronic energy calculations, with
methane initially positioned at 6 Å from the Z1 site (12-ZGNR) and
decreasing the distance by 0.25 Å until a distance of 2 Å from the
adsorption site was reached. It is noteworthy that the distances
between CH4 and the GNR were measured between the atom of
methane positioned the closest to the GNR surface, for each CH4

conformation. We considered three possible orientations of
methane for the construction of the potential energy surface:
methane with one hydrogen atom oriented in the opposite
direction from the surface (u-CH4—Figure 1C), methane with
one hydrogen atom pointing towards the surface, in a
perpendicular orientation (d-CH4—Figure 1C) and CH4 in a
tilted orientation in respect to the surface (t-CH4—Figure 1C).
Weak dispersion forces due to long-range electron correlation are
expected to be the predominant interaction in the physisorption of
methane (Sacchi et al., 2011; Sacchi et al., 2012a; Sacchi et al., 2012b).
Therefore, we constructed potential energy surface curves for the d-
CH4, u-CH4, t-CH4 conformations, adopting the TS and MBD
dispersion corrections. Curves are reported in Supplementary
Figure S2.

The distances between each methane orientation and the
surface, at the minimum energy configuration of the constructed

PES, were adopted as starting points for geometry optimizations on
the Z1 and Z1-IP adsorption sites of 12-ZGNRs. Adsorption energy
values, adopting the TS and MBD dispersion corrections, were
obtained as described in Eq. 1 and the results reported in
Figure 2A. Overall, the u-CH4 configuration was the most
favourable physisorption configuration on the out-of-plane
Z1 site, with adsorption energy values of −0.120 eV
and −0.088 eV, obtained by adoption of the TS and MBD
corrections, respectively. Only the u-CH4 conformation was
considered in investigations with respect to the Z1-IP sites, since
it is the most favorable conformation in the OP adsorption sites.
Adsorption energies were determined as −0.073 eV and −0.070 eV,
adopting the TS and MBD corrections, respectively. Equilibrium
distances between u-CH4 and the carbon from the Z1 site were of
3.51 Å and 3.79 Å, obtained with the TS and MBD schemes,
respectively.

With respect to the different dispersion corrections
considered in this study, the MBD scheme yielded the same
adsorption stability order of methane on the Z1 site of the 12-
ZGNR as the TS correction, although we observed a divergence in
the equilibrium distance between the methane and the out-of-
plane adsorption site, as shown in Supplementary Table S1. The

FIGURE 1
Representation of the (A) 12-ZGNRmodel and the unique-symmetry adsorption sites, Z1, Z2, Z3 and Z4 and the (B) 12-AGNRmodel and the unique-
symmetry adsorption sites A1, A2, A3 and A4, investigated in this work. To better illustrate, the upper edge are hydrogen free whereas the lower edge is
passivated with hydrogen. (C) Depictions of the orientations of methane with respect to the graphene nanoribbons, considered in this work. (D)
Adsorptions sites for the methane in the same plane of the 12-ZGNR.
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largest deviation for the adsorption energy was obtained for the t-
CH4, from which PBE-TS calculations predicted a value 41 meV
more negative, in comparison with PBE-MBD. The equilibrium
physisorption distance values, obtained from MBD corrections,
were 0.21 Å, 0.28 Å and 0.34 Å higher than values obtained from
at the PBE-TS level, for the d-CH4, u-CH4 and t-CH4

conformations, respectively. A negligible difference in the
equilibrium distance was obtained when comparing the
physisorption of u-CH4 on the Z1-IP site, from which both
methods resulted in roughly 2.80 Å. Therefore, due to the
higher computational cost of the MBD methodology, resulting
in similar results obtained when adopting the TS dispersion
correction, the latter was adopted in further calculations.

Further investigations were made for the d-CH4, u-CH4 and
t-CH4 physisorbed conformations on the Z2, Z3 and
Z4 adsorption sites. The adsorption energy values for the
methane on the u-CH4 and t-CH4 orientations remained
similar among all adsorption sites, varying between 4 meV and
7 meV. The u-CH4 was the most stable orientation on the Z1,
Z3 and Z4 sites by 7 meV, 3 meV and 6 meV, respectively,
whereas t-CH4 was the more stable at the Z2 site by 4 meV, as
can be seen in Supplementary Table S2. Due to the u-CH4 being
the most stable physisorbed conformation on the majority of the
adsorption sites studied here, on 12-ZGNR, it was adopted as a
reference for comparison of the adsorption energies among the
Z1, Z2, Z3, Z4 and Z1-IP sites, on the 12-ZGNR, and among A1,
A2, A3 and A1-IP sites on the 12-AGNR. As shown in Figure 2B,
the physisorption of methane was more favourable on the Z4 (12-
ZGNR) and A3 (12-AGNR) sites, with Eads values of −0.186 eV
and −0.171 eV, respectively and equilibrium distances of 3.38 Å
and 3.47 Å, respectively. In fact, the CH4 physisorption energy on
non-edge sites rapidly approached the adsorption energy value of
methane on pristine graphene as the distance between the site
and the edge grows, as evidenced by the comparison of our results
with literature reports (Wood et al., 2012; Anithaa et al., 2017;
Vekeman et al., 2018). In the work of Anithaa et al. (2017), the
adsorption energy obtained for the physisorption of methane in
the middle of a pristine graphene layer was of −0.183 eV. Wood
et al. (2012) reported values of −0.175 eV for the physisorption of

methane at the middle of graphene, obtained from van der Waals
corrected DFT. We perform calculations for methane
physisorbed at the middle of the 12-ZGNR and 12-AGNR,
and we obtained values of −0.183 eV and −0.187 eV, which are
similar to the adsorption energy values for the physisorption of
CH4 on the sites Z4 and A3 (−0.180 eV and −0.186 eV,
respectively). Therefore, it is possible to assume that methane
can also be physisorbed on the edges under the reaction
conditions of CMD, due to the physisorption of CH4 in the
middle of graphene being only 0.08 eV and 0.06 eV more stable
than the adsorption on the Z1 and A1 sites, respectively, which
are lower than the thermal energy at 1200 K (0.1 eV).

The adsorption of methane on the out-of-plane adsorption sites
were at least 46 meVmore stable than the in-plane Z1-IP adsorption site,
from which an Eads value of −0.070 eV was obtained, in excellent
agreement with previous DFT results (Wood et al., 2012). However,
when adopting the same computational methodology, Wood et al.
(2012) reported that no stable minimum was found for out-of-plane
adsorption sites of 12-ZGNR. The adsorption energy of methane over
the in-plane sites of 12-ZGNR and 12-AGNR was roughly the same,
diverging by about 1 meV, which is likely due the zigzag and armchair
edges being passivated with hydrogen. Depiction of the most favourable
physisorption configurations of CH4 on the Z4 (Figure 3A) and Z1-IP
(Figure 3C) sites, as well as their equilibrium distances, were reported in
Figure 2A, C, respectively. Chemical insights were gained about the
preference for physisorption of methane on OP sites of graphene
nanoribbons, in comparison with the IP site, by plotting the charge
density difference between the adsorbed system, isolated molecule and
GNR. Figure 3 shows the positive charge accumulation (yellow region)
and charge depletion (blue region) of the methane physisorption on
Z4 and Z1-IP sites of 12-ZGNR. The lower stability of the IP site can be
attributed to the presence of a stronger repulsive electrostatic component
in the bonding, suggested by the charge accumulation from the in-plane
methane physisorbed mode and charge depletion on the edges, showed
in Figure 3D. It can be seen in Figure 3B that the surface is polarised with
positive charge density in the 12-ZGNR backbone whereas a stronger
charge depletion region is observed in the edge sites. Therefore, we can
infer that more intense dispersion interactions are present between
methane and the Z4 physisorption site.

FIGURE 2
(A) Adsorption energy values for the CH4 orientations on the Z1 adsorption site of the 12-ZGNR, adopting the TS and MBD dispersion correction. (B)
Adsorption energy values for the most favourable adsorption orientation of methane (u-CH4) on the adsorption sites of 12-ZGNR and 12-AGNR,
investigated here.
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3.2 First deprotonation of CH4

The first deprotonation step of CMD (CH4 → CH3 + H) was
investigated for two possible mechanisms: the direct (dissociative)
and precursor-mediated (non-dissociative) methane adsorption
(Alves et al., 2021; Fan et al., 2021; Wang et al., 2021; Pan et al.,
2022). For the former, CH3 and H are expected to chemisorb at the
surface of the catalyst while the first C-H bond of methane cleavage
occurs simultaneously. For the precursor-mediated mechanism, the
chemisorption and the C-H dissociation occurs in separate steps.
The mechanism of methane adsorption over a solid catalyst is
crucial for identifying the rate-limiting step of the catalytic
methane decomposition (Hamdan et al., 2022; Tong et al., 2022).
Therefore, a detailed investigation is presented in this section.
Hereafter, the active site on the edge in which the species is
chemisorbed is defined by “/Z1″, for the 12-ZGNR and “/A1” for
the 12-AGNR.

3.3 Dehydrogenation on H-terminated 12-
ZGNR and 12-AGNR edges

To investigate the first reaction mechanism step of the catalytic
dehydrogenation of CH4, forming CH3 and H on the 12-ZGNR and
12-AGNR edges, it is necessary to elucidate the most favourable
chemisorption sites of CH3 and H among the sites detailed in

Figure 1 and correlate with the methane adsorption on edges.
Adsorption energy values on the hydrogen-passivated edges of
12-ZGNR and 12-AGNR range from −2.463 eV (Z1)
to −0.251 eV (Z2) for the methyl chemisorption on the 12-
ZGNR. Adsorption energy values between −1.421 eV (A1)
and −0.277 eV (A3) were observed for the CH3 chemisorption on
12-AGNR (see Table 1). We investigated the adsorption of CH4 into
CH3* and H* (the star index indicates chemisorbed species) at
1200 K on the hydrogen-terminated Z1 and A1 sites
(Supplementary Figure S3) obtaining a free energy of activation
of 3.76 eV and 3.95 eV, respectively. The high ΔGa values for
methane adsorption are likely due to deactivation by the strong
chemisorption of hydrogen atoms on the passivated edges,
evidenced by the Eads value of −2.830 eV and −1.421 eV
(Table 1) on the Z1 and A1 sites respectively, in agreement with
previous theoretical results (Pizzochero and Kaxiras, 2022). Finally,
the investigation of the dehydrogenation on the 12-ZGNR and 12-
AGNR passivated edges is necessary to evaluate the availability of
the bare carbon active site and the viability of the CMD process.

We investigated the H2 formation reactions from the passivated
Z1 and A1 sites by analysing the combination of hydrogen atoms
chemisorbed on the edges. For the former, we labelled as 2H/Z1 and
2H/A1 when the hydrogen atoms are chemisorbed on different edge
sites, as shown in Figure 4C. Following the same approach, we
labelled as HH/Z1 and HH/A1 when both hydrogen atoms are
chemisorbed on the same edge site (Figure 4C). We also made
calculations for hydrogen diffusion on 12-ZGNR and 12-AGNR
edges. Furthermore, we analyse the hydrogen atom desorption from
the graphene edges and the results are reported in Figure 4. Overall,
the combination of chemisorbed hydrogen on different sites into H2

have activation free energy of 5.23 eV and 6.32 eV, respectively.
Similar results are obtained for the atomic hydrogen desorption on
12-ZGNR and AGRN due to high ΔGa values of 5.01 eV and
5.58 eV. The most feasible pathway for a bare carbon active site
formation is from the recombination of the hydrogen adatom from
the edges (HH/Z1 and HH/A1) forming H2. On the 12-ZGNR, the
HH/Z1 → TS ·HH/Z1 → H2 reaction proceeds through a barrier of
2.92 eV, whereas a ΔGa of only 1.56 eV is necessary on the 12-
AGNR. Hydrogen diffusion on the 12-ZGNR and AGNR passivated

FIGURE 3
The most favourable physisorption mode of CH4 in respect to the (A) out-of-plane 12-ZGNR (Z4 site) and (C) in-plane 12-ZGNR. Charge density
difference plots for each respective adsorption site are shown in (B) and (D). Charge depletion is represented by blue isosurfaces and positive charge
accumulation is depicted in yellow isosurfaces. The adopted isosurface cut-off value was 0.04 e Å−3.

TABLE 1 Chemisorption energy (eV) for the CH3 and H, calculated for the Z1,
Z2, Z3 and Z4 sites of 12-ZGNR and for the A1, A2 and A3 sites of 12-AGNR.

12-ZGNR 12-AGNR

Eads,CH3 (eV) Eads,H (eV) Eads,CH3 (eV) Eads,H (eV)

Z1 −2.463 −2.830 A1 −1.010 −1.421

Z2 −0.251 −0.447 A2 −0.587 −0.931

Z3 −1.284 −1.622 A3 −0.277 −0.613

Z4 −0.561 −0.885
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edges can occur by forming an hydrogen adatom with a ΔGa of
4.17 eV and 3.45 eV, respectively, being the rate determinant step for
the H2 desorption from HH/Z1 and HH/A1. It is noteworthy that
the barriers of methane adsorption on passivated edges have free
energy of activation values 0.41 eV lower on 12-ZGNR and 0.50 eV
higher on 12-ZGNR and 12-AGNR, respectively, being possible to
occur at higher temperatures in which the process is conducted.
However, further dehydrogenation steps of methane on passivated
edges are unlikely to occur to the deactivation by hydrogen atoms
and this scenario was not considered in the following investigations.

3.4 Methane deprotonation on H-free (open
edge) 12-ZGNR and 12-AGNR

As it was stated in the last section, the availability of
unpassivated carbon active sites is likely at the high temperatures
in which the CMD process is conducted, with the H2 desorption
from armchair edges being the most kinetically feasible, therefore,
we have investigated the CMD steps on the bare carbon active sites
of the edges of 12-ZGNR and 12-AGNR, i.e., adopting a fully
dehydrogenated edge (open edge). Experimental evidence
confirms that hydrogen-free graphene edges are expected to exist
even in vacuum conditions (He et al., 2014).). In fact, hydrogen-free
edges have been adopted for the investigations of the growth of
epitaxial graphene (Wu et al., 2019), and the reconstruction of the
bare graphene zigzag and armchair edges (Gao et al., 2012; Li et al.,
2013; Soldano et al., 2014). Moreover, it is expected that the non-
hydrogenated edge reactive sites exist at high temperatures, at which
the CMD process takes place (Calderón et al., 2016). A similar
model, adopting dangling carbon atoms on edge, was adopted for
the investigation of methane formation (Calderón et al., 2016) and
CO2 adsorption (Montoya et al., 2003; Noei, 2016) on edges of

carbonaceous surfaces, with good agreement with experimental data
(Montoya et al., 2003). For completeness, we also investigated the
stability of the H-passivated and H-free ZGNR and AGNR, by
performing ab initio molecular dynamics (AIMD) simulations at
1200 K and results are presented in Supplementary Figure S4 of the
Supplementary Material. After 1 ps simulations, all the structures
remained stable and no deformation or Stone-Wales transformation
were observed, showing that the catalyst model is appropriate for
further investigations of the deprotonation of methane. We added in
Supplementary Figure S5 a snapshot of the AIMD simulations at
different time steps of the simulation, and we observed a equilibrium
distance between 6.04 Å and 6.81 Å obtained at 500 fs and 1,000 fs,
respectively.

Two possible pathways for methane deprotonation were
proposed on the 12-ZGNR and 12-AGNR edges: the first
reaction pathway leads to the production of CH3 and H
chemisorbed on different Z1 (12-ZGNR) or A1 (12-AGNR)
adsorption sites, while the second pathway leads to CH3 and H
chemisorbed on the same Z1 (or A1) site, as depicted in Figure 5B, C,
respectively. The chemisorption of the methyl moiety and the
hydrogen atom on the edges occurs in the plane of the
nanoribbon (Figure 5). In this regard, the physisorption of CH4

on the Z2 site (bridge site—Figure 1) is more favourable than the
adsorption on Z1 by only 4 meV. Similarly, we observe that the
physisorption of CH4 on the A2 site of the 12-AGNR is energetically
more favourable than on the A1 site by 21 meV. Depiction of the
physisorption structure over the Z2 site is shown in Figure 5A.

We investigated two reaction pathways connecting the
physisorbed CH4 to the CH3 and H chemisorbed on the same
Z1 edges via: 1) a two-step mechanism, from which hydrogen is
chemisorbed on Z1 in the first step, followed by the chemisorption of
CH3 on the same Z1 site (precursor-mediated mechanism) and a 2)
one-step mechanism from which CH3 and H are chemisorbed in the

FIGURE 4
Free energy reaction profile, at 1200 K, of the dehydrogenation on H-passivated (A) zigzag edges and (B) armchair edges. (C) Depiction of the
stationary point located in the reaction mechanisms and their respective labels. Reaction coordinate is in arbitrary units.
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same step (direct dissociative mechanism). Reaction profiles of the
1) and 2) mechanisms are presented in Figure 6A, as well as labels for
each of the stationary points of the reaction mechanism. The
reaction mechanism 1) consists of two parts: firstly, the
migration of H from CH4 to the Z1 site through a free energy
barrier of 1.41 eV (TS1-1). Here the methyl radical is stabilized by
the hydrogen atom migrated to the edge of the int-CH4 structure.
Secondly, the TS1-2 connects int-CH4 to the CH3 and H
chemisorbed onto the same Z1 site (hereafter referred to as CH3-
H/Z1) through a ΔGa of 0.50 eV.

Our study suggests that the precursor-mediated i) and direct ii)
mechanisms of methane deprotonation occur competitively
(Figure 6A). For the latter, a one-step mechanism was proposed,
passing through the transition state TS2 and forming CH3–H/
Z1 with an activation free energy of activation of 0.56 eV. Due to
the lower ΔGa value, it is expected that mechanism ii) is preferred
over i) and the C-H bond cleavage is followed by the symmetric
chemisorption of methyl and hydrogen. We also investigated the
chemisorption of the methyl moiety and the hydrogen atom in
different Z1 sites iii), as shown in Figure 6A. In this pathway, we
found that the chemisorption of CH3 and H proceeds
synchronously, with u-CH4/Z2 reacting through TS3, with a ΔGa

of 0.97 eV.
The reaction mechanism ii) is the more favourable reaction

pathway, with a ΔGa 0.41 eV lower than iii) and 0.85 eV lower than
the rate-determining step (migration of the hydrogen atom to the
edge) of mechanism i). Therefore, a thermodynamically controlled
reaction is possible, from which the reaction pathway iii) is expected
to be more relevant at higher temperatures. This possibility is
suggested by the very exothermic character of the

dehydrogenation reactions of methane on the graphene
nanoribbon edges (ΔG = −3.92 on 12-ZGNR edges and
ΔG = −3.04 on 12-AGNR edges), as presented in Figure 6. A
better picture of the thermodynamic control of reaction pathway
iii) can be seen in Supplementary Figure S6, from which the
concentration of the thermodynamic product, CH3/Z1-IP +
H/ZI-IP was obtained as a function of time, at different
temperatures. As expected, the formation rate of the product
CH3/Z1-IP + H/ZI-IP is heavily influenced by the temperature
and the complete conversion was achieved, roughly 130 times
faster at 900 K, in comparison with conversion time at 800 K and
60 times faster at 1000 K, in comparison with the conversion time at
900 K. Further insights were obtained by inspection of the HOMO
orbitals of both products, CH3/Z1 + H/Z1 and CH3-H/Z1, as
reported in Figure 5. It is possible to observe a greater overlap
between the orbitals of the methyl and hydrogen fragments on
different sites (CH3/Z1 +H/Z1) in Figure 5E, in comparison with the
HOMO orbitals in CH3-H/Z1 (Figure 5F). For the latter, the π

system formed by the dangling bonds of the GNR edge are the most
dominant in the adsorbed system, contributing to its lower stability
in comparison with CH3/Z1 + H/Z1. Therefore, the interactions
between the products and the dangling bonds result in an overall
better stability of the CH3 and H chemisorbed on different Z1 sites,
in agreement with the experimental findings of the structural
stability of graphene nanoribbons (Barone et al., 2006).

The reaction mechanism for the CH4 dehydrogenation on the
12-AGNR is summarised in Figure 6B. Here, two competing one-
step mechanisms for CH4 deprotonation on the 12-AGNR edges
lead either to the synchronous chemisorption of CH3 and H on
adjacent A1 sites (mechanism iv) or to the chemisorption of the

FIGURE 5
Representation of (A)CH4 adsorbed on the Z2; (B)CH3 andH chemisorbed on different Z1 sites; (C)CH3 and H chemisorbed on the same Z1 site and
their HOMO represented in (D, E) and (F), respectively. The yellow and cyan colors represent the positive and negative phases, respectively, of the HOMO.
The adopted isosurface cut-off value was 0.01 e Å −3.
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products on the same A1 site (mechanism v). It is expected that the
adsorption of methane proceeds through TS4 iv), with an energy
barrier height of 3.41 eV and forming CH3/A1 +H/A1.We note that
the carbon atom of the A1 site slightly relaxes towards the direction
of the nanoribbon, as can be seen in Figure 6B. This occurs to
minimise the steric hindrance between the methyl and the carbon
from the A1 site during chemisorption. A more kinetically

favourable reaction, in comparison with iv), was suggested
through the v) mechanism, which is characterised by a rate-
determining-step with a barrier height of 1.82 eV for the
synchronous chemisorption of CH3 and H on the same A1 site.
As elucidated before, the synchronous chemisorption of CH3 and H
on different adsorption sites on the edge is expected to provide more
thermodynamically stable products. Therefore, the formation of

FIGURE 6
Free energy reaction profiles at 1200 K for the dehydrogenation of methane on the non-passivated edges of (A) 12-ZGNR and the (B) 12-AGNR. The
zero energy is relative to the most stable physisorbed methane conformation on the 12-ZGNR and 12-AGNR edges. In (A), the black line refers to the
mechanism i), which is the precursor-mediated mechanism of CH4 adsorption into CH3 and H, onto 12-ZGNR edges; The red and purple lines represent
the direct mechanism ii) of CH4 deprotonation on the same Z1 site and different Z1 sites iii) of 12-ZGNR edges, respectively. In (B), black lines and red
lines represent the direct mechanisms of methane adsorption on different A1 sites and on the same A1 sites of 12-AGNR edges, respectively. Reaction
coordinate is in arbitrary units. The stationary points of the reaction mechanism and their labels are depicted in (C).

TABLE 2 The DFT energy barrier heights and activation free energy values at 1200 K (inside parenthesis) obtained here and compared with theoretical values and
experimental apparent activation energy available in the literature, in eV, for the reaction steps of CMDmechanism (S1: CH4→ CH3*+ H*; S2: CH3*→ CH2*+ H*; S3:
CH2*→ CH*+ H*; and S4: CH*→ C*+ H*. The catalyst adopted in the respective work is indicated.

Catalyst S1 S2 S3 S4

12-ZGNR edges (this work) 0.45 (0.56) 1.16 (1.24) 1.57 (1.53) 1.1 (1.06)

Ni(111) (Li et al., 2014) 1.23 0.85 0.29 1.36

ZGNR edges w/vacancya (Calderón et al., 2016) 2.82 1.69 3.322b 0.45

Ni-γAl2O3 (Salam and Abdullah, 2017) 0.98 0.63 1.15 0.63

Pd-γAl2O3 (Salam and Abdullah, 2017) 0.003 0.34 0.33 0.21

Mo-γAl2O3 (Salam and Abdullah, 2017) 0.048 3.82 1.99 5.98

Stepped-Ru (0001) (Arevalo et al., 2017) 1.02 - - 1.10

Cu-Bi (Palmer et al., 2019) 2.80 - - -

aReaction steps were retrieved from the inverse reactions of the methane formation mechanism.
bOccurs concomitant with H2 formation.
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CH3/A1 and H/A1 products is exothermic, being 2.50 eV more
stable than the chemisorption of the same moieties on the same
adsorption site.

From the results presented in this section, we conclude that the
first step of methane decomposition on the edges of graphene
nanoribbons proceeds through a direct dissociation pathway and
occurs more favourably on GNRs with zigzag edges. The discussion
presented in this paragraph is based on the DFT energy values
obtained here, detailed in Table 2, and reported in the literature.
The dissociative chemisorption mechanism of CH4 presented here,
proceeds through a barrier of 0.45 eV (ΔGa,1200K = 0.56 eV), which is
significantly lower than what is reported (in the 0.54 eV–1.80 eV
range) for the decomposition of methane over transition metal
surfaces such as Ni, Fe and Ru (KOERTS, 1992; Salam and
Abdullah, 2017). Several molecular beam studies combined with
first-principle calculations have been reported for the direct
dissociation of CH4 on single-crystal metal surface such as Pt
(111) (Bisson et al., 2007; Guo and Jackson, 2016), Pt (110)
(Sacchi et al., 2011; Bisson et al., 2010a; b) and Ni(111) (Bisson
et al., 2007; Nave and Jackson, 2009). There is generally an excellent
agreement between the prediction of DFT calculations and the
experimental barrier heights, 1.1 eV for Ni(111) (Shen et al., 2015)
and 0.8 eV for Pt (111) (Guo and Jackson, 2016). Therefore we are
confident that the most favourable calculated chemisorption barrier
for methane over GNR is about 0.35–0.65 eV lower than both metal

surfaces. The stretched C-H bond length at the transition state of
methane dissociation into CH3 and H on Ni(111), Ni(100) and Pt
(110) surface was predicted to be 1.63 Å, 1.66 Å and 1.67 Å,
respectively Shen et al. (2015); Sacchi et al. (2011); Anghel et al.
(2005). Here, we obtained a stretched C-H bond length of 1.27 Å for
the most favourable transition state on 12-ZGNR, meaning that the
dissociation of CH4 over GNRs has a much “earlier” barrier, using a
Polanyi framework (Ebrahimi et al., 2010), than over Pt and Ni metal
surfaces. The lower energy calculated for the methane adsorption on
12-ZGNR edges is likely due to the C-H bond length from the
transition state being closer to the equilibrium C-H bond length of
gas-phase methane of 1.09 Å, in comparison with the transition state
of methane adsorption on Ni (111). Due to the consistency between
experimental and computational results for the chemisorption of
methane, we are confident in our proposed mechanisms. The
barrier for methane chemisorption on GNR is lower than for Ni
and Pt by 0.35–0.65, which may have catalytic implications.

3.5 Further steps in the dehydrogenation of
CH4 on the 12-ZGNR edges

As elucidated before, the most thermodynamically favourable
products of the deprotonation of methane are CH3/Z1 and H/Z1.
Consecutive deprotonation steps were investigated and the reaction

FIGURE 7
Free energy profiles for the consecutive dehydrogenation of CH3/Z1 + H/Z1 on the non-passivated edges of 12-ZGNR (upper panel). Lower panel:
depiction of the stationary points presented in the reaction profile Gibbs free energy values are relative to methyl and hydrogen chemisorbed on Z1 sites.
Reaction coordinate is in arbitrary units.
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profile is presented in Figure 7. Hereafter, the species chemisorbed
on the edges are being represented by a star index ‘*’, since we are
referring to the same active site on the 12-ZGNR (Z1) and on 12-
AGNR (A1). In the first step, the chemisorbed hydrogen on the edge
(H/Z1) diffuses to the next Z1, passing through TS6 with an
activation free energy of 2.31 eV, and forming int-1 CH3/Z1 +
H/Z1 → TS7 → int-1. Following the diffusion of H, the cleavage
of the C-H bond from CH2 is expected to occur through TS7 (int-
1→ TS7→ int-2 with a ΔGa value of 1.24 eV. The consecutive steps
of hydrogen diffusion and CH2 deprotonation, occur from int-2 and
pass through two consecutive transition states: int-2→ TS8→ int-3
and int-3 → TS9 → int-4 with free energy barriers of 1.63 eV and
2.31 eV, respectively. An activation free energy of 1.07 eV was
calculated for the last step of the reaction mechanism (int-4 →
TS10 → 4H* + C*), resulting in a carbon atom and four hydrogen
atoms chemisorbed on the edges. The final dehydrogenation
products on the 12-ZGNR edges (4H* + C*) are predicted to be
2.30 eV more stable than the initial chemisorbed CH3/Z1 and H/Z1.
Overall, the free energy barriers of the diffusion reactions were
higher than deprotonation barriers by an average of 1.03 eV,
therefore, the diffusion of H is the rate-determining step of the
dehydrogenation mechanism of methane on 12-ZGNR edges.

The mechanisms for H2 formation were investigated, and three
possible pathways were obtained. From CH3/Z1 + H/Z1, H2 is
expected to be formed through the transition state TS11 (CH3/Z1 +
H/Z1 → TS11 → H2 + CH2*). In this pathway, one hydrogen atom
from the chemisorbed CH3/Z1 and the hydrogen atom chemisorbed
on the edge reacted forming H2, with a ΔGa of 3.58 eV. Another
possible reaction pathway was obtained from CH3/Z1 + H/Z1, in
which a s C-H bond cleavage occurs and the hydrogen atom
migrates to the edge site already occupied with a proton (CH3/Z1
+ H/Z1→ TS12→ int-5). This process proceeds through TS12, with
a ΔGa of 2.76 eV. The H2 is formed from int-5, from the two
hydrogen atoms chemisorbed on the same edge, with a barrier
height of 2.93 eV. Based on the results reported in Section 3.2.1, the
most likely scenario of the bare carbon active sites regeneration
under reaction conditions, i.e., the desorption of H2 from the edges,
is through the diffusion of H, forming HH/Z1 (12-ZGNR → TS.
DIff/Z1 → HH/Z1, ΔGa = 4.17 eV) followed by the H2 formation
(HH/Z1→ TS. HH/Z1→ H2 + *, ΔGa = 2.95 eV) leaving only solid

carbon on the edges which remains as an active site for further
methane dehydrogenation reactions.

The barrier heights (at 0 K) and activation free energy values
at 1200 K of the reaction pathway proposed here, and a
comparison with literature reports for the reaction steps S1
(dissociative: CH4 → CH3* + H*), S2 (CH3* → CH2* + H*),
S3 (CH2*→CH* + H*) and S4 (CH*→C* + H*), are presented in
Table 2. We have shown in Figure 8 a schematic of the initial
states (IS) and final states (FS) of each CMD step (S1—S4) and the
respective labels adopted in this work, aiming to facilitate the
comparison with the literature data presented in Table 2. Li et al.
(2014) investigated the decomposition of methane on a Ni(111)
clean surface, utilizing DFT coupled with STO-3G basis set. The
authors reported that methane adsorption proceeds through a
dissociative mechanism (S1) with a barrier height of 1.23 eV and
suggested barrier heights of 0.85 eV, 0.29 eV and 1.36 eV for the
consecutive dehydrogenation reactions (S2, S3 and S4,
respectively). In the work of Calderón et al. (2016), a
mechanism for methane formation on the zigzag edges was
proposed in an aromatic cluster consisting of five benzene
rings with two edges dangling carbon atoms as reactive sites.
Calculations were made at the B3LYP/6–311++G (d,p) level and
activation energies were proposed for the temperature range
between 298 K and 1500 K. The processes relevant to CMD
were taken as the reversible reaction steps of the proposed
mechanism and reported in Table 2. Based on their reports,
the dissociative mechanism of CH4 adsorption (S1) occurred on a
carbon vacancy on the zigzag edge, with a barrier height of
2.82 eV, whereas the H2 formation was suggested to occur
concomitant to step S2 (see Table 2) of CMD with an
energetic barrier of 3.32 eV.

In the work of Salam and Abdullah (2017), the CMD
mechanism was studied for Ni, Pd and Mo-promoted γ-alumina,
from which methane was suggested to decompose through a direct
mechanism. The barrier for the most kinetically-favourable
dissociation mechanism obtained here (S1, 0.45 eV), was lower
than barrier height values reported for the Ni-γAl2O3 (0.98 eV).
When adopting other transition metals (Pd and Mo) promoting the
γ-alumina catalyst, the direct mechanism of methane (S1) was
suggested to proceed with a barrier height of 0.003 eV and

FIGURE 8
Schematic of geometries and their respective labels adopted in this work for the initial states (IS) and final states (FS) of the four steps of the CMD
steps on 12-ZGNR and 12-AGNR. S1, S2, S3 and S4 stand for steps 1-4 of the CMD process.
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0.048 eV, respectively (Salam and Abdullah, 2017). Arevalo et al.
(2017) studied the dissociative adsorption of methane (S1) and the
step S4 of the CMD mechanism on a stepped Ru (0001) surface,
adopting the PBE-D2/PAW methodology, reporting values of
1.02 eV and 1.1 eV, respectively. In the work of Palmer et al.
(2019), the mechanism of methane decomposition was
investigated on a Cu-Bi alloy catalyst by AIMD simulations.
Activation energy of 2.8 eV was obtained for the dissociative
mechanism (S1). The results were in good agreement with the
experimental measured apparent activation energy of 2.3 eV, in
the temperature range of 1123 K and 1253 K for the same
reaction step.

Overall we found that the reactions occurring at the 12-ZGNR
edges are comparable, in terms of activation energies and
thermodynamic requirements, with metallic catalysts, based on
the literature reports presented in Table 2. Only a few metal-
based catalysts, such as the Pd-promoted and the Mo-promoted
γ-alumina have lower CH4 dissociation barriers than 12-ZGNRs
(0.44 eV and 0.40 eV lower, respectively). With respect to the entire
CMD mechanism, the rate-determining step obtained on the 12-
ZGNR edges was S3, with a barrier of 1.57 eV, which is higher than
for the rate-determining step on Ni(111) (S1, 1.23 eV) (Li et al.,

2014), Ni-γAl2O3 (S3, 1.15) eV and Pd-γAl2O3 (S2, 0.34 eV) (Salam
and Abdullah, 2017).

3.6 Growth and active site regeneration on
the 12-AGNR edges

We investigated the steps following the adsorption of methane
on 12-AGNR edges and the results are shown in Figure 9. The
deprotonation of CH3/A1 proceeds with an activation free energy of
3.27 eV, forming int-6, which is a label for the CH2/A1 and HH/A1
(CH3/A1 + H/A1 → TS14 → int-6). The deprotonation of the
methyl is followed by the bonding of CH2/A1 into two rows of
carbon atoms on the armchair edges, resulting in a grown active site
on the edges hereafter labelled as A1b (Figure 9). The H2 formation
from HH/A1b proceeds with a higher activation free energy barrier
of 2.70 eV (HH/A1b→ TS. HH/A1b→ C* + H2) in comparison with
the pristine carbon site on the armchair edge (HH/A1 → TS. HH/
A1→ * + H2, ΔGa = 1.57 eV), detailed in Figure 4B. It is noteworthy
that the same activation free energy value is expected for the H2

formation on the carbon row containing the C* and, therefore, it is
defined as the same active site and also labelled as A1b. The ΔGa

FIGURE 9
Free energy reaction profile, at 1200 K, for the deprotonation steps of methane on H-free edges of 12-AGNR (upper panel). The stationary points
presented in the reaction profile are depicted in the lower panel. Gibbs free energy values are relative to methyl and hydrogen chemisorbed on
A1 adsorption sites. Reaction coordinate is in arbitrary units.
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value of 2.70 eV is expected in the final step of the catalyst
regeneration forming only a carbon atom on the surface (C* +
HH/A1b→ TS. HH/A1b → C* + H2) and remaining as an active site
for further methane decomposition steps. An alternative pathway
for the regeneration of the 12-AGNR active sites on edges proceeds
from int-6 through low free energy barriers of 1.47 eV (int-6 →
TS17→ int-7) and 0.15 eV (int-7→ TS18→ int-8), respective to the
hydrogen atom migration among adjacent A1b sites until reaching
the last carbon on the atom row (int-8, Figure 9). The intermediate
formed (int-8) is more thermodynamic stable than the previous
minimum energy structures in the mechanism (int-7), by 3.42 eV.
The ΔGa values of 3.80 eV (int-8→ TS19→ int-9) and 0.92 eV (int-
9 → TS20 → int-10) are expected for the migration of a hydrogen
atom from the grown carbon site to forming the HH/A1b (int-10,
Figure 9). Finally, a consecutive reaction of H2 formation is expected
to occur from int-10 with ΔGa of 2.70 eV (HH/A1b → TS. HH/A1b
→ C* + H2), regenerating the A1b active sites.

4 Conclusion

Much effort has been made to design an efficient and
environment-friendly catalyst for producing hydrogen from
methane, and nanocarbons have been proposed as one of the
most suited materials for this reaction. In this work, we
presented a detailed reaction mechanism, obtained through first-
principles DFT calculations, for the process of methane catalytic
decomposition on the edges of graphene nanoribbons. The
dehydrogenation of the zigzag and armchair edges was
investigated and we concluded that the bare carbon active site is
mainly available due to H2 desorption from two hydrogen atoms
chemisorbed on the sabe edge site, in which we estimated free energy
activation values of 2.95 eV and 1.56 eV for the 12-AGNR and 12-
ZGNR. Furthermore, we found that the direct mechanism of CH4

dissociation into CH3 and H was the preferred mechanism for
catalysing the breaking of the first C-H bond of methane.

Several competing reaction mechanisms for methane
dehydrogenation on 12-ZGNR and 12-AGNR were investigated.
Our results show that the deprotonation of methane proceeds via a
synchronous mechanism, in which the cleavage of the C-H bond
and chemisorption of the methyl and hydrogen atom occur in the
same step, i. e., direct reaction mechanism. Furthermore, the
minimum reaction pathway proceeds through a small activation
free energy of 0.56 eV on the 12-ZGNR edge. An alternative
pathway connecting the physisorbed methane to the methyl and
hydrogen chemisorbed on different sites was proposed. This
reaction pathway proceeds through a barrier height of 0.97 eV
and forming a more thermodynamically stable product. The
highest free energy of activation among the deprotonation
reactions was 1.53 eV whereas the highest ΔGa value among the
diffusion reactions was 2.32 eV. On the 12-AGNR edges, the
deprotonation of CH3 generates a carbon bonded with the atom
row on the armchair edges. Molecular hydrogen is desorbed from
the grown active sites with an activation free energy of 2.70 eV,
being easier for catalyst regeneration in comparison with the zigzag
edges.

Our theoretical results compare favorably with other literature
reports, providing a justification for employing pristine graphene

nanoribbons as a catalyst for the CMD process since these
nanocarbons show a remarkably small barrier for the dissociation
of methane, comparable to the values between 0.54 eV and 1.80 eV
for commonly used metal catalysts. It is noteworthy that the zigzag
edges are more susceptible to deactivation from the chemisorption
of hydrogen atom whereas the growth of the armchair edges acts as
the regeneration of the active sites.

The results presented here provide insights for the
autocatalytic activity of graphene nanoribbons, enlightening
the reactivity of graphene nanoribbons edges on the methane
decomposition. To the best of our knowledge, this is the first time
in which the CMD reaction steps were carefully evaluated under
reaction conditions by addressing the deactivation of the edges by
hydrogen passivation or solid carbon formation. Although we
found that the armchair edges were the most promising edge
morphology for promoting the autocatalytic effect on CMD, due
to the low free energy barrier needed for the desorption of H2, a
high activation free energy is needed for the diffusion of H into
the edges, being the rate determinant step for the
dehydrogenation on the edges. The free energy of activation
for hydrogen formation on the deposited carbon sites was
higher in comparison with the reaction occurring on pristine
armchair edges, showing that the H2 formation decreases during
the CMD process, mainly due to the non-ordered growth of the
armchair edges. With respect to the CMD steps on 12-ZGNR
edges, we found an excellent performance for the methane
decomposition, however, structural and electronic
modification on the zigzag edges should be considered in
order to increase the activity for H2 formation. We believe
that the results presented in this work can provide
fundamental insights for the design and synthesis of
graphene-based catalysts for the activation and decomposition
of methane and hydrogen production.
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Disentangling the role of electrons
and phonons in the photoinduced
CO desorption and CO oxidation
on (O,CO)-Ru(0001)
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The role played by electronic and phononic excitations in the femtosecond laser
induced desorption and oxidation of CO coadsorbed with O on Ru(0001) is
investigated using ab initio molecular dynamics with electronic friction. To this
aim, simulations that account for both kind of excitations and that only consider
electronic excitations are performed. Results for three different surface coverages
are obtained. We unequivocally demonstrate that CO desorption is governed by
phononic excitations. In the case of oxidation the low statistics does not allow to
give a categorical answer. However, the analysis of the adsorbates kinetic energy
gain and displacements strongly suggest that phononic excitations and surface
distortion also play an important role in the oxidation process.

KEYWORDS

photoinduced reactions, CO oxidation, CO desorption, femtochemistry, ab initio
molecular dynamics with electronic friction, Ru(0001), electron-mediated reactions,
phonon-mediated reactions

1 Introduction

The use of intense femtosecond laser pulses in the near infrared, visible, and ultraviolet
regime constitutes an efficient tool to promote adsorbate reactions at metal surfaces that are
forbidden or less likely under thermal conditions (Cavanagh et al., 1993; Guo et al., 1999;
Frischkorn and Wolf, 2006; Saalfrank, 2006). The laser excites the electrons of the metal and
energy is subsequently transferred to the surface atoms by means of electron-phonon
coupling. As a consequence, the adsorbates can gain energy from both the excited electronic
and phononic systems. Experimentally, two-pulse correlation measurements have been used
to disentangle which the timescale for the energy transfer to the adsorbates is (Budde et al.,
1991; Busch et al., 1995; Bonn et al., 1999; Funk et al., 2000; Denzler et al., 2003; Frischkorn
andWolf, 2006; Szymanski et al., 2007; Hong et al., 2016). In this way, the reaction is ascribed
to be a dominant electron-assisted process when its timescale is of few picoseconds or less
and to be a dominant phonon-assisted process when its timescale is longer.

From the theoretical side, a proper understanding of this kind of experiments and of
their outcome requires a proper characterization of the reaction dynamics. The excitation
generated by the laser on the surface is accounted for using a two temperature model (2TM)
in which the electronic and phononic excitations are described in terms of time-dependent
electronic (Te) and phononic (Tl) temperatures (Anisimov et al., 1974). Subsequently, the
dynamics of the adsorbates in the highly excited environment are simulated (Springer et al.,
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1994; Springer and Head-Gordon, 1996; Vazhappilly et al., 2009;
Füchsel et al., 2010; 2011; Lončarić et al., 2016a; Lončarić et al.,
2016b; Scholz et al., 2016). In this respect, the extension of the ab
initio molecular dynamics with electronic friction method (Novko
et al., 2015; Novko et al., 2016a; Novko et al., 2017) to incorporate
the effect of time-dependent electronic and phononic temperatures
in the adsorbate dynamics [hereafter denoted as (Te, Tl)-AIMDEF]
(Alducin et al., 2019; Scholz et al., 2019; Tetenoire et al., 2022;
Tetenoire et al., 2023) constitutes a way of treating the
multidimensional dynamics of the adsorbates and surface atoms
at the density functional theory (DFT) level, incorporating the
coupling of the adsorbates to both the excited electronic and
phononic systems.

An important reaction that cannot be thermally activated under
ultrahigh vacuum conditions (Kostov et al., 1992; Bonn et al., 1999)
but can be propelled by femtosecond laser pulses (Bonn et al., 1999;
Öberg et al., 2015; Öström et al., 2015) is CO oxidation when
coadsorbed with atomic O on the Ru(0001) surface. Still, even in
these conditions, CO desorption is around 30 times more probable
than CO oxidation (Bonn et al., 1999; Öberg et al., 2015). In two
previous works (Tetenoire et al., 2022; Tetenoire et al., 2023), we
have applied the (Te, Tl)-AIMDEF method to this system. Different
surface coverages, for which the reaction paths under equilibrium
conditions for CO desorption and oxidation had been previously
studied (Tetenoire et al., 2021), were taken into account. Our results
reproduced the experimental fact regarding the CO desorption to
oxidation branching ratio being larger than one order of magnitude.
Additionally, our dynamics simulations showed the reason for this
behavior. We observed that CO desorption is a direct process only
limited by the energy the COmolecules need to gain to overcome the
desorption energy barrier. In contrasts, the oxidation dynamics is
much more complex, the configurational space to oxidation is very
restricted, and the fact that the O and CO adsorbates gain energy
enough to overcome the energy barrier to oxidation does not
guarantee their recombination. Our simulations also reproduced
the changes in the O K-edge XAS experimental spectra attributed to
the initial stage of the oxidation process (Öström et al., 2015),
further confirming the robustness of the theoretical model.

An important question that was not studied in the previous
works is the relative importance of electronic and phononic
excitations in both CO desorption and CO oxidation reactions.
In the present paper we aim to elucidate this question. We perform
the so-called Te-AIMDEF simulations (Juaristi et al., 2017), in which
the Ru surface atoms are kept frozen in their equilibrium positions,
so that the adsorbates are uniquely coupled to the excited electrons.
In this way, we gain information about the CO desorption and
oxidation probabilities, and about the dynamics of these processes,
when only electronic excitations are considered. Comparison of
these results with those obtained in the (Te, Tl)-AIMDEF
simulations, in which the effect of both electronic and phononic
excitations is accounted for, allows us to answer the question about
which channel dominates each reaction on each of the studied
surface coverages.

The paper is organized as follows. The theoretical model and
computational settings are described in the Theoretical Methods
section. The results of both the Te-AIMDEF and the (Te, Tl)-
AIMDEF simulations for the CO desorption and oxidation
probabilities, kinetic energy gains, and adsorbate displacements

are presented in the Results and Discussions section. Finally, the
main conclusions of the paper are summarized in the Conclusions
section.

2 Theoretical methods

2.1 Photoinduced desorption model

The photoinduced desorption and oxidation of CO from the
(O,CO)-covered Ru(0001) surface was simulated in (Tetenoire et al.,
2022; Tetenoire et al., 2023) with the ab initio classical molecular
dynamics with electronic friction method (Te, Tl)-AIMDEF that
allows to include the effect of both the laser-induced hot electrons
and concomitant electron-excited phonons (Alducin et al., 2019). As
described in detail elsewhere (Alducin et al., 2019; Tetenoire et al.,
2022), the electronic and ensuing phononic excitations created in
the metal surface by near infrared laser pulses are described within a
two-temperature model (2TM) (Anisimov et al., 1974) in terms of
two coupled heat thermal baths. The time-dependent temperatures
that are associated to the electron and phonon baths, Te(t) and Tl(t),
are obtained by solving the following differential equations:

Ce
∂Te

∂t
� ∂

∂z
κ
∂Te

∂z
− g Te − Tl( ) + S z, t( ), (1)

Cl
∂Tl

∂t
� g Te − Tl( ), (2)

where Ce and Cl are the electron and phonon heat capacities,
respectively, κ is the electron thermal conductivity, g is the
electron-phonon coupling constant, and S(z, t) is the absorbed
laser power per unit volume that depends on the shape,
wavelength, and fluence of the applied pulse. According to the
above equations, the laser pulse is responsible of heating directly the
electron system that subsequently transfers part of its energy into
either the bulk electrons or the lattice phonons [first and second
terms in the r.h.s. of Equation 1, respectively]. The diameter of the
laser beam, on the one hand, and the time scale of few tens of
picoseconds of interest, on the other hand, justify neglecting lateral
heat diffusion by electrons in Equation 1 and heat diffusion by
phonons in Equation 2 (Frischkorn and Wolf, 2006). All the
simulations performed in the present work as well as those in
(Tetenoire et al., 2022; Tetenoire et al., 2023) correspond to
irradiating the surface with the experimental pulse of ref. (Bonn
et al., 1999), i.e., a 800 nmGaussian pulse of 110 fs duration. Figure 1
shows the results for Te(t) and Tl(t) as obtained from 2TM for the
experimental absorption fluences F = 200 and 300 J/m2. As input
parameters for the Ru(0001) surface in Equations 1, 2, we use those
of refs. (Vazhappilly et al., 2009; Scholz et al., 2016; Juaristi et al.,
2017; Tetenoire et al., 2022).

Next, the effect of the laser-excited electrons on each adsorbate is
described through the following Langevin equation:

mi
d2ri
dt2

� −∇riV r1, . . . , rN( ) − ηe,i ri( )dri
dt

+ Re,i Te t( ), ηe,i ri( )[ ], (3)

where mi, ri, and ηe,i are the mass, position vector, and electronic
friction coefficient of the ith atom conforming the set of adsorbates.
The adiabatic force [first term in the r.h.s. of Equation 3] depends on
the position of all atoms in the system (i.e., adsorbates and surface
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atoms). The electronic friction force (second term) and the
electronic stochastic force (third term), which are related by the
fluctuation-dissipation theorem, describe the effect of the electronic
excitations and deexcitations on the adsorbate dynamics. In
particular, Re,i is modeled by a Gaussian white noise with
variance, Var[Re,i(Te, ηe,i)] = (2kBTe(t)ηe,i(ri))/Δt, with kB the
Boltzmann constant and Δt the time-integration step. For each
atom i, the electronic friction coefficient ηe,i(ri) is calculated with the
local density friction approximation (LDFA) (Juaristi et al., 2008;
Alducin et al., 2017). Within this approximation, the friction
coefficient is assumed to be equal to the friction coefficient that
the same atom i would experience in case of moving within a
homogeneous free electron gas (FEG) of density n0 = nsur(ri), with
nsur(ri) being the electron density of the bare metal surface at the
position ri. As proposed by Novko et al. (Novko et al., 2015; 2016a),
an efficient method to extract on-the-fly the bare surface electron
density from the self-consistent DFT electron density of the whole
system (adsorbates and surface), which is calculated at each
integration step in AIMDEF, consists in applying the Hirshfeld
partitioning scheme (Hirshfeld, 1977). Specifically, the latter is used
to subtract the contribution of the adsorbates from the self-
consistent electronic density in order to obtain the bare surface
electron density.

In the (Te, Tl)-AIMDEF simulations also the heating of the
surface lattice due to the laser-induced electronic excitations is
included. The latter is achieved by coupling the surface atoms to
a Nosé-Hoover thermostat (Nosé, 1984; Hoover, 1985) that follows
the temperature Tl(t) obtained from 2TM. In contrast, in the Te-
AIMDEF simulations that we perform in this work all the surface
atoms are kept fixed at their equilibrium positions and only the
adsorbates are allowed to move as dictated by the Te-dependent
Langevin dynamics [Equation 3]. These dynamics-restricted
simulations are an attempt to single out the direct effect of the

laser-excited electrons on the adsorbates from the effect due to
energy transfer between the adsorbates and the surface atoms, which
are also vibrationally excited by the electrons.

2.2 General DFT computational settings

The new Te-AIMDEF simulations presented here were
performed with VASP (Kresse and Furthmüller, 1996a; Kresse
and Furthmüller, 1996b) (version 5.4) and the AIMDEF module
(Blanco-Rey et al., 2014; Saalfrank et al., 2014; Novko et al., 2015;
Novko et al., 2016a; Novko et al., 2016b, Novko et al., 2017; Juaristi
et al., 2017) using the same computational settings that we used
in our previous (Te, Tl)-AIMDEF simulations of the desorption
and oxidation of CO on different covered Ru(0001) surfaces
(Tetenoire et al., 2022; 2023). Figure 1 shows the supercells used
to characterized the three coverages under study:

• The low coverage (0.5 ML O+0.25 ML CO), in which each
atop CO is surrounded by six O atoms that adsorb on the
nearest hcp and fcc sites forming a honeycomb arrangement.

• The intermediate coverage (0.5 ML O+0.375 ML CO), in
which the O atoms adsorb at hcp sites forming a p(1 × 2)
structure, while the CO molecules occupy the empty space left
between the O arrays.

• The high coverage (0.5 ML O+0.5 ML CO), in which both the
O and CO adsorb on hcp sites forming two inserted p(1 × 2)
structures.

As seen in the figure, the three coverages are modeled with the
same supercell that consists of a (4 × 2) surface unit cell and a vector
length along the surface normal of 30.22 Å. Within this supercell,
each covered Ru(0001) surface is described by five layers of Ru atoms

FIGURE 1
(A) 2TM-calculated electronic (solid) and lattice (dashed) temperatures induced by a 800 nm laser pulse with 110 fs FWHM and F = 200 and 300 J/m2.
(B–D) Top and perspective views of the energetically favored structures found in (Tetenoire et al., 2021) for Ru(0001) covered by: (B) 0.5 MLO+0.25 MLCO,
(C) 0.5 ML O+ 0.375 ML CO, and (D) 0.5 ML O+ 0.5 ML CO. The black parallelograms depict the (4 × 2) surface unit cell used in the AIMDEF calculations for
each coverage. Color code: O atoms in red, C in gray, and Ru in blue. For clarity, the periodic images of theO andCOadsorbates in the perspective view
are not shown. Images prepared with ASE (Larsen et al., 2017).

Frontiers in Chemistry frontiersin.org03

Tetenoire et al. 10.3389/fchem.2023.1235176

27

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2023.1235176


and the corresponding (O,CO) overlayer. The Ru topmost layer and
the bottom of the nearest periodic Ru slab are separated by about
19 Å of vacuum. The employed (4 × 2) surface cell contains various
adsorbates and, hence, it will provide a reasonable description of the
interadsorbate interactions and their effect in the adsorbate
dynamics, which become important at sufficiently large coverages
(Denzler et al., 2003; Xin et al., 2015; Hong et al., 2016; Juaristi et al.,
2017; Alducin et al., 2019; Serrano-Jiménez et al., 2021; Lidner et al.,
2023). Let us remark that the low and intermediate coverages have
been found in experiments (Kostov et al., 1992), while the high
coverage is predicted to be stable by DFT (Tetenoire et al., 2021) but
has not been experimentally observed.

In the Te-AIMDEF simulations, the adiabatic forces are
calculated with non spin-polarized DFT using the van der
Waals exchange-correlation functional proposed by (Dion
et al., 2004) and the same computational parameters that were
used in our previous studies on the energetics (Tetenoire et al.,
2021) and (Te, Tl)-AIMDEF dynamics of the O + CO-Ru(0001)
system (Tetenoire et al., 2022; Tetenoire et al., 2023). Specifically,
the electronic ground state energy is determined at each
integration step within a precision of 10–6 eV. Integration in
the Brillouin zone is performed using a Γ-centered 3 × 6 × 1
Monkhorst-Pack grid of special k points (Monkhorst and Pack,
1976) and the Methfessel and Paxton scheme of first order with a
broadening of 0.1 eV (Methfessel and Paxton, 1989). The Kohn-
Sham orbitals are expanded in a plane-wave basis set with an
energy cutoff of 400 eV. The projector augmented wave (PAW)
method (Blöchl, 1994) that is implemented in VASP (Kresse and
Joubert, 1999) is used to describe the electron-core interaction.
Integration of the Langevin equation is performed with the
Beeman method implemented in our AIMDEF module
(Blanco-Rey et al., 2014). Each trajectory starts with the
adsorbates at rest at their equilibrium position and is
propagated up to 4 ps using a time step of 1 fs. For each
coverage and absorbed fluence we run 100 trajectories.

2.3 Calculation of observables

Following (Tetenoire et al., 2022; Tetenoire et al., 2023), a CO
molecule is counted as desorbed if its center of mass height reaches
the distance Zcm = 6.5 Å from the Ru(0001) topmost layer with
positive momentum along the surface normal (Pz > 0). After
analyzing all the trajectories, the CO oxidation (i.e., the O + CO
recombinative desorption as CO2) and CO desorption probabilities
per CO molecule are calculated for each coverage as

Pdes A( ) � Ndes A( )
NtNCO

(4)

with Ndes(A) the number of the desorbing molecules under
consideration (i.e., A stands for CO or CO2), Nt the total number
of trajectories, and NCO the number of CO molecules in the
simulation cell (2, 3, and 4, respectively, for low, intermediate,
and high coverages).

The mean total kinetic energy 〈Ekin〉(t) and mean center-of-
mass kinetic energy 〈Ecm〉(t) per adsorbate type are calculated at
each instant t as

〈Ekin (cm)〉 t( ) � ∑
Nt

i�1
∑
Na

j�1

Ej
kin (cm) t( )
NtNa

(5)

where Na is the total number of the specific species under
consideration (e.g., nondesorbing CO molecules that remain
adsorbed on the surface at the end of the simulation, CO
molecules that desorb, nondesorbing O adatoms. . .) and Ej

kin (cm)
is the kinetic (center-of-mass) energy of adsorbate j at instant t.

3 Results and discussion

The CO desorption and CO oxidation probabilities obtained
from the Te-AIMDEF and (Te, Tl)-AIMDEF simulations at the same
absorbed fluence of 200 J/m2 are compared for each coverage in
Table 1. The CO desorption probabilities in the intermediate and
high coverages are reduced by a factor 33.8 and 34.5, respectively,
when only the direct effect of the excited electrons are included (Te-
AIMDEF). Assuming that a similar factor of ~34 stands for the low
coverage, we consider that the predicted desorption probability of
~ 0.5% is compatible with the lack of CO desorption events we
obtain within our limited statistics. As found in the (Te, Tl)-
AIMDEF simulations (Tetenoire et al., 2023), the Pdes(CO) values
correlate well with the CO desorption barriers calculated with DFT-
vdW for each coverage (Tetenoire et al., 2021). That is, the number
of CO desorption events increases as the barrier decreases. Let us
remark that the drastic reduction we obtain in the Te-AIMDEF
desorption probabilities aligns with the two-pulse correlation
measurements suggesting that the photoinduced desorption of
CO on the O + CO-Ru(0001) surface is a phonon-dominated
process (Bonn et al., 1999). Interestingly, this feature, the
importance of the excited phonons in the photodesorption of
CO, is not exclusive of the (O,CO)-covered surface, as it has
been observed in diverse experiments in which Ru(0001) is
covered with CO (Funk et al., 2000) and in molecular dynamics
calculations motivated by those experiments (Scholz et al., 2016),
which included the effect of Te(t) and Tl(t) following the model by
(Lončarić et al., 2016a).

In respect of the CO oxidation process, there are no events in the
case of the Te-AIMDEF simulations. Nevertheless, the statistics is
insufficient to exclude that the laser-excited electrons are the
dominant driving mechanism, as proposed in (Bonn et al., 1999).
The analysis of the kinetic energy and displacements below will show
however that there are distinct features in the (Te, Tl)-AIMDEF
adsorbate dynamics as compared to the Te-AIMDEF adsorbate
dynamics suggesting that not only electrons but also the highly
excited phonons are contributing to the oxidation process, similarly
to what was obtained for the laser-induced desorption of CO from
Pd(111) (Alducin et al., 2019).

In order to confirm the above idea and gain further insights into
the role of the excited electrons and phonons we also calculated for
illustrative purposes an additional set of 100 Te-AIMDEF
trajectories assuming a extreme absorption fluence F = 300 J/m2

for one of the covered surfaces, namely, the high coverage. As shown
in Figure 1A, the maximum of the electronic temperature for the
new fluence is about 1600 K higher than for F = 200 J/m2. After
reaching the maximum, a difference of about 800 K is still
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maintained during the rest of the integration time used in our
calculations. The purpose of these new simulations is to increase the
energy provided to the adsorbates but excluding effects due to the
lattice distortions inherent to phonon excitations. The results in
Table 1 show that Pdes(CO) increases from 1% to 15.25% because of
the fluence. The latter value is still about a factor 2 smaller than in
the (Te, Tl)-AIMDEF simulations for F = 200 J/m2. Lastly, neither at
this high fluence there are oxidation events, although the analysis of
the adsorbate displacements below will show that in a few cases the
adsorbates can eventually abandon their adsorption well.

3.1 Kinetic energy gain

The time evolution of the mean kinetic energy of the adsorbates
along the Te-AIMDEF (thick solid lines) and (Te, Tl)-AIMDEF
dynamics (dotted lines) is compared in Figure 2 for each
adsorbate type and each coverage. In both simulations the
absorbed laser fluence is F = 200 J/m2. For simplicity, only the
results of the nondesorbing species, i.e., the adsorbates that remain
on the surface at the end of our simulations, will be discussed. A
detailed analysis of the kinetic energy gained by the desorbed CO in
the (Te, Tl)-AIMDEF simulations can be found elsewhere (Tetenoire
et al., 2023). A common observation in Figure 2 is that irrespective of
the coverage the adsorbates gain less kinetic energy in the Te-
AIMDEF simulations than in (Te, Tl)-AIMDEF. There exist some
interesting features worth mentioning. As discussed in (Tetenoire
et al., 2023) in the case of (Te, Tl)-AIMDEF simulations a
quasithermalized state was obtained at the end of the
simulations, and even more rapidly for the intermediate and high
coverages. This is shown by the fact that the average total kinetic
energy of the CO molecules is twice the average kinetic energy of
their center of mass, and that this coincides, roughly, with the
average kinetic energy of the O atoms. This is what is expected when
there exists equipartition of the energy among the different degrees
of freedom. This is clearly not the case in the Te-AIMDEF
simulations. For instance, we observe that for all coverages the
average kinetic energy of the atomic O is larger than the average
kinetic energy of the center of mass of the COmolecules. This can be
rationalized by the fact that the O atoms are more strongly bound
than the COmolecules and therefore their coupling to the electronic
system is stronger. Note, finally, that even though this statement is
generally true for all the coverages, in the high coverage case the
difference between these two energies is much smaller and that tends
to disappear at the end of the simulation time. This may be due to an

increased importance of interadsorbate energy exchange that favors
the thermalization of the system when the concentration of
adsorbates at the surface is larger.

Nevertheless, note that the energy gain when only electronic
excitations are considered is roughly one-half of the energy gain
when both electronic and phononic excitations are taken into
account. It is difficult to rationalize reduction factors larger than
30 in the CO desorption probabilities such as those presented in
Table 1 in terms of this reduction in the energy gain. This suggests
that not only the increased energy gain but also other effects are
playing a role in the increased CO desorption and oxidation
probabilities when phononic excitations are considered. In order
to strengthen this point further, in Figure 3 we show the results for
the kinetic energy gain of the adsorbates in Te-AIMDEF simulations
in the high coverage case for a larger fluence, namely, F = 300 J/m2.
In this case, albeit a slightly different time dependence, the energy
gain is very similar to that obtained with F = 200 J/m2 in the (Te, Tl)-
AIMDEF simulations. Nevertheless, even with similar energy gains
desorption and oxidation probabilities are, as shown in Table 1,
much lower when only electronic excitations are accounted for. This
constitutes a definitive proof of the fact that the role played by
phononic excitations in the desorption and oxidation probabilities is
not limited to being a energy source channel. This important point is
further analyzed in the next subsection.

3.2 Adsorbate displacements

Evidence of the important role of the excited phonons in the
photoinduced reactions on (O+CO)-Ru(0001) is provided by
comparing the in-plane displacement of the adsorbed species
between both types of calculations, Te-AIMDEF and (Te, Tl)-
AIMDEF. As in the previous section, only the diffusion of the
nondesorbing species will be discussed.

The displacement data is presented in terms of colored density
plots, which correspond to two-dimensional histograms of the
adsorbates (x, y) positions over the surface (Figures 4–6). For
each kind of adsorbate and simulation type, each density plot is
constructed using the in-plane positions along the whole trajectory
(4 ps, i.e., 4,000 steps) of all the adsorbates of that kind and of all the
simulated trajectories. Thus, the density color code gives
qualitatively an idea of the amount of time the adsorbates have
spent in a given position (higher densities will correspond to longer
times). Let us also remark that in each plot the atoms are allowed to
go out of the unit cell (enclosed by a black solid line in the figures).

TABLE 1 Te-AIMDEF CO desorption probability Pdes(CO) and CO oxidation probability Pdes(CO2) calculated for the low, intermediate, and high (O,CO)-Ru(0001)
coverages at an absorbed fluence F = 200 J/m2. For the high coverage also results at F = 300 J/m2 are shown (last row). For comparison, the probabilities obtained
from (Te, Tl)-AIMDEF simulations with F = 200 J/m2 in ref (Tetenoire et al., 2023) are reproduced within parenthesis. Activation energies (in eV) for CO desorption
ECOTS and CO oxidation ECO2

TS are from ref (Tetenoire et al., 2021).

Coverage Fluence (J/m2) Pdes(CO) (%) Pdes(CO2) (%) ECOTS (eV) ECO2
TS (eV)

0.5 ML O+0.250 ML CO 200 0.00 (18.25) 0.00 (0.50) 1.57 1.19

0.5 ML O+0.375 ML CO 200 1.33 (45.06) 0.00 (0.67) 0.58,0.73 0.80

0.5 ML O+0.5 ML CO 200 1.00 (34.53) 0.00 (1.26) 0.88 2.01

0.5 ML O+0.5 ML CO 300 15.25 (−) 0.00 (−) 0.88 2.01

Frontiers in Chemistry frontiersin.org05

Tetenoire et al. 10.3389/fchem.2023.1235176

29

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2023.1235176


The reason is that we are using a extended coordinate representation
in order to show the continuous path followed by the adsorbates.

The adsorbate displacements in the low coverage case are plotted
in Figure 4. In the Te-AIMDEF simulations (left panels of Figure 4),
the O adatoms stay on (or very close to) their respective adsorption
sites. Something similar is observed for the CO molecules. They
remain in top/near-top sites, showing no preference to move neither
towards fcc sites nor towards hcp sites. The COmolecules explore an
ellipse centered on the top position with a long axis of ~1.3 Å and a
short axis of ~1 Å. These short displacements are clearly insufficient
for CO oxidation to occur because the CO and O adsorbates cannot
get close enough to recombine.

The in-plane mobility of all the adsorbates increases much when
the Ru lattice excitation is incorporated with the (Te, Tl)-AIMDEF
simulations (right panels of Figure 4). The O adatoms can now
abandon their initial adsorption site and cross the surrounding
bridge sites. In particular, O atoms initially located at the fcc sites
(Ofcc) show a tendency to move to the nearest hcp sites, whereas the
ones initially located at the hcp sites (Ohcp) show a tendency to move

to the closest fcc sites. We also observe that Ohcp shows a slightly
smaller mobility than Ofcc. This is consistent with the larger
adsorption energy of the former (5.62 eV) as compared to the
latter (4.95 eV) (Tetenoire et al., 2023). Although less probable,
note that there also exist events in which the O atoms move beyond
the nearest neighbor adsorption sites. The mobility of the CO
molecules is also much increased in the (Te, Tl)-AIMDEF
simulations. Now they explore a circle of radius ~2.3 Å centered
at their equilibrium position. In some cases, the excited CO may
even move beyond their first neighboring site.

Figure 5 shows that the adsorbate mobility is drastically reduced
also in the intermediate coverage when the effect of the hot Ru lattice
is not included. In the Te-AIMDEF simulations (left column of
Figure 5), the CO molecules basically move within an ellipse
centered at their corresponding adsorption site as in the low
coverage case, although the explored area is larger (long and
short axis lengths of ~2.5 Å and ~1.3 Å, respectively). We also
observe a few cases in which the CO diffuses either along the x
direction or to a nearest top site. The O adatoms mostly remain in
their hcp adsorption sites, although there exist a few events in which
O diffuses towards the nearest fcc site that is located farther from the
other adatoms. Furthermore, these diffusing atoms are the ones that
have not a COmolecule adsorbed on the near-top site that is located
above them in the density plot. We checked that the displacement of
the second left O occurs once the nearest CO above it desorbs.

The mobility of both kind of adsorbates increases considerably
in the (Te, Tl)-AIMDEF simulations (right column of Figure 5). In
fact, the difference respect to the Te-AIMDEF simulations is even
more pronounced than in the low coverage because in the
intermediate coverage basically every spot in the simulation cell
is at some instant occupied by either O or CO. Still, we observe that
in the case of COmolecules, the O row acts as a barrier that prohibits
the CO molecules to access the lower part of the simulation cell,
except for very few rare events. In contrast, the O adatoms can move
all over the cell albeit it is less probable to find them at top sites than
on hcp or fcc sites. These features provide, in a qualitative manner,
indirect information on the properties of the potential energy
surface and were already discussed in detail elsewhere (Tetenoire
et al., 2023).

FIGURE 2
Time evolution of the adsorbate mean kinetic energy in the low (A), intermediate (B), and high (C) coverages as obtained in Te-AIMDEF (solid lines)
and (Te, Tl)-AIMDEF (dotted lines) for an absorbed laser fluence F = 200 J/m2. Shown for each coverage are: the mean total kinetic energy 〈Ekin〉 (black)
andmean center-of-mass kinetic energy 〈Ecm〉 (red) of nondesorbing CO and themean total kinetic energy of nondesorbingOhcp (blue) andOfcc (green).

FIGURE 3
Same as Figure 2 for the high coverage. The results from Te-
AIMDEF at F = 300 J/m2 (solid lines) are compared to those from (Te,
Tl)-AIMDEF at F = 200 J/m2 (dotted lines).
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FIGURE 4
Density plots of the (x, y) positions over the surface of the adsorbates at the low surface coverage in the AIMDEF simulations. Only the positions of the
adsorbates that remain adsorbed on the surface at the end of the simulation are shown. Left (right) column shows the results of the Te-AIMDEF [(Te, Tl)-
AIMDEF] simulations. Top panels correspond to the center of mass of CO molecules, middle panels to the position of O atoms initially on fcc sites, and
bottom panels to the position of O atoms initially on hcp sites. The black line encloses the simulation cell. For clarity, the position of the adsorbates is
shown in an extended coordinate representation.

FIGURE 5
Density plots of the (x, y) positions over the surface of the adsorbates at the intermediate surface coverage in the AIMDEF simulations. Only the
positions of the adsorbates that remain adsorbed on the surface at the end of the simulation are shown. Left (right) column shows the results of the Te-
AIMDEF [(Te, Tl)-AIMDEF] simulations. Top panels correspond to the center of mass of COmolecules and bottom panels to the position of O atoms. The
black line encloses the simulation cell. For clarity, the position of the adsorbates is shown in an extended coordinate representation.
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The in-plane displacement of the adsorbates in the high coverage
are shown in Figure 6. Recall that in this case, the Te-AIMDEF
simulations were performed for two different fluences, namely, F =
200 and 300 J/m2. In Te-AIMDEF simulations with a laser fluence of
200 J/m2 (left column of Figure 6), the in-plane motion of the CO
molecules is mostly restricted to a circle of radius ~1 Å. Still, we observe
some events that involve lateral displacement of the COmolecules from
one hcp site to another along the row in which they are located.
However, since O atoms hardly move away from their corresponding
adsorption sites, no CO oxidation event is expected to take place under
these conditions.

As in the intermediate coverage, all adsorbates become extremely
mobile when we also include the effect of the excited phonons [right
columnof Figure 6, (Te,Tl)-AIMDEF simulations]. In fact the pattern of
the density plots for both coverages, which share the same p(1 × 2)

arrangement of the O adatoms, is very similar. Specifically, the CO
molecules move predominantly along the row in which they are
adsorbed, while the O adatoms end moving all over the surface.

The comparison of the O and CO displacements in the Te-
AIMDEF simulations with F = 300 J/m2 (middle column of
Figure 6) and in the (Te, Tl)-AIMDEF simulations with F = 200 J/
m2 (right column of Figure 6) is probably the most clear evidence of the
importance that the hot phonons created indirectly by the laser pulse
has on the reaction dynamics. As shown in the previous section, the
energy gained by both O and CO is very similar in the two simulations
(see Figure 3). In spite of it, we show here that the mobility of the
adsorbates is still very limited in the high fluence Te-AIMDEF
simulations as compared to the displacements obtained in the (Te,
Tl)-AIMDEF simulations at lower laser fluence. For example, the in-
plane motion of the CO molecules is mostly restricted to a circle of

FIGURE 6
Density plots of the (x, y) positions over the surface of the adsorbates at the high surface coverage in the AIMDEF simulations. Only the positions of
the adsorbates that remain adsorbed on the surface at the end of the simulation are shown. Left, center, and right columns show the results of the Te-
AIMDEF with F = 200 J/m2, Te-AIMDEF with F = 300 J/m2, and (Te, Tl)-AIMDEF with F = 200 J/m2 simulations, respectively. Top panels correspond to the
center of mass of COmolecules and bottom panels to the position of O atoms. The black line encloses the simulation cell. For clarity, the position of
the adsorbates is shown in an extended coordinate representation.

FIGURE 7
Density plots of the CO center-of-mass height ZCM respect to the surface topmost layer obtained for the high surface coverage in the AIMDEF
simulations. Left, center, and right columns show the results of the Te-AIMDEF with F = 200 J/m2, Te-AIMDEFwith F= 300 J/m2, and (Te, Tl)-AIMDEFwith
F = 200 J/m2 simulations, respectively.
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radius ~1.2 Å in the former, while it basically occupies the whole surface
in the latter. Nonetheless, it is also worth noticing that compared to Te-
AIMDEF with F = 200 J/m2, the lateral displacement along the y-axis in
between the two nearest rows of Ru atoms is clearly much more
probable in the high fluence simulations. In the case of the O adatoms,
even if they remain mostly at their adsorption site, we observe some
events in which they go through bridge sites, toward the nearest fcc sites.
Clearly, the adsorbates have an increased mobility when the laser
fluence is increased that could allow them to eventually recombine,
even if there is no motion of the surface, but with a much smaller
probability.

All in all, the present analysis shows that, for all coverages, the
inclusion of lattice motion and phononic excitations increase the
mobility of the adsorbates and allow them to explore larger regions
of the configurational space. Therefore, though the low statistics does
not allow us to categorically establish whether electronic or phononic
excitations govern the CO oxidation process, these results strongly
suggest that the role of phononic excitations cannot be neglected.

Regarding the CO desorption process, it is also interesting to
compare the displacements along the surface normal with and
without including the effect of the phonon excitations. Similar to the
in-plane displacements, the CO mobility along the z-axis is higher in
(Te, Tl)-AIMDEF than in Te-AIMDEF for each coverage. As an
example, we show in Figure 7 the time evolution of the CO center
of mass height ZCM for the high coverage. Comparing the results
calculated for the same absorbed fluence (F = 200 J/m2), we observe that
the ZCM displacements of the nondesorbing CO increase from about
0.5–1 Å in Te-AIMDEF to 2–3 Å in (Te, Tl)-AIMDEF. Increasing the
fluence in the Te-AIMDEF simulations also implies an increase in the
ZCM displacements and, importantly, in the number of desorption
events, but still significantly smaller than in the (Te, Tl)-AIMDEF
simulations at 200 J/m2.

4 Conclusion

The photoinduced desorption and oxidation of CO coadsorbed
with O on Ru(0001) has been simulated with ab initio molecular
dynamics with electronic friction that include the effect of the laser-
induced hot electrons but neglects that of the phonon excitations (Te-
AIMDEF). Comparison of these new results with those we obtained
previously with simulations that incorporated in the adsorbate
dynamics both the effect of the hot electrons and hot phonons [(Te,
Tl)-AIMDEF)] allows us to discern the role of electrons and phonons in
the oxidation and desorption of CO from the covered surface. The
probability of both reactions are drastically reduced when only the
coupling to electrons is included. As suggested by two pulse correlation
experiments in this system, CO desorption is dominated by the
transient high temperature that is indirectly created by the laser
pulse. Unfortunately, the statistics for CO oxidation is insufficient to
determine the relative importance of the electronic and phononic
mechanisms. Nonetheless, the comparative analysis of various

dynamical properties such as the adsorbate kinetic energy and
adsorbate displacements indicates that energy exchange with the hot
lattice and the associated strong surface distortions are important
ingredients to understand the CO oxidation reaction. This
conclusion is supported by Te-AIMDEF simulations performed at a
high laser fluence. The kinetic energy gain is similar to that obtained in
(Te, Tl)-AIMDEF at a lower fluence but the adsorbate displacements are
still insufficient to facilitate recombination.
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Surface-induced vibrational
energy redistribution in methane/
surface scattering depends on
catalytic activity

Patrick Floß1,2†, Christopher S. Reilly1†, Daniel J. Auerbach1,3 and
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1Institute of Chemical Sciences and Engineering (ISIC), École Polytechnique Fédérale de Lausanne (EPFL),
Lausanne, Switzerland, 2Max Planck-EPFL Center for Molecular Nanoscience and Technology, Lausanne,
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Recent state-to-state experiments of methane scattering from Ni(111) and
graphene-covered Ni(111) combined with quantum mechanical simulations
suggest an intriguing correlation between the surface-induced vibrational
energy redistribution (SIVR) during the molecule/surface scattering event and
the catalytic activity for methane dissociation of the target surface (Werdecker,
Phys. Rev. Res., 2020, 2, 043251). Herein, we report new quantum state and angle-
resolved measurements for methane scattering from Ni(111) and Au(111) probing
the extent of ]3 → ]1 antisymmetric-to-symmetric conversion of methane
stretching motion for two surfaces with different catalytic activities. Consistent
with the expectations, the extent of SIVR occurring on themore catalytically active
Ni(111) surface, as measured by the ]1: ]3 scattered population ratio, is found to be
several times stronger than that on themore inert Au(111) surface. We also present
additional insights on the rovibrational scattering dynamics contained in the
angle- and state-resolved data. The results together highlight the power of
state-resolved scattering measurements as a tool for investigating
methane–surface interactions.

KEYWORDS

methane dissociation, state-to-state scattering, angular distributions, surface-induced
vibrational energy redistribution, optothermal spectroscopy, bolometer infrared laser
tagging, heterogeneous catalysis

1 Introduction

State-to-state scattering experiments provide a powerful and well-established technique
to elucidate the atomic-level details of what happens when molecules collide with other gas-
phase molecules or with surfaces (Auerbach et al., 2021). Often, the connection between the
measured final state distributions and the property under study is direct and obvious. For
example, the degree of rotational excitation in a collision is directly related to the angular
anisotropy of the potential energy surface (PES) of the system under study and can be used to
test theoretical methods for calculating the PES. In other cases, the connection of the
scattering data to the underlying question of what is going on is more subtle. For example,
highly vibrationally excited NO or COmolecules scatter almost vibrationally elastically from
insulator surfaces but undergo facile multi-quantum vibrational relaxation if they strike a
metal surface. Qualitatively, these observations show that the presence of a continuum of
low-lying electronically excited states in the metal is being excited by molecular vibrations-a
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strong violation of the Born–Oppenheimer approximation. More
detailed theoretical work established that charge transfer in the
collisions is the key driving factor and that the propensity for charge
transfer therefore correlates with the degree of vibrational relaxation
(Wodtke et al., 2008; Shenvi et al., 2009; Wagner et al., 2019).

An intriguing example of this more subtle connection of
observations to dynamical propensities emerges from the first
state-to-state measurements of methane scattering from surfaces.
When CH4 (]3 � 1, J � 1), that is, CH4 prepared with a single
vibrational quantum in the ]3 antisymmetric C-H stretch normal
mode and one quantum of vibrational angular momentum, strikes a
clean Ni(111) surface, nearly 40% of themolecules scatter into a state
with one quantum of the ]1 symmetric C-H stretch normal mode
(Werdecker et al., 2018). In this study, we refer to this phenomenon
of surface collision-mediated conversion of vibrational energy by the
term surface-induced vibrational energy redistribution, or SIVR for
short. We note that a similar SIVR process for scattering of H2O
from Cu(111) was predicted by state-to-state quantum scattering
calculations by Zhang and Jiang (2019) and Zhang and Jiang (2020).

Surprisingly, SIVR was not observed for CH4 (]3 � 1, J � 1)
scattering from Gr/Ni(111), the graphene-covered Ni(111) surface
(Werdecker et al., 2020) (for convenience we refer to reference
[Werdecker et al., 2020] from now on as “Werdecker et al.”).
Quantum dynamics calculations by Bret Jackson and coworkers
propose an explanation for this remarkable difference. Their
calculations show that as the incident CH4 (]3) molecules approach
the reactive Ni(111) surface, the C-H bond closest to the surface starts
to elongate, introducing a coupling between the two C-H stretching
normal modes ]3 and ]1 which differ only by the relative phases of the
C-H stretching motions. Inelastic scattering calculations for collisions
with different surface sites on Ni(111) reveal a correlation between the
calculated C-H bond elongation and the catalytic activity of the surface
site, resulting in an increasing probability for SIVR with increasing
catalytic activity of the impact site. Based on these results, the authors
hypothesized that the extent of SIVR in a molecule–surface collision is
correlated with the catalytic activity of the surface.

In this paper, we present new measurements to test this
hypothesis. We extend the range of surfaces studied to include
the closely packed Au(111) surface which, based on density function
calculations1 of the barrier to dissociative adsorption, is expected to
have a catalytic activity intermediate to that of Ni(111) (Jackson and
Nave, 2013) and Gr/Ni(111) (Li et al., 2018).

In addition to providing data on a new system with catalytic
activity intermediate between Ni(111) and Gr/Ni(111), we have also
improved the method of determining the “branching ratio” br]1/]3,
which quantifies the extent of SIVR through the ratio of the total ]1
and ]3 scattering flux following the surface collision of an incident
CH4 (]3) molecule. We use a rotatable bolometer detector in this
work, which allows us to measure quantum state-resolved angular
distributions of scattered molecules. We base our reported values of
br]1/]3 on the scattering angle- and rotational state-integrated
scattered flux of CH4 in the ]1 and ]3 states. Previous
determinations of br]1/]3 were based on measurements at a single
scattering angle due to limitations of the instrument employed in

those studies. Indeed, as shown in Section 3.2, the angular
distributions differ for the different scattered CH4 rovibrational
states probed. Therefore, for the measured branching ratio to reflect
the total ]3 → ]1 and ]3 → ]3 scattering probabilities accurately, it is
advantageous to measure over a wide range of scattering angles and
integrate the ]1 and ]3 scattered intensities over the scattering angle.

Our measurements show that the value of br]1/]3 measured for
Au(111) is intermediate to those of Ni(111) and Gr/Ni(111). The
literature values of the activation barriers to dissociative
chemisorption increase when proceeding from Ni(111) (Jackson and
Nave, 2013) to Au(111) (Jackson) to (free-standing) graphene (Li et al.,
2018). Thus, our results are in accordancewith the hypothesis that SIVR
correlates with the catalytic activity of the surface.

2 Materials and methods

Figure 1 shows a schematic illustration of the experimental
setup. Full details can be found in Reilly et al. (2023). Briefly, a
continuous supersonic expansion from a temperature-controlled
nozzle into a vacuum is used to create a molecular beam of
methane with the mean kinetic energy of 100 meV and a FWHM
spread of 30%. Approximately 10% of the methane molecules in the
molecular beam are prepared in the J � 1meta-CH4 (i.e., nuclear spin
I � 2) rotational state of the ]3 antisymmetric stretch fundamental
(i.e., with one quantum of ]3 vibration) by infrared laser excitation
with a tunable, single-mode, continuous-wave (CW) infrared (IR)
optical parametric oscillator (OPO) (Argos Lockheed Martin-
Aculight, “Pump laser” in Figure 1) (Chadwick et al., 2014). The
remaining ≈ 90% of the molecules populate rotational states in the
ground vibrational state not addressed by the pump laser.

The state-prepared molecular beam collides with a single crystal
surface sample in the ultrahigh vacuum surface science chamber
with a base pressure of 1 × 10−10 mbar. A 4-axis manipulator permits
displacement the surface in three dimensions and rotation of the
incident angle θi made between the surface normal and the
molecular beam.

Scattered molecules are detected and resolved by the quantum
state and scattering angle using the bolometer infrared laser tagging
(BILT) technique (Reilly et al., 2023). Here, a second, tunable, single-
mode, CW IR OPO (TOPO TOPTICA Photonics, “tagging laser” in
Figure 1) laser beam is chopped at 237 Hz with 50% duty cycle using
an optical chopper wheel (not shown) and crosses the scattering plane
perpendicularly 16 mm from the target surface. By tuning the tagging
laser into resonance with different rovibrational transitions, we
selectively excite the methane molecules that have scattered from
the initially prepared state into the lower state of the resonant
transition, transferring to those molecules one quantum of ]3
vibrational energy. The approximately 370 meV/molecule of energy
absorbed by the molecules from the tagging laser is then transferred to
a cryogenic bolometer detector when the molecules adsorb on a cold
4-mm-diameter diamond absorber to which the bolometer is
attached.

Using a lock-in amplifier, we record the response of the detector
to the chopping of the tagging laser. To the raw lock-in output, we
apply a series of corrections to obtain a “scattering intensity” s(θf)
which is intended to provide a relative measure of the fraction of
molecules scattering into the range of solid angles subtended by the1 Jackson, B. (2023) Private communication.
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bolometer detector centered at an angle θf in the scattering plane
and occupying the state being tagged. These corrections are
described in detail in Section S1 of the Supplementary Material
of Reilly et al. (2023).

Synchronized, computer-controlled rotation of the bolometer
and the tagging laser beam enables variation of the measured final
angle θf, enabling, in turn, measurement of the state-resolved
angular distributions of scattered methane molecules, as shown
in Figure 2 in the following section.

For preparation of atomically flat Ni(111) and Au(111) surfaces,
we use Ar+ sputtering followed by annealing to 973 K and 773 K,
respectively. Crystallographic order of prepared surfaces is verified
using low-energy electron diffraction (LEED), and the absence of
surface contaminants is verified using Auger electron spectroscopy.
After conducting all experiments, the contamination levels were
verified to be below the detection threshold of approximately 1%ML.

3 Results and discussion

For both the Ni(111) and Au(111) surfaces, we recorded 14 state-
resolved angular distributions. To identify the rovibrational level being
tagged, we use the quantum numbers (]a, J, F(b),Ac, and α) which, for
brevity, we sometimes condense down to a single compound index η. ]a
specifies the symmetry (a � 1 for symmetric and a � 3 for
antisymmetric) of the stretch fundamental (or “stretch” for
simplicity), J denotes the total angular momentum, F(b) denotes the
Coriolis label (b � −, 0,+) characterizing the coupling of rotational and
vibrational angular momentum (di Lauro, 2020), Ac denotes the
wavefunction symmetry (c � 1, 2), and α denotes the polyad-level

identifier (Brown et al., 1992). The rovibrational level prepared by
the pump laser, for example, has quantum numbers
(]3, J � 1, F(−), A2, and α � 3). Note that for the subset of levels
tagged in our study, the first four identifiers (i.e., ]a, J, F(b), and
Ac) suffice to uniquely identify a level.

Figure 2 illustrates a selected subset of the measured angular
distributions. The complete set of measured distributions is available
in Supplementary Section S1. The rotational states tagged include all
meta-CH4 states in the ]3 and ]1 stretch fundamentals with total
angular momentum quantum number J≤ 5 along with one J � 7
rotational level for both stretches. States with nuclear spin I ≠ 2 were
not probed because interconversion among the different nuclear
spin isomers in direct molecule–surface collisions is presumed to
occur with negligible probability. Our own measurements using a
double-resonance pump–probe technique showed no evidence of
such interconversion in CH4/Au(111) collisions.

In the following sections, we present an analysis and discussion
of the measured distributions. First, in Section 3.1, we treat the
central topic of SIVR before moving on to a detailed look at aspects
of scattering dynamics relating to the scattering angle (Section 3.2)
and rotational state (Section 3.3).

3.1 Surface-induced vibrational energy
redistribution

The principle objective of the current work is to test the
hypothesis advanced in Werdecker et al. and discussed in the
Introduction of the current work. We remind the reader that this
hypothesis asserts a positive correlation between the efficacy of

FIGURE 1
Schematic of the experimental setup used for state-to-state surface scattering of methane. A molecular beam is generated in vacuum chamber
P1 and traverses the differential pumping stages P2 and P3. Quantum state-specific preparation of methane in the molecular beam occurs in P2 which
also contains a chopper disk for beammodulation. The state-prepared molecular beam collides in P4 with the single crystal target surface at an incident
angle θi with respect to the surface normal (marked by the dotted line). Molecules scattered at an angle θf are excited with quantum state resolution
by the tagging laser and detected by the rotatable bolometer.
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]3 → ]1 conversion induced in a methane–surface collision and the
catalytic activity of the surface for the dissociative chemisorption of
methane. To quantify the efficacy, we compute a branching ratio
br]1/]3 using the following procedure. For each tagged rovibrational
state η, we integrate the measured scattering intensity sη(θf) over
the range 11.5+ � θ− < θf < θ+ � 47+ of angles probed and then sum
the resulting integrated fluxes Sη � ∫θ+

θ−
sη(θf)dθf over the different

tagged rotational states of each stretch. We obtain a measure of the
total scattered flux �S]a � ∑

η∈]a
Sη of each stretch fundamental νa.

From �Sν1 and �S]3, we obtain the branching ratio br]1/]3 � �S]1/�S]3.
The branching ratios br]1/]3 obtained from the state-resolved

angular distributions are shown in Table 1, along with the branching
ratio of zero implied from the results ofWerdecker et al. in their fixed
scattering angle measurements for the graphene-covered nickel

surface. Tabulated along with the branching ratios are the
associated barrier heights for dissociative chemisorption of CH4

as determined by density functional theory (DFT) calculations. We
note that the barrier height quoted for Gr/Ni(111) was in fact
computed for free-standing graphene, although the addition of a
Ni(111) substrate is not expected to alter this figure significantly1.
Taking a low barrier height as an indication of high catalytic activity,
it is clear that the order of the branching ratios and barrier heights
for these three surfaces agrees with the stated hypothesis.

To assess the repeatability of the branching ratio measurements
the full set of measurements for the Au(111) surface was performed
twice. The data from the second run showed a somewhat better
signal-to-noise ratio and so we present the branching ratio of 6.6%
obtained from this run in Table 1. The first run yielded a branching

FIGURE 2
State-resolved in-plane angular distributions sη(θf ) for CH4(]3 , J � 1, F(−) ,A2 , α � 3) scattering from Ni(111) (blue markers) and Au(111) (orange
markers). The incoming molecules have a mean kinetic energy Ei � 100 ± 13meV and strike the surface (Ts � 473K) at an incident angle θi � 35+ . The
points correspond to measured data, and the dashed lines correspond to the associated fits (see Eq. 1). The best-fit parameter values are listed in the
boxes next to their associated plots. The main text shows the explanation of quantum state identifiers (]a, J, F(b) , Ac , and α). Reported scattering
intensities are obtained from raw detector signals after the application of corrections for tagging efficiency and time-dependent bolometer sensitivity and
represent the differential scattered flux (in molecules per steradian per second) within a multiplicative constant independent of the surface and
rovibrational state. The absolute value of the angle between the surface projection of the molecule’s initial velocity and the 121{ } crystallographic
direction of the Ni(111) and Au(111) surface samples is 10+ ± 2+ and 1+ ± 2+ , respectively.
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ratio of 7.9%. The percentage deviation of 100% × 7.9%−6.6%
7.9%+6.6% � 9%

between runs is of the same order of magnitude as those measured
for other quantities derived from the same runs (e.g., the mean
rotational energies 〈E]1

rot.〉 and 〈E]3
rot.〉 presented in Section 3.3). As

there is a lack of necessary data for a more rigorous statistical
analysis, we take ± 10% as a reasonable estimate of our branching
ratio uncertainty for the Ni(111) surface as well as the Au(111)
surface, with the experimental procedures and data quality for the
two surfaces being largely identical. From our own analysis of the
signal-to-noise ratio of the measurements presented in Werdecker
et al. on Gr/Ni(111), we arrive at a rough estimate of the upper limit
of the branching ratio for this surface of 2%. We therefore consider
the branching ratio order presented in Table 1 to be reliable.

3.2 Trends in state-resolved angular
distributions

In computing the branching ratios, we integrate over the
scattering angle and sum over rotational states and thus discard
any dynamical information contained in the angular and rotational
state dependence of the scattering intensities. To explore in finer
detail the dynamics of the molecule–surface collision, we return in
this section to the state-resolved angular distributions. In the
following section (Section 3.3), we narrow our attention to the
gross rotational dynamics via the scattering angle-integrated state
fluxes Sη.

We have found it useful to summarize individual state-resolved
angular distributions by three parameters, namely, m, θmax ., and
smax ., which characterize a distribution’s width, angle of peak
intensity, and peak amplitude, respectively. The parameters are
determined by performing a non-linear least squares fit of the
measured data using a fit function of the following form:

s θf( ) � smax . · cos m θf − θmax .( ) (1)

That the chosen fit function gives a good description of our
observations can be verified by inspection of Figure 2 which shows
measured data overlaid with their associated best-fit curves (see also
the Supplementary Materials for full set of angular distributions
and fits).

Figure 3 shows the best-fit parameter values m, θmax ., and smax .

for all 28 state-resolved measurements (although we include in
Figure 3 the peak amplitude parameter smax . for completeness,
we omit discussion of this parameter, deferring discussion of the
related scattering angle-integrated state populations Sη for Section
3.3). From the figure, one can readily deduce that for both surfaces

and for all lines tagged the scattering mechanism appears to be
“direct” or “impulsive” in that the measured distributions strongly
deviate from them � 1, θmax . � 0+ behavior expected of a “trapping/
desorption” scattering process characterized by an extended
molecular residence time at the surface (Rettner and Auerbach,
1994). Such a lack of equilibration between the surface and the
scattering methane molecule has been seen before both in
experiment and calculations for Ni(111) (Milot et al., 2001; Al
Taleb and Farías, 2017) and Pt (111) (Kondo et al., 2018).

In addition to our classification of the scattering as direct/
impulsive, we also identify three distinct trends from the analysis
of the angular distributions. First, the exponents m (Figure 3, top
row) are systematically higher for scattering from Ni(111) than
those from Au(111), reflecting a lower degree of angular dispersion
caused by the former. Second, for both Ni(111) and Au(111), the
widths of the scattering peaks increase with the rotational quantum
number J, suggesting a correlation between rotational excitation and
momentum transfer either between the molecule and the surface or
between the parallel and perpendicular components of the
molecular momentum.

Third, the peak angles θmax . (Figure 3, middle row) for
scattering from Au(111) are shifted further away from surface
normal compared to those for scattering from Ni(111). In a recent
publication, we reported (Reilly et al., 2023) the same finding for
CH4/Ni(111) scattering with CH4 prepared in the vibrational
ground state and noted in addition a positive trend between
θmax . and total angular momentum quantum number J. From
Figure 3, it is clear that this correlation holds for the vibrationally
excited molecules as well, the trend being somewhat more
pronounced for Au(111). Note that a positive θmax .–J
correlation is what one anticipates for the scattering of a rigid
body from a flat and rigid surface based on simple considerations
of conservation of energy and parallel momentum (see the red
curve of Figure 3). One might therefore conclude that the CH4/Au
(111) system more closely approaches this ideal than the CH4/
Ni(111) system. However, in the limit of perfect flatness and
rigidity, one also expects a unique scattering angle for each final
state (i.e., m → ∞). On this account, the broader peaks
(characterized by smaller exponents m) observed for scattering
from Au(111) would then imply the opposite conclusion. Our
results do not therefore admit a conclusive determination of which
surface appears more “mirror-like” to a scattering methane
molecule. Of course, a vibrating molecule cannot in the first
place be said to be a rigid body, and certainly for the ]3 → ]1
scattering channel, the situation is further complicated by the
change in the vibrational mode structure and accompanying
energy release.

TABLE 1 Scattering angle-integrated branching ratios brν1/ν3 computed from the state-resolved angular distributions measured in this study (Figure 2) along with
theoretically calculated barrier heights for methane dissociation with associated references.

Surface brν1/ν3 (%) Barrier height (eV)

Ni(111) 35.1 ± 4 1.110

Au(111) 6.6 ± 0.7 1.99

Gr/Ni(111) 0.0† 4.1‡11

†From reference [Werdecker et al., 2020]. Measured under conditions Ei � 100meV, Ts � 673K, θi � 65+ , and fixed θf � 70+ .
‡Calculated for free-standing graphene.
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Going beyond the trends just discussed, we can also make a few
additional qualitative observations. We first point out the
anomalously large exponent m for the elastic (]3, J �
1) → (]3, J � 1) channel on Ni(111) is 38% larger than the next-
largest ]3 channel exponent and 61% larger than the largest ]1
exponent for the same surface. In a practical sense, this fact,
combined with the fact that the elastic channel on Ni(111) is
relatively intense, establishes that the angular distributions for the
vibrationally elastic and inelastic channels can in fact differ and that
it is, therefore, essential to measure overall scattered angles to obtain
the most accurate estimate of the total ]3 → ]1 scattering
probability. Indeed, when we compute “fixed angle branching
ratios” ∑

η∈]1
sη(θf)/∑η′∈]3

sη′(θf) from our Ni(111)

measurements, we find that their values vary by more than 50%
over the range of scattering angles θf probed (Supplementary
Section S2).

In another sense, that the vibrationally and rotationally elastic
scattering peak is so much narrower than the others and should
imply something about the molecule–surface interaction potential
and associated scattering dynamics. We offer the following simple
microscopic explanation for a strong and anomalously narrow
elastic scattering distribution peaking near specular
(θmax . − θi < 1.5+). Of the full range of values of impact

parameters characterizing the possible initial conditions of the
scattering molecule (e.g., impact site, initial molecular
orientation, and internal/external axis of rotation), there is a
significant fraction which results in trajectories where the
molecule is turned around at distances relatively far from the
surface. At these distances, the interaction between the molecule
and the surface manifests primarily as a mutually repulsive force
directed along the surface normal. That is, for these trajectories, the
molecules do not penetrate far enough for the molecule–surface
interaction to either exhibit significant lateral surface corrugation or
effect significant disruption of the molecule’s or surface’s internal
structure. Thus, the various mechanisms available to induce a
change in the rovibrational state or deflect the scattering
molecule away from specular scattering (parallel-to-perpendicular
momentum transfer, surface phonon creation/annihilation, and
rovibrational inelasticity) would act only weakly, leading to a
narrow elastic distribution peaking near specular scattering. On
the other hand, trajectories permitting deep enough penetration for
the interaction to effect change in the rovibrational state will also
tend to disperse angularly due to the additional effects of lateral
corrugation and phonon creation/annihilation, resulting in broader
scattering distributions for the rovibrationally inelastic channels.
Interestingly, the strength of these dispersive forces seems to be no

FIGURE 3
Fitting parameters obtained from fitting Eq. 1 to the measured state-resolved in-plane angular distributions sη(θf ). The rovibrational level (]3 , J �
1, F(−) ,A2) prepared by the pump laser is indicated by the overbar 1 on the J label. Tagged levels are grouped by the total angular momentum quantum
number J and displaced slightly left, right, or not at all depending on whether their associated Coriolis stack is F(−) , F(+), or F(0), respectively. Marker
symbols denote the wavefunction symmetry. The red curve in the plot of θmax . for the ]3 levels is the predicted θmax . for a rigid methane molecule
with J � 1 scattering from a flat and rigid surface. The two black dotted horizontal lines in the θmax . plots mark the angle of specular scattering.
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greater for the trajectories undergoing vibrational state change than
those simply changing rotational state.

To qualitatively summarize the explanation just presented, our
observations can be interpreted as implying a certain order in which
the different aspects of the molecule–surface interaction “turn on” as
themolecule approaches the surface, with a two-body repulsive force
preceding the onset of dispersive forces, which in turn precedes the
onset of forces acting to distort or rotate the molecule.

We close the section with a discussion regarding the differences
in peak widths ∝ 1/

��
m

√
and peak angles θmax ., particularly for the

Ni(111) data, among the levels of equal J in the ]3 stretch. These
levels have the same nominal rotational energy (within ± 2%20) but
are distinguished by their associated Coriolis stack F(b) and
wavefunction symmetry Ac. The Coriolis stack of a level
indicates, loosely speaking, the relative orientation of its
vibrational angular momentum and its total angular momentum
(parallel, perpendicular, or antiparallel for F(−), F(0), and F(+),
respectively) (di Lauro, 2020). Centrifugal coupling between
rotation and vibration splits a Coriolis level (± 0.3% worst case
(Hecht, 1961a)) into “sublevels” of definite symmetry with respect to
the Td point group of the CH4 molecules (Hecht, 1961b), of which
those ofA1 andA2 symmetries belong to themeta-CH4 nuclear spin
isomer. The sublevels of a Coriolis stack are distinguished by the
internal alignment of their total angular momentum, i.e., by the
different molecule-fixed axes about which the molecule is more and
less likely to be found rotating (again, loosely speaking).

Compare for example the best-fit m and θmax . values for the
(]3, J � 4, F(−), A1) and (]3, J � 4, F(0), A2) levels scattering from
Ni(111). The peak of the F(0) level has a 25% larger best-fit exponent
m and a peak angle θmax . 1.5+ closer to normal than that of the F(−)

level. Similar differences occur between the A1 and A2 sublevels in
the same (]3, J � 5, F(+))Coriolis stack. These rather subtle details of
the internal molecular motion have a significant impact on the
scattering distributions and highlight the “dynamic” nature of the

CH4/Ni(111) interaction in that the form of the state-resolved
distributions are not solely dictated by the state’s energy. In a
recent publication published by the authors on surface scattering
of CH4 in the vibrational ground state (Reilly et al., 2023), we found
strong evidence for a more extensive molecule–surface collisional
energy exchange (i.e., equilibration) after oxidation of a Ni(111)
surface than before oxidation. We also found that the forms (and
amplitudes) of the sublevel angular distributions (the ground
vibrational state has only F(0) Coriolis stacks) produced upon
scattering from the oxidized surface were essentially
indistinguishable, while scattering from the unoxidized surface
produced differences in the peak widths and peak angles for the
different sublevels comparable to those observed in the ]3
vibrationally excited state. We argued that the lack of imbalances
observed in the collisions with the oxidized surface was consistent
with the other reported observations in that they reflected an
equilibration among the sublevels caused by a prolonged
molecule–surface energetic coupling acting to scramble any
delicate internal rotational motion.

Concerning the Au(111) surface data, while the form of the
distributions among ]3 levels of equal J is similar, we will see in the
following section (Section 3.3) that the level populations Sη (related
indirectly to the peak amplitudes smax .) differ dramatically
depending on the internal alignment of the molecule’s total and
vibrational angular momentum, so that the scattering for this system
is, in this sense, no less “dynamic.”

3.3 Rotational dynamics

Figure 4 shows the scattering angle-integrated rovibrational
state populations Sη. In addition to illustrating what is already
evident from Table 1—namely, that the overall ]3 → ]1
conversion is much weaker for the Au(111) surface—the plotted

FIGURE 4
Distribution of scattering angle-integrated rovibrational state fluxes Sη , where η � (]a, J, F(b) ,Ac). The rovibrational level (]3 , J � 1, F(−) ,A2) prepared
by the pump laser is indicated by the overbar 1 on the J label. The Coriolis stack (F(−) , F(0), and F(+)) of a tagged level is indicated by the hatching pattern of
its associated bar and thewavefunction symmetry (A1 and A2) by the bar color. All ν1 states are of the F(0) type. The weakly populated (]3, J � 5, A1) level for
the Au(111) data is of the F(+) type (same as for Ni(111)).
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distributions also reveal important additional features of the
rotational dynamics of the molecular–surface collisions for the
systems studied here.

One feature that is directly observable is the differences in the
forms of the distributions of the vibrationally elastic (]3 → ]3)
channels for the two surfaces, with the Au(111) distribution
having a relatively narrow distribution concentrated at low J,
suggesting a “colder” rotational population. To quantify the
degree of rotational excitation in the different stretch
fundamentals, we use two different measures. The first
measure is the mean rotational energy 〈E]a

rot.〉 � ∑
η∈]a

Sηεη/�Sνa
obtained by taking the Sη-weighted average of the rotational
energies εη of the different tagged levels η of the associated
stretch ]a. The rotational energy εη of a level η �
(]a, J, F(b), Ac) is calculated by taking the energy difference

Δεoη between the level η and the rovibrational ground state as
determined by high resolution spectroscopy (Gordon et al., 2022)
and subtracting the theoretically determined energy gap Δε]a
separating the ]a vibrationally excited state from the ground
vibrational state of a hypothetical non-rotating methane
molecule (Boudon et al., 2006). The second measure is the
effective rotational temperature T]a

rot. obtained by fitting the Sη
of the associated stretch ]a to a thermal (Boltzmann) distribution
of the form Sη ∝gηe

−εη/kT]a
rot. , where k is the Boltzmann constant

and gη � 2J + 1 is the level degeneracy.
The extracted mean rotational energies 〈E]a

rot.〉 and effective
rotational temperatures T]a

rot. (Figure 5 for fits) are presented in
Table 2. The differences in the ν3 distributions mentioned
previously are reflected in the mean energies, with the 〈E]3

rot.〉
value for Ni(111) being 39% larger than that of Au(111). The
difference in effective temperatures T]3

rot. is less pronounced, due
to the greater influence of the enhanced J � 7 level population
scattering from the Au(111) surface (level populations contribute
linearly to 〈E]a

rot.〉, while the T]a
rot. fitting procedure minimizes the

sum of the squared logarithmic population deviations). That the
effective rotational temperatures for all four combinations of
surfaces and stretching modes lie well below the surface
temperature of 473K and implies a lack of equilibration
between molecular rotation and the surface degrees of
freedom, offering further evidence against a trapping-
desorption scattering mechanism.

Perhaps the most interesting result emerging from this analysis
is that the ratio of the degree of rotational excitation for molecules
scattered into the ]1 and ]3 states differs dramatically for scattering
from Au(111) versus Ni(111). The ratio of the mean rotational
energies 〈E]1

rot〉/〈E]3
rot〉 is 71% higher for Au(111) than for Ni(111).

Similarly, the ratio 〈T]1
rot〉/〈T]3

rot〉 is 72% higher for Au(111) than for
Ni(111).

Why do the ratios 〈E]1
rot〉/〈E]3

rot〉 and 〈T]1
rot〉/〈T]3

rot〉 differ so
dramatically for the two surfaces? We begin by pointing out that
the ν3 fundamental lies 103 cm−1 in energy above the ν1
fundamental (Boudon et al., 2006). A more general question
thus poses itself: where does this extra vibrational energy go
during an SIVR process? Since we cannot measure the speed of
the scattered molecules or directly detect energy transfer to the
surface, a complete experimental accounting of the energy
balance is not possible. Nonetheless, our observations indicate
that a greater portion of this excess energy is transferred to
rotation in a collision with Au(111) (〈E]1

rot〉 − 〈E]3
rot〉 � 52 cm−1)

FIGURE 5
Boltzmann fits to the rotational-level population. Plotted are the
scattering angle-integrated state-resolved fluxes Sη weighted by the
level degeneracy gη � 2J + 1 vs. level energy εη (within a constant
]a-dependent shift ε0). The fluxes Sη for the Au(111) surface data
have been scaled down by a factor 20 to avoid overlap with the Ni(111)
data. Solid (dashed) lines indicate fits of the ]3 (]1) data to the
Boltzmann form ∝ exp(−εη/kT]3 (]1)

rot. ). Best-fit effective rotational
temperatures T]a

rot. are printed next to the associated best-fit line. The
rovibrational level η � (]3 , J � 1, F(−) ,A2) prepared by the pump laser
corresponds to the left-most solid markers. The levels of a given
stretch va and total angular momentum J are nominally isoenergetic
(Δεη < 7cm−1), with the energy ordering for the different Coriolis stacks
of a given (]a , J) combination being F(−) < F(0) < F(+) . For both surfaces,
the A2 sublevel of the (]3 , J � 5, F(+)) Coriolis stack is more populated
than the A1 sublevel.

TABLE 2 Extracted mean rotational energies 〈Eνarot.〉 and effective rotational
temperatures Tνa

rot. from the rotational distributions presented in Figure 4.
Rotational distributions were measured twice for Au(111), and we report the
values of 〈Eνarot.〉 and Tνa

rot. obtained from the run with the higher signal-to-noise
ratio. The uncertainty of ± 5cm−1 reported for the Au(111) 〈Eνarot.〉 values was
obtained by taking the larger of the two deviations in 〈Eνarot.〉measured for the
two runs. The reported uncertainties for Tνa

rot. are the standard errors reported
by the least-squares fitting procedure implemented in the optimize.curve_
fitfunction of the SciPyPython library (Virtanen et al., 2020).

Surface 〈Eν1rot〉 [cm-1] 〈Eν3rot〉 [cm-1] Tν1
rot. [K] Tν3

rot. [K]

Ni(111) 83.7 69.8 88 ± 12 69 ± 8

Au(111) 103 ± 5 51 ± 5 127 ± 21 58 ± 18
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than is transferred in a collision with
Ni(111) (〈E]1

rot〉 − 〈E]3
rot〉 � 14 cm−1).

In the reduced-dimensional CH4/Ni(111) SIVR calculations
presented in Werdecker et al., the surface was held frozen and
the molecule was forced to assume at all times the minimum
energy orientation so that energy released in the ]3 → ]1
conversion was constrained to be transferred completely into
translational kinetic energy of the scattering molecule. In light
of our results, it would be of keen interest to learn how this
energy is partitioned in a dynamical simulation that includes
both molecular rotation and surface vibrations as degrees of
freedom. It would be equally interesting to learn to what extent
the catalytic C-H bond elongation discussed in Introduction is
also operative on Au(111). Perhaps the enhanced ν1 rotational
excitation on Au(111) reflects a mechanism for SIVR on
Au(111) that is fundamentally different from the catalytic
effect thought to be operating on Ni(111). SIVR on Au(111)
might, for example, be a purely “mechanical” effect arising from
the violent recoil of the molecule experiences upon rebounding
from the much more massive gold surface atoms. An influence
of the surface atom mass on CH4/metal scattering inelasticity
has been observed in recent dynamical calculations (Gerrits
et al., 2019; Jackson, 2022) which finds Baule-like
molecule–surface energy transfer in CH4/metal surface
collisions. A measurement of CH4/Cu (111) SIVR efficiency
might shed light on the role of a mechanical mechanism. The
catalytic activity of Cu(111) with a calculated barrier height of
1.32 eV (Bhati et al., 2022) falls in between that of the Ni(111)
and the Au(111) surface. In light of both this and the ability of
the lighter copper surface atoms to better absorb the shock of
impact, a Cu(111) branching ratio weaker than that of Au(111)
would stand as strong evidence for a mechanical SIVR
mechanism operating on Au(111).

The last observation we wish to make about the rotational
distributions concerns the ]3 levels of equal J, a subject we began
discussing at the end of the previous section (Section 3.2) in the
context of angular distributions. Figures 4, 5 clearly show that
scattering from the Au(111) produces a highly imbalanced
distribution of populations among ]3 sublevels of equal J. These
imbalances imply a scattered molecular flux with a high degree of
both internal alignment of the total angular momentum (indicated
by the imbalance of the A1 and A2 sublevel populations within the
(]3, J � 5, F(+)) Coriolis stack) and relative alignment of the total
and vibrational angular momentum (indicated by imbalances
among the Coriolis stacks of equal J for J � 3, 4, 5). From the
restricted subset of levels tagged in this experiment, there appears
to be a strong tendency for preservation in the CH4/Au(111)
scattering event of the parallel (i.e., F(−)) alignment of total and
vibrational angular momentum prepared by the pump laser.
Although the ]3 population imbalances within a given J are not
as pronounced in the CH4/Ni(111) scattering data, it is nonetheless
interesting to note that the order of the imbalances for the two
surfaces are identical for the levels probed.

At the present time, the authors have no explanation for the
form and extent of this internal alignment of molecular rotation
observed in the scattering. We plan to present more extensive results
on these interesting alignment phenomena in CH4 surface scattering
in a future publication.

4 Summary and future directions

A number of promising avenues exist for further testing the
connection between SIVR and catalytic activity. One extension of
the work presented here would be a study of SIVR efficiency for a
range of different incident kinetic energies Ei. In one sense, one
expects SIVR to correlate positively with Ei since, with the increasing
incident energy, the molecule can get closer to the surface and gain
access to the catalytic forces that distort the molecule’s equilibrium
geometry and mediate vibrational mode coupling. Indeed, a positive
Ei-SIVR correlation is observed in the CH4/Ni (111) dynamical
calculations of Werdecker et al. discussed in Introduction. On the
other hand, depending on the form of the repulsive
molecule–surface interaction, a high-incident velocity may result
in the brief molecule–surface interaction time, which might tend to
weaken the SIVR produced on scattering.

Another direction, one which would offer a more direct validation
of the theoretical results reported in Werdecker et al., would be to
measure the variation in SIVR across the different microscopic impact
sites of the same macroscopic surface. Although it is of course not
feasible to experimentally control the impact site of a molecule, one can
vary the relative concentration of different sites. In the calculations of
Werdecker et al., the authors find an increase in SIVR at sites where a
surface Ni atom is displaced from equilibrium. Such displacements are
also expected to increase a site’s catalytic activity (Nave et al., 2010). By
raising/lowering the surface temperature, one can increase/decrease the
density of thermally generated lattice distortions and test for the
expected increase/decrease in SIVR.

Another more controlled means of varying the density of
different surface sites is to vary the exposed crystal plane,
characterized by Miller indices (ijk) (Kolasinski, 2012). For fcc
metals (e.g., Ni, Au, and Pt), the atoms of the (111) (or “close-
packed”) surface are highly coordinated and therefore present sites
of relatively low catalytic activity. The stepped fcc(211) surface,
however, exposes under-coordinated atoms at step sites, offering
lower barrier sites for methane dissociative chemisorption, as
observed in experiments and calculations for CH4 sticking
experiments on platinum (Chadwick et al., 2018). A
measurement of the branching ratios for different surface planes
of the same crystal could thus serve as a compelling experimental
verification of the theoretically observed connection between a site’s
SIVR efficiency and its catalytic activity.

We conclude with a brief summary. For the Ni(111) and
Au(111) surfaces, we measured rovibrational state-resolved
angular distributions for 10 (4) rotational levels of the ]3 (]1)
stretch fundamentals produced by scattering of incident
CH4(]3, J � 1) molecules. From these distributions, we extracted
for each surface a branching ratio br]1/]3 characterizing the efficiency
of collision-induced ]3 → ]1 conversion. The branching ratio
measured for the Au(111) surface is found to be more than five
times smaller than that measured for the Ni(111) surface but
significantly larger than that measured by Werdecker et al. at a
fixed scattering angle for the Gr/Ni(111) surface. The ordering of the
branching ratios for the three surfaces is found to match the
ordering of their catalytic activities, which is in accordance with
the hypothesis advanced in Werdecker et al.

Analysis of the shape of angular distributions reveals for both
surfaces a broadening of the scattering distributions with increasing
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total angular momentum quantum number J, with the broadening
stronger for scattering from the Au(111) surface. In addition, we
observe a tendency for super-specular scattering, and this tendency
increases with J and is more pronounced for the Au(111) surface.
For the Ni(111) surface, the elastic channel is strong and
anomalously narrow. The rovibrational levels of equal J in the ]3
stretch show measurable differences in width and peak angle in
scattering from the Ni(111) surface.

From the distribution of scattering angle-integrated state fluxes,
the Ni(111) surface produces more highly rotationally excited
molecules in the ]3 stretch than the Au(111) surface. Molecules
in the ν1 stretch are, however, found to be dramatically more
rotationally excited in scattering from Au(111) than from
Ni(111), prompting a questioning into the nature of the flow of
vibrational energy for the two surfaces. The rovibrational levels of
equal J in the ]3 stretch have strongly imbalanced populations upon
scattering from Au(111), suggesting strong alignment of the internal
angular momentum in the scattered flux and a preservation of the
parallel Coriolis coupling of the total and vibrational angular
momentum prepared in the incident molecules.
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This study presents velocity-resolved desorption experiments of recombinatively-
desorbing oxygen from Ag (111). We combine molecular beam techniques, ion
imaging, and temperature-programmed desorption to obtain translational energy
distributions of desorbingO2. Molecular beams of NO2 are used to prepare a p (4 ×
4)-O adlayer on the silver crystal. The translational energy distributions of O2 are
shifted towards hyperthermal energies indicating desorption from an intermediate
activated molecular chemisorption state.

KEYWORDS

oxygen, silver, ion imaging, TPD, velocity-resolved, molecular beams, angular
distribution, energy distribution

1 Introduction

Silver surfaces play important roles in large scale industrial heterogeneous catalytic
processes such as partial oxidation of methanol to formaldehyde and ethylene to ethylene
oxide (Serafin et al., 1998; Qian et al., 2003). Because of the tremendous scale of these
applications, seemingly modest improvements in the reaction process may lead to big
economical and ecological improvements. Therefore, this system has attracted significant
attention over the years and numerous studies have focused on the microscopic details of
oxidized silver surfaces. Oxygen induced reconstructions of silver surfaces have been
thoroughly investigated using high-precision ultra-high vacuum (UHV) surface science
techniques in combination with theoretical approaches (Bao et al., 1996; Michaelides et al.,
2005; Schnadt et al., 2006; Greeley and Mavrikakis, 2007; Reichelt et al., 2007; Rocha et al.,
2012; Martin et al., 2014; Jones et al., 2015a; Jones et al., 2015b). Ag (111) exhibits a variety of
different reconstructed surfaces with similar stability which have been studied and discussed
for many years. A detailed review about the history of considered oxygen structures on
Ag (111) is given by Michaelides et al. (2005).

Experimentally, the oxidation of Ag (111) under UHV conditions with molecular oxygen
is difficult due to the low sticking probability (ca. 1 × 10−6) of O2 (Campbell, 1985; Kleyn
et al., 1996). In early UHV studies, silver surfaces were therefore oxidized under
comparatively high O2 pressures before characterization under UHV conditions
(Campbell, 1985). The use of more aggressive oxidants circumvents this issue; in
particular, atomic oxygen (Bukhtiyarov et al., 2003; Böcklein et al., 2013; Derouin et al.,
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2015) or NO2 (Bare et al., 1995; Huang and White, 2003) allow for
silver surface oxidation under UHV compatible conditions. When
using NO2 as oxidant, the temperature range at which clean oxidized
surfaces are produced is restricted between ca. 490 K and 520 K since
at lower temperatures NO2 adsorbs molecularly and at elevated
temperatures, O2 starts desorbing (Huang and White, 2003). When
oxidizing at these temperatures, the reconstructed surface is
indistinguishable from surfaces oxidized with molecular oxygen
and consists mainly out of p (4 × 4)-O domains (Carlisle et al.,
2000a; Carlisle et al., 2000b). In contrast, oxidizing with atomic
oxygen is possible at lower temperatures. It typically results in
slightly different surface phases and forms subsurface oxygen
below 510 K, (Derouin et al., 2015).

The large number of reconstructed oxidized Ag (111) surfaces
observed in experiments has motivated theory groups to develop
models describing surface stability based on first principles theory
(Michaelides et al., 2003; Li et al., 2003a,b; Michaelides et al., 2005).
Using ab initio thermodynamics and first principles simulations,
theory is able to provide (T, p) phase diagrams describing stable
oxidized surface phases from UHV to high pressure conditions
present at real world catalysts (Reuter, 2016). By comparison with
experimental results, microscopic details of the oxidized surface
structure can be elucidated.

Additional theoretical work has focused on the dynamics of the
O2 dissociation process on Ag (111). These studies do not aim for
clarifying the geometry of reconstructed surfaces but provide
theoretical data on the atomic scale mechanism of the oxidation
process itself (Xu et al., 2005; Kunisada et al., 2011; Kunisada and
Sakaguchi, 2014). Kunisada and Sakaguchi investigated quantum
dynamics of O2/Ag (111) dissociative adsorption propagating on a
six-dimensional potential energy surface (PES) obtained from
density-functional theory (DFT) (Kunisada and Sakaguchi, 2014).
From the PES, they identify the lowest barrier near a top site with a
height of 1.37 eV. Coupled-channel calculations trajectories based
on this PES provide dissociation probabilities for O2 as function of
the incident translational and vibrational energy. Interestingly,
dissociation occurs even with translational energies slightly below
the activation barrier height, which the authors explain by O2

tunneling effects. The computations also show a significant
dissociation enhancement by increasing the incident vibrational
energy caused by a late barrier in the reaction pathway. In
another theoretical study based on a neural network interpolated
PES, Goikoetxea et al. investigated electronically non-adiabatic
effects during the dissociative adsorption of O2 at Ag (111)
(Goikoetxea et al., 2012). They also identified a large energy
barrier for dissociation above 1 eV close to the surface. As non-
adiabatic effects affect sticking probabilities at elevated distances to
the surface and are expected to be smaller than the adiabatic energy
barrier, their influence on the sticking probability is negligible.

Such theoretical work provides excellent data for comparison
with surface dynamics experiments under well-controlled UHV
conditions. A classical experimental approach probes the
entrance channel of the reaction pathway by employing pulsed
molecular beams of reactants to initiate the surface reaction
(Barker and Auerbach, 1984; Kleyn et al., 1996; Sitz, 2002; Kleyn,
2003; Golibrzuch et al., 2015; Chadwick and Beck, 2016; Vattuone
and Okada, 2020; Shen et al., 2022). Seeding reactants in different
carrier gases allows for modification of the incident translational

energy. Incident vibrational energy can be altered by thermal or laser
excitation. Surface reactivity as function of varied incident
parameters is probed using, for instance, Meitner-Auger electron
spectroscopy (MAES) or temperature -programmed desorption
(TPD) for coverage determination after exposing the surface for
a selected time to a molecular beam.

Surface reaction dynamics experiments on the exit channel
probe degrees of freedom of the desorbing reaction products
using quantum state-resolved detection methods in combination
with translational energy dependent measurements (Comsa and
David, 1982; Michelsen and Auerbach, 1991; Michelsen et al., 1992;
Shuai et al., 2017; Kaufmann et al., 2018; Dorst et al., 2022). From
these studies, translational, rotational, and vibrational state
distributions of products can be deduced. Eventually, concepts of
detailed balance allow to model these distributions and to defer
quantitative heights of reaction barriers.

Recently, we used this approach to investigate the recombinative
desorption of oxygen from Rh (111) (Dorst et al., 2022). O2 was
detected using a velocity map imaging (VMI) setup after non-
resonant ionization with a femtosecond pulse of 800 nm. The
desorption process was initiated by linearly heating the sample in
a TPD type approach. We identified hyperthermal velocity
distributions for oxygen molecules desorbing from surface sites
as well as for oxygen molecules originating from subsurface,
indicating a common intermediate desorption state.

In this paper, we present angular distributions and
translational energy distribution of recombinatively-desorbing
O2 from Ag (111). We prepare p (4 × 4)-O Ag (111) by dosing
the surface with a molecular beam of NO2 seeded in rare gases at a
surface temperature of 510 K. Angular distributions are narrow
and hyperthermal translational energy distributions indicate an
activated desorption process.

2 Experimental

The experimental setup has been previously described in detail
(Westphal et al., 2020). Briefly, experiments were conducted under
ultra-high vacuum (UHV) conditions at a base pressure of <5 ×
10−10 mbar. We dose the surface with a pulsed supersonic molecular
beam of 10% NO2 (AirLiquide, 99.5%) seeded in He (AlphaGaz,
≥99.999%) using a home-built pulsed solenoid nozzle (Park et al.,
2016). During exposure, we maintain UHV conditions by
differential pumping techniques.

For surface cleaning, the UHV apparatus is equipped with an ion
gun (Staib Instruments IG-5-C), with which the surface is Ar+-
sputtered (2.00 kV, 2.0 × 10−7 mbar Ar) for multiple cycles. After
annealing (700 K, 30 min), the surface cleanliness is checked by
Meitner-Auger electron spectroscopy (OCI BDL 450) and low-
energy electron diffraction (LEED) spectroscopy (OCI BDL 450).
The Ag (111) crystal (MaTecK, 99.99%,∅ 10 mm, 2 mm thickness) is
mounted on a home-built sample holder and is resistively heated by
Ta filaments; temperatures are monitored by a K-type thermocouple.
With liquid nitrogen cooling, the accessible temperatures range from
100 K to 1,235 K. We use a home-written LabVIEW™ program for
data acquisition and control of experimental parameters.

Velocity distributions of surface desorption products are
obtained by combining velocity map imaging (VMI) and
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temperature-programmed desorption (TPD) experiments: we
linearly heat up the surface while simultaneously detecting
velocity map images of desorbing molecules. For that, the beam
of a regenerativly amplified femtosecond laser (Spectra-Physics,
Solstice Ace, <35 fs, 800 nm, 1 kHz) is focused by an optical lens
(f = 300 mm) such that molecules are non-resonantly ionized after
desorption. The ions are detected by an imaging setup which follows
the design by Eppink and Parker (Eppink and Parker, 1997). Micro-
channel plates (MCPs, Topag, MCP 56–15) are used for signal
amplification and ions are imaged using a CMOS camera (Basler ace

acA 1,920–155 μm, 1,920 px × 1,200 px) recording the images from a
phosphor screen (Proxivision P43). Figure 1 shows the ionization
region of the experimental setup.

Before each TPD experiment, the sample is exposed to the
molecular beam at a defined dosage temperature. Afterwards, the
surface is linearly heated at 4 K s−1 in a TPD experiment while we
record images at 1 kHz laser repetition rate.

3 Results and discussion

For investigating velocity-resolved desorption of
recombinatively-desorbing oxygen, we first create a complete
monolayer of a p (4 × 4)-O phase on Ag (111) by dosing it with
NO2 from a molecular beam at Tsurf = 350 K or 510 K for 2 min at a

FIGURE 1
The surface temperature is linearly ramped by resistive heating.
Recombinatively-desorbing molecules are ionized using non-
resonant multi-photon ionization and coupled into the time-of-flight
(ToF) tube by the ion optics of the velocity map imaging detector.
Ions are detected on a phosphor screen at the end of the ToF tube (not
shown). Velocities of desorbing molecules are deduced from the
position at which the ions hit the phosphor screen.

FIGURE 2
VMI-TPD spectrum of desorbing NO2 (dashed) and
recombinatively-desorbing O2 (solid) after identical NO2 exposure of
an Ag (111) surface. The integrated flux density is plotted as a function
of the temperature T; Tdos is the dosage temperature.

FIGURE 3
Velocity-map images of recombinatively-desorbing O2 from Ag
(111) around 600 K. v⊥ and v‖ are defined relative to the surface normal.
(A) Raw velocity-map image with indicated thermal background. We
use the thermal background for defining the point of zero
velocities and to calibrate the detector. For that, we fit the room
temperature thermal background with a 1-D Maxwell-Boltzmann
distribution. The width of the distribution provides the calibration and
the center provides zero velocity. One can clearly distinguish the
hyperthermal velocities of surface desorbing oxygen and the
background. (B) Velocity-mapped image after thermal background
subtraction, v calibration, and density-to-flux conversion.
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nozzle frequency of 200 Hz. We check the degree of oxidation by
LEED and TPD (see Supplementary Material). Depending on the
surface temperature during exposure, either nitrate (NO3) or pure
oxygen layers may form (Alemozafar and Madix, 2005). In Figure 2,
we show TPD spectra of NO2 and O2 recorded with the VMI setup
displayed in Figure 1. We record the total signal at the phosphor
screen of the molecular mass of the parent ion by gating the
phosphor screen to the respective time-of-flight. The VMI-TPD
spectrum of NO2 (dashed curve) shows two different desorption
features after dosing at 350 K: first, a broad desorption peak ranging
up to 470 K followed by a less broad, lower intensity desorption
between 480 K and 510 K. These features are attributed to NO3

decomposition into NO2(g) and O from two different states
(Alemozafar and Madix, 2005). In contrast, O2 (solid curve)
desorbs at significantly higher temperatures at Tsurf of ≈590 K
(Huang and White, 2003).

We use the VMI setup to determine velocity distributions for
both, desorbing NO2 and recombinatively-desorbing O2.
Figure 3A shows the raw image of O2 desorption from Ag
(111) around 590 K. We obtain the image by averaging all
images that we record during a desorption peak in a TPD run.
The raw image clearly displays the residual thermal gas
background in the UHV chamber as circular spot as indicated
in Figure 3A. From the background we deduce the point of zero
velocity. We further calibrate the detector by fitting a one-
dimensional Maxwell-Boltzmann distribution to the thermal
background. Figure 3B shows the calibrated figure after
subtraction of the thermal background and density-to-flux
conversion (Harding et al., 2017). The velocity-mapped image
shows a directed desorption feature with hyperthermal velocities
between 500 m s−1 and 1,500 m s−1. The angular tilt is due to a
slightly tilted suspension of the crystal in the sample holder. From
such images, we deduce velocity distributions by iterative
integration over velocity increments within 10◦-broad angular
slices as shown in Figure 3B. In Figure 4, we show the results for the
NO2 peak at 425 K and the O2 peak at 595 K. All curve integrals are

normalized to unity. For comparison, thermal flux-weighted
Maxwell-Boltzmann distributions of the shape

f v, Tsurf( )∝ v3 · exp − M · v2
R · Tsurf

( ) (1)

are plotted.M denotes the molarmass of the compounds and R is the
universal gas constant. We use the signal-weighted temperature 〈T〉
of 425 K for NO2 and 595 K for O2 for Tsurf.

From the figure it is obvious that O2 desorbs with hyperthermal
velocities indicated by a shift of the curve’s maximum by more than
300 m s−1 compared to a flux-weighted thermal velocity distribution.
In contrast, NO2 desorption is clearly thermal as it can be well-
reproduced by a flux-weighted Maxwell-Boltzmann distribution of
the surface temperature. We did not observe any significant
difference between the two desorption features of NO3

decomposition (see Supplementary Material). Table 1 lists the
characteristic properties of the shown velocity distributions.

Additionally, we record angular distributions of NO2 and O2

desorption from Ag (111). For that, we move the surface parellel to
the detector such that only molecules from certain desorption angles
are detected as described previously (Dorst et al., 2022). As VMI
provides the direction of velocities in the detector plane, desorption
angles are directly obtained from the ion images. Figure 5 shows a
polar plot of the angular resolved flux for both, NO2 (squares) and
O2 (circles) desorption. For comparison, a cos(θ)-distribution is
shown, which would be expected for thermal desorption. We
observe a narrow cos8(θ)-angular distribution for O2 desorption,
whereas NO2 desorption resembles the cos(θ)-distribution
indicative of a thermalized (or equilibrium) desorption process.

FIGURE 4
Plot of the experimental velocity distributions f(v) for NO2 and O2

against the velocity v. For comparison, thermal distribution at the
desorption peak’s temperature are shown. All curves are normalized
to an integral of one.

TABLE 1 Mean experimental velocities 〈v〉, energies 〈E〉, and the
correspondingmean thermal velocities 〈vth〉 for a desorption temperature 〈T〉
of desorbing NO2 and recombinatively-desorbing O2 from Ag (111).

Compound 〈T〉/K 〈v〉/m s−1 〈vth〉/m s−1 〈E〉/eV

NO2 425 530 520 0.0731

O2 595 1,010 795 0.186

FIGURE 5
Polar plot of angular resolved flux for distinct TPD peaks for NO2

(squares) andO2 (circles) desorption from Ag (111) after NO2 exposure.
Thermal cos(θ) (solid) and non-thermal cos8(θ) (dashed) distributions
are shown for comparison. The integrals are normalized to one.
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From the presented desorption dynamics, details of the
underlying potential energy surface (PES) are obtained. The
narrow angular distribution of O2 desorption indicates an
activated desorption process. Molecules have to overcome a
barrier, on which they get accelerated into the gas phase. This is
known to result in very peaked angular distributions (Comsa and
David, 1985). In contrast, the release of NO2 after surface nitrate
decomposition appears with a broad angular distribution, indicating
a non-activated thermalized desorption process.

Also, velocities of desorbing molecules provide valuable
information about the underlying PES. Figure 6 shows the
translational energy distribution of recombinatively-desorbing O2

from Ag (111). The distributions are obtained from the velocity
distributions displayed in Figure 4. The O2 distribution is clearly
shifted towards higher energies; NO2 resembles a thermal distribution.

The shift of the hyperthermal O2 energy distribution can be used
to quantify energy-dependent sticking probabilities using the
concepts of detailed balance (White and Beuhler, 2004). In an
activated adsorption process, an energy barrier in the adsorption
trajectory suppresses sticking at low incident translational energies.
As a consequence, molecules with low translational energy are
missing in translational energy distributions of desorption
(Comsa and David, 1982; Michelsen and Auerbach, 1991; Shuai
et al., 2017; Kaufmann et al., 2018). Following the principles of
detailed balance, we can fit the hyperthermal distribution in Figure 6
using the product of a flux-weighted thermal energy distribution and
a sticking function (see Eq. 2).

f Etr, Tsurf( ) � K · Etr · exp − Etr

kB · Tsurf
( ) · S Etr( ) (2)

Here,K is a constant factor, Etr is the translational energy of desorbing
molecules, Tsurf is the surface temperature and S(Etr) is the sticking
function.We apply an error function to describe sticking (see Eq. 3) as
has been done in previous studies for activated adsorption processes

and plot the sticking function in Figure 6 as dashed lines (Michelsen
and Auerbach, 1991; Michelsen et al., 1992; Luntz, 2000).

S Etr( ) � 1
2

1 + erf
Etr − E0

W
( )( ) (3)

W represents the width and E0 represents the inflection point. We fit
our data with a E0 = 0.224 eV as shown in Figure 6. Not that the
inflection point corresponds to the onset of adsorption and is related to
the energy barrier height. This height is often strongly dependent on the
adsorbate’s rotational and vibrational state. State-resolved permeation
studies on energy distributions of the H2/Cu(111) system reveal for
instance significant enhanced sticking probabilities for vibrationally
excited molecules (Michelsen and Auerbach, 1991). However, in this
work, we universally ionize desorption products without quantum state
resolution. The translational energy distribution should therefore be
considered as an averaged distribution of different states with unknown
populations. We define also the maximum observable O2 translational
energy Emax

tr similar to the method developed by Fingerhut et al. (2021).
In their work on formate decomposition on hydrogenated Pt (111), they
identified Emax

tr as lower limit of the energy barrier in the entrance
channel.

We indicate this threshold as black arrow in Figure 6 at ca. 0.57 eV
(≈1850 m s−1). For these fast molecules, we assume no internal energy
and that the recoil against the surface from the transition state results
only in minor Ag phonon excitation. This value should therefore be
the lower limit to the real energy barrier height as we do not account
for excitation of the solid.

Interestingly, these values are significantly lower than calculated
sticking probabilities based on first principles theory (Goikoetxea et al.,
2012; Kunisada and Sakaguchi, 2014). Kunisada and Sakaguchi
calculate state-resolved sticking by performing quantum dynamics
calculations of O2 dissociative desorption on Ag (111) on a before
computed PES (Kunisada et al., 2011). Depending on the adsorption
site, they predict the onset of adsorption between 1.2 eV and 2.1 eV O2

incident energy. They also calculate a significant influence of vibrational
excitation on the dissociation probability by reducing the onset by ca.
30% when comparing O2 (v = 0) to O2 (v = 3). However, this reduction
is still not sufficient to explain the discrepancy between the
experimentally measured onset of this study of 0.57 eV and the
minimum value of 0.8 eV (O2 (v = 3) for a bridge site) of the
theoretical work. We therefore suspect that we do not map a direct
dissociation trajectory but desorption from another intermediate
surface state under the experimental conditions applied in this study.

In a systematic molecular beam surface scattering approach, Kleyn
et al. studied the interaction of O2 molecular beams with Ag (111) at
150 K identifying several scattering pathways using ToF detection
techniques (Raukema and Kleyn, 1995; Kleyn et al., 1996; Raukema
et al., 1997). From the ToF of scattered O2, translational energy
distributions are obtained, which can be attributed to different
surface states prior to desorption. In general, for the O2/Ag (111)
system, three adsorption states exist: a shallow physisorption well, a
molecular chemisorption well, and a dissociative chemisorbed state
(Campbell, 1985). At low incident translational energies, scattered
oxygen exhibits low velocities, indicating desorption from the
physisorbed state. At elevated incident energies, two significantly
faster scattering channels are observed. The fastest channel depends
on the incident energy indicating directly scattered O2. In contrast, the
other fast channel is independent on the incident energy, so that the

FIGURE 6
The translational energy distribution of recombinatively-
desorbing O2 (solid line) from Ag (111) can be modeled with the
product (dashed) of a thermal energy distribution (dash-dotted) and a
sticking function S (dotted). Highlighted is the maximum
observed translational energy Emax

tr . E0 is the energy barrier and W the
width parameter in Eq. 3.
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authors assign this pathway to transient trapping desorption from the
molecular chemisorption potential energy well. Adsorption in this
state is activated with a threshold mean energy of about 0.2 eV, and
exhibits electron transfer from the surface to the adsorbate. The
molecular chemisorption state can serve as precursor state for
dissociative chemisorption (Kleyn et al., 1996). Recent calculations
indicate an energy barrier of 0.8 eV between both states (Hinsch et al.,
2021). The mean final energy of O2 molecules originating from the
molecular chemisorption state recorded by Kleyn et al. is 0.14 eV
(Kleyn et al., 1996). It is close to 0.19 eV, which we measured in this
study. The lower translational energy could be caused by the
significant colder surface temperature of 150 K. This is indication
that the desorption state, which we observe in TPD experiments at
590 K, is identical to the intermediate molecular chemisorption state
observed in molecular beam surface scattering experiments.

4 Conclusion

We performed velocity resolved surface desorption experiments of
recombinatively desorbingO2 fromAg (111) by combining ion imaging
techniques with temperature programmed desorption. Desorption
occurs at 590 K, is clearly hyperthermal, and exhibits a narrow
angular distribution indicating an activated desorption process.
Velocity distributions are similar to previously reported distributions
from molecular beam surface scattering experiments. For both studies,
the energetics of desorbing molecules indicate desorption from an
intermediate molecular chemisorption state. Recent theoretical papers
calculate significantly higher barriers for oxygen sticking on Ag (111)
than we deduce from the translational energy distribution (Kunisada
and Sakaguchi, 2014). The here presented data will be a valuable
experimental benchmark to refine theoretical models crucial for a
better understanding of surface dynamics in metal oxidation processes.
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State-resolved studies of CO2

sticking to CO2 ice

Charlotte Jansen and Ludo B. F. Juurlink*

Leiden Institute of Chemistry, Leiden University, Leiden, Netherlands

Internal vibrations may affect the adsorption, scattering, and reactions of
molecules impinging onto a surface. The energy of the ]3 antisymmetric
stretch vibration of CO2 slightly exceeds the desorption energy of CO2 bound
to CO2 ice. We use supersonic molecular beam techniques and rovibrationally
state-resolved excitation to determinewhether this vibration affects condensation
of gas phase CO2 to its ice. We detect sticking and CO2 ice formation using RAIRS
and quantify the sticking probability using the King and Wells method with
modulation of the vibrational excitation and Fourier transform based detection.
We find that the influence of this vibration on the structure of the formed ice and
on the sticking probability is negligible under our conditions. Based on our
detection limit, we quantify the weighted average sticking probability at
approximately 0.9 and the difference between the state-resolved and weighted
average sticking probability as below 0.5%.

KEYWORDS

CO2, nu3, state resolved, molecular beam, condensation

1 Introduction

Collisions of CO2 with surfaces are of interest to a broad range of scientific fields. In
astronomy and astrochemistry, CO2 occurs, a. o., in the interstellar medium (ISM)
(d’Hendecourt and Jourdain de Muizon, 1989), both in gaseous and ice phases (Van
Dishoeck, 2004), and in comets (Despois et al., 2005). In the chemical industry, CO2 is
a major reactant in the Cu/ZnO-based catalytic production of methanol (Rostrup-Nielsen,
1984). Collisions of CO2 with surfaces are generally not reactive in a direct sense (Burghaus,
2014). Molecular sticking to a surface likely precedes subsequent chemical processes,
especially at low-temperature conditions, such as those prevalent in interstellar space.

Molecular vibrations may affect the adsorption, desorption, and reactions of molecules
to surfaces. Sibener and Lee (Sibener and Lee, 1994) found that internal vibrations of SF6 and
CCl4 had a significant impact on the adsorption and reflection of these gas-phase molecules
onto their bulk solids at low collision energies. In precursor-mediated reaction of CH4 on Ir
(111) (Dombrowski et al., 2015) and SiH4 on Si(100) (Bisson et al., 2008), internal vibrations
were found to enhance dissociative adsorption. A study of NO’s trapping probability on Au
(111) found, on the contrary, no effect of vibrational excitation (Wodtke et al., 2005).

For CO2, a study by Weida et al. (Weida et al., 1996) investigated CO2 desorption from
crystalline CO2 ice at varying temperatures, hence varying desorption rates, using state-
selected detection. They found no evidence of an effect on the desorption by the molecules’
vibrations, rotations and even orientations. From detailed balance, they argued that if there is
no preference for a certain quantum state for desorption, neither will there be for the process
of adsorption. However, due to the limitations of their methods, only the ]2 bend vibration in
CO2 was studied. Its vibrational energy (667 cm

−1 or 8.0 kJ/mol) is well below the desorption
barrier, the sublimation energy being approximately 26 kJ/mol. The ]3 fundamental
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vibrational mode (2,349 cm−1 or 28.1 kJ/mol) slightly exceeds the
latter. A more recent study by Ioppolo et al. (Ioppolo et al., 2022)
found restructuring and minor desorption of amorphous CO2 ice
after irradiation with resonant IR light (]2 and ]3). For crystalline ice,
they found no restructuring, but possible desorption. Their results
were inconclusive on vibrational effects to desorption.

Here, we study the effect of vibrational excitation (]3) on the
adsorption of CO2 onto CO2 ice grown on a Cu(111) surface at 80 K.
We excite the ]3 asymmetric stretch of CO2molecules in a molecular
beam with light from a tunable continuous wave (cw)-infrared (IR)
laser. We look for any changes in the sticking probability of the CO2

by modulating the excitation and using a Fourier transform based
detection scheme. An effect of vibrational excitation on either the
adsorption or the desorption rate will change the effective sticking
probability. We also monitor the surface with Reflection Absorption
IR Spectroscopy (RAIRS) and look for any structural differences in
the spectra of the resulting CO2 ice layer with and without the
additional vibrational excitation. At 80 K, the ice will be crystalline.
Ioppolo et al. found no restructuring after IR irradiation of
crystalline CO2 ice. However, our situation may be different, as
they irradiated the CO2 ice after deposition, while we resonantly
excite vibrations in the gaseous CO2 molecules prior to adsorption.

2 Experimental

Our experiments are performed using a home-built ultra-high
vacuum (UHV) system, that has been used for non-state-resolved
reaction dynamics measurements before (Cao et al., 2018; van Lent
et al., 2019; Jansen and Juurlink, 2021). It consists of an analysis
chamber with a base pressure of 2 × 10−10 mbar and a series of
differentially pumped chambers for creation of a molecular beam.
Figure 1 schematically illustrates the apparatus. The molecular beam
is shaped by various skimmers that separate differential pumping
stages and doses CO2 onto a Cu (111) single crystal in the UHV
chamber.

The molecular beam is created by expanding high-purity CO2

(Linde Gas, purity 5.3) at 300 K. A flow controller feeds the gas at

4 bar into a vacuum chamber (< 1 × 10−3 mbar) through a 28 μm
circular orifice in a tungsten nozzle. Two skimmers and a third
orifice select only the center part of the expansion, resulting in a
molecular beam with an angular spread of less than 1°. During the
expansion, kinetic and rotational energies are converted to
translational energy along the beam axis, resulting in an average
beam velocity of approximately 587 m/s as determined by time-of-
flight (TOF) spectrometry (see Supplementary Material S1). The
rotational temperature within the beam is cooled to approximately
26 K [see ref (Jansen et al., 2023)].

The molecular beam travels from the source chamber through
two differentially pumped vacuum chambers and finally enters the
UHV analysis chamber. In the first of these two chambers, a high-
speed chopper wheel allows us to create short gas pulses from the
continuous gas expansion for TOF spectrometry. The wheel can be
stopped in the ‘open’ position. In the second of these chambers, a
beam stopper can block the beam from hitting a sliding beam valve
that separates this chamber from the UHV analysis chamber. The
sliding beam valve contains various openings and controls the size
and shape of the beam impinging onto the sample, a room
temperature bolometer (pyro-electric detector, PED)) and the
ionizer of the QMS used for TOF measurements.

On the beam axis in the analysis chamber, the edge of a disc can
be rotated by an UHV-compatible stepper motor. The disc’s edge is
manufactured to have two identical ‘open’ and two ‘closed’ sections,
each of 90°. The closed sections have a slanted edge as not to reflect
the molecular beam back into the last of the differentially pumped
chambers. Combined with the beam stopper in the differential stage,
this disc allows us to accurately perform King and Wells-type
sticking probability measurements (King and Wells, 1972), but
using a modulation technique as described below. We will refer
to the beam blocker and the disc as the two beam flags from here
onward.

The Cu single crystal is suspended from a copper block at the
end of a vertical ‘cold finger’, i.e., a hollow tube protruding through
an x, y, z, θ manipulator. The crystal is cooled by pouring liquid
nitrogen (LN2) into the tube. It is kept at a constant temperature of
80 ± 1 K during experiments, as measured by a K-type thermocouple

FIGURE 1
Schematic representation of the apparatus, consisting of 4 connected and differentially pumped vacuum chambers through which a molecular
beam travel from right to left, the light from an excitation laser (red) and lens (yellow), a fast chopper wheel, a Cu(111) single crystal held on an x, y, z, θ
manipulator in the UHV chamber of the system, a room temperature bolometer (PED), two quadrupole mass spectrometers (QMS), and RAIRS capability.
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laser welded to the crystal’s edge. Adsorption of CO2 onto the
sample is monitored using an FTIR (Bruker Vertex 70) with an
external LN2-cooled MCT detector to perform RAIRS during the
experiments. The IR beam paths outside of the UHV chamber,
including internal parts of the FTIR, are purged continuously with
gaseous dry N2 from an in-house system fueled by the exhaust from
the local NMR facility.

The CO2 ]3 antisymmetric stretch vibration is excited in the
molecular beam with laser light from an OPO (Argos model 2,400,
module D), which we will from now on simply refer to as the laser.
Its output can be tuned and is stabilized on a CO2 absorption
frequency using the lamb dip measured in a reference cell. The laser
light crosses the molecular beam a few cm after the initial expansion
in the apparatus and 37 cm before molecules hit the Cu crystal. For
this experiment, we tune the laser to the R (4) transition at
4,249.99 nm, where CO2 molecules are excited from the v = 0,
J = 4 state to the v = 1, J = 5 state. This transition was chosen because
J = 4 has the highest population at the rotational temperature of the
molecular beam [see (Jansen et al., 2023)]. A cylindrical lens in the
path of the laser is used to achieve rapid adiabatic passage (Jansen
et al., 2023; Chadwick et al., 2014), resulting in nearly full (80%)
population inversion. Considering the fractional population of the
ground rotational state and the level of saturation, we excite
approximately 15% of the CO2 molecules in the molecular beam.
Herein, we neglect the fraction of vibrationally excited states nascent
to the molecular beam. A moveable room-temperature bolometer
(pyro-electric detector, Eltec model 406) in the UHV chamber is
used to quantify IR power absorption by CO2 molecules on the
molecular beam axis. All laser beam paths outside of the UHV
chamber, including the entire OPO and optical components
required for frequency detection and stabilization, are enclosed
and purged continuously by dry gaseous N2. The > 400 ppm
concentration of CO2 in air otherwise destabilizes the OPO and
results in large power losses through absorption in the 1–2 m beam
path between the laser and the UHV chamber.

At the start of an experiment, the Cu crystal is flashed to 300 K to
remove any buildup of CO2, CO and H2O. As we do not regularly
perform extensive sputtering and annealing cycles for these
experiments, the surface should not be considered an atomically
clean Cu(111) surface. It is most likely partially oxidized, as studied
previously (Zhang et al., 2023). When the crystal has cooled to 80 K,
a RAIRS background spectrum is taken. Subsequently, the surface is
continuously monitored with RAIRS while CO2 is dosed from the
molecular beam. The CO2 flux is estimated to be 0.15 ML/s as
referenced to the Cu atom surface density for Cu(111). The
experiment is repeated multiple times with the laser tuned to the
CO2 excitation frequency and several times tuned to a non-resonant
frequency as a control experiment. Between each experiment, the
crystal is flashed to 300 K.

As described below, attempts to obtain information on the
effective state-resolved sticking probability of CO2 by analyzing
IR peak integrals was unsuccessful. The integrals increase with the
CO2 dose time but did not allow us to detect variations in ‘laser on’
and’ laser off’ experiments. Hence, we measure the sticking
probability of CO2 onto CO2 ice at 80 K with a modulated
version of the King and Wells method (King and Wells, 1972)
and a quadrupole mass spectrometer (QMS, Pfeiffer QMA 200)
tuned to m/z 44.

A sticking probability experiment starts with a CO2 ice being
prepared by continuously dosing CO2 onto the Cu crystal while
being monitored with RAIRS. When the RAIRS spectrum shows
sufficient intensity of the CO2 absorption line, the King & Wells
experiment is started by closing both molecular beam flags. The first
flag is reopened and the beam enters the UHV chamber, but is
blocked by the second flag. This causes a rise in the CO2 partial
pressure in the vacuum chamber, which is continuously monitored
with the QMS.When the second flag is reopened, the beam impinges
again onto the CO2 ice. The fraction of CO2 molecules that is
adsorbed on the surface is removed from the background pressure in
the chamber, resulting in a drop in the total pressure. The effective
sticking probability is the ratio of the pressure drop after the beam
impinges onto the ice and the pressure rise when the beam enters the
chamber.

Note that the rate of desorption of CO2 at 80 K from the CO2 ice
film is not affected by themolecular beam impinging onto the sample as
the ice is many layers thick. The contribution of CO2 evaporation from
the film to the background pressure is unaltered when the beam hits the
sample. Hence, our measurement solely detects if the effective sticking
coefficient, i.e., the net condensation of CO2 molecules onto the ice
from the impinging beam, depends on the vibrational state population
of that beam. It is only the latter that we alter by turning the laser ‘on’
and ‘off’. In the laser ‘on’ case, the heavily populated vibrationally
excited state may adsorb or scatter more effectively in a direct sense
than the vibrational ground state does. In case a vibrationally excited
molecule adsorbs, it may also desorb again on a time scalemuch shorter
than the experiment by V → T energy transfer. As adsorption is not
activated, but desorption is, it is very unlikely that vibrational effects to
both processes would be identical and cancel in an experiment that
probes the effective sticking coefficient.

FIGURE 2
RAIR spectra after dosing CO2 from a pure CO2 molecular beam
for 0–3 mintues (black), 5 min (green) and 80 min (blue). The 0 min
spectrum is scaled by a factor of 10. At the start of dosing, only the
Longitudinal Optical mode and one absorbance at 2,350 cm−1

appear. We assign the peak at 2,350 cm−1 to CO2 directly physisorbed
on the Cu(111) surface. The known peaks for CO2 ice from literature
are clearly visible in the 5 and 80 min spectra. Note that the apparent
absorbance at 2,320 cm−1 in the blue spectrum is an artifact discussed
in more detail in the Supplementary Information.
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During the experiment, the laser is continuously modulated at
3 Hz. The measured partial pressure is directly related to the fraction
of the molecular beam that is adsorbed. Therefore, we expect any
effect of the vibrational excitation on the sticking probability to be
visible in the measured partial pressure at the same modulation
frequency. Inspection of the Fourier transform of the measured
partial pressure allows us to quantify any effect of the vibrational
excitation.

3 Results and discussion

3.1 RAIR spectra of CO2 ice

We first study the RAIR spectra of the first few layers of
physisorbed CO2 on the Cu(111) surface. Figure 2 shows three
spectra zoomed in on the regions of interest. Outside of these
regions, the spectrum shows no features, except for a large set of
water absorbances due to the formation of ice on the detector. After
dosing for 0–3 min (the time it takes to complete the RAIRS
measurement), only two very small peaks are visible, one around
2,350 cm−1 and the Longitudinal Optical mode. We assign this peak
at 2,350 cm−1 to the CO2 physisorbed directly on the (uncleaned)
Cu(111) surface, as it is the first peak to appear and it becomes masked
after dosingmany layers of CO2. Amuch narrower and redshifted peak
appears in the spectrum taken after dosing for 5 min. This ]3 CO2 ice
absorbance and the other absorbances are listed and assigned in
Table 1). These peaks continue growing and changing throughout
the exposure to the molecular beam. The absorbance of surface-bound
CO at 2078 cm−1 for (oxidized) Cu(111) (Zhang et al., 2022), that could
indicate dissociative CO2 adsorption or CO contamination from the
background, is absent. Due to the water condensation on the detector,
we cannot quantify water contamination in the ice with RAIRS.
However, in previous Temperature Programmed Desorption (TPD)
experiments, we studied CO and H2O desorption and found that water
contamination was even less than CO contamination on the sample’s
surface. The absorbance suddenly appearing in the final spectrum
(blue) at 2,320 cm−1 is an artifact. See the Supplementary Information
for more detail.

We hypothesize that vibrational excitation of CO2 prior to
impinging onto the surface may have two effects. Firstly, as

discussed before, it may affect the effective sticking probability of
CO2. Secondly, it may affect the structure of the resulting CO2 ice.
The ice is known to grow both in amorphous and crystalline phases
(Falk, 1987). Dissipation of vibrational energy during the collision or
after trapping may locally affect the ice’s growth mode. The
introduction of defects would lower the crystallinity of the ice.
We investigate our results for clues to either effect.

We examine the integrals of two peaks in the spectra as a function
of time to address a possible influence on the effective sticking
probability. We use the peaks at 2,383 cm−1 (13CO2) and 3,708 cm−1

(]1 + ]3). These are sharp, isolated peaks that can be integrated
accurately and identify two different subsets of molecules. The
former is an isotopologue and cannot have been affected by laser
excitation. The latter does results from 12CO2 and may have been
affected. Figure 3A shows the integrals for four different experiments
performed consecutively. Two of the experiments had the laser tuned to
the resonance frequency (red circles), and two experiments had it tuned
to a non-resonant frequency (blue squares). The legend (and the
lightness of the colors) shows the order in which the measurements
were performed. The data show, in general, very similar growth rates.
For both absorbances, the earliest experiment lags slightly in
comparison to the subsequent measurements. As it happens for
both absorbances (one potentially affected by laser excitation and
the other surely not), it is most likely the result of small changes in
the crystal surface, e.g., cleanliness affecting binding, hence the relative
adsorption and desorption rates (see Supplementary Material S1). We
do not expect the background pressure of CO2 in the vacuum chamber
to contribute to the ice growth significantly, as the flux of the molecular
beam is approximately two orders of magnitude larger than the
background flux. Regardless of the (dominant) origin, the variation
in time-dependent absorbance is, apparently, significant in comparison
to any potential effect of vibrational excitation on the net sticking.

To address a potential effect of vibrational excitation on the grown
CO2 ice structure, we study the shape and position of the peaks in the
RAIR spectra. Figure 3B shows the spectrum between 2,320 and
2,440 cm−1 for the four measurements at three points in time. The
visible features here are the peak of CO2 on Cu(111) at 2,350 cm−1, the
]3 ice peak at 2,343 cm−1, the broad peaks at 2,360–2,385 cm−1 and the
fano line shape at 2,385–2,420 cm−1. As expected from the previous
discussion, we find minor variations in peak height between the
different measurements. When looking for any spectral change, such

TABLE 1 Several peaks in the RAIRS spectrum associated with CO2 ice, as found in literature.

Wavenumber Explanation and references

2,078 CO on Cu(111) (not present) Hollins and Pritchard, (1979); Zhang et al. (2022)

2,283 ν3 for13CO2 Sandford and Allamandola, (1990)

2,328 X, Amorphous CO2 ice Escribano et al. (2013); Falk, (1987)

2,343 ν3 Escribano et al. (2013); Sandford and Allamandola, (1990); Falk, (1987)

2,382 Longitudinal Optical mode Escribano et al. (2013); Baratta and Palumbo, (1998)

2,360–2,385 Multilayers, ν3 coupled to lattice vibrations Ioppolo et al.(2022); Pachecka et al. (2017)

2,385–2,420 Fano line shape Koitaya et al. (2016)

3,601 2ν2 + ν3 Sandford and Allamandola, (1990)

3,708 ν1 + ν3 Sandford and Allamandola, (1990)
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as a peak or shoulder that is only present in the data sets where the laser
was on resonance, or a shifted peak position, we do not find any such
differences. We also looked at changes in the other absorbances outside
of the displayed wavenumber range also show no differences between
laser ‘on’ and ‘off’ experiments. We conclude that vibrational excitation
of the incident molecule does not measurably affect the ice’s IR
absorbances, hence the crystallinity of growth at 80 K, nor does the
]3 vibrational excitation affect the rate of CO2 ice growth on the Cu(111)
surface significantly.

3.2 Sticking probability of CO2 on CO2 ice

Figure 4A shows an example of a King & Wells experiment for
CO2 adsorption on CO2 ice at 80 K after the beam has been on for
more than 1 hour. The results are normalized to the partial pressure
of the incoming molecular beam, as this pressure change
corresponds to a sticking probability of 1. If all molecules from
the beam are adsorbed, the partial pressure would be the same as
when the beam does not enter the vacuum chamber at all. CO2

sticking occurs when the second flag is opened, which is
approximately between 35 and 110 s. We use the ratios of the
first pressure drop and the initial pressure rise and the second
pressure rise and final pressure drop to calculate the overall
sticking probability, shown in Figure 4A as the light blue areas.
We find values over 0.9. Obtaining absolute values is complicated
by the varying effective pumping speed for CO2 as evident from the

curvature in the time-dependence after opening and closing flags.
The effective pumping speed varies as a consequence of the
changing CO2 partial pressure in the UHV chamber and the
cold finger acting as a cyrogenic pump, similar to earlier studies
performed on NO sticking (Berenbak et al., 1998). However, in this
work we are mainly interested in changes in sticking due to
vibrational excitation, which happens fast (at 3 Hz), so we
expect no interference of the slowly changing background.
Additionally, the effective pumping speed changes slightly when
flag 2 is opened or closed, as the molecular beam is scattered from a
different location in the vacuum chamber. This may also affect the
effective pumping speeds of the turbomolecular pumps and the
cryostat, and, hence cause a change in background pressure.
During the laser on/off experiment, however, flag 2 is not
opened or closed and the data cannot be affected by this
potential influence. Figure 4B zooms in on a single second of a
King & Wells measurement and the laser modulatation signal at
3 Hz, which is measured simultaneously to verify the modulation
frequency. On this time scale, there is no clear switching between
two different sticking probabilities.

We calculate the Fast Fourier Transform (FFT) of both the
measured partial pressure and the laser modulation signal. The data
is not always measured at regular intervals. Since the FFT calculation
requires a regular sampling rate, we first interpolate the data to a
sampling rate of 100 Hz. The absolute values of the FFT are
normalized such that they reflect the quantity of interest: for the
laser modulation data, this is the amplitude of the measured square

FIGURE 3
Analyzed RAIRS data for four experiments, of which two had the laser tuned to the CO2 resonance frequency. On resonance shown in red (circles),
off resonance shown in blue (squares). The experiments were performed in the order as shown in the legend (A) Integrals of two peaks in the CO2 RAIR
spectrum as a function of dosing time (B) The large peak in the RAIR spectrum for 3 different points in time during dosing. Note that there is some variation
between the measurements which can be seen in both the integral plots and the spectrum plot. The peak growth is slower for the experiments
performed later. However, there is no obvious difference between laser on or off resonance. In the bottom figure several features can be seen in the peak.
These also seem to be the same for laser on and off resonance, suggesting there is no difference in CO2 structure.
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wave (which is normalized to 1). For the partial pressure data, it is
the amplitude of the square wave normalized to reflect the change in
sticking probability. This means that a peak in the sticking
probability FFT spectrum with an integral of 1 would correspond
to a change in sticking probability of 1 due to laser excitation, or an
integral of 0.05 of the peak would correspond to a change in sticking
probability of 0.05, etc. The results are shown in Figure 5. In the laser
modulation FFT spectrum, the peak at 3 Hz is clearly visible, as
expected. However, in the FFT spectrum of the sticking probability,
it is unclear if there is a peak at 3 Hz. If it is there, it is not clearly
distinguishable from the surrounding noise. This implies that if
there is any effect of the vibrational excitation on the effective
sticking probability, it is below our detection limit.

We can quantify this detection limit to calculate an upper limit for
the effect of vibrational excitation of the sticking probability. Due to
the finite (and slightly irregular) sampling rate of the measurement,
the peak in the FFT spectrum is broadened. Therefore we take the
integral of the peak between 2.998 and 3.002 Hz, which is shown as a
filled gray area in Figure 5B. For the sticking probability FFT, the peak

(if there is any) is not visible, so we have tomake some assumptions to
calculate its integral. We assume the peak shape is the same as for the
laser modulation FFT, because we expect the modulation in the
sticking probability to have the same square wave shape as the
laser modulation data. We also assume that the value of the FFT
at 3.00 Hz is themaximumof this peak. The resulting peak is shown as
a gray area in Figure 5A. The integral of the peak, which corresponds
to our detection limit for the sticking probability, is calculated to be
6 × 10−4 whereas the sticking probability itself is near unity.

The detection limit is the minimum change in sticking probability
that we can detect. This does not correspond directly to the minimum
effect of vibrational excitation as not all CO2 in the beam is
vibrationally excited by our laser. Its linewidth allows only
excitation of molecules from a particular initial rotational state, and
only a fraction of all CO2 in the molecular beam is in that initial
rotational state. Furthermore, due to limited laser power, less than
100% of the CO2 in a particular initial state is excited, even when using
rapid adiabatic passage. Finally, spontaneous emission during the
37 cm flight path to the sample after excitation region, also lowers
the vibrationally excited fraction of the molecular beam. We have
determined the rotational state distribution of the molecular beam and
the excited population of the R (4) transition. The methods and results
are described elsewhere (Jansen et al., 2023). There, we find that
approximately 20% of the CO2 molecules are initially in the J = 4 state
and approximately 80% of these are excited during the experiment.
Based on the natural life time 2.4 ms (Gordon et al., 2022) and average
velocity of 587 m/s, as determined by TOF, approximately 30% of the
excited population is lost via spontaneous emission. Applying these
corrections to our detection limit, we find that the upper limit for the
change in the CO2 sticking probability on CO2 ice due to the
asymmetric stretch vibration is approximately 5 × 10−3.

In comparison to the earlier study on the condensation of CCl4
and SF6 onto their ices by Sibener & Lee (Sibener and Lee, 1994) our
results are somewhat surprising. Although their study was not state-
resolved, using different oven temperatures to create a molecular
beam in combination with a velocity selector, they convincingly
showed that, at low translational energy, molecular sticking is
inhibited by the excitation of internal modes. This inhibiting
effect was argued to result from (V, R) → T energy transfer. The
velocity dependence of this effect, however, also showed that the
inhibition decreased with increasing kinetic energy. This was argued
to result from a loss of relevance when kinetic energy is too high to
be accommodated in the collision for trapping and thermalization to
occur. At similar speeds for our experiments and theirs (exceeding
500 m/s), the influence of internal energy on condensation was lost.
Hence, although our experiments clearly show that under current
conditions potential V (]3) → T energy transfer is not affecting the
effective sticking probability through enhanced direct scattering or
more efficient desorption, it may be of relevance at considerably
lower collision energies. In that case, a difference may be more
readily detected by monitoring the scattered fraction as it constitutes
the minority, as done by Sibener and Lee.

4 Summary

Using a combination of molecular beam techniques, state-resolved
excitation, and RAIRS detection, we have investigated the possible

FIGURE 4
(A) An example of a King&Wells experiment of CO2 on CO2 ice.
The signal is normalized to the pressure difference caused by the
molecular beam (corresponding to a sticking probability of 1). CO2

sticking occurs approximately between 35 and 110 s (B) Zoomed
in plot of a K&W experiment with the laser modulated at 3 Hz, which
shows the measured partial pressure (top) and measured laser
modulation (bottom) during 1 s.
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influences of vibrational excitation on both the sticking of CO2 on CO2

ice and the structure of the resulting ice on a cryogenically cooled Cu
sample. We find no evidence of an influence of the ]3 mode on either
possible effect within our detection limits at an incident velocity of
587 m/s. With regards to the ice structure are our results consistent
with the results of Ioppolo et al. (Ioppolo et al., 2022) for crystalline
CO2 ice. Neither vibrational excitation ofmolecules prior to impact nor
when already in the ice seems to affect the ice structure
significantly. With regards to the sticking probability we find
that our detection limit supports that, in comparison to the
measured average sticking probability for all states present in
the beam, it is safe to assume that a single quantum in the ]3
mode is of no relevant influence to the effective sticking
probability. This may result from a fortuitous cancellation of
effects on the adsorption vs. direct scattering and desorption
rates for the excited state, but this seems unlikely. The result,
therefore, expands upon the conclusion from an earlier study that
used state-resolved detection of CO2 molecules desorbing from its
ice: even vibrational energies exceeding the desorption energy
seem not relevant to the growth or evaporation of CO2 ice.
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A Corrigendum on
State-resolved studies of CO2 sticking to CO2 ice

by JansenC and Juurlink LBF (2023). Front. Chem. 11:1250711. doi: 10.3389/fchem.2023.1250711

In the published article, there was an error in Figure 5 as published. The wrong dataset
was used, see text correction. The corrected Figure 5 and its caption appear below.

In the published article, there was an error. The King and Wells measurements were
done with a cold cathode pressure gauge (Pfeiffer IKR 270). This pressure gauge was found
to have a relatively slow response time. A test measurement showed that the sensitivity at
3 Hz is approximately 300 times lower than the maximum sensitivity at 0 Hz. As our
measurements were done with a modulating input (laser excitation) at 3 Hz, the upper limit
for the effect of laser excitation on sticking probability was overestimated by a factor of 300.
However, we have another dataset of the same measurement, but measured with a
quadrupole mass spectrometer (QMS, Pfeiffer QMA 200). The change in sensitivity of
the QMS between 0 Hz and 3 Hz is negligible. While the overall noise level of the QMS is
higher than that of the pressure gauge, it is still much more sensitive at 3 Hz and it is
therefore better to use the QMS data.

A correction has been made to Abstract. This sentence previously stated:
“Based on our detection limit, we quantify the weighted average sticking probability at

approximately 0.9 and the difference between the state-resolved and weighted average
sticking probability as below 0.03%.”

The corrected sentence appears below:
“Based on our detection limit, we quantify the weighted average sticking probability at

approximately 0.9 and the difference between the state-resolved and weighted average
sticking probability as below 0.5%.”

A correction has been made to Experimental, 8. This sentence previously stated:
“Hence, we measure the sticking probability of CO2 onto CO2 ice at 80 K with a

modulated version of the King and Wells method (King and Wells, 1972) and a cold
cathode pressure gauge (Pfeiffer IKR 270). The absolute pressure changes in the UHV
chamber are dominated by the molecular beam, which consists (nearly) only of CO2. As the
ion gauge signal yields considerably better signal-to-noise than our QMS tuned to m/z 44,
and it allows for higher detection frequency, it is easier to detect small differences in the
sticking probability. The use of an ion gauge instead of a QMS was inspired by prior O2

state-resolved measurements (Kurahashi, 2016; Cao et al., 2019).”
The corrected sentence appears below:
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“Hence, we measure the sticking probability of CO2 onto CO2

ice at 80 K with a modulated version of the King and Wells method
(King andWells, 1972) and a quadrupole mass spectrometer (QMS,
Pfeiffer QMA 200) tuned to m/z 44.”

A correction has been made to Experimental, 9. This sentence
previously stated:

“This causes a rise in the CO2 partial pressure in the vacuum
chamber, which is continuously monitored with the pressure gauge.”

The corrected sentence appears below:
“This causes a rise in the CO2 partial pressure in the vacuum

chamber, which is continuously monitored with the QMS.”
A correction has been made to Results and discussion, Sticking

probability of CO2 on CO2 ice, 3. This sentence previously stated:
“The integral of the peak, which corresponds to our detection

limit for the sticking probability, is calculated to be 3 × 10−5 whereas
the sticking probability itself is near unity.”

The corrected sentence appears below:
“The integral of the peak, which corresponds to our detection

limit for the sticking probability, is calculated to be 6 × 10−4 whereas
the sticking probability itself is near unity.”

A correction has been made to Results and discussion, Sticking
probability of CO2 on CO2 ice, 4. This sentence previously stated:

“Applying these corrections to our detection limit, we find that
the upper limit for the change in the CO2 sticking probability on
CO2 ice due to the asymmetric stretch vibration is approximately
3 × 10−4.”

The corrected sentence appears below:
“Applying these corrections to our detection limit, we find that

the upper limit for the change in the CO2 sticking probability on
CO2 ice due to the asymmetric stretch vibration is approximately
5 × 10−3.”

The authors apologize for these errors and state that this does
not change the scientific conclusions of the article in any way. The
original article has been updated.

Publisher’s note

All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated
organizations, or those of the publisher, the editors and the
reviewers. Any product that may be evaluated in this article, or
claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

FIGURE 5
FFT of the measured sticking probability of CO2 (A) and of the modulation signal of the laser (B). Both are normalized; (A) is normalized so the
amplitude of the FFT reflects the sticking probability, (B) is normalized so an FFT amplitude of 1 corresponds to a square wave with an amplitude of 1. The
gray area in (B) shows an integral of 1. The modulation frequency of the laser is clearly visible in the FFT spectrum, but in the data it is absent or
indistinguishable from the noise. To calculate the integral of the “peak” (shown as the gray area in (A)), we assume the same peak shape as in the
modulation FFT.
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Fast ortho-to-para conversion of
molecular hydrogen in
chemisorption and
matrix-isolation systems

Hirokazu Ueta1*, Katsuyuki Fukutani1,2 and Koichiro Yamakawa1*
1Advanced Science Research Center, Japan Atomic Energy Agency, Ibaraki, Japan, 2Institute of Industrial
Science, The University of Tokyo, Tokyo, Japan

Molecular hydrogen has two nuclear-spin modifications called ortho and para.
Because of the symmetry restriction with respect to permutation of the two
protons, the ortho and para isomers take only odd and even values of the
rotational quantum number, respectively. The ortho-to-para conversion is
promoted in condensed systems, to which the excess rotational energy and
spin angular momentum are transferred. We review recent studies on fast
ortho-to-para conversion of hydrogen in molecular chemisorption and matrix
isolation systems, discussing the conversion mechanism as well as rotational-
relaxation pathways.

KEYWORDS

hydrogen, nuclear spin, rotational energy, adsorption, surface, matrix isolation

1 Introduction

Molecular hydrogen has a remarkable feature of nuclear-spin isomers. According to the
quantum number I of the total nuclear spin, a hydrogen molecule has two modifications
called ortho (I = 1) and para (I = 0) species. Because of the symmetry restriction, ortho (para)
H2 takes only odd (even) values of the rotational quantum number J. Whereas the transition
between ortho and para species is strictly forbidden in the isolated state, it is significantly
promoted upon interaction with other substances. Because the nuclear-spin isomers are
identified by I and J, the ortho-to-para (o-p) conversion of H2 involves two aspects of the
nuclear-spin flip and the rotational-energy transfer to a surface or a surrounding material.

The gas-surface energy transfer has been one of the main topics in surface physics and
chemistry; a typical example is the adsorption event, where the translational and adsorption
energy of a molecule is transferred to a surface. In addition to the translational energy,
internal degrees of freedom such as molecular vibration and rotation are also of considerable
importance. Owing to the advance in laser techniques, the relaxation processes of
vibrationally-excited molecules have been well studied to date (Beckerle et al., 1990;
Chang and Ewing, 1990; Morin et al., 1992; Laß et al., 2005; Chen et al., 2019; Kumar
et al., 2019). Compared to the vibration, on the other hand, the energy transfer from the
molecular rotation to surface degrees of freedom has been poorly understood. One
promising approach for the elucidation of the rotational-energy transfer is to investigate
the o-p conversion of H2 on surfaces and in matrices. After adsorption on a cold surface or
trapping in a matrix, ortho (para) H2 predominantly occupies its lowest rotational level with
J = 1 (J = 0). Upon o-p conversion of H2, the rotational-energy needs to be dissipated into
surface or matrix degrees of freedom.
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The o-p conversion of H2 has been observed on various systems
(Fukutani and Sugimoto, 2013). The o-p conversion is closely related
to the quest for efficient ways of the H2 storage (Ilisca, 2021), and
therefore is being investigated not only on surfaces but also inside
solids (Lavrov and Weber, 2002; Hiller et al., 2007; Peng et al., 2009)
and nano-cages (Carravetta et al., 2004; Carravetta et al., 2006;
Carravetta et al., 2007). Stimulated by the development of the
experimental investigations, several conversion mechanisms have
been also proposed depending on the interacting materials
(Yamakawa and Fukutani, 2020): the Wigner model (Wigner,
1933), where the proton spin interacts with the inhomogeneous
magnetic field generated by localized paramagnetic ions; the
electron-spin-induced conversion models categorized into the
second- (Ilisca, 1991) and third-order (Ilisca and Ghiglieno,
2016) perturbation theories, where the virtual electron exchange
or transfer between H2 and a surface is involved along with the
Fermi contact interaction between an electron and a proton in H2;
the electric-field-induced conversion model (Sugimoto and
Fukutani, 2011), where the Stark, spin-orbit, and Fermi-contact
couplings mix the ortho and para states.

In spite of the extensive studies on the H2 o-p conversion in the
last decades, there still remain controversial issues; one is fast
conversion and the other is the rotational-energy dissipation. In
contrast to the o-p conversion time of ˜10

3 s or longer observed on
various surfaces and in solids, H2 o-p conversion with a time
constant shorter than ˜10

2 s was recently observed on Pd(210)
and inside a molecular solid of CO2. On the Pd(210) surface,
furthermore, rotational-energy transfer was investigated in detail
taking account of electrons and phonons of surfaces. In this review
paper, we expound the studies of the fast o-p conversion in a CO2

matrix (Section 2) and on Pd(210) (Section 3), discussing the spin
and rotational-energy transfer.

2 Matrix isolation system

The techniques of nuclear magnetic resonance (NMR), neutron
scattering, Raman spectroscopy, and infrared absorption
spectroscopy have been applied to in situ observation of the H2

conversion in fullerene (C60) (Carravetta et al., 2004; 2006; 2007),
metal-organic frameworks (MOFs) (FitzGerald et al., 2010), porous
coordination polymers (Kosone et al., 2015), semiconductors
(Lavrov and Weber, 2002; Hiller et al., 2007; Peng et al., 2009),
and viscous organic solutions (Aroulanda et al., 2007), as was
reviewed recently (Ilisca, 2021). Whereas NMR directly probes
the nuclear spin, the other methods enable one to resolve the
rotational states of ortho- and para-H2. In the nuclear-spin
conversion study of polyatomic molecules such as H2O (Fajardo
et al., 2004; Abouaf-Marguin et al., 2007; Fillion et al., 2012), NH3

(Boissel et al., 1993; Gauthier-Roy et al., 1993; Ruzi and Anderson,
2013), and CH4 (Miyamoto et al., 2008; Sugimoto et al., 2015;
Sugimoto and Yamakawa, 2021), the most popular technique has
been rovibrational spectroscopy combined with the matrix-isolation
method, where target molecules are isolated in molecular solids, e.g.,
rare-gas ones. Indeed, the temperature dependence of the
conversion rate has been intensively studied in this way to reveal
the pathways for the rotational relaxation (Sugimoto et al., 2015;
Turgeon et al., 2017; Yamakawa et al., 2017).

Since H2 is the lightest molecule and has a relatively small
interaction with matrix molecules, rather low temperatures
(typically T < 15 K) are required to suppress its diffusion and
formation of aggregates. In previous studies, the ortho and para
isomers of H2 have been separately detected in various matrices of
Ar, Kr, Xe, N2, and CO by using Raman spectroscopy (Prochaska
and Andrews, 1977; Alikhani et al., 1989; Kornath et al., 1999). In

FIGURE 1
Nuclear spin conversion of H2 trapped in solid CO2 at 5.4 K
(Yamakawa et al., 2020) (Copyright 2020; American Physical Society).
(A) Induced infrared-absorption bands of H2 (a) 240 s and (b) 3,360 s
after the sample deposition. The result of multi-gaussian fitting is
also shown; the gaussian curves of G1, G2, and G3, are represented by
dashed, dotted, and dashed-dotted lines, respectively. (B) The
integrated intensities of G1 and G3 are plotted against time. The solid
lines denote the result of monoexponential fitting. The vibrational
transitions of H2 corresponding to G1 and G3 are schematically shown
in the inset. (C) Induced infrared-absorption bands of H2 (a) 0 s and (b)
120 s after the sample deposition. The result of tetra-gaussian fitting is
also shown; G1, G2, G3, and G4, are denoted by dashed, dotted,
dashed-dotted, and dashed double-dotted lines, respectively.
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particular, Alikhani et al. kept Ar-isolated H2 at 9 K for 24 h and
observed no change of the intensity ratio of the ortho and para
signals, which means the o-p conversion was suppressed
significantly in solid Ar. In contrast, comparing the ratio with a
calculated value, the o-p conversion was found to partially proceed
just during the sample deposition; they pointed out the possibility
that this conversion was catalyzed by O2 impurities. Although H2

has no permanent electric dipole moment, one is able to detect
matrix-isolated H2 also by infrared absorption spectroscopy because
of its weak polarization. Warren et al. measured infrared spectra of
H2 trapped inside Ar, Kr, N2, and CO matrices in the wavenumber
regions of pure rotational and vibrational transitions; except for the
rotational spectrum of Kr-isolated H2, the ortho and para signals
were resolved (Warren et al., 1980). They also found the ortho-to-
para ratio of H2 trapped in solid Ar to be decreased by ~25% after
2–3 days and attributed this o-p conversion to the accidental
contamination of magnetic impurities, though the accurate
conversion rate was not determined. In a recent study
(Yamakawa et al., 2020), H2 was trapped and polarized in solid
CO2, so that the conversion rate of H2 was derived from the time
evolution of its infrared absorption band, as is expounded below.

The room-temperature gaseous mixture of CO2 and H2 at a molar
ratio of CO2/H2 = 100 was condensed onto a gold substrate at 5.4 K for
10 min, and infrared spectra were measured in the reflection
configuration. From the film interference pattern appearing in the
baseline of the spectrum, the thickness of the CO2 matrix was
determined to be 4.5 μm. Just after the condensation, the spectrum
showed not only intense absorption bands of CO2 but also a weak band
of H2. At a trapping site of H2, the electric fields generated by
surrounding CO2 molecules did not cancel each other out, resulting
in slight electric-polarization of H2. The time evolution of the H2 band
after the sample deposition is displayed in Figure 1A. The absorption
band was well-reproduced by the combination of three gaussian curves:
G1 at 4,149 cm

−1, G2 at 4,147 cm
−1, and G3 at 4,138 cm

−1. Whereas G1

grew with increasing time, G3 decayed and finally disappeared. This
time development was attributed to the conversion of H2 from ortho to
para; in other words, G1 and G3 were assigned to the Q1 (0) and Q1 (1)
transitions of para- and ortho-H2, respectively. In the gas phase, the
transition energy of Q1 (0), 4,161.1 cm

-1, is also higher than that of Q1

(1), 4,155.3 cm−1 (Dabrowski, 1984), owing to the rovibrational
coupling in H2. As shown in Figure 1B, the integrated intensities of
Gm (m = 1, 3) were analyzed as a function of time, and were found to
follow the monoexponential function:

Im t( ) � Im 0( ) − Im ∞( )[ ] exp −kmt( ) + Im ∞( ),
where Im(0) and Im(∞) denotes the initial and equilibrium
intensities, respectively. The conversion rate derived from G1,
k1 � (9.6 ± 0.4) × 10−4 s−1, coincided within error with that from
G3, k3 � (9.2 ± 0.4) × 10−4 s−1.

To reveal the origin of G2, Yamakawa et al. also investigated the
time evolution of the infrared spectrum just after the sample deposition,
as shown in Figure 1C; in the time range of t � 0 − 120 s, an additional
component, G4, was detected at 4,141 cm−1, and the decay of G4 was
observed simultaneously with the growth of G2. Thus, it was likely that
there were two kinds of trapping sites for H2 inside solid CO2; while G1

andG3 were attributed to H2 at site A, G2 (G4) was to para (ortho) H2 at
site B. The frequency difference between the para and ortho species at
site B was about a half of that at site A. This suggests the approach of the

lowest rotational levels of ortho- and para-H2 and relatively high
anisotropy of the confining potential at site B. Note that the
estimated o-p conversion rate at site B was as high as 6 × 10−3 s−1.
In a previous study with use of electron-energy-loss spectroscopy, the
conversion rate of H2 adsorbed on the stepped surface of Cu(510),
where the adsorption potential is strongly anisotropic, was evaluated to
be on the order of 1 s (Svensson and Andersson, 2007). These results
suggest fast conversion of rotationally hindered H2, which is also shown
in Section 3.

Inmost of the condensed systems, the vibrational-frequency shift of
H2 with respect to the gas phase, ΔQ1(0), was negative: −12 (−14) cm-1

at site A (B) of solid CO2 (Yamakawa et al., 2020), −17 cm-1 in solid N2

andCO (Warren et al., 1980),−20 cm-1 on amorphousD2O ice (Hixson
et al., 1992). Despite the relatively small red-shift, the conversion rate of
H2 in solid CO2 at 5.4 K was even higher than that on amorphous H2O
ice at 9.2 K, 2.4 × 10−4 s−1, measured by Ueta et al., 2016, who also
reported the monotonical increase of the rate with temperature below
14 K. This result is not explained by the electric-field-induced
conversion mechanism (Sugimoto and Fukutani, 2011); instead,
probable is the three-step conversion model (Ilisca and Ghiglieno,
2016; Ilisca, 2018), which consists of electron exchange between H2

and a solvent, hyperfine contact interaction in H2, and spin-orbit
interaction inside the solvent.

Interestingly enough, the conversion time-constants (the inverse of
the conversion rate) of H2 in non-magnetic systems accompanied by
energy gaps are distributed quite widely: a few or tens of minutes in
MOFs (FitzGerald et al., 2010) and solid CO2 (Yamakawa et al., 2020),
and tens or hundreds of hours in crystalline Si (Lavrov and Weber,
2002; Hiller et al., 2007; Peng et al., 2009) and the cage of C60 (Chen
et al., 2013). Note that the CO2 film deposited below ~9 K has a porous
structure with the enhanced surface area and exhibits a unique feature
of “thermal spikes”, which are abrupt temperature rises due to the
structural rearrangement during the film deposition (Arakawa et al.,
1979). The enhanced o-p conversion of H2 is possibly related to the
characteristically unstable and porous structure of the CO2 film. In
order to further investigate the origin of the large difference in the
conversion time, the electronic structure of the H2-solvent system,
including the anisotropy of a confining potential, should be also studied.
The temperature dependence of the conversion rate of H2 trapped in
matrices is under investigation and will bring about information on the
channels of the rotational relaxation, just like the surface system
described in the following section.

3 Molecular chemisorption system

As typical adsorption schemes of H2, dissociative chemisorption
and molecular physisorption are recognized. In most of past studies on
o-p conversion at surfaces, H2 in the physisorption state via the van der
Waals interaction was focused, in which the molecule is in a nearly-free
rotational state (Stulen, 1988; Sugimoto and Fukutani, 2014). On the
other hand, some stepped surfaces exhibit a peculiar adsorption of
molecular chemisorption (Mårtensson et al., 1986; Svensson et al., 1999;
Schmidt et al., 2001; Sun et al., 2004; Svensson and Andersson, 2007;
Christmann, 2009; Shan et al., 2009), in which the adsorption potential
is anisotropic with respect to themolecular-axis angle and the rotational
motion is strongly hindered. Although the rotational state is modified
under the anisotropic potential, the rotational state of H2 chemisorbed
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on surfaces is correlated with the nuclear-spin state, either ortho or para.
In the past, while the occurrence of fast o-p conversion under an
anisotropic potential was indicated for the systems of Cu(510) and
Pd(210), direct evidence was lacking due to the limited time resolution
of the experimental technique used in previous studies (Svensson and
Andersson, 2007; Ohno et al., 2018). In this section, fast o-p conversion
and associated rotational-energy transfer are discussed for H2

molecularly chemisorbed on Pd(210).
The Pd(210) surface has (100) terraces with steps running along the

[001] direction forming open (110)-like microfacets. H2 chemisorbs on
the step-edge of Pd atoms, so that H2 binds strongly to the surface
compared with the physisorption systems (Schmidt et al., 2001). The
adsorption state of H2 has been studied experimentally and theoretically
(Lischka and Groß, 2002; Arguelles and Kasai, 2018a; Arguelles and
Kasai, 2018b). The H2 adsorption potential is highly anisotropic, which

induces lifting of the rotational state degeneracy of the triply degenerate
J = 1 state in gas-phase into doubly degenerate state (m = ±1, m: z
component of J) and a non-degenerate state (m = 0) in the adsorption
state. Hence the lowest o-H2 (m = ±1) behaves like a two-dimensional
rotor (Svensson et al., 1999).

To track the fast o-p conversion directly, a new experimental
method was developed by combining a pulsed molecular beam
(MB), photo-stimulated desorption (PSD), and resonance-enhanced
multiphoton ionization (REMPI). Figure 2A shows a schematic
diagram of the experimental setup and a timing chart of the MB-
PSD–REMPI measurement for probing the time evolution of the
rotational states of H2 on surfaces (Ueta et al., 2020). Probing the
change in the rotational state distribution allows us to track o-p
conversion owing to the fact that the rotational states of H2 couple
with nuclear spins. With n-H2molecular beam deposition, the o-p ratio

FIGURE 2
(A) Schematic diagram of the experimental setup and pulse sequence driving the molecular beam and two lasers for the o-p conversion
measurement (Ueta et al., 2020) (Copyright 2020; American Physical Society). (B) Surface temperature dependence of the o-p conversion rate (τ−1) with
calculated o-p transition probability through (a) the XYmodel (solid line), (b) a combinationmodel of electron transition and one-phonon process (dotted
line), and (c) a combination model of electron transition and two-phonon process (dashed line). The value of transition probability at TS = 60 K is
normalized to 1 for three models. On the other hand, (d) the p-o transition probability through a combination model of electron transition and two-
phonon process at TS = 60 K is normalized to the value of the o-p transition probability through the samemodel at the same TS (dashed-dotted line). Note
that the experimentally determined conversion rates correspond to right axis, and the results of model calculation correspond to left axis (Ueta and
Fukutani, 2023) (Copyright 2023 American Chemical Society). (C) Schematic illustration of the rotational-energy transfer in o-p conversion through
(a) the XYmodel, (b) the electronic excitation and one-phonon process, and (c) the electronic excitation and two-phonon process. X and Y denotes the
Coulomb interaction and the Fermi contact hyperfine interaction, respectively (Ueta and Fukutani, 2023) (Copyright 2023 American Chemical Society).
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at a surface temporarily becomes out-of-thermal-equilibrium, and then
relaxes to the thermal equilibrium. From the change in the two nuclear-
spin-state populations as a function of the adsorption time, the
conversion rate can be determined, similar to that shown in
Figure 1B. The conversion rate has been successfully determined on
Pd(210) as a function of the surface temperature (TS) in the range
of 41–60 K as shown in Figure 2B. It is found the conversion rate
increases with increasing temperature. Note that the values of the
conversion time (inverse of conversion rate) are on the order of 1–10 s,
demonstrating the occurrence of fast conversion on Pd(210).

Since the o-p conversion is accompanied by the rotational transition
as well as the nuclear spin flip, the surface temperature dependence of
o-p conversion allows us to investigate the rotational-energy (Erot)
transfer process in o-p conversion. The rotational-energy dissipation
process has been discussed in previous studies on the o-p conversion of
physisorbedH2 on amorphous solid water, silicate and carbonmaterials
(Ueta et al., 2016; Tsuge et al., 2021; Tsuge et al., 2021). These studies
suggested that substrate phonons play an important role in the
rotational-energy transfer in the conversion. Depending on the
substrate, two kinds of phonon dissipation process have been
considered in those studies; one-phonon and two-phonon processes.
Whereas in the former process the rotational energy is dissipated into
the surface by excitation of a phonon, the latter process proceeds via the
simultaneous absorption of a phonon from the initial up to an
intermediate state, and the emission of another from the
intermediate to the final states (Scott and Jeffries, 1962). Since those
materials are all non-metallic, the influence of surface electrons in the
rotational-energy transfer process can be neglected.

On the other hand, Pd is a non-magnetic metal, where substrate
electrons are expected to play an important role in analogy with the
vibrational-energy relaxation. A widely accepted conversionmodel on a
non-magnetic metal surface is the electron-exchange-hyperfine-contact
(XY) model proposed by Ilisca (Ilisca, 1991) (Figure 2C-(a)). In this
model, an electron in the σg orbital of H2 is excited to the surface and an
electron in the surface is excited to the σu orbital of H2 with the
Coulomb interaction, followed by nuclear-spin flip with the Fermi
contact hyperfine interaction between the electron in the σu orbital and
the hydrogen nuclei leading to the o-p conversion. Consequently, a
surface electron is excited to the level above the Fermi level (EF) by the
amount of Erot, and thus Erot is dissipated into metal electron-hole pairs.
Assuming that the electron transfer probability is independent of its
energy, the o-p transition probability in thismodel is proportional to the
numbers of electron and hole states available. The calculated transition
probabilities are plotted in Figure 2B, showing that the transition
probability does not change significantly with TS, which is
inconsistent with the experimental data. Therefore, two combination
models based on the XYmodel, namely, Erot transfer is shared by both
electronic transition and phonon excitation through either one-phonon
or two-phonon processes, are proposed (Figure 2C-(b)(c)). It should be
mentioned that the electron transition process is essential for nuclear-
spin flip via the Fermi contact hyperfine interaction. The results of both
combination models in Figure 2B show that the transition probability
varies substantially with TS in contrast with the result based on the XY
model. Particularly, the tendency of the combination model of
electronic transition and two-phonon process is in good agreement
with that of the experimentally determined o-p conversion rate. This
indicates that the rotational energy of H2 transfers into not only
electrons but also phonons of surfaces (Ueta and Fukutani, 2023).

Recalling the fact that the vibrational energy is transferred to
electrons at metal surfaces, this rotational-energy transfer process
might be counterintuitive, because Erot is transferred into phonons
as well as electrons of surfaces despite a metallic surface. The
difference between vibrational- and rotational-energy transfer
paths could be ascribed to the energy scale of both degrees of
freedom. While the magnitude of the rotational energy of H2

(̃ 10 meV) is much smaller than the vibrational energy such as
the CO stretch mode (~0.26 eV), that is comparable with the
magnitude of the substrate phonon energy. The energy transfer
path might be determined by the energy-scale matching between the
molecular degree of freedom and surfaces as a receiver.

4 Concluding remarks

Wehave expounded a recent advance in the o-p conversion study of
H2, dealing with the fast conversion in the two novel systems
characterized by the matrix isolation and molecular chemisorption.
It is notable that the conversion time-scale was ˜10

2 s or shorter in spite
of the non-magnetic properties of these systems. While a variety of
metal oxides have been investigated as the magnetic catalysts of the H2

o-p conversion for many decades, expanding needs for the efficient H2

storage and high-performance electrodes for the water electrolysis
promotes the studies of H2 interacting with non-magnetic
substances such as MOFs and carbon nanomaterials. Since the o-p
conversion involving both the spin- and energy-transfers influences the
storage and chemical reaction of H2, further studies of the conversion
mechanism in the non-magnetic systems are required to reveal the
determinant of the conversion time-scale. The anisotropy of a confining
potential should be one of the key factors, and the temperature
dependence of the conversion rate will provide essential information
on the rotational-relaxation pathways also in other systems.
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From a Co-Mo precursor to 1H
and 1T Co-promoted MoS2:
exploring the effects of gas
pressure

M. K. Prabhu and I. M. N. Groot*

Leiden Institute of Chemistry, Leiden University, Leiden, Netherlands

The work presented in this paper makes use of the high-pressure in situ imaging
capabilities of the ReactorSTM to demonstrate that single layer 1T Co-promoted
MoS2 can be directly synthesized without the use of any intercalating agents by
applying highly reducing conditions during the growth. In this work, we have
sulfided a CoMo nanoparticle precursor supported on Au(111) using a H2:CH3SH
gas mixture at 1 bar and imaged the crystallization process in situ using the
ReactorSTM. We have observed that at low temperatures (~500 K), an
intermediate disordered CoMoSx phase is formed which crystallizes into
metallic single-layer 1T Co-promoted MoS2 slabs at temperatures close to
600 K. We also show that semiconducting 1H Co-promoted MoS2 slabs
synthesized under sulfur-rich conditions using a vacuum physical vapor
deposition process, do not transform into their metallic 1T counterparts when
exposed to the same reducing gas pressures and temperatures, thus,
demonstrating the importance of the highly reducing conditions during the
crystallization process for inducing the formation of the metastable 1T phase.
XPS spectra of the 1T Co-promotedMoS2 slabs indicate a sulfur deficiency of up to
11% in the top layer S, suggesting the likely role of sulfur vacancies in the formation
of the 1T phase.

KEYWORDS

1T Co-promotedMoS2, scanning tunnelingmicroscopy, atmospheric-pressure studies, in
situ, X-ray photoelectron spectroscopy

1 Introduction

Single-layer transition metal dichalcogenides (TMDCs) based on MoS2 have garnered a
lot of attention in both fundamental and applied research over the last several decades. A
classic example of such an MoS2-based TMDC is Co-promoted MoS2 which is very
important for many globally-relevant applications involving optoelectronics,
heterogeneous catalysis, and electrocatalysis. For instance, catalysts based on Co-
promoted MoS2, a transition metal dichalcogenide formed by sulfiding mixed Co-Mo
nanoparticles, are used for reducing global SOx emissions via hydroprocessing in petroleum
refineries [1], mixed alcohol synthesis [2], selective olefin hydrogenation [3], and selective
mercaptan synthesis [4, 5]. Co-promoted MoS2 is also widely used as a noble-metal-free
electrocatalyst for the hydrogen evolution reaction (HER) [6] and Li-ion battery electrodes
[7]. Particularly, its 1T metastable counterpart, has been of great relevance to van der Waals
heterostructure-based optoelectronic devices due to its room temperature
ferromagnetism [8–11].
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In the laboratory, the 1T and 1T’ analogues of pristine and
promoted MoS2 can be synthesized by various strategies. One of the
techniques involves using alkali metals like Li, Na, or K during the
MoS2 synthesis. The alkali metals intercalate in the MoS2 van der
Waals gap and stabilize the 1T and 1T’ phases, thus lowering the
bandgap for the metastable phase formation with Mo in an
octahedral coordination environment [12–17]. This technique has
been used to synthesize and explore applications of Na- and
K-doped single-layer MoS2 and Co-promoted MoS2 for gas-phase
and HER catalysis [5, 18]. Intercalation with electron-donating
aromatic amines has also proven to be successful in inducing the
phase transformation from 1H to 1T [19]. An alternative synthesis
strategy for the 1T or 1T’ MoS2 phase involves using a sulfur-
deficient environment during the synthesis by lowering the chemical
potential of sulfur [15, 20]. Additionally, using argon ion
bombardment of 2H MoS2 has been shown to generate local 1T
mosaic structures [21]. The sulfur vacancy may also be generated by
doping with a foreign metal atom of a different formal charge, for
instance, Ru or substitutionally co-doping Ni and Co, to generate the
1T phase from the 2H phase [22, 23]. Similarly, oxygen doping has
also been used as a technique to generate sulfur vacancies, and
thereby, induce the formation of the 1T phase [24]. Electrochemical
incorporation of S vacancies to induce a 2H–1T phase transition has
also been reported [25]. Chalcogen vacancies in other Mo TMDCs
have also been shown to induce a phase transition to the 1T and 1T’
counterpart [26]. These experiments have generated a lot of
excitement in the scientific community, because 1T polymorphs
of MoS2 have been shown to have high hydrogen evolution activity
due to its metallic nature, unlike the 1H counterpart, and have been
explored for applications in energy production and storage devices,
in addition to applications in spintronics due to room temperature
ferromagnetism [27–30]. Especially, many metastable 1T and 1T’
phases of Co-doped MoS2 have been demonstrated to be very
competitive noble metal-free alternatives for green hydrogen
production via water splitting, which has generated a lot of
interest in the synthesis of 1T and 1T’ counterparts of Co-
promoted MoS2 [6, 31, 32].

Based on these experimental findings, we hypothesize that it
should be possible to directly synthesize 1T Co-promoted MoS2
slabs from metallic Co and Mo nanoparticles by maintaining highly
reducing environments during the synthesis, e.g., through a
combination of hydrogen gas and the sulfiding agent. Use of
hydrogen during the crystallization is expected to generate
S-vacanies on the edges and the basal plane. According to the
recent work of Jin et. al. [20], formation of edge S defects and
edge sulfur saturations of less than 50% can kinetically favor the
formation of the 1T phase by layer sliding. Additionally, the ease of
hydrogen dissociation on under-coordinated and metallic Mo [33,
34] during the synthesis may even allow for some stabilization of the
Co-promoted MoS2 slabs through hydride intercalation. Based on
the works of Mom et. al. and Grønborg et. al. [33, 34], such reducing
conditions can be achieved by using background pressures of
hydrogen approaching several bars, typically not possible in an
ultra-high vacuum (UHV) setup. Furthermore, using a lower
temperature for sulfidation may arrest the transition to the 2H
phase. For instance, heating K-promoted MoS2 to 650 K and above,
under high gas pressures has been observed to induce irreversible
transition to the 1H phase [5]. Burkhanov et. al. have shown that

hydrogen intercalation achieved using H plasma under vacuum
environments leads to lattice expansion of MoS2 similar to that from
the 1H to 1T phase transition [35].

In order to test our hypothesis, we have sulfided a precursor
containing mixed Co-Mo nanoparticles supported on Au(111)
under high-pressure sulfo-reductive conditions and observed in
situ the crystallization process using the ReactorSTM setup. At
temperatures of up to ~500 K, a disordered CoMoSx phase is
observed to form which then crystallizes into single-layer 1T Co-
promoted MoS2 when the temperature is raised to 600 K. Sulfiding
an identical CoMo precursor using H2S under vacuum results in the
formation of 1H Co-promoted MoS2 slabs which do not transform
into the 1T counterpart when exposed to the same sulfo-reductive
conditions, suggesting that reducing conditions are necessary during
the crystallization step to form the 1T phase. XPS spectra acquired
post synthesis show that the 1T Co-promoted MoS2 slabs are largely
sulfur-deficient, suggesting the role of sulfur vacancies in metastable
phase formation. Thus, we demonstrate that the 1T Co-promoted
MoS2 can be readily synthesized and stabilized by using a lower
sulfidation temperature and sufficiently sulfo-reductive conditions,
without the need for any additional intercalating agents.
Furthermore, the ability to observe the formation of a metastable
1T Co-MoS2 phase in situ (i.e., while it happens) with atomic
resolution under 1 bar of gas pressure, elevated temperature, and
aggressive chemical conditions, is the main novelty of this work, as it
has remained an experimental challenge to do so for several decades.
Additionally, the experimental observation that elevating the gas
pressure to attain sufficiently reducing conditions to favor the
formation of 1T Co-MoS2 without the need of an intercalating
agent is a very important finding that provides us a fundamental
understanding of the 1T phase formation process and is also an
additional novelty. To the best of our knowledge, the experimental
work presented in this paper has not been carried out elsewhere in
the past.

2 Materials and Methods

2.1 Sample cleaning

All the experiments were carried out in the ReactorSTM setup
[36]. The sample cleaning procedure reported in our previous works
has been used [37]. Briefly, a polished Au(111) crystal was cleaned
by a cyclic sputtering and annealing procedure until XPS could no
longer detect any impurities (<0.001 monolayers (ML)). 1.5 keV Ar+

ions were used for the sputtering and annealing at 873 K was
performed using radiative heating from a thoriated-tungsten
filament at the back of the sample.

2.2 Physical vapor deposition (PVD)

To grow Mo and Co nanoparticles, Mo and Co rods of 99.99%
purity purchased from Goodfellow were used. The evaporation of
the respective metals was carried out using an EGCO4 e-beam
evaporator. During the evaporation, the clean Au(111) sample was
held at room temperature until the coverage of the respective metal
was measured to be ~0.2 monolayers (ML). The coverage was
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measured by analyzing the XPS spectra of Co andMowith respect to
Au(111) surface layers. Identical samples were prepared for the low-
pressure and high-pressure sulfidation.

2.3 Low-pressure sulfidation

The mixed Co-Mo nanoparticles supported on Au(111) were
sulfided at 650 K in a 2 × 10−6 mbar H2S atmosphere. The heating
from room temperature to 650 K was carried out in the same H2S
background at a rate of 4 K/s and held at 650 K for 20 min. The
sample was then cooled in the H2S background to 450 K over 15 min
and thereafter, to room temperature in UHV over 150 min.

2.4 High-pressure sulfidation

The high-pressure sulfidation of the mixed Co-Mo precursor
was carried out in the ReactorSTM. For this purpose, a sulfo-
reductive gas mixture containing 9 H2: 1 CH3SH at a total
pressure of 1 bar was chosen as the sulfiding agent. A
temperature of 603 K was used for sulfidation as this is the
highest temperature attainable in the ReactorSTM [38, 39]. A
temperature of 520 K was also selected as an intermediate
temperature to observe the effect of temperature.

After loading the sample for sulfidation into the reactor, the
STMwas first pressurized to 0.1 bar with the sulfo-reductive mixture
and thereafter, the temperature was raised to 520 K with a heating
rate of 2 K/min. A slow heating rate was chosen because rapid
heating would cause rupturing of the fluor-elastomer seals used for
isolating the ReactorSTM from the rest of the UHV. After this step,
the total pressure was raised to 1 bar at a rate of 0.1 bar/min. The
system was allowed to reach thermal steady-state for 90 min in order
to minimize the thermal drift. The STM tip was brought into
tunneling contact thereafter and the scanning was commenced.
After scanning for ~70 min, the tip was retracted, the sample
temperature was raised to 603 K at 3 K/min, and the system was
allowed to thermally stabilize for 30 min before continuing the STM
scanning.

2.5 Scanning tunneling microscopy

STM scanning was performed with the ReactorSTM using both
the UHV mode and the high-pressure mode. STM tips were
prepared by cutting polycrystalline Pt-Ir 90–10 wires purchased
from Goodfellow without further processing. Constant-current
scans were performed using LPM video-rate scanning electronics
described in detail elsewhere [40, 41]. Home-developed Camera
software and WSxM were used for STM image processing [42, 42].
Line-by-line background subtraction was used for the ease of
viewing of the STM images. All UHV scans were carried out at
room temperature.

For the high-pressure STM imaging, the sample was loaded into
the STM assembly and a Kalrez seal was placed between the sample
and the reactor. Thereafter, the bellows of the reactor were actuated
to close the reactor and establish the closed volume for introducing
the reaction gases. Gas bottles of Ar (N5.0), H2 (N5.0), and CH3SH

(N2.8) {dimethylsulfide and dimethyldisulfide are the primary
impurities} procured from Westfalen AG were used for all the
experiments. The gas purity was confirmed using a mass
spectrometer before use. The gas lines were flushed with Ar and
baked out at 423 K for 12 h to remove any residual water and
volatiles before commencing all experiments presented in this work.

For the post-sulfidation characterization, depressurizing the
ReactorSTM to UHV conditions is necessary. For this purpose,
the total pressure in the ReactorSTM was reduced to 0.1 bar and the
model catalyst was allowed to cool down to 373 K under the flow of
gases over 15 min. Thereafter, the gases were pumped away, the
ReactorSTM was brought under UHV conditions, and the sample
allowed to cool to room temperature over 60 min.

2.6 X-ray photoelectron spectroscopy

A commercial SPECS Phoibos system equipped with an
XRM50 X-ray source set to the Al K-alpha line and coupled to a
monochromator was used to excite the sample with a 54.6° incidence
angle and with the X-rays generated using an acceleration voltage of
10 kV, 250 W. A HSA3500 hemispherical analyzer with a pass
energy of 30 eV was used to acquire all the XPS spectra reported
in this paper. All spectra were calibrated using the peak position of
the Au 4f signal (84.0 eV) of the Au(111) substrate. For all the
acquired data, 30 integrations were performed to have a sufficiently
high signal-to-noise ratio. XPSPEAK41 software was used for the
peak deconvolution. Relative sensitivity factors for surfaces were
obtained from literature [43]. Shirley background subtraction was
performed for all the spectra and a non-linear least squares fit
method was used for convergence. The XPS spectra were fit using
mixed Gaussian (65%) –Lorentzian (35%) (GL) curves. Asymmetric
GL curves were used to fit the spectra of Co 2p3/2. For the Mo 3d and
S 2p, paired GL peaks with a constrained area ratio of 3:2 and 1:2,
respectively, were used to account for the spin-orbit splitting. For Co
2p, the fitting is performed for the Co 2p3/2 component. All the
signature peak positions are based on previously reported literature
work and are tabulated in Table 1 along with the references.

3 Results and discussion

We first prepare identical precursors containing Co-Mo mixed
nanoparticles supported on a clean Au(111) substrate by sequential
physical vapor deposition (PVD) of 0.2 monolayers (ML) Mo metal,
followed by 0.2 ML Co metal at room temperature. The exact
synthesis procedure is detailed in the Materials and Methods
section and in the Supplementary Materials.

First, as a control experiment, one of the identical Co-Mo
precursors was sulfided at 650 K under 2 × 10−6 mbar of H2S and
cooled to room temperature according to the recipe detailed in the
Materials and Methods section, in order to replicate the vacuum
synthesis recipe of single layer 1H Co-promoted MoS2 slabs on
Au(111) [48]. After this step, the sample was loaded into the
ReactorSTM operated in the UHV mode. Figure 1 shows a large-
scale STM image thus obtained. In Figure 1, we observe the
formation of atomically-flat hexagonal slabs which are identified
as single-layer 1H Co-promoted MoS2 slabs. Under the sulfur-rich
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conditions used in this experiment, pristineMoS2 slabs are known to
display only the Mo-terminated edges due to the thermodynamic
stability of the Mo-termination and hence, adopt a triangular shape
[49]. The substitution of Mo atoms by Co along the S-terminated
edges leads to the thermodynamic stability of the S-termination as
well, thus, driving the formation of hexagon-shaped slabs such as
those in Figure 1 [33]. The Co-promoted MoS2 slabs have a bright
outline along their periphery while their basal planes are imaged
relatively darker. The darker basal plane is attributed to the semi-
conducting nature of 1H Co-promoted MoS2 while the bright edge
features are attributed to the 1D metallic edge states called BRIM
sites [33]. Additionally, we also observe the formation of the single-
layer 2D CoS2 phase as a byproduct, with the characteristic

hexagonal moiré structure which is 7 × 7 Au atoms (1.95 nm ×
1.95 nm) wide. The 2D CoS2 phase is also observed to form between
the Co-promoted MoS2 slabs on the Au(111) steps. These
observations are in excellent agreement with our recent work on
2D CoS2 slabs supported on Au(111) [46]. Furthermore, the
observation of the complete conversion of the Co and Mo
nanoparticles into the respective TMDC phases after the
sulfidation process is in agreement with the prior experimental
works on the sulfidation of Co and Mo nanoparticles under
controlled vacuum conditions [33, 49, 50].

In order to test our hypothesis on the formation of 1T Co-
promoted MoS2 slabs under highly reducing conditions, a freshly
prepared identical Co-Mo precursor was sulfided using high-
pressure sulfo-reductive conditions within the ReactorSTM. For
this purpose, a sulfo-reductive gas mixture (9:1 H2:CH3SH) was
used to pressurize the ReactorSTM to 1 bar. Thereafter, the
temperature was raised from room temperature to 520 K at a
rate of 2 K/min. Figure 2A shows a large-scale STM image
obtained in situ during the sulfidation under the sulfo-reductive
gas mixture. We observed the formation of two phases: islands with
a somewhat hexagonal shape and disordered arrangement of bright
protrusions and large atomically-flat islands with an ordered
hexagonal pattern, both of which are seen in Figures 2A, B.

The somewhat hexagon-shaped islands are identified as those of
poorly crystalline molybdenum sulfide (MoSx). Due to the presence
of a sufficient number of diffusing cobalt atoms, we expect that any
MoSx phase formed will likely be doped with Co atoms, and hence,
we denote this phase as CoMoSx. The CoMoSx islands are measured
to be 2.8 Å high (see heightline, Figure 2B), matching closely with
the measured height of single-layer Co-promoted MoS2 from
previous experimental reports [33]. The CoMoSx islands are
likely an intermediate phase towards the formation of crystalline
Co-promoted MoS2. No further changes are observed in this
disordered CoMoSx phase up to 67 min into the scanning in the
sulfo-reductive gas environment at 520 K (see Figures 2C, D),
suggesting that the temperature is insufficient for any
crystallization to occur.

The atomically-flat slabs with a hexagonal moiré pattern on
their basal plane are identified as 2D CoS2 islands. These slabs were
also observed to form in our control experiment (see Figure 1).

TABLE 1 XPS binding energies for various components used for peak fitting.

Components Binding energy (BE) (eV) ΔBEa (eV) References

1H MoS2 Mo 3d5/2 229.2 3.15 [5, 27, 44, 45]

1T MoS2 Mo 3d5/2 228.3 3.15 [5, 27, 44, 45]

S 2p3/2 (1T MoS2) 161.8 1.16 [5, 27, 44, 45]

S 2p3/2 (2D CoS2, 1H MoS2) 162.7 1.16 [5, 27, 37, 44–46]

S 2s 226.9 [5, 27, 37, 44–46]

CoS2 main Co 2p3/2 778.1 [27, 44, 47]

CoS2 satellites Co 2p3/2 781.1, 783.1 [27, 44, 47]

Co-MoS2 main Co 2p3/2 778.6 [27, 44, 47]

Co-MoS2 satellite Co 2p3/2 781.6, 783.6 [27, 44, 47]

aΔBE, is the energy difference between the spin-orbit splitting components. For example, ΔBE(3d) = BE, 3d5/2–BE, 3d3/2.

FIGURE 1
STM image of single-layer 1H Co-promotedMoS2 slabs prepared
by sulfidation of the Co-Mo precursor with H2S (2 × 10−6 mbar). The
STM image was acquired in UHV with a sample voltage of −1 V and
tunneling current of 100 pA.
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The 2D CoS2 also retains the characteristic hexagonal moiré
structure indicating that the basal plane of 2D CoS2 does not
undergo significant structural changes under the sulfo-reductive
gas mixture used. Additionally, the formation of this moiré
structure shows that the 2D CoS2 islands are crystalline in
nature and that the sulfidation of Co nanoparticles is already
complete during the process of bringing the ReactorSTM to the
operating conditions. This rapid spread and reaction of Co is
attributed to the cluster diffusion behavior of Co nanoparticles in
the presence of S adatoms which leads to rapid growth of 2D
CoS2 [50].

To speed up the process of CoMoSx crystallization, we further
increased the temperature to 603 K at the rate of 2 K/min while
maintaining the sulfo-reductive reaction gases and thermally
stabilize the STM before commencing the scanning in situ.
Figure 3A shows a large-scale STM image obtained in situ at
603 K at t = 121 min. Ten minutesafter attaining 603K, the edges
of the CoMoSx islands are observed to appear slightly brighter in the
STM images, as can be seen in Figure 3B. Over the next 35 min, the

CoMoSx slabs are observed to crystallize from the step edges towards
the interior (see Figures 3B–F). The crystallization is evident from
the formation of an ordered hexagonal lattice. The new crystalline
phase has a hexagonal arrangement of bright protrusions which are
0.33 ± 0.01 nm apart (see Figure 3F; height profile in Figure 3G).
This matches closely with the basal plane S-S distance of single-layer
MoS2 and Co-promoted MoS2 [49]. Furthermore, the basal plane
protrusions are imaged bright with respect to gold, unlike the 1H
Co-promoted MoS2 in Figure 1, suggesting that this phase has a
metallic nature. The crystalline Co-promoted MoS2 formed under
sulfo-reductive conditions (see Figures 3B–D), however, does not
have a bright BRIM along the edges, unlike the 1H Co-promoted
MoS2 slabs in the control experiment (see Figure 1). All
characteristics of this new crystalline phase formed in the sulfo-
reductive environment agree very well with those reported for a
metastable 1T-MoS2 phase in which Mo is in an octahedral
coordination environment [15, 28]. Therefore, we identify this
new phase as that of single-layer 1T Co-promoted MoS2. Figures
3B–D also show that the crystalline phase is not resolved well along

FIGURE 2
(A–D) STM images of the Co-Mo precursor acquired in situ during the sulfidation by a sulfo-reductive gasmixture (1 bar, 9H2: 1CH3SH) at 520 K. The
MoSx and 2D CoS2 phases are identified. The STM images were aquired at −0.3 V sample voltage and 500 pA tunneling current. The “t” indicated in the
label bars at the top of each STM image indicates the time stamp of acquisition from the commencing of the scanning.
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FIGURE 3
(A–F) STM images of the Co-Mo precursor acquired in situ during the sulfidation by a sulfo-reductive gas mixture (1 bar, 9H2: 1CH3SH) at 603 K. The
MoSx and 2D CoS2 phases are identified. The STM images were aquired at −0.3 V sample voltage and 500 pA tunneling current. The “t” indicated in the
label bars at the top of each STM image indicates the time stamp of acquisition from the commencing of the scanning. (G)Height profile along the red line
marked A in F. E anf F have additional derivative enhancing in order to bring forward the detail for the ease of viewing.
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one of the crystallographic directions especially along the slow scan
direction (top to down), giving the appearance of lines. We attribute
this to tip assymetry arising from interaction with the gases,
especially CH3SH at the elevated temperature and pressure used.
Such effects were also observed by Mom et. al. under similar gas
conditions when using similar as-cut Pt-Ir tips [34].

One may expect that employing a high partial pressure of
hydrogen during the cyrstallization favors the formation of a
large number of sulfur vacancies along the Co-MoS2 edges and
the basal plane. Recent theoretical work [20] has shown that
increasing the number of sulfur vacancies can make translational
layer sliding to form the 1T configuration more kinetically
favorable in pristine MoS2 slabs. While it may also be argued
that the electron donation from Co also aids in the formation of
1T Co-promoted MoS2, merely having the Co alone does not
yield the formation of the 1T phase under the vacuum
sulfidation-based control experiment. We also consider the
possibility that using a different sulfiding agent may also aid
in the formation of the 1T phase as we have used H2S for our
control experiment and CH3SH for the high-pressure sulfidation

as the sulfiding agents. Research carried out in the past has shown
that the effect of sulfiding agents on the chemical potential of
sulfur is minor for small thiol-containing molecules like H2S and
CH3SH, as they all readily disssociate on the gold surface and
form adsorbed–SH while aromatic (such as thiophenes) and
doubly substituted thiols (like dimethyl sulfide) lead to a lower
chemical potential of sulfur [33], [51–53]. Additionally, previous
experiments using a variety of H2:H2S mixtures under vacuum
pressures for MoS2 synthesis did not lead to the formation of the
1T phase [49]. Therefore, the elevated H2 gas pressure used in our
experiment to form a sufficient number of sulfur vacancies
remains as a major factor that assists in the formation of 1T
Co-promoted MoS2.

We make use of XPS analysis to determine the number of sulfur
vacancies and the amount of Co incorporation into the edges of 1T
Co-promoted MoS2. As the 1T phase is metallic, BRIM sites are not
present on the edges, making the identification of the Co-substituted
S edges from the STM images alone difficult. XPS, on the other hand,
can detect and resolve Co present in 1T MoS2 and CoS2 phases,
albeit in a statistically averaged manner [9, 54]. Typically, the Co

FIGURE 4
(A–C) Mo 3d, Co 2p3/2, and S 2p XPS spectra of the Co-Mo precursor supported on Au(111) after sulfidation in the high-pressure sulfo-reductive
gases at 603 K.
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present on the S edges of 1H and 1T MoS2 has a signal resembling
metallic Co sulfide but shifted by 0.6–0.8 eV to higher binding
energy depending on the metallicity of the support [9, 54, 55].
Additionally, the structural relaxation upon the transformation of
the 1T phase into the 2H phase results in a downshift in binding
energy of the Mo 3days and S 2p spectra of the 1T phase by ~0.9 eV
with respect to the 1H phase, thus allowing for the identification of
the 1T phase [56, 57]. Before measuring the XPS spectra, the sample

exposed to high pressure was cooled to room temperature in the
sulfo-reductive gas environment and then pumped down to UHV.
Thereafter, XPS spectra of Mo 3d, S 2p and Co 2p were acquired and
analyzed. The Mo 3d spectrum (see Figure 4A) shows the main Mo
3d5/2 peak at 282.3 eV which matches well with the reported XPS
spectra of 1T-MoS2 and 1T-Co-promoted MoS2 [54, 57]. The
component at 290.2 eV is attributed to the unconverted MoSx
phase as we did not observe any 1H Co-promoted MoS2 in the
STM images. The Co 2p3/2 spectrum (see Figure 4B) shows the
presence of 2 types of cobalt species, namely, the Co in metallic 2D
CoS2 at 778.1 eV (55%) and the Co present on the edges of MoS2 at
778.7 eV (45%). The corresponding S 2p spectrum (see Figure 4C)
shows an asymmetric peak that consists of contributions from S in
2D CoS2 and the 1T phase. Furthermore, comparing the overall
signals of Co, Mo, and S, the molecuar formula of 1T Co-MoS2 is
determined to be Mo0.67Co0.32S1.89, with 11% sulfur vacancies in the
top layer (see Supplementary Material S1.2, Supplementary Table
S2). The high number of sulfur vacancies is expected due to the
highly reducing environment used during the synthesis in the
ReactorSTM. In comparison, the molecular formula of the 1H
Co-promoted MoS2 from the control experiment is determined
to be Mo0.65Co0.35S2.05.

As an additional control experiment, the control sample
containing 1H Co-promoted MoS2 slabs grown using 2 ×
10−6 mbar H2S was loaded into the ReactorSTM and exposed to
the high-pressure sulfo-reductive gas mixture (9:1 H2:CH3SH,
1 bar) at 603 K for up to 6 h. Figure 5 shows a large-scale STM
image obtained in situ after 6 h. Comparing Figures 1, 5, we
observe that the morphology of the Co-promoted MoS2 slabs is
largely preserved. Under these gas conditions, we expect that the
edges of the Co-promoted MoS2 slabs are reduced to the same
degree as in our high-pressure sullfidation experiment since the gas
conditions are identical. In Figure 5, we clearly observe that all the
Co-promoted MoS2 slabs remain in the 1H state and do not
transform into the 1T state, as can also be seen in the atom-
resolved inset where 1H Co-promoted MoS2 slabs with BRIM sites

FIGURE 5
In situ STM image of vacuum-synthesized Co-promoted MoS2
slabs after 6 h under the sulfo-reductive gas environment (1 bar, 9:
1 H2:CH3SH, 603 K). The inset shows atom-resolved 1H Co-promoted
MoS2 slabs with BRIM sites. STM image acquired with a sample
voltage of −0.3 V and tunneling current of 500 pA.

FIGURE 6
Schematic diagram describing the kinetically favorable and unfavorable routes for the 1T Co-promoted MoS2 formation.
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are clearly imaged. This shows that the 1T state is accessible at the
gas conditions and temperatures used, if and only if, the
thermodynamically stable 1H state has not already been
formed. A schematic summarizing all our findings is shown in
Figure 6.

4 Conclusion

We have demonstrated using the in situ STM imaging
capabilities of the ReactorSTM, that using sufficiently reducing
environments during the crystallization phase can favor the
formation of metallic 1T Co-promoted MoS2. On the other
hand, if 1H Co-promoted MoS2 is already formed, then there
are large kinetic barriers that hinder the formation of a sufficient
number of S vacancies to drive the transformation to the 1T phase
through atomic S-layer sliding. These observations with the STM
are confirmed and supported very well by the corresponding XPS
spectra which show that the 1T Co-MoS2 slabs have a large
number of sulfur vacancies in comparison to the 1H Co-MoS2
slabs. The formation of pure 1T Co-promoted MoS2 under sulfo-
reductive conditions without an alkali metal intercalator is
remarkable as it demonstrates the feasibility for directly
synthesizing monolayers of pure 1T or 1H Co-promoted
MoS2. This is of great relevance for fundamental research in
optoelectronics, green hydrogen production, and heterogeneous
and electro-catalysis.
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The dynamics of water diffusion on carbon surfaces are of interest in fields as
diverse as furthering the use of graphene as an industrial-coating technology and
understanding the catalytic role of carbon-based dust grains in the interstellar
medium. The early stages of water–ice growth and the mobility of water
adsorbates are inherently dependent on the microscopic mechanisms that
facilitate water diffusion. Here, we use 3He spin-echo quasi-inelastic scattering
to probe the microscopic mechanisms responsible for the diffusion of isolated
water molecules on graphene-covered and bare Ir(111). The scattering of He
atoms provides a non-invasive and highly surface-sensitive means to measure the
rate at which absorbates move around on a substrate at very low coverage. Our
results provide an approximate upper limit on the diffusion coefficient for water
molecules on GrIr(111) of < 10−12 m2/s, an order of magnitude lower than the
coefficient that describes the diffusion of water molecules on the bare Ir(111)
surface. We attribute the hindered diffusion of water molecules on the GrIr(111)
surface to water trapping at specific areas of the corrugatedmoiré superstructure.
Lower mobility of water molecules on a surface is expected to lead to a lower ice
nucleation rate and may enhance the macroscopic anti-icing properties of a
surface.

KEYWORDS

surface dynamics, surface diffusion, wettability, helium-3 spin-echo scattering,
graphene, iridium

1 Introduction

The microscopic mechanisms that facilitate water transport on carbon surfaces are not
well understood (Bartels-Rausch, 2013; Bui et al., 2023) despite water diffusion on carbon
playing a role in a wide range of fields, including material science and astrochemistry
(Shavlov et al., 2007; Hama and Watanabe, 2013; Schertzer and Iglesias, 2018). Graphene, a
2D array of sp2-hybridized carbon atoms, has attracted interest as a potential anti-corrosion
(Kyhl et al., 2015; Yu et al., 2018; Camilli et al., 2019) or anti-icing coating (Akhtar et al.,
2019; Kyrkjebø et al., 2021). Water molecules on a surface may react with surface atoms,
contributing to corrosion, or cause friction and wear. By understanding the principles of
molecular diffusion in more detail, it may be possible to develop more effective strategies to
control these processes. In the interstellar medium, the freeze-out of water molecules onto
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the surfaces of dust grains, some of which are made from
carbonaceous materials, provides chemical repositories for
increasing molecular complexity. Water–ice-covered dust grains
act as seeds for the formation of complex organic molecules,
boosting interstellar chemical complexity (Hama and Watanabe,
2013; Van Dishoeck et al., 2013; Fulvio et al., 2021). To understand
the role of the carbon surface in these processes, it is crucial to
consider the initial stages of ice nucleation and crystalline growth,
and the diffusion of water molecules on carbon surfaces is key
to both.

Macroscopically, the ability of a surface to maintain contact with
water, commonly referred to as wetting, can be measured as the
contact angle of an equilibrated liquid water droplet placed on the
surface. The ability of water to wet a layer of graphene has been
intensively studied over the last decade, with a large variation in the
reported water contact angles, ranging from (42 ± 3)° (Prydatko
et al., 2018) to (127 ± 4)° (Wang et al., 2009). While external
parameters like contamination, environmental effects, and
graphene synthesis differences contribute to the discrepancies
reported in the literature, the measured contact angle is highly
dependent on the substrate used (Rafiee et al., 2012; Li et al., 2013;
Raj et al., 2013; Taherian et al., 2013; Parobek and Liu, 2015;
Belyaeva and Schneider, 2020). Theoretical studies predict that
the contact angle of graphene is controlled by the balance of
polarization at the graphene–water interface and polarization at
the graphene–substrate interface (Shih et al., 2013; Kong et al.,
2018).

Microscopic measurements of the water–surface interaction
focus on the adsorption and desorption kinetics of water
molecules, utilizing experimental techniques such as low-
temperature scanning tunneling microscopy (LT-STM) (Standop
et al., 2015), temperature-programmed desorption (TPD) (Souda,
2012; Smith et al., 2014), and helium atom scattering (HAS). HAS is
a technique particularly suitable for studying the microscopic
morphology, structure, and dynamics of water (Daschbach et al.,
2004; Andersson et al., 2007). As a surface probe, helium atoms are
chemically inert and uncharged, and scatter from the outermost
electron density distribution of the surface atoms. This makes HAS a
non-destructive and highly surface-sensitive technique that can be
used to study the properties of water on a surface without altering its
structure or behavior. The cross-section for helium atoms to scatter
from a single adsorbate is large, typically approaching 120 Å2 (Farias
and Rieder, 1998), making helium atoms particularly suitable for
studying adsorbate behavior at low coverages in the single molecule
diffusion regime.

Helium atoms may scatter elastically from static surface atoms
or quasi-elastically from moving adsorbates. In the energy transfer
spectrum, quasi-elastic scattering from moving adsorbates will
contribute to a broadening around the elastic peak, which gives
information on the dynamics of the moving adsorbates on the
surface. Helium-3 spin-echo scattering (3HeSE) significantly
increases the energy resolution of He scattering techniques by
avoiding the use of time-of-flight measurements to detect quasi-
elastic scattering losses (Jardine et al., 2009). In 3HeSE, incoming
helium atoms are spin-polarized and split into two spin components
using a magnetic field. One of the spin components is accelerated,
while the other is deaccelerated, separating the atoms in the so-called
“spin-echo time,” τSE. The spin-encoded components scatter from

the surface and are subsequently recombined. The polarized spin of
the scattered beam is then measured as a function of τSE, providing a
measure of the loss in the correlation of the spin-encoded beam as it
scatters from the surface. Aperiodic motion on the surface, such as a
diffusing adsorbate, will give rise to quasi-elastic scattering, leading
to a loss in correlation, which is measured as an exponential decay in
the polarized signal of scattered 3HeSE atoms.

3HeSE has recently been used to measure the diffusion
properties of molecular water on a range of surfaces (Tamtögl
et al., 2020; Tamtögl et al., 2021). Tamtögl et al. (2021) studied
the diffusion of single water molecules on graphene prepared on
Ni(111). They demonstrated that single water molecules jump from
the center of one hexagon in graphene to the center of another, with
a tracer diffusion coefficient of (4.1 ± 0.2) × 10−10 m2/s and an
activation barrier of (60 ± 4) meV. Graphene prepared on Ni(111) is
a strongly coupled system that, due to almost identical lattice
constants, results in a relatively flat surface energy landscape
(Batzill, 2012). Whether these results correlate with water
diffusion on other graphene-supported systems is the focus of the
current study.

In this study, we use 3HeSE measurements to investigate the
diffusion properties of water molecules on Ir(111) and graphene
prepared on Ir(111). The Ir(111) substrate is used because, in
contrast to GrNi(111), GrIr(111) is a weakly bound system in
which graphene can be considered to be quasi-free-standing
(Busse et al., 2011; Batzill, 2012). The slight mismatch in lattice
constant between the graphene unit cell and the Ir(111) unit cell
gives rise to a moiré superstructure. The results are compared to the
previous measurements performed on graphene on Ni(111).

2 Materials and methods

The 3HeSE instrument at the Cavendish Laboratory, University
of Cambridge, was used for He scattering measurements (Jardine
et al., 2009). The instrument consists of an ultra-high-vacuum
chamber with a base pressure below 5 × 10−11 mbar. The sample
sits at the end of a cryo-finger cooled with liquid nitrogen, where a
filament allows for sample heating. The sample is interrogated by a
2 mm-focused beam of 3He atoms, which arrives at the sample via
supersonic expansion through a nozzle cooled via a closed-cycle He
compressor, giving the 3He atoms a nominal kinetic energy of 8 meV
corresponding to a wavevector of 3.4 Å−1 (Jardine et al., 2009). The
focused 3He beam is scattered from the sample, and scattered atoms
are detected. The source-detector angle is fixed at 44.4°, and the
scattering angle is changed by rotating the sample with 3 rotational
degrees of freedom. For the 3HeSE experiments, the incoming 3He
atoms are nuclear spin-polarized in a magnetic field; the polarized
atom beam then enters a solenoid, where the magnetic field encodes
nuclear spin. This beam of spin-polarized, spin-encoded 3He atoms
scatters from the sample before passing through an identical but
sign-reversed magnetic field at a second solenoid, where spins are
decoded and spin-analyzed before reaching the detector. The
temporal window of the instrument is between sub-picoseconds
and 2 nanoseconds (Jardine et al., 2009). Further details about the
instrument are provided elsewhere (Alexandrowicz and Jardine,
2007; Jardine et al., 2009). Scanning tunneling microscopy (STM)
images were recorded in separate ultra-high-vacuum chambers at

Frontiers in Chemistry frontiersin.org02

Kyrkjebø et al. 10.3389/fchem.2023.1229546

81

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2023.1229546


the Center for Interstellar Catalysis, Aarhus University. The pristine
Ir(111) surface was characterized using a CreaTec STM at LN2

temperatures, and the GrIr(111) was characterized using an Aarhus-
type STM at room temperature. STM images were analyzed using
WSxM software (Horcas et al., 2007).

The sample is a 3 mm-thick Ir single crystal with a diameter of
7 mm, polished at the (111) surface (±0.1°). This Ir(111) surface was
cleaned, in situ, at the characterization chamber, with several cycles
of Ar+ sputtering and annealing, followed by annealing in an oxygen
atmosphere. Graphene sheets were prepared on the clean Ir(111) via
a combination of temperature-programmed growth and chemical
vapor deposition (Coraux et al., 2009). The substrate was exposed to
ethylene gas at room temperature and a partial pressure of 2 ×
10−7 mbar for 15 min. The gas was pumped away, and the sample
was flashed to 1,180°C and then cooled to 900°C in an ethylene
partial pressure of 8 × 10−7 mbar for 15 min.

For water adsorption experiments, deionized water was purified
via several freeze–pump–thaw cycles. Water was deposited onto
LN2-cooled Ir(111) and GrIr(111) samples via chamber backfilling
using a needle valve to achieve the required partial pressure in the
sample chamber. To measure water diffusion via 3HeSE

measurements, water was adsorbed on the substrate at 120 K
while the elastically scattered helium reflectivity signal was
monitored. 0.1 and 0.25 L water was deposited on Ir(111) and
GrIr(111), respectively, which, in both cases, resulted in a 60%
attenuation of the helium reflectivity signal. An attenuation of 75%
of the helium signal was recently estimated to correspond to a
coverage of 0.07 ML on GrNi(111) (Tamtögl et al., 2021), and we use
this as a rough estimation for the coverage obtained on Ir(111) and
GrIr(111). It should be noted that we do not expect our analysis and
conclusions to be sensitive to the actual coverage achieved. This
sample was then interrogated by the spin-polarized, spin-encoded
beam of 3He atoms, and the scattering signal was recorded.

3 Results and analysis

Figures 1A, B show atomic-resolution STM images of Ir(111)
and GrIr(111), respectively. The lattice constant of the Ir(111)
surface was measured as (2.7 ± 0.1) Å, slightly larger than the
lattice constant of graphene, which was measured as (2.5 ± 0.1)
Å, in agreement with literature values (N’Diaye et al., 2008). This

FIGURE 1
Top: STM images of (A) clean Ir(111) (Vt: 5.8 mV, It: 56.0 nA) and (B) graphene on Ir(111) (Vt: 7.6 mV, It: 0.94 nA); the schematic indicates the moiré
unit cell with the repeating length scale of (25.02 ± 0.03) Å. The three high-symmetry regions of the moiré are as described in the main text. Bottom:
diffraction scans from (C) a clean Ir(111) surface and (D) the GrIr(111) surface before (red) and after (blue) exposure to 0.1 L [Ir(111)] and 0.25 L [GrIr(111)] of
water at 120 K. The diffraction peaks with the diffraction order aremarked and labeled in the figure. The peaks arising from themoiré superstructure,
labeled “m,” appear at low ΔK values and appear again around the first-order graphene peak, the latter labeled “Gr.”
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slight lattice mismatch gives rise to a moiré superstructure, visible as
the large-scale repeating depressions in the STM image of GrIr(111)
(Figure 1B). The moiré unit cell is schematically illustrated in
Figure 1B. There are three high-symmetry regions: ATOP
regions, where the center of a carbon hexagon sits directly on
top of an Ir atom and are seen as dark depressions in the STM
image (N’Diaye et al., 2008), and HCP and FCC regions, where every
second carbon atom is positioned directly above an Ir atom with
every other carbon atom in a bridge site. In the HCP regions, the
carbon atoms in bridge sites lie above an Ir atom in the third surface
layer, while in the FCC regions, the carbon atoms in bridge sites lie
above an Ir atom located in the second layer. The bright protrusions
in the STM image of the bare Ir(111) surface in Figure 1A indicate
adsorbates, most likely oxygen atoms that remain chemisorbed
following cleaning.

Diffraction patterns were recorded from both the Ir(111) and
GrIr(111) substrates using HAS before and after exposure to the
water dose that roughly corresponds to 0.07 ML of water at 120 K.
The intensity of elastically scattered helium atoms versus the
scattering momentum transfer, ΔK, along the ΓM direction is
shown in Figures 1C, D. The Ir(111) surface gives rise to a single
diffraction peak at ΔK = 2.69 Å−1 corresponding to a lattice spacing
of (2.70 ± 0.03) Å equivalent to the Ir atom lattice. The diffraction
pattern for the GrIr(111) sample shows peaks at ΔK = 0.30 Å−1 and
ΔK = 3.00 Å−1, corresponding to lattice spacings of (25.02 ± 0.03) Å
and (2.43 ± 0.03) Å, respectively. These values agree with the

periodicities of the moiré lattice and graphene lattice measured
with the STM (N’Diaye et al., 2008). All peak intensities are slightly
reduced after water is adsorbed on the surface, indicating low water
coverage. Water exposure on either surface did not result in any new
peaks, indicating that no new lattice emerges following water
adsorption.

The diffusion of H2O monomers adsorbed on Ir(111) and
GrIr(111) was studied experimentally via the 3HeSE method by
measuring the polarization of scattered 3He atoms after scattering
from the substrate as a function of spin-echo time. The polarization
gives the intermediate scattering function (ISF), I(ΔK, t), described
by Eq. 1. Since 3He scattering is a surface-only effect, the ISF
provides a measure of surface correlation on the length scale and
direction given by the scattering momentum transfer, ΔK, after the
spin-echo time t = tSE. Both parameters were varied in the
experiment: tSE was varied by adjusting the solenoid fields that
spin-encode the 3He atoms; the ΔK direction was varied by adjusting
the angle of the incident beam. For scattering from mobile species,
the ISF can usually be written as

I ΔK, t( ) � I0 ΔK, 0( )e−α ΔK( )·t + C ΔK( ), (1)
where I0 is the polarization measured at t = 0 and C is an offset
reflecting persistent polarization caused by elastic scattering of 3He
atoms from static defects on the substrate, i.e., vacancies or
adsorbates. The change in the degree of correlation with spin-
echo times is described by the dephasing rate, α(ΔK). The loss in

FIGURE 2
Top: Reduction in surface correlation as a function of spin-echo time following 3He scattering from approximately 0.07 ML water adsorbed at 125 K
on (A) Ir(111), (B)GrIr(111), and (C)GrNi(111) at ΔK = 1 Å−1, measured in the ΓM direction. The data (unfilled symbols) were fitted with the ISF function (Eq. 1),
resulting in the solid lines. Bottom: Dephasing rate, α, obtained from the ISF fit at each ΔK measurement in the ΓM direction is plotted for (D) Ir(111), (E)
GrIr(111), and (F) GrNi(111). Uncertainty in α is given as the corresponding confidence bounds (1σ) of each exponential fit. Data shown in (D) can be
fitted to the Chudley–Elliot model (Eq. 2), and the fit is shown with a solid line, allowing for jumps to the nearest neighbor only. Data presented in (C,F) for
GrNi(111) were measured elsewhere and are adapted from the study by Tamtögl et al. (2021).
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correlation arises from 3He atoms that scatter quasi-inelastically
from diffusing adsorbates and, when analyzed as a function of ΔK,
provides information on the diffusing species in k-space.

The results of typical H2O diffusion measurements on Ir(111)
and GrIr(111) are presented in Figures 2A, B, respectively. Water
was adsorbed to approximately 0.07 ML coverage at 125 K, and the
polarization was measured along the ΓM direction as a function of
spin-echo times from 0 to 642 ps at ΔK values from 0 to 3.1 Å−1.
Figure 2C includes measurements for H2O dynamics on GrNi(111)
collected by Tamtögl et al. (2021) using the same HeSE setup, and
these data are included for comparison. In Figures 2A–C, the degree
of polarization is plotted as a function of spin-echo times at ΔK =
1 Å−1. For GrIr(111), we ascribe the oscillating signal at spin-echo
times below 8 ps to scattering from phonons. These data are shown
as the inset in Figure 2B. The oscillating signals at short spin-echo
times lack any characteristic dependence on ΔK and, while this
initial decay could relate to vibrational or rotational motions within
a unit cell, such effects would not alter the subsequent analysis or
conclusions. The data for Ir(111) in Figure 2A extend to low spin-
echo times, but as for data for GrIr(111), only the loss in correlation
after 8 ps was fitted to Eq. 1 to obtain the dephasing rate, α.
Dephasing rates were analyzed for ΔK in the range 0–3.1 Å−1,
and the results are plotted in Figures 2D–F. Again, data for H2O
dynamics on GrNi(111) were taken from the study by Tamtögl et al.
(2021) and are included for comparison.

The data recorded from water adsorbed on Ir(111) show a
tendency to decay at longer spin-echo times (Figure 2A),
demonstrating quasi-elastic scattering from diffusing water
molecules on the Ir(111) surface. The values for α obtained by
fitting the ISF function in Eq. 1 at ΔK from 0 to 3.1 Å−1 are plotted in
Figure 2D. In contrast, the data recorded from water adsorbed on
GrIr(111) (Figure 2B) indicate no evidence of H2O translational
diffusion on GrIr(111) across the spin-echo times accessible with
this experiment. There was little loss of correlation for H2O on
GrIr(111), on a timescale of hundreds of ps, at any ΔK value between
0 and 3.1 Å−1 across the temperatures investigated, from 120 to
160 K. Thus, we conclude that water should diffuse at a lower rate
than can be assessed via our 3HeSE experiment. To set an upper limit
for a loss of correlation, we assume that there is decay to some
arbitrary point beyond the timescale accessible with the 3HeSE
measurement. By setting this offset to half of the value of the last
data point, we obtain α values on the order of 10−4 ps−1, plotted in
Figure 2E. Changing the offset to 25% or 75% of the last data point
does not change the order of magnitude of the α values. The values of
α at ΔK = 1 Å−1 for each substrate are summarized in Table 1. The
dephasing rates, α, for GrNi(111), 10−2 ps−1, are an order of

magnitude larger than values for water diffusing on Ir(111),
10−3 ps−1, which, in turn, are an order of magnitude larger than
the upper limit values for water diffusing on GrIr(111), 10−4 ps−1.
This trend is already evident from visual inspection of the loss in
correlation as a function of spin-echo times in Figures 2A–C.

The dephasing data obtained fromH2O adsorbed on Ir(111) can
be compared to the analytical Chudley–Elliot (CE) model, which is
the simplest approach to describe molecular single-jump diffusion
(Chudley and Elliott, 1961; Barth, 2000; Jardine et al., 2009). This
model assumes that an adsorbate rests at time τ between jumps from
one adsorption site to another. The model describes α as

α ΔK( ) � 2
τ
∑
n

pn sin
2 ΔK · jn

2
( ), (2)

where each n represents a unique jump, represented by jn, the jump
vector for that particular jump, and pn, the probability that an
adsorbate will make that particular jump.

The CE model, described by Eq. 2, was applied to the α values
plotted in Figure 2D for n = 1, i.e., for a jump to the nearest neighbor
with p1 = 1. Increasing n > 1 did not improve the goodness of fit. The
resulting fit, weighted towards lower ΔK values by the uncertainties
of the data points, is shown as the solid line in Figure 2D. We
estimate a residence time, τ = (1200 ± 300 ps), with a jump length
〈l〉 = (2.72 ± 0.03) Å, where the uncertainty was measured from the
diffraction scan in Figure 1C.We assume that the water molecule sits
on top of a surface Ir(111) atom as water molecules sit in atop
positions on other close-packed transition metal surfaces (Carrasco
et al., 2013). Water dissociation has been reported to be thermally
activated on Ir(111) (Pan et al., 2011), and this may explain the
absence of any decay in polarization in our experiments when the
sample temperature was increased above 135 K. It may be that at
these elevated surface temperatures, water molecules fragment to
form smaller radical species, which may chemisorb to the Ir(111)
surface.

Using the values of τ and 〈l〉 from Eq. 2, we can then calculate a
value for the diffusion coefficient, D, using

D � 1
4τ

〈l2〉, (3)

giving a diffusion coefficient of (1.5 ± 0.4) × 10−11 m2/s for water on
Ir(111) at 125 K in the ΓM direction. It should be noted that in
arriving at this value for the diffusion coefficient, we have used the
simplest possible hopping model in the CE model, and we assumed
that water molecules are non-interacting, which may not be the case
at a coverage we can, at best, estimate to be roughly 0.07 ML.We can
also approximate an upper limit for the diffusion coefficient for

TABLE 1 Experimentally determined diffusion parameters for water monomers on Ir(111), GrIr(111), and GrNi(111).

Diffusion parameters

α at ΔK = 1 Å−1 (ps−1) τ (ps) D (m2/s) Ea (meV) α0 (ps−1)

Ir(111) ~ 10−3 1,200 ± 300 (1.5 ± 0.4) × 10−11 90 ± 40 -

GrIr(111) ~ 10−4 - < 10−12 - -

GrNi(111) ~ 10−2 65 ± 3 (4.1 ± 0.2) × 10−10 60 ± 4 5 ± 1

The columns provide the following: the dephasing rate α, resident time τ, diffusion coefficient D, activation energy Ea, and the Arrhenius prefactor α0. Values for GrIr(111) are provided as

approximate upper limits. Standard deviation is found through error propagation. Values for GrNi(111) are taken from the study by Tamtögl et al. (2021).

Frontiers in Chemistry frontiersin.org05

Kyrkjebø et al. 10.3389/fchem.2023.1229546

84

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2023.1229546


water on GrIr(111). For GrIr(111), the upper limits of the dephasing
rates are one order of magnitude lower than what we report for water
on Ir(111) and two orders of magnitude lower than the values
reported for water on GrNi(111). We assume that this translates to a
water residence time of at least one order of magnitude longer than
for water on Ir(111), i.e., τ > 12 ns. With a residence time of this
order and assuming that the jumping length stays in the Å length
scale (similar to that for water hopping on GrNi(111)), we can
approximate that the diffusion coefficient for water on GrIr(111) is
< 10−12 m2/s.

If we assume that diffusion is an activated process, with an
activation energy barrier Ea, then the relationship between α values
at the same ΔKmeasured as a function of temperature is modeled by
the Arrhenius relation as follows:

α � α0 exp
−Ea

kBTs
( ), (4)

where α0 is the pre-exponential factor describing the jump
frequency, kB is the Boltzmann constant, and Ts is the
temperature of the surface.

Figure 3 shows an Arrhenius plot for α measured at 125 K and
135 K at ΔK = 0.7 Å−1. The data at 125 K were measured
immediately after water deposition at this temperature, and data
at 135 K were measured by annealing this sample to 135 K. Only
data at these two temperatures were available in our experiments.
The ΔK value of 0.7 Å−1 was chosen for the Arrhenius analysis
because it provided the best signal-to-noise ratio in the experiment,
with a low value ofΔK representing the jump to the nearest neighbor
on the Ir(111) surface. The activation energy Ea can be extracted
from the slope between these data points and is estimated to be (90 ±
40) meV. The large uncertainty of the measurement does not allow
for an estimation of the exponential prefactor α0. Our value of Ea is
similar to the barrier of (80 ± 8) meV, which is measured for water
monomer diffusion on Cu(100) at temperatures below 30 K
(Bertram et al., 2019). This is despite our 3HeSE measurements

arising from water adsorbed at considerably higher temperatures,
125–135 K, demonstrating the veracity of the conclusion drawn by
Bertram et al. that their value should be accurate across a large
temperature range. An alternative approach to calculate the
activation energy is to arbitrarily assume that the value of α0 is
identical for water on Ir(111) and water on GrNi(111), i.e., 5 ps−1

(Tamtögl et al., 2021). This gives an activation energy of (77 ± 3)
meV for ΔK = 0.7 Å−1 at 125 K, agreeing with the value found in
Figure 3.

4 Discussion

Our results demonstrate that if water is diffusing on GrIr(111), it
must happen with a rate that is an order of magnitude lower than
that of water diffusing on Ir(111) and two orders of magnitude lower
than that of water diffusing on GrNi(111) (Tamtögl et al., 2021).
Before discussing what might hinder water diffusion on GrIr(111),
we first ask if we expect diffusion to occur in the temperature
window studied, i.e., between 120 and 160 K. To this end, water was
adsorbed onto the GrIr(111) substrate, and the helium reflectivity at
the specular angle was recorded as a function of water exposure, at
temperatures of adsorption between 120 and 160 K. The results,
plotted in Figure 4, show a decrease in the intensity of elastically
scattered helium atoms as a function of water exposure. The
decrease results from the diffuse scattering of He atoms from
water adsorbates on the GrIr(111) substrate as water molecules
adsorb on the substrate. In all cases, the decrease is exponential,
suggesting that adsorbates are isolated as they stick on the substrate
(Farias and Rieder, 1998). There is minimal difference between the
rate of decrease in the reflectivity between 120 and 130 K, indicating
similar adsorption kinetics at these temperatures. The rate of
decrease with an increase in exposure corresponds to the overlap
of scattering cross-sections of the adsorbates on the surface. If the

FIGURE 3
Arrhenius plot showing the temperature dependence of α at ΔK =
0.7 Å−1 for water on Ir(111). The error bars arise following error
propagation.

FIGURE 4
Helium scattering intensity at the specular angle, as a function of
water fluence on GrIr(111), for sample temperatures in the range
120–140 K. The helium reflectivity signal decreases with an increase in
water exposure, with a change in the rate of decrease between
130 and 135 K.

Frontiers in Chemistry frontiersin.org06

Kyrkjebø et al. 10.3389/fchem.2023.1229546

85

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2023.1229546


adsorbates “sit and stick”, the cross-sections will overlap, giving a
simple relationship for the rate of reduction in the reflectivity signal.
However, if the adsorbates repel or attract each other, that will
increase or decrease the rate of loss in reflectivity, respectively
(Farias and Rieder, 1998). There is a clear change in the rate at
which reflectivity decreases when the substrate temperature
increases from 130 to 135 K, with the reflectivity decreasing
much slower at the higher adsorption temperatures. This low
rate indicates an abrupt change in the adsorption kinetics at
135 K, which we attribute to either a sudden change in the
sticking coefficient at 135 K or to the growth of a more ordered
ice layer. Infrared reflection absorption spectroscopy experiments
indicate that at low coverage, water adsorbates tend to aggregate into
clusters at HCP regions on the GrIr(111) moiré, providing a
confined environment for these water molecules and a distinctive
IR spectrum (Gleißner et al., 2019). This interpretation concurs with
results from low-temperature STM experiments (Standop et al.,
2015). Infrared spectroscopy shows an annealing-induced structural
change for water confined to HCP regions on GrIr(111) when the
temperature is increased above 140 K (Gleißner et al., 2019).
Increasing the surface temperature to 150 K led to water
desorption (Supplementary Figure S1 in Supplementary
Material), which agrees well with TPD measurements (Standop
et al., 2015). The data in Figure 4 indicate that water gains some
mobility across the temperature range in which 3HeSE
measurements were recorded, specifically between 130 and 135 K,
and one might expect the change in sticking coefficient and/or the
structural rearrangement to coincide with a higher rate of water
diffusion. Such diffusion was not observed in the 3HeSE data,
indicating that if isolated water molecules do diffuse, they do so
at a low rate, a rate much lower than the rate at which water diffuses
on GrNi(111) (Tamtögl et al., 2021).

We note that the He reflectivity signal remained low at all
temperatures below 150 K, even after extended waiting times,
following water adsorption on the GrIr(111) substrate. This is in
contrast to He scattering from water adsorbed on GrNi(111), where
it was reported that the helium reflectivity signal recovered after
water adsorption at 110 K and a diffraction pattern emerged
(Tamtögl et al., 2021). Those authors attributed this increase in
reflectivity to mobile water that migrated to form large ice clusters at
110 K. The moiré superstructure of GrIr(111) has been reported to
lead to patterned adsorption of hydrogen atoms (Jørgensen et al.,
2016), oxygen atoms (Cassidy et al., 2018; Kyrkjebø et al., 2021),
metal clusters (N’Diaye et al., 2009; Feibelman, 2008), and water ice
(Standop et al., 2015), with a slight preference for absorbates to be
confined to the HCP regions of the moiré. Carbon atoms in the
graphene basal plane have a registry with every second carbon atom
above an Ir atom and lie closest to the Ir(111) substrate in the HCP
regions, making the carbon atoms in those areas most readily
available to form covalent bonds with the underlying Ir surface
(Jørgensen et al., 2016). Standop et al. (2015) showed, with the LT-
STM, that solid amorphous water became trapped in the HCP
regions when adsorbed at temperatures below 80 K. Due to the
patterned adsorption of water on GrIr(111), the surface was
described as a pattern of hydrophilic regions in a hydrophobic
matrix. In our experiments, we observed no measurable diffusion of
water species, even at temperatures close to the water desorption
temperature. We speculate, then, that water species on the GrIr

surface are trapped in clusters at the HCP regions of the GrIr moiré.
The high binding energies for adsorbates in these clusters at the HCP
regions of the moiré might increase the activation energy for water
monomer/dimer/trimer diffusion to a value comparable to that of
desorption so that desorption competes with the diffusion of isolated
water species.

Recently, it was shown, by measuring the freezing onset
temperature of a water droplet on a cooled surface, that pristine
and functionalized graphene grown on Ir(111) and Ru(0001) exhibit
anti-icing properties (Akhtar et al., 2019; Kyrkjebø et al., 2021).
Interestingly, graphene prepared on both of these surfaces gives rise
to moiré superstructures, which are preserved after the adsorption of
functional groups (Cassidy et al., 2018; Novotny et al., 2018). The
freezing onset of a water droplet on GrIr(111) was reported as (−15 ±
3)°C and reduced to (−21 ± 1)°C after the introduction of
chemisorbed oxygen on the GrIr(111) surface (Kyrkjebø et al.,
2021). Kyrkjebø et al. (2021) proposed that a lower rate of ice
nucleation occurred on the O-Gr/Ir(111) systems because interfacial
water became more viscous in the presence of the chemisorbed
oxygen (Zokaie and Foroutan, 2015). This increased viscosity
provides a barrier to ice nucleation (Li et al., 2014). According to
the crystal nucleation theory, ice growth becomes exothermic when
a nucleus reaches a critical size, meaning that the initial nucleation
step is rate-determining for ice growth. We speculate that the
macroscopic anti-icing properties of the modulated graphene-
based surfaces can be explained by the slow molecular diffusion
of water reported here for water adsorbed on the GrIr(111) surface.

Our results demonstrate that the microscopic mechanism for
water molecule diffusion on graphene is strongly substrate dependent,
with the rate of water diffusion on GrIr(111) being at least two orders
of magnitude lower than water diffusion on GrNi(111). Since water
diffusion is faster on the bare Ir(111) surface than on the Gr/Ir(111)
surface, we conclude that the graphene-Ir interaction determines the
microscopic diffusion properties of single water molecules. Hence,
tuning of the graphene-substrate interaction may provide a pathway
to improve the de-icing properties of graphene films on metallic
substrates.

5 Summary

Isolated water molecules on GrIr(111) are reported to diffuse at a
rate with an approximate upper limit of 10−12 m2/s. This rate is at
least one order of magnitude lower than that of isolated water
molecule diffusion on Ir(111) and two orders of magnitude lower
than that of water diffusion on GrNi(111). We propose that it is the
graphene–metal interaction that determines the microscopic
diffusion properties of single water molecules on the water–Gr/
Ir(111) system. Specifically, the corrugated moiré superstructure of
the loosely coupled GrIr(111) system can be viewed as a landscape of
different binding energies, with water molecules binding more
strongly at the so-called HCP regions, which may then hinder
the diffusion of isolated species. Future research will aim to
understand the nature of the interaction between water molecules
and the graphene basal plane in these confined spaces at the HCP
regions. Understanding the nature of this bond, i.e., chemisorption
versus physisorption, may be important for hindering water
diffusion on other potential graphene-based, anti-icing coatings.
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Describing the scattering of keV
protons through graphene
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recherche scientifique (CNRS), University Paris-Sud, Université Paris-Saclay, Orsay, France

Implementing two-dimensional materials in technological solutions requires fast,
economic, and non-destructive tools to ensure efficient characterization. In this
context, scattering of keV protons through free-standing graphene was proposed
as an analytical tool. Here, we critically evaluate the predicted effects using
classical simulations including a description of the lattice’s thermal motion and
the membrane corrugation via statistical averaging. Our study shows that the
zero-point motion of the lattice atoms alone leads to considerable broadening of
the signal that is not properly described by thermal averaging of the interaction
potential. In combination with the non-negligible probability for introducing
defects, it limits the prospect of proton scattering at 5 keV as an analytic tool.

KEYWORDS

graphene, scattering, protons, statistical averaging, 2D-materials, analytic method

1 Introduction

There are numerous experimental techniques available to study and analyze two-
dimensional (2D) materials. Most commonly Raman spectroscopy [Ferrari et al. (2006);
Tan (2019); Saito et al. (2016)], electron microscopy [Meyer et al. (2007); Li et al. (2018);
Chen et al. (2020)], and scanning probe microscopy [Novoselov et al. (2004); Zhang et al.
(2018); Marchini et al. (2007)] are employed. These are complemented by other methods,
such as diffraction and scattering of massive particles at the membranes [Woznica et al.
(2015); Brand et al. (2015); Brand et al. (2019); Al Taleb et al. (2015); Debiossac et al. (2016);
Borca et al. (2010); Maccariello et al. (2015); Tamtögl et al. (2015); Anemone et al. (2016);
Benedek et al. (2021); Tømterud et al. (2022); Al Taleb and Farías (2016); Tamtögl et al.
(2021); Sacchi and Tamtögl (2023); Bahn et al. (2017); Jiang et al. (2019); Jiang et al. (2021)].
They yield valuable insights into the large-scale structure of the membrane, interaction
potentials, and low-energy excitations. In such measurements, often atomic beams are used.
As the interaction energy is typically in the meV-regime, this approach is completely non-
destructive [Al Taleb et al. (2015)]. It sheds light on the particle-membrane interaction in the
low-energy regime [Zugarramurdi et al. (2015); Debiossac et al. (2016)] and is used to assess
the interaction of graphene with various materials [Borca et al. (2010); Maccariello et al.
(2015); Tamtögl et al. (2015); Anemone et al. (2016)]. If the membrane is weakly bound to
the substrate, intrinsic properties of materials can be assessed, such as electron-phonon
couplings [Benedek et al. (2021)] and the membrane’s bending rigidity [Tømterud et al.
(2022); Al Taleb and Farías (2016)]. Moreover, it is also possible to study the dynamics of
adsorbates on membranes [Tamtögl et al. (2021); Sacchi and Tamtögl (2023); Bahn et al.
(2017)], including the creation of transient molecular bonds [Jiang et al. (2019); Jiang et al.
(2021)].

In this context transmission of protons at 5 keV through graphene has been
proposed as an analytic tool [Ćosić et al. (2018); Ćosić et al. (2019); Hadžijojić et al.
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(2021); Ćosić et al. (2021)]. Describing the interaction of protons
with the membrane via a thermally averaged potential, two
rainbow features are predicted: an “inner” and an “outer” one.
The inner rainbow is present at a few mrad and arises from
trajectories close to center of the hexagon. The outer one stems
from a maximum in the deflection function close to a carbon
atom, leading to a signal at around 170 mrad [Ćosić et al. (2018)].
The authors argue that in combination these give very detailed
insights into the internal temperature [Ćosić et al. (2019)] and
the interaction potential [Ćosić et al. (2021)], the defect
concentration [Hadžijojić et al. (2021)] as well as the
membrane’s orientation and inclination [Ćosić et al. (2018);
Ćosić et al. (2021)]. However, there are several conceptual
issues with the underlying theoretical description. For
instance, even when the protons hit a nucleus head-on they
are always transmitted.

In this publication, we provide a description of the scattering
process based on classical trajectories. We incorporate thermal
effects by statistical averaging over displaced carbon atoms for
each individual scattering event. Additionally, we account for the
membrane’s corrugation as well as the experimental resolution
and quantify their impact on the pattern at the detector. Based on
this, we evaluate the predictions from the literature [Ćosić et al.
(2018); Ćosić et al. (2019); Hadžijojić et al. (2021); Ćosić et al.
(2021)] and test whether classical scattering through membranes
can be used as an analytic tool. In our analysis we find that the
predicted outer rainbow is an artifact from an improper
description of the scattering process. For the inner rainbow
already the zero-point motion of the membrane atoms leads
to a significant broadening of the signal, obscuring part of the
details. Together with the fact that protons at 5 keV have a non-
negligible cross-section for displacing atoms in graphene [Shi
et al. (2019)], this limits their use as an analytic tool for the study
of 2D materials.

2 Theory and methods

To capture the behavior described previously in the literature
[Ćosić et al. (2018); Ćosić et al. (2019); Hadžijojić et al. (2021)], we
consider the transmission of protons with a kinetic energy of 5 keV
through single-layer graphene. These particles propagate along the
z-direction with velocity vz until they interact with the 2D
membrane where they are scattered, as shown in Figure 1. To
describe the interaction of the collision partners, we use the ZBL
potential [Ziegler and Biersack (1985); Ziegler et al. (1983)]

VZBL ρ( ) � ZH ZC e2

4πε0
· 1
ρ
∑
n

αn exp −βn
ρ

a
[ ]. (1)

Here, ρ is the proton-carbon distance, ZH and ZC are the atomic
numbers of hydrogen and carbon, e is the elementary charge, and ε0
is the vacuum permittivity. The screening radius a and the fitting
parameters αn and βn account for the distance-dependent shielding
of the nuclear Coulomb interaction by the electrons [Ziegler et al.
(1983)].

For small scattering angles (θ ≪ 1 rad) the magnitude of the
transferred transverse momentum p⊥ for the binary interaction
between a proton and a lattice atom is

p⊥ r( ) � − r

vz
∫

∞

−∞
dV ρ( )
dρ

1������
z2 + r2

√ dz, (2)

where r is the proton-carbon distance in the scattering plane and
ρ � ������

z2 + r2
√

. The total transverse momentum vector p⊥,tot depends
on the impact parameter b and is obtained by summing over all
considered binary interactions [Lehtinen et al. (2010)]

p⊥,tot b( ) � ∑
i

p⊥ ‖b − Ri‖( ) b − Ri

‖b − Ri‖. (3)

The deflection angle θ = (θx, θy) is obtained within the small-
angle approximation

θ � p⊥,tot.

pz
. (4)

While here the protons are always scattered through a single,
central carbon ring, we added six additional hexagons around the
central one to form a coronene-like structure. Furthermore, we
restrict the integration in Eq. 2 to ±1 nm around the scattering plane
(see Supplementary Material). In this description we treat the
protons as classical particles and neglect the wave-nature of the
protons. This is justified by the significant experimental challenges
that ions pose to matter-wave diffraction, which have not yet been
overcome.

To account for the finite angular resolution, we assume a 2D-
Gaussian distribution of incoming angles with a variable standard
deviation. For each scattering event, a random angle was chosen
from the distribution and added to the calculated scattering angle.
Also, the natural corrugation of free-standing single-layer graphene,
that is, its three-dimensional waviness was included [Meyer et al.
(2007)]. When protons scatter at a corrugated membrane, the
effective scattering geometry corresponds to the projection of the
graphene sheet onto the xy-plane. Here, we consider a root-mean-
squared inclination of 75.7 mrad, corresponding to the experimental
value reported for exfoliated graphene [Singh et al. (2022)].

FIGURE 1
Schematic of a proton (red) impinging on a graphene lattice
(grey) at right angles. The interaction with an individual carbon atom
depends on ρ and the in-plane distance r, which is the difference
between the impact parameter b and the position vector Ri of the
atom.
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2.1 Modelling thermal motion

Aprotonwith an energy of 5 keVmoves at 979 km/s, traversing the
interaction zone of 2 nm within 2 fs. This has to be compared to the
frequency range of phonons in graphene, which reaches up to 50 THz
[Yang et al. (2021)]. So, even at the highest phonon mode, atoms
undergo only 0.1 vibrations while a proton is within the interaction
zone. Hence, themovement of the atoms can be approximated as quasi-
static [Pfandzelter et al. (2001)]. However, each proton encounters a
different scattering geometry and one has to average over many
different scattering geometries to obtain a realistic picture. Using the
Debyemodel for the density of states [Kittel (2018)] and describing each
atom as a harmonic oscillator around its lattice site [Cohen-Tannoudji
et al. (1991)], the mean squared displacement σ2 can be expressed as a
function of membrane temperature T [Chen and Yang (2007)]

σ2 � 3Z2

mCkBΘD

T

ΘD
D1

ΘD

T
( ) + 1

4
[ ]. (5)

HeremC is the mass of a carbon atom, kB is the Boltzmann constant,
ΘD = 2100 K the in-plane Debye temperature of graphene [Tohei
et al. (2006); Pop et al. (2012)], and D1 the first Debye function. We
use the same model to describe the zero-point motion of the lattice
atoms. For T close to 0 K, Eq. 5 simplifies to

σ2
0 �

3
4

Z2

mCkBΘD
(6)

resulting in an in-plane displacement for single-layer graphene of
σ20 � 1.4 × 10−5 nm2. In this study, we assume an uncorrelated 2D
normal distribution for the in-plane displacement of each atom.
Out-of-plane displacements have not been included, as they have no
effect on the signal within this description.

3 Results

We first consider a perfectly collimated beam impinging on a flat
membrane where the position of all carbon atoms is fixed at their
equilibrium position. While such a situation cannot be realized

experimentally, the respective pattern shown in Figure 2A may act
as a point of reference for the latter simulations. It exhibits a six-fold
symmetry, mirroring the honeycomb structure of graphene. Most

FIGURE 2
Scattering simulations including different effects: (A) Flat membrane with atoms fixed at their equilibrium position, (B) flat membrane exhibiting
zero-point motion, and (C) corrugatedmembrane with a root mean square (rms) inclination angle of 75.7 mrad at T =300 K. In (C)we further included an
angular resolution of 100 µrad. All intensities are plotted on a logarithmic scale.

FIGURE 3
Influence of the membrane temperature on the scattering
pattern. Here the effect of the membrane’s corrugation and the
angular resolution was neglected. (A) Line traces through the y-axis
shown for 0 K (black) and 2000 K (red). (B) Dependence of the
side lobe’s position on temperature between 0 and 2000 K.
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intensity is scattered at angles below 7.5 mrad and we observe rather
sharp features. These can be traced back to rainbow scattering
originating from a maximum in the deflection angle close to the
center of the hexagon. For larger scattering angles, the signal
continuously decreases in intensity with no discernible features, as
shown in the Supplementary Material. Thus, we do not observe the
outer rainbow feature reported previously in the literature [Ćosić et al.
(2018); Ćosić et al. (2019); Hadžijojić et al. (2021)]. We can, however,
artificially reproduce these features by thermally averaging the
interaction potential (Supplementary Material).

Including the lattice atoms zero-point motion already leads to a
significant broadening of the rainbow lines, as shown in Figure 2B.
While the general shape remains unaffected, the fine features are
washed out. To study the temperature-dependence, we extended the
simulations to a range between 0 and 2000 K. The line plots through the
center of the pattern along the y-axis for 0 and 2000 K are shown in
Figure 3A. The data for the other temperatures and the traces through
the x-axis can be found in the Supplementary Material. In general, the
plots exhibit just a few features: a central lobe and the rainbow peaks
located at≈ 3.0mrad.With increasing temperature these peaks become
less prominent and shift to smaller angles. At 2000 K they are reduced
to shoulders located at θ ≈ 2.2 mrad. The dependence of the peak
position on the temperature is shown in Figure 3B.

Both the membrane’s corrugation and the angular resolution may
lead to further broadening of the signal at the detector. This is shown in
Figure 4. In comparison to a flat membrane (Figure 4A), the effect of the
corrugation [Singh et al. (2022)] on the pattern is on the percentage level

and thus challenging to resolve (Figure 4B). The same is true for an
angular resolution of ϕ = 100 µrad (Figure 4C). Combining these two
effects thus yields a pattern, which is virtually identical to the flat
membrane. This is illustrated in Figures 2B, C for T = 300 K.
Degrading the angular resolution leads to a decrease in the relative
intensity of the side lobes. Furthermore, their position is shifted to smaller
angles (Supplementary Material), resembling the effect of increasing
temperature.

4 Discussion

Classically, rainbow scattering occurs at the extrema of the
scattering function, which maps the impact parameter to a
scattering angle θ. Usually, this is the case at inflection points of
the scattering potential and results in a sharp intensity maximum at
the corresponding scattering angle. Thus, the shape and the position
of the rainbow pattern contain information about the interaction
potential between the membrane and the protons.

Previous calculations of proton transmission through graphene
used thermal averaging of the potential to describe the interaction
[Ćosić et al. (2018)]. In that model, the charge of the C nucleus is
spread over a volume ∝ σ30, replacing the Coulombic singularity at
r = 0 by a Gaussian. Its inflection point produces a second outer
rainbow, which was predicted to be sensitive to temperature and the
orientation of the membrane [Ćosić et al. (2018); Ćosić et al. (2019);
Ćosić et al. (2021); Hadžijojić et al. (2021)]. However, it also entails
that protons are transmitted during head-on collisions.

Thermal averaging of the interaction potential was introduced in
channeling of high-energy ions through crystals [Krause et al. (1986)] and
is still used to investigate possible bias in the detection of dark matter
[Bozorgnia et al. (2010)]. During channeling the ion trajectory oscillates
within the potential originating from the atomic strings. Thermal
averaging of the potential along the channel is the simplest model to
describe these complex oscillations and preserve the axial symmetry.
However, this approach is limited and the effect of crystal atoms
protruding into the channel requires a statistical evaluation [Andersen
and Feldman (1970)]. In the case of 2Dmaterials the thickness is orders of
magnitude smaller than the typical distance between oscillations in the
axial potential. This suggests that there are not enough interactions along
the trajectory to justify an averaged potential.

We start the evaluation of the predicted effects by addressing the
impact of temperature on the scattering pattern. As illustrated in
Figure 3B, the peak position of the side lobes changes by only
0.12 mrad when going from 0 to 600 K. To realize a temperature
resolution of 100 K (500–600 K), a shift in peak position relative to the
peak width of only 4% has to be resolved, which we consider to be
challenging. This has to be compared to Raman spectroscopy and
surface diffraction where a temperature difference of about 60 K can be
resolved [Calizo et al. (2009); Pan et al. (2022)]. Above 1000 K the
impact of temperature becomes more pronounced, but the intensity of
the side lobes deteriorates, making it harder to determine their position
accurately. In general, such issues can be mended by a thorough
characterization of the setup and long integration times. However,
in the current situation we face two fundamental limitations. First,
protons at 5 keV create a single vacancy in graphene with a probability
2 × 10−3 [Shi et al. (2019)]. Thus, the membrane is destroyed
continuously during the measurement process. Second, the constant

FIGURE 4
Influence of the corrugation and the angular resolution on the
signal at 0 K (traces along the y-axis through the center): (A) flat
membrane and infinite angular resolution, (B) corrugated membrane
with a rms inclination of 75.5 mrad, (C) flat membrane and an
angular resolution of 100 µrad. For (B, C) the difference to trace (A) is
shown.
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stream of protons colliding with the membrane leads to artificial
heating. This suggests that scattering of protons at 5 keV provides
only limited insights into the membrane’s temperature.

The large-scale corrugation of the membrane has only a minor
effect on the scattering pattern. Thus, stretching the membrane as
discussed in Nicholl et al. (2017); Nicholl et al. (2015) does not seem
necessary. Regarding angular resolution, we observe that increasing the
value of ϕ resembles the effect of increasing temperature (see
Supplementary Material): at 400 µrad the intensity of the rainbow
peaks is comparable to that at T = 2000 K, cf. Figure 3. The
optimal resolution to study scattering of protons at 5 keV is around
ϕ = 100 µrad. It can be easily realized experimentally and the resulting
pattern (Figure 2C) is virtually indistinguishable from the one with a
perfectly collimated beam (Figure 2B). This allows to capture all
essential details of the pattern.

So far, we have considered a perfect crystal in a single orientation.
This is motivated by advances in the synthesis of graphene [Chen et al.
(2013); Gao et al. (2012); Wu et al. (2013); Yan et al. (2014)]. However,
irradiating such a sample with protons at 5 keV leads to substantial
damage. If we multiply the probability to introduce defects with the 1.6 ×
108 scattered protons required to create an image in Figure 2, we end up
with 3.2 × 105 additional generated vacancies. Thus, using this method to
study defects and assess their concentration is at least questionable.
Extracting information from a poly-crystalline sample with grain
boundaries is even more challenging. Here, several lattices with
different orientations will contribute, further obscuring the image. In
the extreme case of small grain size one would expect a circularly
symmetrical image. However, if the experiment is restricted to low
doses, it should be possible to extract some information on the
interaction potential from the position of the rainbow peaks before
the membrane is damaged too much. The same applies to orientation
of the membrane, which is encoded in the scattering pattern at least for
samples with one predominant crystal orientation.

5 Summary and outlook

In summary, we have investigated classical scattering of protons
through graphene. Including the temperature of the lattice by
displacing the lattice atoms for each scattering event, we could
show that the outer rainbow previously described in the literature is
an artifact. In contrast to that, statistical averaging performed here
quantitatively indicates the maximum level of detail that can be
observed in an experiment. Regarding thermometry, we observe
only a weak dependence of the peak positions on temperature, which
might additionally be obscured by the angular resolution and the
artificial heating due to the colliding protons. Based on this, we
cannot confirm the predicted high sensitivity regarding temperature
based on the contribution of in-plane and out-of-plane motion.

If the dose is restricted, it should be possible to extract some
information on the interaction potential and the orientation of the
membrane. The possibility to study defects seems unrealistic as the
method has a non-negligible probability for inducing defects itself.
This limits the applicability of the proposed method as an analytical
tool as the membrane is always changed during the analysis.

To avoid beam damage and turn proton scattering into a useful
technique, the interaction energy has to be reduced below the damage
threshold, which is predicted around 80 eV [Brand et al. (2019)]. In turn,

this opens new vistas to study the interaction of protons with the
membrane. On the one hand, neutralization will be more prominent
at these energies [Kononov and Schleife (2021)], bringing energy- and
angle-resolved neutralization studies within reach. On the other hand,
exchanging protons by neutral hydrogen atoms facilitates matter-wave
diffraction [Brand et al. (2019)]. In this case the level of detail is expected to
bemuchhigher, allowing to study elastic and inelastic interactions indetail.
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Surface properties of 1T-TaS2 and
contrasting its electron-phonon
coupling with TlBiTe2 from helium
atom scattering
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We present a detailed helium atom scattering study of the charge-density wave
(CDW) system and transition metal dichalcogenide 1T-TaS2. In terms of energy
dissipation, we determine the electron-phonon (e-ph) coupling, a quantity that is
at the heart of conventional superconductivity and may even “drive” phase
transitions such as CDWs. The e-ph coupling of TaS2 in the commensurate
CDW phase (λ = 0.59 ± 0.12) is compared with measurements of the topo-
logical insulator TlBiTe2 (λ = 0.09 ± 0.01). Furthermore, by means of elastic He
diffraction and resonance/interference effects in He scattering, the thermal
expansion of the surface lattice, the surface step height, and the three-
dimensional atom-surface interaction potential are determined including the
electronic corrugation of 1T-TaS2. The linear thermal expansion coefficient is
similar to that of other transition-metal dichalcogenides. The He−TaS2 interaction
is best described by a corrugated Morse potential with a relatively large well depth
and supports a large number of bound states, comparable to the surface of Bi2Se3,
and the surface electronic corrugation of 1T-TaS2 is similar to the ones found for
semimetal surfaces.

KEYWORDS

transitionmetal dichalcogenide, topological insulator, charge density wave, helium atom
scattering, electron-phonon coupling, thermal expansion

1 Introduction

While it has long been known that the weak short-range van der Waals (vdW)
interaction holds together layered materials like graphite and MoS2 (Fiedler et al., 2023),
with the availability of graphene by the so-called scotch tape technique, a vast class of two-
dimensional (2D) materials has been investigated (Duong et al., 2017). Mechanical cleavage
can be used to prepare monolayers of vdW layered materials, a preparation technique that
also works for the layered class of 3D topological insulators (TIs), and first attempts to use
these materials in vdW heterostructures and devices are described in Liu et al. (2016). The
well-known physics and chemistry of three-dimensional bulk matter often become irrelevant
for 2D materials, revealing exotic phenomena in vdW-layered crystals (Duong et al., 2017).
Among the most prominent 2D materials are the semimetal graphene, and the transition
metal dichalcogenides (TMdCs), which tend to be semiconductors. Here, we provide a
detailed helium atom scattering (HAS) study of the TMdC and archetypal charge-density
wave (CDW) system 1T-TaS2 (Rossnagel, 2011). The electron-phonon coupling of the latter
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is further compared with measurements of the topological insulator
TlBiTe2, which in contrast exhibits a stronger bonding between the
layers. Scattering and diffraction from both surfaces are compared in
terms of interlayer bonding and surface quality, and completed with
measurements of the thermal expansion and a determination of the
three-dimensional atom-surface interaction potential of 1T-TaS2.

TMdCs are atomically thin semiconductors of the type MCh2,
with M being a transition metal atom and Ch a chalcogen atom,
where one layer of M atoms is sandwiched between two layers of Ch
atoms [see Figure 1A (Duong et al., 2017)]. A TMdC with a
particular rich phase diagram is TaS2. The phase diagram of the
1T polytype of TaS2 (Figure 1A) involves several CDW transitions
driven by strong electronic correlations and electron-phonon (e-ph)
coupling upon changes of the surface temperature (Tsen et al., 2015;
Vaskivskyi et al., 2015). No final agreement on the electronic ground
state of the material or the role of correlations has been reached, and
it has even been suggested that the existing experimental evidence
for 1T-TaS2 is consistent with the ground state being a quantum spin
liquid (Klanjšek et al., 2017; Law and Lee, 2017).

TlBiTe2 on the other hand is a trigonal crystal with 4 layers as
shown in Figure 1B forming a repeated elemental sequence (Tl-
Te-Bi-Te-Tl) and TlBiTe2 as well TlBiSe2 are thallium-based
ternary narrow-band semiconductors (Singh et al., 2016). It
was predicted theoretically that this class of materials are 3D
TIs (Eremeev et al., 2010; Eremeev et al., 2011; Lin et al., 2010;
Yan et al., 2010), later followed by experimental evidence of its
topological properties (Chen et al., 2010; Kuroda et al., 2010;
Kuroda et al., 2013). Chen et al. measured the 3D band structure
of TlBiTe2 using angle-resolved photoemission spectroscopy
(ARPES) and found a single Dirac cone in the center of the
surface Brillouin zone (Chen et al., 2010; Singh et al., 2012). Due
to the observation of the negative bulk band gap of −10 meV they

concluded that TlBiTe2 may be classified as a semimetal rather
than a narrow-gap semiconductor as suggested by theory and
that this semimetallic nature explains its small thermoelectric
power (Spitzer and Sykes, 1966; Kurosaki et al., 2003; Chen et al.,
2010). Furthermore, according to Singh et al., Weyl semimetals
can be realized at the topological critical point in alloys
TlBi(S1−xTex)2 by breaking the inversion symmetry in layer-
by-layer growth in the order Tl-Te-Bi-S (Singh et al., 2012).
However, such kind of structures have not been realized so far.

Similar to 1T-TaS2 and the 3D TI family Bi2Te3/Bi2Se3, where the
quintuple layers are weakly bound by vdW interactions (Zhang et al.,
2009), TlBiTe2 is also a layeredmaterial but its atomic layers are bonded
covalently (Yan et al., 2010). While the e-ph coupling has been
measured for a variety of TIs in particular the class of binary TIs
(Ruckhofer et al., 2020), much less experimental information about the
TlBiTe2 system is available not least in terms of the e-ph coupling.

2 Methods

HAS is ideally suited to study CDW phases since the neutral He
beam is directly scattered by the surface electrons and HAS permits
determination of the e-ph coupling λ (Manson et al., 2022) which
specifies also conventional superconductivity (Benedek et al.,
2020b). Previous HAS diffraction and phase transition data from
HAS are described in Benedek et al. (2020b), including CDW
systems with HAS (Tamtögl et al., 2019; Ruckhofer et al., 2023).

Our experiments were performed at the HAS apparatus in Graz. A
detailed description of the experimental setup has been given elsewhere
(Tamtögl et al., 2010). A nearly monochromatic beam (ΔE/E ≈ 2%) of
4He which is generated by a supersonic expansion through a cooled
10 μmnozzle, passes through a skimmer and is scattered off the sample

FIGURE 1
Top and side viewof (A) 1T-TaS2(0001) and TlBiTe2(111) (B). (C) Image of the as-grown 1T-TaS2 crystals. (D) shows the low energy electron diffraction
(LEED) pattern of 1T-TaS2 with the sample aligned along the high symmetry ΓM orientation at room temperature. The six main (bright) spots according to
the hexagonal crystal structure are surrounded by the so-called “star of David” pattern from corresponding clusters in the nearly commensurate charge-
density wave phase. (E) Image of a TlBiTe2 crystal together with the cleavage post and the attached remaining crystal. (F) shows an Auger electron
spectrum of the same crystal with signatures of mostly Tl and Bi.
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surface. By varying the nozzle temperature, the beam energy of the
incident helium beam can be tuned between 9 and 20 meV. In our
setup, the angle between the source arm and the detector arm is fixed at
91.5°. After hitting the sample in the main chamber under ultra-high
vacuum (UHV) conditions (p < 2 · 10–10 mbar) the beam is detected
using a quadrupolemass spectrometer. By rotating the sample, the angle
of incidence ϑi can be varied.

TaS2 crystals were grown by chemical vapor transport using I2 as
transport agent and the 1T-TaS2 phase was obtained by quenching the
crystals from ≈ 1000 °C. 1T-TaS2 was further characterized by X-ray
diffraction, resistivity measurements, and ARPES (Ngankeu et al.,
2017). From single crystal X-ray diffraction, some stacking disorder
is observed in the bulk, which does, however, not affect HAS or any
other surface sensitive method. The crystals, as shown in Figure 1C, are
thin and can only be cleaved a limited number of times in situ by the
scotch tape method. Prior to the measurements a clean surface was
prepared by applying scotch tape to the TaS2 sample surface and peeling
it off in a UHV transfer chamber (Tamtögl et al., 2016).

The TlBiTe2 sample was grown in the group of C. Felser (Li et al.,
2017; Pei et al., 2022). Due to the stronger bonding between the layers as
illustrated in Figure 1B, cleaving requires knocking off an attached post
in situ in the mentioned transfer chamber. The latter had been attached
with epoxy prior to transferring the sample into the transfer chamber.
Figure 1E shows an image of the post with the remaining attached
crystal after it had been removed from the chamber.

Following cleavage, both samples can be inserted into the scattering
chamber. For temperature-dependentmeasurements, the sample can be
cooled down to 115 K via a thermal connection to a liquid nitrogen
reservoir and heated using a button heater.

3 Results and discussion

Figures 1A, B illustrate the structures of both 1T-TaS2 and
TlBiTe2. As mentioned in the introduction, it is evident from the

side view of TlBiTe2 that the coupling between the atomic layers is
much stronger and less of a vdW type compared to the TMdCs but
also compared to bonding between the quintuple layers of the binary
TIs. The latter is actually confirmed in our experiments as TlBiTe2 is
much more difficult to cleave as mentioned above. In the Auger
electron spectroscopy (AES) spectrum shown in Figure 1F mostly
the main peaks from Tl and Bi are present, the peak at about 45 eV
stems most likely from elements in the sample holder. As said above,
TlBiTe2 is a trigonal crystal but similar to the binary TIs it is more
convenient to consider them in the conventional hexagonal notation
(red dashed line in Figure 1B) with c = 3c0, i.e. three repeated
elemental sequences. These repeatable sequences, consisting of four
layers each, are however compared to the quintuple layers in the
binary TIs not separated by a vdW gap.

The surface termination of TlBiSe2 has been studied
experimentally by Kuroda et al. using scanning tunneling
microscopy (STM) and core-level photoelectron spectroscopy (CL-
PES) (Kuroda et al., 2013) and by Pielmeier et al. using ARPES, X-ray
photoelectron spectroscopy (XPS), STM and atomic force microscopy
(AFM) (Pielmeier et al., 2015). Both studies agree that cleaving
happens between Tl and Se layers since the bonding strength
between these layers is weaker compared to other layers according
to ab initio calculations (Eremeev et al., 2011). Their STM andCL-PES
results showed that after cleavage the surface is terminated by a Se
layer with islands of Tl atoms on top of the Se layer covering roughly
half of the surface which is further supported by ab initio calculations
for TlBiSe2 and TlBiTe2 (Singh et al., 2016). Following the reports
which suggest a rough, nonpolar surface model (Kuroda et al., 2013;
Singh et al., 2016) it appears likely that the same scenario holds for
TlBiTe2, i.e., a Te layer covered by Tl islands forms the termination
after cleavage. In fact the inset of Figure 2Bwhich shows the first order
diffraction and the specular along ΓM also suggests a rough surface
with diffuse scattering due to the small specular which is a measure for
the surface order (Farías and Rieder, 1998) and described in more
detail in Section 3.2.

FIGURE 2
The temperature dependencies of the Debye-Waller exponents of (A) 1T-TaS2 for the specular peak with the sample aligned along ΓK and of (B)
TlBiTe2(111) aligned along ΓM. TlBiTe2 exhibits the typical linear behavior over the entire temperature range, whereas, after heating 1T-TaS2, the intensity
follows a linear decrease within the commensurate CDW phase, followed by a small increase when entering the triclinic CDW phase at around 210 K and
an abrupt decrease with a further transition to the incommensurate CDW phase at around 270 K. The inset of (B) shows an angular scan of TlBiTe2
along ΓM indicating a rough surface with diffuse scattering.
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After cleavage of 1T-TaS2 on the other hand we can clearly resolve
the first order diffraction peaks as illustrated in Figure 3, both at room
temperature as well as for the cooled sample. The complex CDW
structure of 1T-TaS2, as described by Wilson et al. (Wilson et al., 1975;
Wilson et al., 2001; Coleman et al., 1992), and more recently by (Yu
et al., 2015) has previously been studied with HAS by (Cantini et al.,
1980) and Brusdeylins et al. (Brusdeylins et al., 1989; Benedek et al.,
2020b). Here we concentrate on a more detailed study and analysis of
the nearly commensurate and commensurate CDW phase of 1T-TaS2.
As described in recent transport measurements, upon cooling 1T-TaS2
sequentially enters an incommensurate CDW (I-CDW) phase below
550 K, a nearly commensurate CDW (NC-CDW) phase below 350 K,
and finally a commensurate CDW (C-CDW) phase below 180 K
(Wang et al., 2020). When comparing the cooling and heating data
a hysteretic behavior is typically observed both in resistivity (Wang et al.,
2020) as well as in HAS measurements (Benedek et al., 2020b).
Moreover, upon heating, 1T-TaS2 enters a triclinic CDW (T-CDW)
phase at 220 K, followed by the NC-CDW phase at 280 K (Wang et al.,
2020). The space modulations of different CDWs form so-called star-
of-David clusters which can be clearly seen in the low energy electron
diffraction (LEED) pattern in Figure 1D. In the C-CDW phase, the star
of David clusters cover the entire lattice, forming a commensurate
( ��

13
√

×
��
13

√ )R13.54°, with the high symmetry ΓM azimuth of 1T-
TaS2 highlighted as red dashed arrow in Figure 1D.

In general, weakly coupled layered structures such as TaS2 have
many polymorphs with different stackings and the contrasting
behavior between both investigated samples becomes evident
from the Debye-Waller plot in Figure 2. TlBiTe2 exhibits only
one phase within the covered temperature region and shows the
typical linear decrease of the specular intensity. For 1T-TaS2 on the
other hand, upon heating, the typical linear decrease of the specular
intensity within the commensurate CDW phase is followed by a
small increase upon entering the triclinic CDW phase at around
210 K and an abrupt decrease with a further transition to the
incommensurate CDW phase around 270 K. In the following, we
describe how HAS permits to determine the e-ph coupling and
compare the obtained values for both systems.

3.1 Electron-phonon coupling from
temperature dependent atom-scattering
measurements

A convenient parameter to characterize the e-ph coupling strength
is the mass-enhancement λ (Grimvall, 1981). Since the e-ph coupling
describes the interaction between the electronic system and the lattice
dynamics (phonons), experimental studies at finite temperatures can
either concentrate on the electronic or the phononic system. The former
is mostly available via ARPES by examining the renormalization of the
electron energy dispersion in the vicinity of the Fermi surface as a result
of e-ph interactions. The latter can be carried out using HAS, which on
the contrary studies the renormalisation of the surface phonon
dispersion due to e-ph interactions. As shown in recent works
(Tamtögl et al., 2017; Benedek et al., 2018; Benedek et al., 2020c;
Manson et al., 2022), the temperature dependence of the Debye-Waller
(DW) exponent plotted in Figure 2 permits to extract, for a conducting
surface, the mass-enhancement parameter λ. The Debye-Waller factor
takes into account the thermal attenuation of the elastic helium intensity

due to atomic motion. The attenuated intensity I(TS) with respect to I0,
the intensity at rest (TS = 0 K) in the absence of zero-point motion is
given as

I TS( ) � I0e
−2W ki ,kf,TS( ), (1)

with ki and kf being the wave vectors before and after
scattering, respectively. Since a He beam with energies in
the meV region is scattered on a conducting surface by the
surface free electron density, the exchange of energy with the
phonon gas occurs via the phonon-induced modulation of the
surface electron gas, that is, via the e-ph interaction (Benedek
et al., 2020c; Tamtögl et al., 2021a; Manson et al., 2022).
Therefore, the DW-factor, originating from the integrated
action of all phonons weighted by their respective Bose
factors, turns out to be directly proportional, under
reasonable approximations, to the mass-enhancement factor
λ (Manson et al., 2022).

The relation between λ and the DW-exponent is given by the
equations:

λ � π

2ns
α, α ≡

ϕ

Ac k
2
iz

∂ ln I TS( )
kB ∂TS

, (2)

where ϕ is the work function, Ac the unit cell area, I(TS) the He-beam
specular intensity, TS the surface temperature, kiz the normal
component of the incident wavevector and ns the number of
conducting layers which contribute to the phonon-induced
modulation of the surface charge density. The latter is estimated
to be ns = 2λTF/c0, where λTF is the Thomas–Fermi screening length
characterizing the surface band-bending region, c0 the thickness of
the cleaved layer, and the factor two considers two metallic sheets
per layer.

The advantage of HAS is that it directly provides a surface
sensitive measure of the mode-averaged λ. On the contrary,
with ARPES a dependence of λ on the initial-state electron
energy has been reported (Kumar et al., 2022) and it remains
difficult to distinguish between surface and bulk states which is
why often time-resolved methods are used (Sobota et al., 2023).
Similarly, Raman measurements provide access to the e-ph
interaction of optical modes, but again, the method is rather
bulk sensitive (Shojaei et al., 2021).

3.1.1 Electron-phonon coupling of 1T-TaS2
As described above, from the slopes of theHAS specular intensity as

a function of surface temperature the corresponding e-ph coupling can
be determined using Eq. 2. We follow here the transition from the
C-CDWphase to theNC-CDWphasemore closely via individual small
diffraction scans over the specular peak. According to Benedek et al.
(2020b) the observed specular intensity slopes in the corresponding
phases give λ(C-CDW) = (0.61 ± 0.06), λ(NC-CDW) = (0.91 ± 0.09),
and λ(I-CDW) = (0.61 ± 0.10) for the three phases, which neglects
however the triclinic phase (T-CDW) upon heating.

Using the slope in Figure 2A obtained in the C-CDW phase for the
calculation of λ together with kiz = 2.85 Å−1, ϕ = 5.2 eV (Shimada et al.,
1994), Ac = 9.48 Å2 and ns = 3.28 from c0 = 6.1 Å and a Thomas–Fermi
screening length not exceeding 1 nm (Yu et al., 2015) we obtain:

λ C-CDW( ) � 0.59 ± 0.12.
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The e-ph coupling λ in the C-CDW phase is thus consistent
with the value obtained by Benedek et al. (2020b), although for
ns = 2 as in the mentioned work we would obtain an even larger
value with λ = 0.97 ± 0.19.

On the other hand, as the attractive part of the surface potential
with D = 8.4 meV (see Section 3.4 for an exact determination) is
comparable to the kinetic energy of the He atoms (8.65 meV) one
needs to correct k2iz to account for the acceleration by the attractive
part of the potential on the He atom when approaching the surface
turning point [Beeby correction (Farías and Rieder, 1998)].
Therefore, k2iz is replaced by k′ 2iz � k2iz + 2 mD/Z2, where m is the
He mass and D the He-surface potential well depth and considering
the Beeby correction, we obtain λ(C-CDW) = 0.32 ± 0.06.

In general, low-dimensional materials typically exhibit strong Peierls
instabilities and e-ph interactions, and vdW materials such as 1T-TaS2
provide an ideal platform to study CDWs and the associated
superconductivity (Johannes and Mazin, 2008; Rossnagel, 2011).
However, while optical methods provide an effective tool to identify
the transition temperature of the CDW phase (Lai et al., 2021),
quantitative experimental reports about the mode-averaged λ are
again quite scarce (Clerc et al., 2006). Compared to the e-ph coupling
of TlBiTe2 as described below, it is evident that on the 1T-TaS2 surface
and, in particular in the C-CDWphase a much stronger e-ph coupling λ
is present. Further HAS studies that follow the temperature dependence
of the DW-exponent in other TMdDCs obtain similar values for λ with
an overview being given in Benedek et al. (2020a).

3.1.2 Electron-phonon coupling of TlBiTe2
For TlBiTe2 we use Eq. 2 together with ϕ = 4.2 eV (National

Institute of Standards and Technology, 2018), Ac = 18.2 Å2 and kiz =
3.02 Å−1. The Thomas–Fermi screening length λTF could be
estimated according to the formula used for TMdCs such as 2H-
MoS2 with λTF � ( Z2ϵr

4m*e2)1/2( πc
3nc
)1/6, yielding with Refs (Lubell and

Mazelsky, 1965; Paraskevopoulos, 1985)1 λTF ≈ 30 Å. However, since
TlBiTe2 is a 3D TI, λTF ≈ 60 Å similar to the values found for other
TIs such as Bi2Se3 and Bi2Te2Se seems to be more appropriate
(Benedek et al., 2020c). We further note that such a large λTF
compared to the TMdCs is supported by ab initio calculations by
Eremeev et al. (2011) which found that the conducting Dirac state
penetrates deep into the bulk and even for slabs of 23-layer thickness
(≈ 55Å) an almost unsplit Dirac conewas obtained. Thus, with c0 = 7.89
Å the quadruple layer thickness (Eremeev et al., 2011) and the
experimental DW derivative with respect to TS in Figure 2B, we obtain

λ � 0.21 ± 0.03.

The factor 2 for ns in Eq. 2 is here again needed since c0 encompasses
two distinct metal layers, i.e., Tl and Bi. It should be noted that, unlike in
the case of low-indexmetal surfaces, characterized by a soft-wall repulsive
potential and negligible corrugation, here the large electronic corrugation
(Ruckhofer et al., 2019) implies again a hard-wall potential with an
attractive part comparable to the kinetic energy of theHe atoms.With the
Beeby correction and D = 6.22 meV for the He-surface potential well
depth (Tamtögl et al., 2021b) it is found:

λ � 0.09 ± 0.01.

While no values for TlBiTe2 have been reported, it is interesting
to compare the value to the ones found for other TIs. It appears that
λ found for TlBiTe2 is smaller compared to the binary TIs such as
Bi2Se3 while at the same time, considering the Beeby correction,
equal to the value found for Bi2Te2Se (Benedek et al., 2020c) with λ =
0.09. As the latter exhibits in analogy to TlBiTe2 only a single Dirac
cone, it confirms previous reports that an appreciable part of the
e–ph interaction is provided by quantum well states as present on
the binary TIs. Finally, λ seems to be certainly much smaller
compared to the e-ph coupling of the archetypal CDW system in
1T-TaS2 as described above. In general, a rather small λ is also in line
with the fact that TlBiTe2 does not enter a superconducting phase or
if so only at very low temperatures (Benedek et al., 2020b). For
example, for early reports about a superconducting phase of bulk
TlBiTe2 well below 1 K by Hein and Swiggard (1970) it was later
argued that it may rather be due to a phase separation of TlTe from
BiTe (Popovich et al., 1984). Finally, compared to other topological
materials, i.e., in Weyl semimetal systems, recent theoretical reports
of the bulk e-ph coupling λ vary between values of 0.13 for NbAs and
0.43 for TaAs (Han et al., 2023), where in both cases the major
contribution comes from acoustic phonon modes. These results suggest
an equal or even more significant λ compared to TIs such as TlBiTe2.
However, experimental approaches in connection with Weyl materials
are mainly based on temperature-dependent Raman studies, thus
focusing on optical phonon modes and being rather bulk sensitive
(Xu et al., 2017; Choe et al., 2021; Osterhoudt et al., 2021; Al-Makeen
et al., 2022). In light of these results, surface-sensitive experimental
reports about the average e-ph coupling λ of Weyl semimetals are
not available to the best of our knowledge, preventing us from
providing a decent comparison with these.

3.2 Helium scattering and diffraction from
1T-TaS2 and TlBiTe2

Since thermal helium atoms have a wavelength comparable to
inter-atomic distances the elastic scattering of a helium beam from a
periodic surface gives rise to a diffraction pattern. The distances
between the diffraction peaks can then be used to calculate the
surface lattice constant and in a second step the in-plane linear
thermal expansion coefficient. Figure 3 shows several recorded
angular diffraction scans (ϑ-scans) obtained by rotating the sample
in the scattering plane. Conversion to parallel momentum transferΔK
follows from

ΔK � |ΔK| � |Kf − Ki| � |ki| sin ϑf − sin ϑi( ), (3)

with ki being the incident wave vector and ϑi and ϑf the incident and
final angles with respect to the surface normal, respectively. The scans in
Figure 3 were taken along the high symmetry ΓM orientation keeping
the surface at temperatures of TS = 113 K (left panel) and 296 K (right
panel), respectively. The intensity of each specular peak was used for
normalization. All scans show clearly a very pronounced specular peak
(ϑi = ϑf) and two first order diffraction peaks.

The small side peak next to the specular peak for the scan with
Ei = 10.4 meV occurs due to the presence of the atom-surface
potential, which will be further described in Section 3.4. In1 m+ = 0.086 me, ϵr = 56.15 and nc = 2·1019 cm−3

Frontiers in Chemistry frontiersin.org05

Maier et al. 10.3389/fchem.2023.1249290

100

https://www.frontiersin.org/journals/chemistry
https://www.frontiersin.org
https://doi.org/10.3389/fchem.2023.1249290


addition to diffraction peaks, the angular scan at Ei = 12.6 meV and
TS = 113 K (red curve in the left panel of Figure 3) shows a very sharp
satellite peak next to the (1,0)-diffraction peak at ΔK = 2.04 Å. At
this temperature, the crystal is in the C-CDW phase, which is
characterized by the star-of-David clusters covering the entire
lattice forming a commensurate ( ��

13
√

×
��
13

√ )R13.54°
superstructure. Interestingly, while we performed diffraction
scans at various nozzle temperatures, the satellite peak is only
visible for Ei = 12.6 meV and secondly, we are able to resolve the
peak even though it should be rotated with respect to the scanning
direction as illustrated in Figure 1D. The latter could be due to a
slight azimuthal misalignment of the sample, although we note that
Brusdeylins et al. (1989) also observed the peaks arising from the
corresponding superstructure, not only in the C-CDW phase but
also in the NC-CDW phase at TS = 340 K.

For TlBiTe2 on the other hand, due to the difficulty associated
with the cleavage and the reported likelihood of a patchy
termination, we are only able to resolve the specular and a
small diffraction peak on one side as shown in the inset of
Figure 2B. In general, the intensity scattered into the specular
direction is typically by a factor of 10 higher for 1T-TaS2. As
described above, this is sufficient for a determination of the e-ph
coupling strength of TlBiTe2 however, it does not permit us to
perform any detailed analysis of the TlBiTe2 surface structure and
electronic corrugation.

Nevertheless, since a measurement of the angular spread in the
specular peak provides an estimate of the surface quality (Farías and
Rieder, 1998) and following the approach described in Tamtögl et al.
(2017) we can use the measured full-width at half maximum
(FWHM) of the specular peak to compare surface order and
more specifically the terrace width for both samples.

The peak broadening is proportional to the average domain size,
also known as the surface coherence length. As the measured
specular width Δθexp is a convolution of the angular broadening
of the apparatus Δθapp and the broadening form the domain size

Δθw, it follows: Δθ2exp � Δθ2w + Δθ2app. The coherence length can
then be determined using:

lc � 5.54
Δθw ki cos ϑf

(4)

with ki and ϑf as defined beforehand (Farías and Rieder, 1998;
Tamtögl et al., 2017).

For 1T-TaS2, the measured FWHM is typically about 0.04° in
ϑi-scans, which corresponds to a terrace width of ≈ 500 Å. For
TlBiTe2 the FWHM is about 0.05 Å−1 in momentum space (inset
of Figure 2B) or 0.07° in ϑi giving rise to a terrace width of
≈ 200 Å. While STM studies report a Tl island size of the order of
1 − 2 nm and thus much smaller than our result, observed
terraces in STM measurements exhibit also widths of about
20 nm (Kuroda et al., 2013; Pielmeier et al., 2015). As the
absence of the Tl islands in room temperature STM
measurements was attributed to increased mobility of the Tl
atoms (Pielmeier et al., 2015), we note that addressing these
details and differences would require additional measurements
and a more in-depth study.

In summary, we conclude, that as already anticipated,
TlBiTe2 is “rougher” and exhibits smaller domain sizes
compared to 1T-TaS2. However, neither of the surface
qualities is comparable to some of the binary TIs, where the
angular broadening of the specular peak had been reported to be
mainly limited by the angular broadening of the apparatus
(Tamtögl et al., 2017; Ruckhofer et al., 2019).

3.3 Thermal expansion of 1T-TaS2

Its unique surface sensitivity makes He diffraction an ideal
method to determine the lattice constant of solely the surface
layer without any contribution from the underlying layers. From
our angular diffraction scans we can thus calculate the surface

FIGURE 3
Diffraction scans of TaS2 at surface temperatures of (A) TS = 113 K and (B) TS = 296 K both in ΓMdirection and at various incident beam energies show
the corresponding first order diffraction. Even though it is not directly in the scanning direction, a superlattice peak appears in (A) only for Ei = 12.6 meV
(red curve). The additional peak next to the specular peak in (B) for Ei = 10.4 meV is a feature of resonant processes at the surface.
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lattice constant of 1T-TaS2 and in a second step the linear
thermal expansion coefficient. Following the two-dimensional
Laue condition for a hexagonal lattice, the surface lattice
constant can be calculated. For TS = 113 K, we recorded
14 angular scans in ΓM direction at different incident beam
energies resulting in an average lattice constant of a = (3.35 ±
0.03) Å. Similarly, we used eight scans in ΓM direction for the
lattice calculation at TS = 296 K. From the position of the first
order diffraction peaks with respect to the specular peak we thus
obtain a surface lattice constant of a = (3.37 ± 0.03) Å at room
temperature, which is an increase of roughly 0.6%.

Both values are in good agreement with other experimental
studies (scanning tunneling microscopy, LEED, X-ray powder
diffraction, surface-enhanced Raman spectroscopy (SERS), and
theoretical studies using density functional theory) of the 1T-
TaS2 in-plane lattice parameter (Wilson et al., 1975; Givens and
Fredericks, 1977; Sanders et al., 2016; Kratochvilova et al., 2017; Bao
et al., 2022).

With these values we can further calculate the in-plane
(linear) thermal expansion coefficient (TEC) defined as α‖ = 1/
a0 ·Δa/ΔT, where a0 is the lattice parameter at TS = 113 K, Δa the
difference between the lattice constant values at different
temperatures and ΔT the temperature difference. We obtain a
value of

α‖ � 33 ± 12( ) · 10−6 K−1.

Our value is larger compared to the value that Givens and
Fredericks obtained in their X-ray diffraction (XRD) study. As
we have only considered two different surface temperatures our
result should be treated carefully even though it seems unlikely
to be caused by such a large uncertainty and might well be a
consequence of the different probing techniques. Table 1
provides a short overview of the thermal expansion
coefficients of other transition metal dichalcogenides, which
experimental technique had been used, and for which
temperature range. Previous studies of TMdCs reported
values for the TEC in the range of 5–25 · 10–6 K−1, thus,
comparable but slightly smaller than our value (Anemone
et al., 2022), which may point toward a particularly weak
vdW coupling between the layers.

3.4 Atom-surface interaction and surface
electronic corrugation of 1T-TaS2

As every polarisable object in nature is subjected to the vdW force a
fundamental understanding of the force is crucial for any quantitative
description and theoretical treatment of molecular adsorption or
surface reaction processes and is also of paramount importance for
a better design and control of nanoscale devices. Beyond the
applications of weak interactions in devices and materials, there are
several experimental techniques analyzing nano-structured materials or
explicitly using effects occurring from these weak interactions including
atomic force microscopy and matter-wave scattering experiments
which are probing dispersion forces (Fiedler et al., 2023).

However, in the case of topological nontrivial materials, HAS is the
only experimental technique used to date to provide experimental
information about the vdW interaction with a topological insulator
(Tamtögl et al., 2021b). The latter stresses the need for experimental
measurements even more so as, e.g., it is expected that peculiar effects
such as the topological magnetoelectric effect (Dziom et al., 2017) cause
an unconventional contribution to the vdWpotential (Martín-Ruiz and
Urrutia, 2018). Before we illustrate the experimental determination of
the atom-surface vdW potential of 1T-TaS2 we will first describe HAS
measurements of the step-height distribution in the following.

The surfaces of layered materials such as 1T-TaS2 are not
perfectly flat, rather they are characterized by steps and parallel
terraces, e.g., due to defects and the sample preparation process. The
step heights and distributions of such periodically modulated
surfaces can be calculated and resolved from interference effects
in HAS (Farías and Rieder, 1998; Mayrhofer-Reinhartshuber et al.,
2013a). As a result of the combination of the He beam being
scattered from different terraces, constructive and destructive
interference occurs. In a so-called drift measurement, the
specular intensity is monitored while the kinetic energy of the
incident He beam is changed. In the experiment this can be
achieved by changing the nozzle temperature. By modulating the
kinetic energy, the phase shift Δϕ for the He beam emerging from
different terraces is varied. For the specific case of ϑi = ϑf (specular
peak) the phase difference of two adjacent terrace levels is given by
(Mayrhofer-Reinhartshuber et al., 2013a)

φ ki( ) � 2hki cos ϑi � hΔkz, (5)

TABLE 1Overview of the in-plane thermal expansion coefficients (TEC) of several TMdCs, how theywere obtained and for which temperature range. In the case of a
negligible TEC the upper limit is noted.

Material Method α‖ (10–6 K−1) TS range (K)

MoS2 (Anemone et al., 2018; Anemone et al., 2022) HAS ≤ 14.0 90–522

MoSe2 (El-Mahalawy and Evans, 1976) XRD 7.2 293–1073

PdTe2 (Anemone et al., 2022) HAS ≤ 24.8 90–290

PtTe2 (Anemone et al., 2020) HAS ≤ 5.6 90–550

TaS2 (Givens and Fredericks, 1977) XRD 12.7 138–482

TaS2 (This work) HAS 32.9 113–296

WS2 (Zhang et al., 2016) SERS 10.3 110–300

WSe2 (Brixner, 1963; El-Mahalawy and Evans, 1976) XRD 6.8–11.1 25–600
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where h is step height and Δkz is the change of the wave vector
component perpendicular to the surface. For constructive interference,
the condition of in-phase scattering Δϕ = 2πnwith an integer value of n
must be fulfilled, whereas a half-integer value n leads to destructive
interference due to anti-phase scattering. As a result, maxima and
minima can be observed in the drift spectrum Figure 4A, where the
normalized specular intensity is plotted against the incident wave vector
ki. Themeasured specular intensity as a function of incident wave vector
ki upon varying the nozzle temperature is plotted for the sample aligned
along ΓM and the crystal being held at room temperature.

As the incident wave vector ki is varied by changing the nozzle
temperature TN, the He beam intensity scales via I∝ 1/

���
TN

√
and the

signal has to be corrected for this factor which has been done in
Figure 4A. In addition, the intensity decreases also with increasing ki
according to the Debye-Waller attenuation (Ruckhofer et al., 2019).
Such a drift spectrum can now be used to determine the step height
of the current 1T-TaS2 sample.

Following a simple theoretical model to describe the periodic
intensity modulation which assumes a coherent overlap of plane
waves, emerging from different terrace levels, the specular intensity
can be calculated with (Tölkes et al., 1997; Mayrhofer-
Reinhartshuber et al., 2013a)

I ki( ) � I0 e
−2W ∑

∞

j�0
aje

−ijφ ki( )
∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣

2

. (6)

In Equation 6, I0 is the intensity for a flat surface without steps,
φ(ki) the phase shift (see Eq. 5) and aj the visible fraction of the
terrace level j. Eq. 6 has been fitted to the measured drift spectrum in
the wave vector range 4.54 Å−1 < ki < 5.41 Å−1 and the best fit result is
shown in Figure 4 as a blue line with the inset indicating the
distribution of the visible terrace fractions. We obtain a surface
step height of h = (6.1 ± 0.1) Å, which is in excellent agreement with
the distance between two adjacent TaS2 layers (Bovet et al., 2003; Li
et al., 2019; Kahraman et al., 2020).

As mentioned above, HAS provides direct experimental
information about the vdW interaction between an atom and the
surface and thus invaluable details about London dispersion forces of
vdW layered materials. As a first step to determine the three-
dimensional corrugated atom-surface interaction potential of 1T-
TaS2, we follow a further analysis of the drift spectrum. The
simple model for interference effects from steps (see Eq. 6)
neglects the occurrence of selective adsorption resonances (SARs).
These phenomena occur when an incoming helium atom is bound
temporarily on the surface due to the attraction of the He-surface
interaction potential. A SAR follows from the kinetic condition that
the energy of the incident energy Ei equals the kinetic energy of the
atom on the surface plus the binding energy ϵn of the potential:

Ei � Z2k2i
2m

� Z2

2m
Ki + G( )2 + ϵn Ki,G( ). (7)

Such adsorption processes give rise to peaks and dips in the drift
spectrum (Tamtögl et al., 2021b). Therefore, these peaks and dips
can be used to obtain the bound state energies of the potential. As a
first step we concentrate on the laterally averaged atom-surface
potential. Each peak/dip at a specific incident wave vector ki can be
associated with a certain bound state energy ϵn and reciprocal lattice
vector G pair which fulfills the condition given in Eq. (7). In the so-
called free atom approximation, ϵn (Ki, G) is independent of Ki and
G (Ruckhofer et al., 2019; Tamtögl et al., 2021b) and thus Figure 4B
provides a direct measure of the bound state energies ϵn of the
laterally averaged potential.

As a next step, we will then model the three-dimensional He-
surface interaction potential, whereupon we use the corrugated
Morse potential (CMP) due to its algebraic simplicity (Tamtögl
et al., 2021b). It consists of two exponentials considering the
repulsive and the attractive part of the potential as a function of
the lateral position R on the surface and the distance z from the
surface in the following form:

FIGURE 4
(A) Periodic oscillations in themeasured specular intensity versus incident wave vector ki provide ameasure for the step height distribution of the 1T-
TaS2(0001) sample. Following an analysis upon fitting Eq. 6 (blue curve) to the experimental data points (red) we obtain a step height h= (6.1±0.1) Å for the
measurement performed along the ΓM azimuth while the crystal was kept at a temperature of 296 K (B) The position of selective adsorption resonances
following an analysis of the same drift spectrum as in (A) allows to determinate the laterally averaged atom-surface interaction potential. The vertical
colored lines correspond to the different bound-state energies ϵn with the dashed red lines illustrating the threshold energy and the corresponding G-
vector as a label.
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V R, z( ) � D
1
]0
e−2κ z−ξ R( )[ ] − 2e−κz[ ]. (8)

Here, κ is the stiffness andD the well depth of the potential, ξ(R)
the corrugation function, which reflects the periodicity of the crystal
surface, and ]0 is the surface average over e2κξ(R). The laterally
averaged surface potential (i.e., without corrugation in the
exponential) of Eq. 8 can be described analytically and the bound
state energies are given by

ϵn � −D + Zω n + 1
2

( ) 1 − n + 1
2

2γ
( ) (9)

with n being a positive integer, ω � κ
�����
2D/m

√
the Debye-frequency

and γ = 2D/Zω. By fitting Eq. 9 to the ϵn-values obtained from the
SAR analysis of the drift spectrum we can thus obtain the laterally
averaged potential with the well depth and stiffness:

D � 8.40 ± 0.15( )meV and κ � 0.45 ± 0.02( )Å−1
.

The resulting bound state energies and their uncertainties are
displayed in Table 2 while in Figure 5A a plot of the laterally
averaged potential is shown. The positions of the corresponding
SARs in the drift spectrum are displayed as vertical lines in
Figure 4B, where each color belongs to one specific bound state
energy ϵn and the red dashed lines illustrate the threshold energies.
The labels next to the lines denote the corresponding reciprocal
lattice vector G. For completeness, it should be mentioned that two
more analytical bound state energies ϵ7 and ϵ8 exist, but they are
quite close to zero, that is, to the threshold condition and therefore
not displayed in Figure 4B and Table 2. In Figure 5A, the horizontal
colored lines represent the first seven analytically calculated bound
state energies. We note that SAR measurements are typically
obtained with a cooled sample since with increasing temperature
inelastic channels give rise to a broadening of the linewidth and may
also cause changes frommaxima to minima and vice versa (Tamtögl
et al., 2018; Tamtögl et al., 2021b). Here we use measurements taken
at room temperature as the position of the resonances becomes
clearer at that temperature. It may be a consequence of the different
phases of the cooled sample and the increased likelihood of rest gas
adsorption for the latter.

Our value of D is slightly smaller than the value D = 8.7 meV
from Brusdeylins et al.whose value is based on intensity calculations

(Brusdeylins et al., 1989) following the hard corrugated wall model
together with the Beeby correction and thus does not directly
consider scattering from a soft potential resulting in less accuracy
compared to the elastic close-coupling method used in the previous
works (Sanz and Miret-Artés, 2007; Mayrhofer-Reinhartshuber
et al., 2013b). In general compared to other semiconductors,
metals, and semimetals, 1T-TaS2 exhibits one of the “deepest”
atom-surface interaction potentials, only surpassed by the
graphene/graphite potential (Benedek and Toennies, 2018). At
the same time, the stiffness κ is quite close to the value found for
the topological insulator Bi2Se3 (Ruckhofer et al., 2019; Tamtögl
et al., 2021b). With the outermost layer for Bi2Se3 being Se, located
in the same column of the periodic table just below sulphur, it seems
reasonable that the He−TaS2 potential exhibits a similar stiffness and
supports a similar number of bound states.

Following the results of the laterally averaged atom-surface
interaction potential we continue with the determination of the
three-dimensional atom-surface interaction potential and the
corresponding surface electronic corrugation (Tamtögl et al.,
2021b; Allison et al., 2022). Following the CMP (Eq. 8), the
corrugation ξ(R) for a hexagonal surface such as 1T-TaS2, can be
described by a two-parameter Fourier ansatz,

ξ R( ) � ξ x, y( ) � ξ0
cos 2π

a x − y�
3

√( )[ ] + cos 2π
a x + y�

3
√( )[ ]( )

+cos 2π
a

2y�
3

√( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + h.o.,

(10)
where x and y depict the coordinates in the surface plane and ξ0
determines the corrugation amplitude. The ansatz above is based on
the sixfold symmetry of the topmost surface layer. As the He beam
provides an average of the long-range order, we omit the star of
David clusters in this description. The corrugation is then typically
expressed in terms of the peak-to-peak value ξpp = max(ξ) −min(ξ).
With the CMP (Eq. 8) we are able to calculate the diffraction
intensities and compare those with the experimentally measured
ones to obtain a value for the peak-to-peak corrugation ξpp.

A theoretical framework to describe the elastic scattering of He
atoms from surfaces is the close-coupling (CC) formalism, which is
more exact than the hard-wall approximation, but still
computationally manageable (Sanz and Miret-Artés, 2007; Allison
et al., 2022). The starting point here is the time-independent
Schrödinger equation together with the CMP, which contains the
Fourier series expansion (Eq. 10) in the exponentials, yielding a set
of coupled differential equations for the diffracted waves. These
equations are solved for using the CC algorithm, taking into account
all open channels and 110 closed channels. The z − boundaries of the
integration were set to [−6, 18]. A detailed theoretical treatment and
the corresponding equations can be found in several references
(Miret-Artés, 1995; Sanz and Miret-Artés, 2007; Mayrhofer-
Reinhartshuber et al., 2013b; Kraus et al., 2015), while an
implementation of the CC algorithm is available from https://
repository.tugraz.at/records/cd0y0-xa478 under the GNU General
Public License v3.0.

By comparing the elastic diffraction intensities calculated with
the close-coupling algorithm we are able to determine the
corrugation of the sample surface (Ruckhofer et al., 2019;
Schmutzler et al., 2022). For the measured diffraction intensities we

TABLE 2 Experimentally determined bound state energies n for 1T-TaS2 and
corresponding uncertainties upon fitting a laterally averaged Morse potential
(Eq. 9) with D = 8.40 meV and κ = 0.45 Å−1.

Bound state ϵn (meV) Δϵn meV

ϵ0 7.55 0.15

ϵ1 5.86 0.13

ϵ2 4.38 0.11

ϵ3 3.11 0.08

ϵ4 2.06 0.06

ϵ5 1.23 0.03

ϵ6 0.61 0.01
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used the peak areas instead of the peak height to account for broadening
due to the energy spread of the He atoms, angular resolution of the
apparatus, and size effects of the crystal surface (Ruckhofer et al., 2019).
For the CC calculations, the intensities have been corrected by the
Debye-Waller factor, and the values for D and κ from above were kept
constant, while the corrugation amplitude ξ0 (see Eq. 10) was varied
between 0.05 and 0.90 Å−1. The best corrugation value ξ0 is the one that
minimises the deviation R between simulated and experimentally
obtained diffraction intensities IsimG and IexpG given by

R � 1
N

�������������
∑
G

IexpG − IsimG( )2
√

, (11)

withN the number of experimentallymeasured diffraction scans. As for
the calculation of the lattice constants we used in total 22 scans at
various incident energies for the optimization process of Eq. 11 to find a
global minimum of R as a function of ξ0. It results in a surface electronic
peak-to-peak corrugation (see inset of Figure 5A) of

ξpp � 0.25Å,

which corresponds to 7.5% of the surface lattice constant a.
Figure 5B shows a plot of the best-fit surface electronic
corrugation according to Equation 10.

So far, there barely exist any otherHAS studies of other TMdCs that
determine the electronic corrugation. Anemone et al. studied the 1T-
PtTe2 surface and provided a rough estimation of the maximum
corrugation amplitude with 0.33 Å (Anemone et al., 2020). It should
be mentioned that their estimation is based on the HCWmodel, which
makes a direct comparison difficult. Similarly, various low-index metal
surfaces have been studied in atomic beam scattering experiments and
revealed a significantly smaller corrugation (Benedek and Toennies,
2018). On the other hand, in comparison to the binary topological

insulators and single-element semimetals, which have been studied
recently with HAS (Tamtögl et al., 2021b) and analyzed in a similar
manner, TaS2 exhibits a similar surface electronic corrugation.

4 Summary and conclusion

The increasing interest in vdW 2D materials makes 1T-TaS2
probably one of the best-studied TMdCs and, in fact, 1T-TaS2 has
already been investigated by HAS over 40 years ago. However, these
studies were concentrated on a few limited aspects of the system, and
theoretical descriptions at that time relied on simplistic models. In
contrast, we have reported a detailed helium atom scattering study of
the archetypal charge-density wave system and transition metal
dichalcogenide 1T-TaS2. The electron-phonon coupling has been
compared with measurements of the 3D topological insulator
TlBiTe2. The electron-phonon coupling λ in the C-CDW phase of
1T-TaS2 has been determined with λ = 0.59 ± 0.12 for 1T-TaS2 and
is thus much larger than the value for TlBiTe2 (λ = 0.09 ± 0.01) which is
similar to other semimetal and topological insulator surfaces. In fact,
since λ of TlBiTe2 is so close to λ found for Bi2Te2Se we conclude that the
existence of theDirac cone alone, as found for both TIs, does not give rise
to a significant e-ph coupling.

The large λ of 1T-TaS2 on the other hand, may be a consequence
both of the CDW phase as well as the weak bonding between the
individual dichalcogenide layers. The much stronger inter-layer
bonding of TlBiTe2 on the other hand, is reflected in the difficulty
to cleave the crystals resulting in a very rough surface with a domain size
of about 20 nm and overall comparably small scattering intensities. It
would also be interesting to establish whether other TMdCswith a vdW
layered structure such as 1T-TaS2 but different bonding between the
dichalcogenide layers exhibit a different λ in accordance to the

FIGURE 5
(A) Laterally averaged Morse potential for He-TaS2 with D = 8.40 meV and κ =0.45 Å−1 with the first 7 bound state energies ϵn. The inset shows the
deviation R (Eq. 11) between CC-calculations and the experimental intensities upon varying the corrugation ξpp with a clear minimum at ξpp = 0.25 Å. (B)
Shows a combined three-dimensional and contour plot of the obtained surface electronic corrugation ξ(x, y) as part of the three-dimensional corrugated
Morse potential.
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dependence of λ on the substrate bonding for metal-supported
graphene where λ varies between 0.06 and 0.22 (Benedek et al., 2021).

By means of elastic scattering, the structural properties of 1T-TaS2
have been studied and a linear in-plane thermal expansion coefficient
with α‖ = (33 ± 12) · 10–6 K−1 has been determined, which is larger than
the value from X-ray diffraction and comparable to other TMdCs
(Givens and Fredericks, 1977; Anemone et al., 2022). Interference and
resonance effects which can be observed upon varying the He beam
energy provide further information allowing us to determine the step-
height between parallel terraces with h = (6.1 ± 0.1) Å in accordance
with the spacing between the dichalcogenide layers. Based on the
mentioned interference effects we are able to determine the three-
dimensional atom-surface interaction potential of 1T-TaS2. Using a
corrugated Morse potential, the laterally averaged potential is best
described by a well depth D = (8.40 ± 0.15) meV and a stiffness κ =
(0.45 ± 0.02) Å−1. Hence 1T-TaS2 exhibits one of the “deepest” atom-
surface interaction potentials compared to other semiconductors/(semi)
metals, only surpassed by graphene/graphite which may again be an
indication of the “pure” vdW nature of the interlayer bonding. The full
three-dimensional potential follows then from a comparison of the
diffraction intensities with quantum-mechanical scattering calculations.
The optimal agreement is achieved for a surface electronic corrugation
with a peak-to-peak value of ξpp = 0.25 Å.While the value is larger than
for low-index metal surfaces it is comparable to other semiconductor/
semimetal surfaces.
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Single-molecular diffusivity and
long jumps of large organic
molecules: CoPc on Ag(100)
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Anton Tamtögl4*
1Institute of Experimental Physics, University of Wrocław, Wrocław, Poland, 2Department of
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University of Technology, Graz, Austria

Energy dissipation and the transfer rate of adsorbed molecules do not only
determine the rates of chemical reactions but are also a key factor that often
dictates the growth of organic thin films. Here, we present a study of the surface
dynamical motion of cobalt phthalocyanine (CoPc) on Ag(100) in reciprocal
space based on the helium spin-echo technique in comparison with previous
scanning tunnelling microscopy studies. It is found that the activation energy for
lateral diffusion changes from 150meV at 45–50 K to ≈100meV at 250–350 K,
and that the process goes from exclusively single jumps at low temperatures to
predominantly long jumps at high temperatures. We thus illustrate that while the
general diffusion mechanism remains similar, upon comparing the diffusion
process over widely divergent time scales, indeed different jump distributions
and a decrease of the effective diffusion barrier are found. Hence a precise
molecular-level understanding of dynamical processes and thin film formation
requires following the dynamics over the entire temperature scale relevant to the
process. Furthermore, we determine the diffusion coefficient and the atomic-
scale friction of CoPc and establish that the molecular motion on Ag(100)
corresponds to a low friction scenario as a consequence of the additional
molecular degrees of freedom.

KEYWORDS

surface diffusion, energy dissipation, single-molecule studies, organic thin films, atom-
surface sattering, friction

1 Introduction

The self-assembly and growth of aromatic π-conjugated organic molecules adsorbed on
metal surfaces is of paramount importance for the fabrication of molecular electronic
devices. Controlling the growth of thin films composed of organic molecules implies
understanding the interplay between the structure of the film and the dynamics of the
molecules on the substrate from the early stages of film deposition. The initial stages of these
phenomena involve mass transport where molecular species overcome the energy barrier
between two (meta)stable adsorption configurations (Barth et al., 2005). Due to the complex
nature of organic molecules, the translational motion on surfaces may be accompanied by
rotations or conformational changes (Marbach and Steinruck, 2014). Moreover, for
aromatic organic molecules, the interaction with the substrate often occurs via weak
van der Waals (vdW) forces and friction may become so low that the molecule exhibits
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a diffusive motion in the ballistic regime (Calvo-Almazán et al.,
2016). The variety of these processes and possible correlation
between those makes the study of surface diffusion challenging
(Ferrando and Jardine, 2020). In the traditional view of atomistic
surface diffusion, the motion is realised by a random walk of the
adatom by crossing a barrier between two neighbouring potential
wells: Particles move by hopping from one favourable adsorption
site to one of the nearest adjacent sites, following the energetically
most favourable route across the potential energy surface (PES).
This simple picture holds at low temperatures for a number of
systems, specifically for self-diffusion of single atoms across
transition metal surfaces (Antczak and Ehrlich, 2007; 2010), but
becomes more complex for larger molecules as well as with
increasing temperature.

Scanning tunnelling microscopy (STM) allows the observation of
these molecular dynamics on surfaces and has been employed as a
powerful tool to obtain quantitative information about thermally
activated processes, i.e., surface diffusion (Weckesser et al., 1999;
Weckesser et al., 2001; Schunack et al., 2002; Kwon et al., 2005;
Eichberger et al., 2008; Buchner et al., 2011). From temperature-
dependent measurements the activation energy for diffusion, the
diffusivity prefactor, and the frequency prefactor or attempt
frequency for the rate of barrier crossing can be determined.
However, the temperature window accessible to STM investigations
is strongly limited to a region where the frequency of molecular jumps
is relatively slow in comparison to the time needed for a scan. Here we
show that helium-spin echo (HeSE) spectroscopy allowsmeasurements
of molecular diffusion at a much higher temperature range. As
illustrated in Figure 1B and further described in Section 2, lineshape
broadening upon scattering a wave can be used to measure the motion
of single molecules down to the relevant picosecond timescales at
elevated temperatures. Using HeSE facilitates the collection of data
complementary to the existing STM study, allowing measurements of

diffusion in a much higher temperature range at coverages comparable
to the STM data. The technique also permits measurements in the high
coverage regime at elevated temperatures to enable a broader
understanding of the adsorbate’s surface energetics and the role of
molecule-molecule interactions.

The diffusion of phthalocyaninemolecules (Pc, C32H16MN8, where
M denotes a metal atom) on smooth metal surfaces, such as Ag(100) is
one of the representative examples where STM was successfully
employed to explore the basic surface diffusion steps. Pcs are good
candidate molecules for organic semiconductors as described below
and have thus been studied extensively in this context. The
characteristic four-leaf feature/shape of the molecule as illustrated in
Figure 1A, allows for tracking its diffusion in consecutive STM images
(Antczak et al., 2015a). Pcs on Ag(100) are a good model system that
allows both STM measurements at cryogenic temperatures and
millisecond timescales as well as HeSE measurements at much
higher temperatures and picosecond timescales. Most importantly,
such a model system has to be stable over a wide temperature
range, meaning that any thermal desorption or other thermally
induced processes such as molecular decomposition or island
creation have to be excluded over the studied temperatures (Kröger
et al., 2010). Specifically, we study the motion of cobalt phthalocyanine
(CoPc, C32H16CoN8) on Ag(100), where a combination of translational
and rotational movements with an activation energy of 0.15 eV was
found in STM measurements (Antczak et al., 2015a). However, due to
the high mobility of CoPc, the investigated temperature interval was
relatively narrow and covers the range from 45 to 50 K. Further, it was
shown that above 75 K the molecular jumps are so frequent that it is
impossible to recognise where the molecule is in an STM image
(Antczak et al., 2017).

The family of Pc molecules is also considered as promising
candidate for active layers in electronic devices, e.g., organic solar
cells or organic field emission transistors (Wu et al., 2013; Melville

FIGURE 1
(A) Geometry of CoPc (C32H16CoN8) adsorbed on the top-most Ag(100) layer according to (Antczak et al., 2015a). The molecule adsorbs with the
central Co atom located at the hollow site. The high-symmetry directions of the Ag(100) surface are illustrated as well. (B) Illustration of the helium spin-
echomethodwhere twowavepackets scatter with a time difference tspin−echo from the surface, allowing themolecularmotion to be interrogated through
a loss in correlation, measured via beam polarisation. The top inset shows an exemplary intermediate scattering function (ISF) in terms of normalised
polarisation versus spin-echo time t (filled circles) which is fitted with a single exponential decay (Eq. 1, solid green line) characterised by the dephasing
rate α (scattering linewidth). The logarithmic time axis shows that a single exponential provides a good description of the experimental data.
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et al., 2015) and recently the properties of Pc on monocrystalline metal
surfaces have been widely studied to get a better insight into the
performance of electronic devices (Gottfried, 2015). Pcs commonly
adsorb with their aromatic plane parallel to the metal surface forming
ordered structures, though for most metal-phthalocyanines no island
formation is observed in the sub-monolayer regime at room
temperature (Kröger et al., 2012; Feyer et al., 2014). CoPc studies
have also included its utilisation as a single molecular magnet
(Bartolomé et al., 2014; Wang et al., 2021) with possible applications
in spintronics (Iacovita et al., 2008) and even quantum computing
where the molecules act as single qubits (Warner et al., 2013; Bader
et al., 2016). However, while a solid-state quantum computational
architecture is likely to take the form of an ordered array assembled
on a surface, recent studies have not considered this option (Graham
et al., 2017). Finally, the adsorption of CoPc can also be used to
manipulate the electronic surface states of a topological insulator
(Caputo et al., 2016) and they have been successfully studied in the
field of electrocatalysis for electrochemical CO2 reduction (Feng et al.,
2022; Ding et al., 2023) and as possible gas sensors (Bohrer et al., 2007).

Our study illustrates broad agreement for molecular diffusion
studied with two different experimental techniques in different
temperature regions: STM data taken in real space at low
temperature (Antczak et al., 2015a) and HeSE data taken in
reciprocal space at a temperature seven times higher. While our
results confirm the current understanding of a complex diffusion
mechanism over a large temperature window, they illustrate that
HeSE is able to observe subtle details such as the occurrence of long
jumps at high temperatures and adsorbate interactions. As one may
anticipate, there are indeed differences in the molecular motion such
as a change of the effective diffusion barrier and thementioned onset
of long jumps with a distinctive motion of the molecules at high
temperatures. Hence we show that by combination of STM with
HeSE, it is possible to obtain a complete picture of complex diffusion
mechanisms over the entire temperature range, from the onset of
diffusion to technologically relevant temperatures.

2 Methods

The extension of the existing STM diffusion study of CoPc on
Ag(100) to a higher temperature range requires methods that probe
the nanometre length scale at an extremely short timescale. Very fast
molecular dynamics has been successfully investigated by scattering
techniques such as helium atom scattering (Tamtögl et al., 2021;
Sacchi and Tamtögl, 2023) or neutron scattering (Tamtögl et al.,
2018). The reported measurements were performed on the
Cambridge helium-3 spin-echo (HeSE) apparatus where a nearly
monochromatic beam of 3He is generated and scattered off the sample
surface in a fixed 44.4° source-target-detector geometry. For a detailed
description of the apparatus please refer to (Alexandrowicz and
Jardine, 2007; Jardine et al., 2009; Holst et al., 2021). Prior to the
deposition of CoPc, the Ag(100) substrate was cleaned by several Ar+

ion sputtering (0.8 keV energy, 10 μA sputtering current) and
annealing cycles to 800 K. The quality and cleanliness of the
crystal were checked with He diffraction measurements. CoPc was
deposited using a home-built Knudsen cell which was filled with
crystalline powder (Sigma-Aldrich) and kept at about 620 K while the
Ag(100) sample was at 350 K.

Pcs arrange into well-ordered islands on smooth metal surfaces
after the so-called critical coverage is reached. In the case of Ag(100)
at room temperature, CoPc island creation is detected from around
0.8 monolayer (ML) onward (Wagner et al., 2022a; b). Between
critical and ML coverage, the coexistence of mobile molecules in a
so-called 2D gas phase with ordered islands was found by
photoemission electron microscopy investigations (Wagner et al.,
2022a). The molecular 2D gas phase manifests itself as irregular
blurring or streaking in STM scan images since mobile molecules at
increased sample temperatures result in noise detection by the STM
tip (Antczak et al., 2017). The commonly reported superstructure
associated with 1 ML of CoPc on Ag(100) is a (5 × 5) superstructure
(Sabik et al., 2016). In general, Pcs adsorb with its aromatic plane
parallel to flat metal surfaces, and the adsorption geometry of a
single CoPc molecule on Ag(100) is presented in Figure 1A. The
processes of adsorption can be observed by monitoring the
specularly reflected helium signal while dosing CoPc onto the
surface. The so-called uptake curve is shown in the
Supplementary Material (Adsorption, uptake and coverage
calibration). The deposited coverage can then be estimated based
on the uptake curve where ML coverage corresponds to the (5 × 5)
superstructure (Salomon et al., 2013; 2015; Sabik et al., 2016)). Using
a helium scattering cross section of Σ � 1000 �A

2
for a single CoPc

molecule on Ag(100) gives a coverage of 0.11 ML for a specular
attenuation of I0/2. Most dynamics measurements were performed
at this coverage unless otherwise stated (see Adsorption, uptake and
coverage calibration in the Supplementary Material).

A helium spin-echo experiment as shown schematically in
Figure 1B, provides direct access to the so-called intermediate
scattering function (ISF), I(ΔK, t), at a fixed surface parallel
momentum transfer ΔK specified by the scattering geometry. The
measured beam polarisation is proportional to I(ΔK, t), which is
related to the pair correlation function through a Fourier
transform (Jardine et al., 2009; Tamtögl et al., 2020; Tamtögl
et al., 2021; Sacchi and Tamtögl, 2023). As illustrated in
Figure 1B, due to the motion of the adsorbate on the surface
the (auto) correlation determined through the ISF decays with
increasing spin-echo time, t. In its basic form, the time
dependence follows a simple exponential decay:

I ΔK, t( ) � I0 ΔK, 0( ) · e−α ΔK( )·t + C ΔK( ) (1)
with the decay constant (so-called dephasing rate) α and I0 the
amplitude at t = 0. As can be seen in a typical ISF in the top inset of
Figure 1B, the CoPc data is well represented by a single exponential
decay. We note, however, that for other systems and different types
of motion occurring on different timescales I(ΔK, t) will deviate
from the simple form and is better fitted using multiple exponential
decays (Jardine et al., 2009).

3 Results

We have performed HeSE measurements after the deposition
of a specified amount of CoPc onto the clean Ag(100) substrate
(see Section 2). The dynamics of CoPc adsorbed on Ag(100) were
extracted from HeSE measurements, via the ISF, I(ΔK, t) with a
single exponential decay according to Eq. 1. The timescales of
molecular motion follow from the dephasing rate α, and the
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functional dependence of α(ΔK) versus momentum transfer ΔK
provides details about the diffusive motion and the length scales
of the latter in real space. The temperature dependence α(T)
reveals the energetic diffusion barriers and can then be
directly compared with low-temperature STM data taken in
real space.

3.1 Jump diffusion of CoPc on Ag(100)

To determine α(ΔK) experimentally, HeSE measurements were
acquired for a range of ΔK values along a selected azimuth by
systematically varying the angle of incidence ϑi and extracting the
dephasing rate α from the resulting exponential decays. The
dependence of α(ΔK) on the momentum ΔK = |ΔK| for the
diffusion of CoPc on Ag(100) (TS = 350 K) is shown in Figure 2
for the two high-symmetry directions of the crystal. For the case that
the diffusion of the adsorbate is governed by the interaction of the
molecule with a corrugated surface, its motion can be well described
by the Chudley-Elliott (CE) model of jump-diffusion (Chudley and
Elliott, 1961; Barth, 2000; Jardine et al., 2009; Ferrando and Jardine,
2020). The CE model provides an analytic solution for I(ΔK, t) with
the dephasing rate α vanishing when the momentum transfer ΔK
matches a reciprocal surface lattice vector and varying sinusoidally
in between. It assumes that a particle rests for a time τ at an
adsorption site before it moves to another adsorption site. In the
simplest case, this motion happens on a Bravais lattice and the
dephasing rate α(ΔK) becomes:

α ΔK( ) � 2
τ
∑
n

pn sin
2 ΔK · ln

2
( ) (2)

where ln are the corresponding jump vectors and pn is the relative
probability that a jump to the corresponding site occurs.

Figure 2 shows that the experimental data is best fitted with a CE
model (red dash-dotted line, (Eq. 2)) with jumps on the square
Ag(100) lattice. The jump distribution is displayed in the inset of
Figure 2 and shows a significant fraction of long jumps. The
corresponding residence time τ is 0.11 ns with a jump frequency
of about 4.6 GHz to one of the nearest neighbour sites. We see
already from the significant number of long jumps at 350 K that
there is a clear difference to the STM data of the same system by
Antczak et al. (2015a) taken at 45–50 K where hardly any long jumps
are present. Long jumps are a modification of the simple molecular
diffusion picture where jumps occur solely between adjacent sites as
mentioned in the introduction: The adsorbate can move across
several lattice distances within a single jump, bypassing multiple
adjacent sites. Similar to the presented jump distribution here, it was
also shown for single-atom diffusion on metals that longer jumps
need to be introduced to explain the jump distribution at higher
temperatures (Senft and Ehrlich, 1995; Antczak and Ehrlich, 2004)
and we will further discuss that in Section 3.4.

Based on the momentum transfer dependence in Figure 2, the
CoPc molecule can either jump from hollow to hollow site or from
top to top site since only jumps between these adsorption sites give
rise to the characteristic minima as shown by the CE model. Bridge
sites would give rise to jumps on a square lattice as well, however, the
shorter jump vector (compared to jumps between hollow sites)
cannot reproduce the momentum transfer dependence of α(ΔK) as
the position of the minima would be further out. On the other hand,
from previous combined STM and density functional theory (DFT)
studies (Antczak et al., 2015a) it is known that the CoPc molecule
adsorbs with the central Co atom located at the hollow site
(Figure 1A). Hence we conclude that the hollow site is the
favourable adsorption site. As shown by Antczak et al. (2015a),
during diffusion the molecule moves over the bridge site while the
top adsorption site is the least favourable site (Antczak et al., 2015a)
and the HeSE data confirms exactly this type of motion, with the

FIGURE 2
Momentum transfer dependence of α(ΔK) for the diffusion of CoPc on Ag(100) at 350 K and a CoPc coverage of 0.11 ML. The red dash-dotted line
shows the Chudley-Elliott model (Eq. 2). The corresponding jump distribution for displacements Δx and Δy in units of the surface lattice constant a, as
shown in the inset, illustrates that a significant number of long jumps is present. The green dotted line, according to molecular dynamics simulations,
allows a quantitative assessment of the rate of energy transfer between the CoPc molecule and the substrate.
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only exception that at 350 K a high number of multiple or long
jumps is present in contrast to the STM data at low temperature.
Following the description of atomic-scale motion with the molecule
moving or hopping along the surface, the substrate provides the
thermal energy for the motion and friction is a direct measure of the
molecule-substrate coupling as the rate of energy transfer
determines the molecular diffusivity (Barth, 2000; Ala-Nissila
et al., 2002; Jardine et al., 2009)—as discussed in Sections 3.3 and 3.4.

We further note that close to |ΔK| = 0 the experimental data
points tend to be slightly above the curve given by the CE model.
Such a deviation could be due to adsorbate-adsorbate interactions,
however, it is not clearly evident whether it is repeated around the
position of the diffraction peaks (vertical lines at about 3 �A

−1
along

ΓM and 2.2 �A
−1

along ΓX). Hence it could also be due to a motion of
the CoPc molecule perpendicular to the surface (Alexandrowicz and
Jardine, 2007).

3.2 Adsorbate interactions and coverage
dependence

Repulsive interactions become clearly evident at higher
coverages, in particular close to the critical CoPc coverage
(Antczak et al., 2017). While there is hardly any difference in the
low coverage regimes (Figure 5B), the signature for adsorbate-
interactions starts to set in above ≈ 1/4 ML, as shown in
Figure 3. A significant change in the shape of the α(ΔK) curve
can be seen as the coverage increases from 0.22 ML to 0.37 ML, and
0.7 ML. For the two lowest coverages (0.11 and 0.22 ML), the
deviation from the CE model occurs only close to |ΔK| = 0 and
is not repeated around the position of the diffraction peak, likely due
to a motion of CoPc perpendicular to the surface (Alexandrowicz
and Jardine, 2007).

With further increasing coverage, i.e., at 0.37 and 0.7 ML, the
α(ΔK) in Figure 3 indicates that the CoPc dynamics is governed by

correlated motion where the CoPc motion can no longer be
described as isolated self-diffusion. The characteristic shape of
the curve, featuring a peak at small ΔK values, followed by a de
Gennes narrowing dip (Alexandrowicz and Jardine, 2007; Jardine
et al., 2009) (illustrated by the arrows in Figure 3), has been
predicted both numerically and analytically for surface diffusion
of repulsive particles (Ala-Nissila et al., 2002; Jardine et al., 2009) but
has only recently been observed experimentally (Alexandrowicz and
Jardine, 2007; Tamtögl et al., 2021). The location of the dip
corresponds to a peak in the static structure factor (Serra and
Ferrando, 2002), verifies the repulsive nature of the force, and
also allows a coverage estimation of the adsorbate (see 1.2 in the
Supplementary Information).

While there are fewer data points available at higher coverage,
Figure 3 clearly indicates that the jump distribution according to the
analytic CEmodel (grey dash-dotted line) remains the same over the
studied coverage regime. Outside the ΔK regions where the repulsive
forces are present, the data points are still reproduced by the CE
model with the same jump distribution as in Figure 2, the only
difference being the overall rate, i.e., the amplitude of the analytic
curve. We thus conclude that the jump distribution is not influenced
by the coverage and is indeed a pure feature of the increased surface
temperature as described in Section 3.3. We note that there seems to
be hardly any change in the maximum rate when going from
0.37 ML to 0.7 ML while the position of the de-Gennes dip
clearly wanders as expected. The latter may be correlated with
the critical CoPc coverage observed at room temperature
(Wagner et al., 2022a; b), i.e., where the CoPc molecules are in a
2D gas phase up to around 0.7–0.8 ML and the actual condensation
of the 2D ordered structure occurs above 0.8 ML.

Before we attempt to directly compare activated diffusion results
with STM measurements, these results show already that the
combination of HeSE and STM measurements is extremely useful
in investigating complex diffusion mechanisms, including also a
large range of different coverages. It remains challenging to observe
repulsive interactions with STM and the influence of repulsive forces
is typically explored in conjunction with Monte Carlo methods
(Trost et al., 1996). Here it was shown recently that repulsive
interactions can be made visible by immobilising a fraction of
molecules at step edges: Mobile molecules cannot reach the
immobilised molecules, leaving behind a span of pristine silver
between both due to the repulsive interaction (Antczak et al.,
2017). Hence the HeSE measurements are complimentary to the
STM measurements, as the former allow us to observe repulsive
interactions “directly” during the diffusion process including also
high coverage regimes, confirming the presence of repulsive
interactions in the diffusion of CoPc on Ag(100) (Antczak
et al., 2017).

3.3 Activated diffusion and mass transport at
different time-scales

A direct comparison with the diffusivity of CoPc on Ag(100)
obtained from real-space STM at low temperatures is easiest to
achieve when plotting the HeSE rates in an Arrhenius plot analogous
to the analysis of STM data. Therefore, temperature-dependent
measurements at a fixed momentum transfer, ΔK, have been

FIGURE 3
With increasing CoPc coverage, adsorbate interactions become
evident in the experimental data giving rise to a distinctive peak and dip
(illustrated by the arrow) structure in the α(ΔK) curve at low ΔK which
becomes more significant with increasing coverage. The α(ΔK)
curves are shown along ΓX for TS = 350 K, with the grey dash-dotted
lines from the CEmodel suggesting that the jump distribution remains
the same while only the rate, i.e., amplitude of the model increases
with coverage. The lowest coverage (0.11 ML, Figure 2) is not shown
here since it is almost identical to the data taken at 0.22 ML.
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performed. For thermally activated processes, Arrhenius’ law
predicts a temperature dependence of the dephasing rate, α, as:

α � α0 e
− Ea
kB TS (3)

where α0 is the pre-exponential factor describing the jump attempt
frequency, Ea is the activation energy for diffusion, kB the Boltzmann
constant and TS the temperature of the sample surface. Taking the
natural logarithm of (Eq. 3) results in a linear relationship between
the inverse of the temperature, 1/TS, and the natural logarithm of the
dephasing rate α.

Figure 4A shows an Arrhenius plot obtained at a fixed
momentum transfer ΔK over a wide temperature range from
250 K to about 500 K. We note that in general there is a
deviation from the linear behaviour above ≈450 K which is
likely to be due to the presence of multiple decays in the ISF.
One possible explanation for the bending of the Arrhenius plot at
higher temperatures is that with increasing temperature the
activation of a metastable adsorption state occurs, located above
the ground state with a different rotation of the molecule with
respect to the substrate. The latter is, however, beyond the scope of
the current study and will not be discussed in detail (Ellis
et al., 2024).

The activation energy is then obtained from the slope of the
linear fit in Figure 4 whereupon the intercept gives α0. For the linear
fit and the determination of the activation energy, we have excluded
the high-temperature points where an obvious deviation from the
linear behaviour occurs. From Figure 4A we obtain Ea = (102 ± 3)
meV and α0 = (470 ± 60)ns−1. The activation energy Ea is similar to
the value obtained by STM measurements at low temperatures with
150 meV (Antczak et al., 2015a) but still significantly lower. It
illustrates that while the microscopy measurements at 50 K are
directly comparable with spin echo measurements in the higher
200–500 K temperature range, the diffusive motion undergoes
subtle changes with increasing temperature.

In order to prove the consistency of the determined activation
energy Ea across surface length-scales, we have also performed a
measurement of the complete momentum transfer dependence
along ΓX, at two different temperatures. Figure 4B shows the
extracted α(ΔK) for 250 and 350 K, respectively. The shape of
the CE model (dash-dotted and dashed line) is similar for both
temperatures, indicating that the hopping motion, including a
significant number of long jumps, remains comparable over this
temperature range. At the same time, the hopping rate changes with
temperature which is expressed in terms of the residence time τ in
Eq. 2. We can use the change of the residence time τ with
temperature to calculate again the activation energy which has
been determined from the Arrhenius plots above. Here τ = 4 ·
10–10 s at a sample temperature of 250 K and τ = 1.1 · 10–10 s at 350 K.
This gives an activation energy of Ea = 101 meV which is consistent
with the activation energy determined from the Arrhenius plots.

We can also compare the activation energy with the values found
for CuPc on Ag(100) since the diffusion of both CoPc and CuPc on
Ag(100) follow the same fashion (Antczak et al., 2015b). However,
for the diffusion of CuPc on Ag(100), conflicting values regarding
the activation were reported ranging from 30 to 81 meVmeasured at
140–220 K (Ikonomov et al., 2010; Hahne et al., 2013) and about
200 meV around 75 K (Antczak et al., 2015b). While the first two
values were obtained from signal fluctuations of a locally fixed STM
tip at higher substrate temperatures, our study illustrates that such a
large variation of the activation energy is unlikely to be caused by the
increased temperature.

We also note bond formation and clustering at higher
temperatures for other Pc molecules in the literature. On the
other hand, such an effect would only lead to an immobilising of
several molecules and would hence give rise to a decreased number
of diffusing molecules. It will thus not have any significant impact on
the diffusion of the remaining mobile molecules and as such cannot
explain the behaviour in the Arrhenius at high temperature (Ellis
et al., 2024).

FIGURE 4
(A) Pre-exponential factor α0 and the activation energy Ea can be determined from an Arrhenius plot at a fixed momentum ΔK over a temperature
range of 200 − 500 K. (B) Temperature dependence over the wholemomentum transfer range along the ΓX-azimuth for a CoPc coverage of 0.11 ML. The
dash-dotted and dashed lines show the corresponding CE model according to (2).
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Finally, the diffusion coefficient D for two-dimensional motion,
i.e., tracer-diffusion can be calculated from the hopping rate as
determined from the CE model using:

D � 1
4
〈l〉2Γ (4)

where Γ is the hopping rate and 〈l〉 the mean jump length (Barth,
2000; Jardine et al., 2009; Ferrando and Jardine, 2020). For a
hopping rate of 1.9 · 1010 s−1 and a mean jump length of 4.52 Å
we obtain a diffusion coefficient of:

D � 9.6 · 10−10 m2/s,

at 350 K. D measured at 350 K corresponds to a prefactor for the
diffusivity withD0 = 2.7 · 10–8 m2/s and is thus much smaller thanD0

≈ 1 · 10–5 m2/s as reported in STM works by Antczak et al. (2015a).
While the latter may at first glance appear as a stark discrepancy, it
can clearly be related to the reduced effective diffusion barrier Ea
obtained at higher temperatures. It further illustrates that for a
precise determination of any prefactor D0, measurements should
ideally include also higher temperatures, closer to the extrapolation
in the Arrhenius’ plot. Thus reports about the fast diffusion of large
molecules such as decacyclene and hexa-tert-butyldecacyclene
molecules on Cu(110) as observed in STM measurements
(Schunack et al., 2002) should also be treated with care, in
particular upon extrapolation of the diffusivity to high temperatures.

3.4 Long jumps and atomic-scale friction
of CoPc

As shown in the present example, long jumps can dominate
high-temperature motion of large organic molecules. While the
mechanism of long jumps has been characterised in the case of
self-diffusion with field ion microscopy (FIM) on tungsten about
20 years ago (Antczak and Ehrlich, 2005; Antczak, 2006b; a;
Antczak and Ehrlich, 2007), the mechanism has hardly been
considered for more complex molecules. In the case of metal-
atom diffusion following FIM, long jumps are seen as a
continuation of single jumps: Detailed analysis of these jumps
provides evidence that they still proceed via the lowest potential
energy route, but the equilibration of the adatom proceeds in the
second or third potential well (Figure 5A), in the case of a double
or triple jump, respectively (Antczak and Ehrlich, 2007). As such,
long jumps replace a single jump in the atomistic picture and
while the total number of jumps follows an exponential increase
with temperature, the occurrence of particular jump types does
not. For single atom diffusion, long jumps become clearly more
important as the temperature increases (Braun and Ferrando,
2002; Pollak and Miret-Artés, 2023) and it has also been
suggested that these are a general feature of hydrogen
diffusion on close-packed transition metal surfaces at high
temperatures (Townsend and Avidor, 2019).

The observation that a large number of long jumps are present at
high temperatures already suggests that despite its molecular size,
CoPc exhibits a low friction η during diffusion on Ag(100).
Moreover, as the analytic CE only tells us the “end” site where
the molecule ends up but not the continuation of the molecule in a

long jump, a common method to further analyse HeSE data often
follows from molecular dynamics (MD) simulations based on
solving the Langevin equation (Avidor et al., 2019; Sacchi and
Tamtögl, 2023). The Langevin description of dynamics allows a
quantitative analysis of the atomic-scale friction η, with η being a
direct measure of the coupling between the molecular motion and
the heat-bath of the substrate and thus determining the rate of
barrier crossing.

In the MD simulations, the interaction of the adsorbed molecule
with the substrate atoms is described by a “frozen” potential energy
surface (PES, Figure 5A), where the friction coefficient η describes
the rate of energy transfer between the molecule and the surface. As
one may anticipate for a complex molecule such as CoPc a simple
center-of-mass (CoM) MD cannot capture the full details of the
diffusion process, however, as shown in Figure 5B the correct jump
distribution is reproduced reasonably well with an MD simulation
that includes the translational CoM motion and the rotation of the
CoPc molecule, in analogy to the low-temperature STM findings by
Antczak et al. (2015a).

The potential energy surface used in the simulation is derived
from the DFT calculations given in Antczak et al. (2015a) with the
exact details described in Molecular dynamics simulation in the
Supplementary Material. As illustrated in Figure 5A, the potential
consists of a translational part V (x, y) (top panel) and a rotational
part, for rotations φ around the C4 molecular axis perpendicular to
the surface (bottom panel, see also Hedgeland et al. (2016)). The
latter varies with the adsorption site between hollow (H) sites given
by VH(φ), and bridge (B) sites given by VB(φ).

A typical trajectory from an MD simulation with (x, y) and φ

versus time is shown in the Supplementary Material
(Supplementary Figure S2). The momentum transfer
dependence α(ΔK) as extracted from the MD simulation is
shown as a green dotted line in Figure 2 as well as in
Figure 5B. By varying the friction η under the assumption
that the rotational friction is the same as the translational one
(see Section 1.3 in the Supplementary Material) we obtain a good
fit with the experimental data for

η � 0.23 ps−1.

To our knowledge, this is the first report of the atomic scale friction
of such a large molecule (The molecular mass of CoPc being
571.46 u whereas previous studies of larger molecules included
typically adsorbates with an atomic mass below 100 u) (Jardine
et al., 2009; Hedgeland et al., 2016). Friction coefficients have been
determined for a wide range of different systems, although most
work is concentrated on small adsorbates and in the low-
temperature region. The atomic-scale friction η for atomic
adsorbates is typically smaller than 1 ps−1 (Jardine et al., 2009;
Rittmeyer et al., 2016), and only for larger, organic molecules,
friction values of e.g., η = 1.8 ps−1 for pentacene (C22H14) on
Cu(110) have been reported (Rotter et al., 2016). On the other
hand for benzene (C6H6) on Cu(001) a value η = 0.4 ps−1 was
reported (Hedgeland et al., 2016) when considering both
translations and rotations as in the present case. Hence, while
one may anticipate increasing friction and thus lower diffusivity
for larger molecules, the additional degrees of freedommay impose a
different trend, i.e., the diffusivity becomes significantly greater than
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that of a point-like particle with the same mass. In other words, the
observed diffusion rate is significantly higher if additional molecular
degrees of freedom such as the rotation of the CoPc molecules are
included, with the friction η = 0.23 ps−1 for rotations and translations
of CoPc upon diffusion over Ag(100). At the same time, as η is the
force divided by the mass and the CoPc mass with 571.46 u is very
large, we are nevertheless still dealing with very large forces.

In summary, we note that a simple MD that considers both
rotations and translations is thus useful to obtain a quantification
of the energy transfer rate, even though it cannot capture the full
details of the diffusion mechanism of a complex organic molecule
over the entire temperature range (Ellis et al., 2024). The
observation that an “effective” potential different from the
simple geometry of substrate atoms is present is not new and
has, e.g., already been observed in the case of atom self-diffusion
(Oh et al., 2003)—however it has not been considered for large
molecules where the molecular degrees of freedom give rise to a
multi-dimensional potential energy surface thus contributing to
the “effective” barrier during diffusion.

4 Discussion

We have studied the diffusion of CoPc on Ag(100) using
helium spin-echo spectroscopy over a wide temperature and
coverage range. Comparison of our data with STM
measurements shows broad agreement for data taken at low
temperature with STM (Antczak et al., 2015a) and data taken
with HeSE in a seven times higher temperature regime. While
the diffusion of CoPc still follows a similar route along the

potential energy surface, with HeSE we can clearly distinguish
the onset of multiple/long jumps with increasing temperature.
We thus illustrate the mechanism of long jumps which has been
previously characterised by FIM for self-diffusion of
tungsten atoms, in the case of large molecular adsorbates
on surfaces.

Moreover, the experimentally obtained activation energy for the
diffusion of CoPc is significantly lower at high temperatures
compared to the barrier obtained in previous STM measurements
at cryogenic temperatures (Antczak et al., 2015a). The result
illustrates that a precise determination of single-molecular
diffusivity measurements and the prefactor D0 should ideally also
include high-temperature data. Previous measurements
extrapolating cryogenic STM data over the entire temperature
scale and associated high diffusivities should thus be treated with
care as mechanistic changes of the molecular motion which can only
be observed at high temperatures may be present.

We have further determined the rate of energy transfer
between the molecule and the substrate in terms of the atomic-
scale friction with η = 0.23 ps−1. Thus, despite the large molecular
size, CoPc/Ag(100) is clearly a low friction scenario and the
diffusivity can be understood by including additional molecular
degrees of freedom in terms of a combined rotational and
translational motion.

Finally, we have illustrated that by the combination of two
experimental techniques, HeSE with STM, it is possible to obtain a
complete picture of complex diffusion mechanisms and energy
dissipation in surface diffusion over the entire temperature range,
from the onset of diffusion to technologically relevant temperatures.
While STM is capable of providing information in the low-

FIGURE 5
(A) Energy landscapes used in the MD Langevin simulations. The upper panels show the lateral potential energy surface (PES) V (x, y), for the
minimum rotational energy configuration at each site. The color map extends from the lowest energy (hollow site, H) via the most favourable transition
state (bridge site, B), and the highest potential energy site (top site, T). The lower panels show the potential energy as a function of rotation φ around theC4

molecular axis perpendicular to the surface: The red line on the left is the potential VH(φ) at the hollow site, while the green line on the right is the
potential VB(φ) at the bridge site. (B) Comparison of the α(ΔK) curves for the two lowest CoPc coverages together with the green dotted line, according to
the MD simulation.
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temperature regime, HeSE can be used to get a better insight into
diffusion at higher temperatures as well as at high coverages
including the occurrence of long jumps, and adsorbate
interactions. The herein presented approach promises also to
provide a route by which the factors affecting the underlying
structural assembly in organic thin films can be explored and
understood at a molecular level.
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