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Editorial on the Research Topic 
Technologies for prospecting, extraction, and utilization of space resources


INTRODUCTION
Our solar system holds an abundance of resources that can be utilized to support space exploration missions and sustain a future human presence beyond Earth. These resources include solar energy, water ice, volatiles, hydrates, minerals, metals, rare earth elements, and the regolith on various celestial bodies. The in situ resource utilization (ISRU) approach encompasses the production of life support consumables, such as oxygen and water, propellants, in-space manufacturing, or the construction of large structures based on these locally available materials. ISRU reduces the amount of resources needed to be supplied from Earth, thereby enabling long-term missions and permanent outposts.
The studies presented in this Research Topic showcase advancements in instrument development for the detection and characterization of space resources, as well as technologies to process feedstock and obtain valuable products such as water, oxygen, and metals. Additionally, they address the critical need for suitable terrestrial regolith analogues to support the development, testing, and validation of ISRU systems, as well as the construction of infrastructure to enable sustainable, long-term operations.
Prospecting
Various prospecting missions are currently planned to reduce uncertainties in estimated lunar resource occurrences and concentrations. The European Space Agency’s PROSPECT instrument package combines the acquisition and detailed analysis of lunar samples on a lander. Trautner et al. present its design and capabilities and the recent development status. Equipped with the ProSEED drill and ProSPA analytical laboratory, the instrument package primarily aims to extract and analyze surface and subsurface regolith samples, targeting volatile-rich areas. It also features an ISRU demonstration mode, in which regolith will be reduced with hydrogen to produce water. A multispectral imaging system allows the characterization of the surface at the landing site, and a drill-integrated permittivity sensor supports the determination of subsurface ice and the monitoring of its potential loss during sample acquisition.
Characterization of the soil properties, as well as its ice content, is essential for identifying resource-rich areas, especially for surface-bound vehicles. Gscheidle et al. present their concept of novel dielectric permittivity sensors to map water ice deposits in the lunar regolith. Such sensors could be attached to rover wheels and lander footpads and present a power- and mass-efficient instrument for exploration missions. The study discusses the sensor’s functional concept and data processing techniques and demonstrates its performance in detecting ice in lunar regolith.
Laser-induced breakdown spectroscopy (LIBS) and Raman spectroscopy are emerging as powerful tools for in situ planetary exploration. The feasibility study by Rammelkamp et al. showcases how LIBS can effectively identify and quantify the mineral ilmenite in lunar regolith, while Raman spectroscopy can be used to monitor oxygen extraction processes. By providing real-time data on elemental composition and process efficiency, these techniques could be an important tool for future prospecting missions.
The location of feedstock, as well as its accessibility, determines the economic viability of a mining operation and subsequent resource processing. In their study, Steinert et al. investigate the influence of location selection on the viability of an in-space refueling architecture that utilizes lunar oxygen. The results suggest that the selection of oxygen production sites should prioritize resource availability and processing efficiency over transport cost variations to optimize the overall mission cost-effectiveness.
Extracting
Kulkarni et al. demonstrate a three-stage beneficiation system to enrich the feedstock concentration of the mineral ilmenite. Through sequential gravitational, magnetic, and electrostatic techniques, the ilmenite grade was increased by a factor of three, highlighting the potential of beneficiation to enable higher oxygen yields in regolith processing.
The research of Burke et al. explores the effect of reduced gravity on bubble formation and detachment in various electrolysis processes, including water electrolysis, molten salt electrolysis, and molten regolith electrolysis. The findings indicate that reduced gravity, fluid properties, electrode surface conditions, and electrode orientation significantly influence electrolytic efficiency, providing insights for designing and operating effective ISRU oxygen production systems.
Utilizing
Constructing necessary infrastructure on the Moon with locally available resources is vital for sustainable long-term missions. Walther et al. systematically investigate the autonomous construction of lunar infrastructure using unprocessed boulders. They present a promising method for building blast shields to protect lunar infrastructure from the debris of a spacecraft landing or launching. The study shows that this approach requires two orders of magnitude less energy than alternative ISRU construction methods.
One critical aspect of establishing a lunar base is ensuring a reliable supply of clean water. The study by Freer et al. addresses this challenge by characterizing the dissolution behavior of lunar regolith in water. The experiments revealed that lunar dust contamination could significantly exceed the volatile levels allowed by drinking water standards of the World Health Organization and the National Aeronautics and Space Administration, particularly in terms of pH, turbidity, and aluminum concentration. These findings underscore the importance of developing robust water purification systems to ensure the health and safety of future crew.
Terrestrial analogues
Testing ISRU systems on ground is only possible through the use of terrestrial regolith analogues, so-called simulants. Long-Fox et al. present insights into the production methods, equipment, and materials used to create planetary regolith simulants. The authors provide details on the compositional data, particle size, and applications for certain standard lunar, Martian, and asteroid simulants.
The study by Louca et al. presents a virtual model of lunar regolith that can effectively replicate regolith behavior, especially with respect to flowability. This approach offers a cost-effective, safe, and practical alternative to physical testing, particularly for large-scale applications like virtual training and teleoperation systems, and could facilitate the development of robust ISRU systems.
The articles collected on this Research Topic demonstrate the immense breadth and multi-disciplinarity of ISRU. They also highlight how fundamental and applied research complement each other to push the boundaries of space exploration and realize sustained human presence beyond low Earth orbit.
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Human planetary exploration and colonization efforts are reliant on the ability to safely interact with planetary surfaces and to leverage local regolith as a resource. The high-cost and risk-intensive nature of establishing planetary infrastructure and resource utilization facilities necessitates risk reduction through laboratory-based research and development of space resource acquisition, processing, and extraction technologies using appropriate, well-characterized, mineral-based regolith simulants. Such simulants enable the planetary exploration and resource utilization communities to test large-scale technologies and methodologies for a relatively low cost as an alternative to scarce and expensive returned samples. The fidelity of a regolith simulant for any application is, in part, determined by the mineralogical composition and particle size distribution. The importance of composition is well established for in situ resource utilization studies sensitive to geochemical properties but tends to be ignored in studies concerned with physical properties. Neglecting to consider mineralogy reduces the fidelity of a simulant since each mineral species has its own unique grain density, preferred grain geometry, and intergranular forces, all of which affect the physical properties of the simulant (e.g., shear strength, bearing strength, bulk density, thermal and electrical properties, magnetic properties). Traditionally, regolith simulants have been limited in quantity and availability; Exolith Lab remedies these problems by designing simulants in a constrained maximization approach to fidelity relative to cost, material availability, and safety. Exolith Lab simulants are designed to approximate the mineralogy and particle size ranges of the planetary regolith being simulated, with composition constrained by remote sensing observations and/or returned sample analyses. With facilities and equipment capable of high-volume simulant production, Exolith Lab offers standard simulants in bulk that are readily available for purchase and shipment. This work reviews the production methods, equipment, and materials used to create Exolith Lab simulants, provides compositional data, particle size data, and applications for each standard lunar, Martian, and asteroid simulant that Exolith Lab offers.
Keywords: regolith simulant, mineralogy, physical properties, planetary exploration, SRU, space technology, laboratory testing
1 INTRODUCTION
Humans are turning their eyes to the sky more than ever before with an increased interest in space exploration and the resources we can obtain from planetary bodies to fuel the advancement of humanity into a space-faring species. As this interest in planetary exploration and resource utilization increases, the need to develop and test technologies ranging from in-space propellant production (Kornuta et al., 2019), mobility systems (Colaprete et al., 2019), resource acquisition (Just et al., 2020), extraction (Guerrero-Gonzalez and Zabel, 2023), transport/conveyance (Cannon et al., 2022), and infrastructure development (Thangavelauthan and Xu, 2022) systems using appropriate simulants also increases. It is not feasible to launch bulk resources and equipment to space to perform operations on the surface of the Moon, Mars, and asteroids, so local resources will need to be used, namely, planetary regolith (Sanders et al., 2022). Planetary regolith is the layer of loose rock and sediments that covers bedrock on planetary surfaces, such as the Moon and Mars (McKay et al., 1991). Since planetary regolith is composed of geologic materials (minerals, amorphous glasses, native elements, etc.), it can be used in space resource utilization (SRU) and/or in situ resource utilization (ISRU). NASA’s Apollo missions returned both regolith and rock samples from the Moon (e.g., Schmitt et al., 1970), the NASA/ESA Mars Sample Return mission (Kminek et al., 2022) is planning on returning the first Martian samples in 2033, and asteroid sample return missions are underway (Walsh et al., 2022) with Hayabusa2 already returning to Earth (Watanabe et al., 2019; Yada et al., 2022), but none of these provide sufficient amounts of material to test and develop SRU and ISRU technologies. In this absence of abundant bulk returned regolith samples, technologies aimed for use on the surfaces of the Moon, Mars, or asteroids must be tested with terrestrially-derived simulated planetary regolith (simulants). The more closely these simulants approximate the regolith they are created to simulate, the better the quality of studies and testing. Previous simulants have generally disregarded mineralogical accuracy as a necessary design component, but this is in error since the mineralogical composition of geologic materials determine not only the geochemical properties of the simulant, but also the thermal, electrical, mechanical properties. Exolith Lab offers solutions to the planetary science and engineering communities through the bulk manufacture of mineralogically accurate lunar, Martian, and asteroid regolith simulants (Figure 1). This work details the design philosophy, design process, and manufacturing processes used to create Exolith Lab simulants as well as motivation, background, use cases, mineralogical compositions, bulk elemental compositions (in equivalent oxides) from wavelength dispersive x-ray fluorescence (XRF) data, compositional phase information from x-ray diffraction (XRD) data, and particle size distribution (PSD) at the time this work was authored. The goal of this work is to describe the philosophy and capabilities of Exolith Lab and the current main production line of lunar, Martian, and asteroid regolith simulants and establish the simulants themselves, the design philosophy, characterization methods, and the production methods as open-source standards for testing of any technology or system intended for extraterrestrial use. Forthcoming work will perform quantitative analyses on each of these simulants to compare their physical and chemical properties to the regolith they are intended to simulate, and as such, detailed comparisons are not directly provided here.
[image: Figure 1]FIGURE 1 | Exolith Lab planetary regolith simulants (A) LHS-1, (B) LMS-1, (C) LHS-1D, (D) LMS-1D, (E) MGS-1, (F) MGS-1C, (G) MGS-1S, (H) JEZ-1, (I) CI-V2, (J) CM-V2, and (K) CR-V2.
The mineralogic compositions of Exolith Lab simulants are based on returned samples and remote sensing data. Once the mineralogy of the target body or site is estimated, Exolith Lab finds terrestrial rocks and minerals with well-characterized, reliable sources to provide materials that either arrive pre-processed to specific grain size ranges or uses in-house rock crushing equipment to crush feedstock and size sort using ASTM standard sieves and sieve shakers (Figures 2A, B). To better simulate the irregular, jagged shapes of lunar and asteroid regolith grains that result from undergoing space weathering processes over billions of years, Exolith Lab strives to attain realistic grain shapes by using percussive crushing methods (hammer mill and jaw crusher, Figures 2C, D). When simulants with small (e.g., less than ∼50 µm) maximum particle sizes are being produced, ball mills (Figure 2E) are used to reduce particle size to the desired range. Once each mineral or rock is prepared, the constituents are combined in the desired proportions (with <0.5 wt% difference in each production run) and mixed in cement mixers (Figure 2F).
[image: Figure 2]FIGURE 2 | (A) Sieves and sieve shakers used in small-batch Exolith Lab simulant production, (B) sieves and sieve shaker used in bulk, large-volume Exolith Lab simulant production, (C) hammer mill and (D) jaw crusher used to percussively crush rocks and minerals for use in Exolith Lab simulants, (E) cement mixer with steel balls added for ball milling simulants to particle sizes smaller than the Exolith Lab hammer mill and jaw crusher can produce, (F) cement mixers used to mix simulant and serve as ball mills when steel balls are added during mixing.
When discussing the chemical composition of geologic materials, it is not sufficient to only describe the mineralogy since different minerals can have varying concentrations of elements and often exist on compositional continua (e.g., solid solutions). Since planetary regolith is created from different materials and in different environments from that of Earth, the relative concentrations of elements within minerals and the form those elements take (e.g., native elements, oxides, glasses, or minerals) vary widely. This means that there is a definitive need for determination of the bulk elemental composition of returned regolith and simulants to be able to accurately compare geochemical properties of simulant used for research and development of ISRU- and exploration-related technologies. The trace element profile of a regolith simulant is inherently the trace element profile of a terrestrial material since simulants are created solely from materials found on Earth, and since planetary terrestrial regolith formation processes are vastly different, a simulant should never be correlated to actual planetary regolith in trace element analyses. Here, the major and minor elemental composition of Exolith Lab simulants is given as equivalent oxides based on XRF analysis. Comparisons to lunar, Martian, and asteroid XRF data are not provided here since this work is specifically a description of simulants, design philosophy, and characterization and production methods, but forthcoming publications should provide detailed comparisons to actual planetary regolith XRF data.
The compositional phases of planetary regolith are highly varied and impacted by weathering processes that mechanically and chemically alter the rocks and minerals on the Moon, Mars, and asteroids. Knowledge of the proportions of different mineralogic and amorphous phases present of planetary regolith provides insights into formational and evolutionary processes that affected or are still affecting the regolith in question, and this determines the processing needed to be able to use the regolith as a resource or a construction material. Even though Exolith Lab uses a mineral-based design philosophy that utilizes high-purity materials combined in specific proportions to make planetary regolith simulants, characterizations of the different compositional phases is key to the research and development of space resource technologies. Such characterizations allow comparison to planetary samples either returned or impacted onto Earth or in situ mineralogical/phase measurements on other planetary bodies to better understand results obtained in testing space resource technologies using a given simulant and how the simulant can be improved if new data is obtained. If simulants used in laboratory testing of space resource technologies are well characterized in terms of phases present, results from laboratory testing can provide information on the most efficient way to utilize planetary regolith and how planetary regolith weathering processes affect in situ regolith. As with XRF data, direct comparisons of XRD data between Exolith Lab lunar, Martian, and asteroid simulants are not given here because the intent of this paper is to formally introduce and describe the simulants presented and forthcoming publications should provide rigorous, quantitative comparisons between simulants and regolith.
The particle size range and distributions determine the physical (thermal, electromagnetic, and mechanical) and chemical properties of planetary regolith, therefore simulants should match the particle size ranges and distributions of the regolith they are intended to simulate. Since the ease and cost of space exploration, resource prospecting, mining, and processing are all so dependent on being able to operate in extreme conditions with planetary particle size ranges and distributions, technologies must be tested and validated prior to flight in appropriate testing materials with realistic compositions and particle sizes. Since particle size and PSD strongly affect the physical properties of a regolith, these properties were ranked as the top two most important properties that a regolith simulant must match (Sibille et al., 2006). Exolith Lab controls particle size range of produced simulants at the processes level with the goal to replicate the particle size range and distribution of the <1 mm size fraction of lunar and Martian regolith. Asteroid simulants are available in fine powder (<1 mm) or “cobble” (coarse aggregate) form (terminology from Britt et al., 2019), with the “cobble” form having a larger particle size range and more variable PSD with aggregates ≥10,000 µm (1 cm). Throughout this work, the geoscience standard Wentworth (1922) particle size scale and nomenclature is used for all size descriptions, and by this scheme, the “cobble” nomenclature for asteroid simulants established by Britt et al. (2019) is formally “pebbles.”
2 MATERIALS AND METHODS
2.1 Simulant production methods
2.1.1 Design philosophy
Exolith Lab simulant design and manufacturing philosophy is a constrained maximization of fidelity relative to cost, safety, and material availability, and parameters tuned in this optimization are mineralogy and particle geometry (size and shape). Mineralogy is a cornerstone of Exolith Lab’s design philosophy because mineralogy determines the geochemical and physical properties since each mineral has a unique crystal habit, cleavage planes, chemistry, and grain density. Particle size range and distribution are among the most important aspects of lunar and planetary regolith simulants (Sibille et al., 2006; Metzger et al., 2019) as they drive geomechanical properties as well as affecting material processing requirements for ISRU (e.g., melting temperatures for metal and oxygen extraction, material transport). Based on the contributions of these factors to the physical and chemical properties of planetary regolith, mineralogy and particle geometry are highly important factors that need to be considered in simulant selection for research and development efforts in mobility, dust mitigation, tool-regolith interactions, resource evaluation, resource acquisition, material transport, resource extraction and refinement, and infrastructure development.
2.1.2 Material sourcing and simulant production equipment
Exolith Lab sources bulk amounts of high purity commercially available rocks and minerals for use in simulant production. Procuring large amounts of material not only enables more simulant to be produced without downtime waiting for material to arrive, but it also provides higher product consistency. Where possible, constituents that have been or are currently being used in other commonly used simulants are being used, such as Merriam crater basalt that was used in JSC-1 (McKay et al., 1994) and Greenspar anorthosite. The use of Merriam crater basalt in Exolith Lab simulants is a recent change at the time of writing (and was used in the simulants analyzed and presented in this work), and this specific change was made to be more directly comparable to other simulants. Even though Exolith Lab aims to keep material sources and production methods consistent as possible, sometimes change is necessary due to inevitable issues such as a change in material source location (even different sites within the same mine, for example,), material supplier, or equipment upgrades. Such material changes affect the simulant by altering things such as (but not limited to) chemical composition, processing requirements that can affect particle shape and size distributions, and grain density. Exolith Lab works to keep feedstock as consistent as possible though direct connections with suppliers and changing only when material becomes unavailable or it drastically affects price and there is a suitable alternative readily available, though quantitative analysis on variation of simulant mineralogy and particle size distribution is not performed through time. Information on materials and material sources used in simulants can be requested by contacting Exolith Lab and providing information on when the simulant was purchased. For the most up-to-date information on Exolith Lab simulants, custom simulant creation, or scientific simulant consultations, please visit the Exolith Lab website (www.exolithsimulants.com).
2.2 Data collection methods
2.2.1 XRF
XRF is an accepted method for the accurate quantification of the bulk elemental composition of geologic materials (e.g., Hooper, 1964) is widely applied to analysis of extraterrestrial material in situ (Adler et al., 1972a; Adler et al., 1972b; McKenzie et al., 2020), in laboratories (Rose et al., 1970), and evaluating simulant suitability for testing ISRU and exploration technologies (Isachenkov et al., 2022). Using a method similar to Johnson et al. (1999), the Hamilton Analytical Laboratory (HAL) at Hamilton College performed XRF analysis on Exolith Lab simulants to determine their bulk elemental composition and trace element abundances. These XRF data were acquired using low dilution fused bead method with graphite crucibles. Samples were ground in a tungsten carbide ring mill and the powder was then combined in a 2:1 flux:powder ratio. This mix was then blended and fused in a graphite crucible at 1,000°C. The resulting pellets were cleaned of residual carbon and then reground and refused again at 1,000°C. The surfaces of the doubly fused pellets had their surfaces finished (15 µm surface finish) and cleaned in ethanol. The prepared samples were then analyzed in the Thermo ARL Perform’X spectrometer with an accelerating voltage of 45 kV and 45 mA current. Loss on ignition (LOI) was measured for all samples by heating 15–17 h in silica crucibles at 900 °C. This temperature is chosen to allow any organic matter, carbonates, and other volatiles to be baked off while minimizing the loss of sodium, potassium, and lead, and the duration of heating is chosen to more complete oxidation of iron to a single oxidation state. The differences of the low dilution graphite fusion method include: 1) a single sample allows for major, minor, and trace elements to be analyzed, increasing efficiency without a loss of accuracy; 2) a constant voltage on an Rh target is used to achieve stability and precision for all elements; 3) the oxidation state of iron and the volatile content of the rocks and minerals being analyzed is disregarded, leaving the major element concentrations to be reported as normalized and free of volatiles with all iron expressed as FeO rather than split into Fe2O3 and FeO (Johnson et al., 1999). More information on the sample preparation and analysis procedure can be found in Johnson et al. (1999) and at https://www.hamilton.edu/academics/analytical-lab.
2.2.2 XRD
XRD is an analytical technique often used to identify different phases in crystalline materials (Bunaciu et al., 2015) and is hence often used to characterize the different minerals and amorphous material present in rocks and minerals, whether terrestrial or from space such as meteorites (Bland et al., 2004) or returned lunar samples (Taylor et al., 2019). The Engineering and Mining Experiment Station (EMES) at the South Dakota School of Mines and Technology used a Malvern Panalytical Empyrean x-ray diffractometer with a cobalt cathode (λ = 1.79 Å) at 40 kV accelerating voltage and 45 mA current to generate x-ray diffraction patterns for Exolith Lab lunar, Martian, and asteroid simulants. iCore and dCore automated optics using fixed slits approximately 1 cm × 1 cm footprint were normal to the beam and a PIXcel3D detector was operated as a scanning line 1D detector. The samples of simulant were crushed with a ball mill and mixed with 10%–15% corundum as an internal standard for amorphous content determination. Samples were scanned in values of 2θ from 5° to 90° at a rate of 0.3° per second with five iterative rotations and subsequent re-scans of the sample to assist in reducing texture contributions from the wide PSDs of the simulants. Phase identifications are not offered here since Exolith Lab simulants are created using specific proportions of well-documented mineral and rock components so the input mineralogy is known. XRD data presented here are available upon request to allow Exolith Lab and other simulant users to compare the phase compositions before and after working with simulants at extreme temperatures or pressures that cause phase changes such as metal and oxygen extractions. It should be noted that XRD patterns are best when the material being analyzed is of uniform particle size, but Exolith Lab simulants often have particle size ranges that span at least four orders of magnitude (and often more), which lowers overall peak intensity in XRD patterns, potentially rendering phase identification difficult, and even proper sample preparation methods may not fully resolve this. More information on XRD data collection and analysis can be found at https://www.sdsmt.edu/EMES/.
2.2.3 Particle size analysis
The PSDs of Exolith Lab simulants were measured by a CILAS 1190 volumetric particle size analyzer (0.04–2,500 μm detection range) in liquid dispersion mode using deionized (DI) water as the dispersal agent. To analyze simulant samples, the simulant was added to the vibrating dispersal cell and then was pumped to the measurement cell. In the measurement cell, lasers of 640 and 830 nm wavelengths strike incident in the suspended particles and diffract onto detectors. The CILAS 1190 uses the CILAS Size Expert software pipeline to analyze the diffraction patterns of the three independent samples of each simulant being tested, and the volumetric percentages of each size bin, or the density function (q3), and the cumulative distribution (Q3) are calculated for each of the three samples of each simulant. From these samples, the mean of both the density functions and cumulative distributions are calculated with 2σ confidence intervals. From the cumulative distribution, the D10, D30, D50, D60, and D90 particle sizes are calculated along with the span (s, Eq. 1) of each distribution. D10 is the particle size at which 10% of the volume of particles in the distribution are smaller than that size, and D30 is the particle size at which 30% of the volume of particles in the distribution are smaller than that particular size, D50 is the median size, D60 is the size at which 60% of the particles are volumetrically smaller, and D90 is the size at which 90% of the particles are volumetrically smaller than that size. These values are also used to calculate the coefficient of uniformity (Cu, Eq. 2) and the coefficient of curvature (Cc, Eq. 3) to serve as another standard metric to describe PSDs as described in ASTM D2487 (ASTM Standard D2487 2017).
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It should be noted that the binding agent used to produce the pebble-sized asteroid simulants from the powder simulants is soluble in water and the cobbles are relatively weak, so the asteroid simulant PSDs reported here are only representative of the loose powder forms of each asteroid simulant. Comparisons to particle size data from lunar, Martian, and asteroid regolith are not made here, for the same reasons stated before regarding XRF and XRD data: this manuscript serves only to introduce and describe the simulants with rigorous quantitative comparisons recommended for future publications describing the Exolith Lab simulants discussed here.
2.3 Lunar regolith simulants
The lunar regolith is formed from physical and chemical space weathering processes, such as impact gardening and solar irradiation, that break down the lunar bedrock (Hörz et al., 1991). The hard vacuum on the surface of the Moon is a strongly reducing environment, presenting phenomena and compositions that are not observed on Earth (Taylor et al., 2001). The lunar surface can be broken down into two main geologic provinces: the feldspathic lunar highlands which cover 80% of the lunar surface and the basaltic lunar mare (Haskin and Warren, 1991; Spudis and Pieters, 1991; Head and Wilson, 1992; Jolliff et al., 2000). Aside from the lunar highlands and mare, there are more less commonly observed geologic domains including silicic volcanic features that are similar to terrestrial rhyolitic domes (Head and McCord, 1978; Hagerty et al., 2006; Siegler et al., 2023) as well as pyroclastic deposits (Gaddis et al., 2003; Gustafson et al., 2012; Trang et al., 2017). The lunar highlands comprise the original crust formed through differentiation during the formation of the Moon and are dominantly composed of anorthosite and similar lithologies (Crites and Lucey, 2015; Taylor et al., 2019). The lunar mare formed when ancient basaltic magma originating in the lunar mantle ascended, erupted as lava, and flowed to fill topographic lows such as impact basins (Taylor et al., 1991; Head and Wilson, 1992). These two generalized geologic provinces were explored by NASA’s Apollo missions which returned samples from highlands, mare, and areas near the contacts between the highlands and mare. The compositions of regolith samples from the margins between the highlands and mare show intermediate compositions that indicate mixing of the regolith from both provinces (e.g., Heiken and McKay, 1974), with material being transported as impact ejecta and subsequently impact gardened. Renewed efforts from organizations across the globe, including government space agencies, private companies, and more, aim to explore the lunar surface and establish permanent infrastructure, with the initial target being the lunar south pole. The south pole is shown to have a highlands-like composition (Lemelin et al., 2022) and contains some of the purest anorthosites (nearly 100% plagioclase) on the lunar surface (Ohtake et al., 2009). From the lunar south pole, crewed and autonomous activities will extend north and include various mare terranes, including KREEP mare basalts that are enriched in valuable and useful elements such as potassium (K), rare earth elements (REE), uranium, thorium, and phosphorus (P) (Carlson and Lugmair, 1979; Wieczorek and Phillips, 2000). With this renewed interest in sustained human and robotic presence on the lunar surface, technologies must be researched, developed, and tested using appropriate simulants on Earth to leverage the various compositions of the lunar regolith to maximize the safety and efficiency of various lunar systems.
Exolith Lab produces two main lunar regolith simulants that are designed to approximate the mineralogy and particle geometries of the lunar highlands and lunar mare regolith: LHS-1 (Figure 1A) simulates the lunar highlands, and LMS-1 (Figure 1B) simulates the lunar mare. Both of these simulants have a maximum particle size of 1,000 µm. Two “dusty” versions of each of these simulants are also offered, dubbed LHS-1D (Figure 1C) and LMS-1D (Figure 1D), and these have maximum particle sizes of ∼35 µm (“clay” to “coarse silt” when classified by the Wentworth scale) and the same mineralogic composition of LHS-1 and LMS-1, respectively. The mineralogy of LHS-1 (and therefore LHS-1D) is based on the 90 to 1,000 µm portion of the particle size distribution of Apollo sample 67,461 (Simon et al., 1981), whereas LMS-1 (and therefore LMS-1D) was created based on Apollo sample 24,999 (Simon et al., 1981). As shown in Long-Fox et al. (2023), the PSD of LHS-1 and LMS-1 align well with “key” returned samples from the lunar highlands and mare, respectively, identified in the Lunar Soils Grain Size Catalog (Graf, 1993). LHS-1D and LMS-1D are designed to mimic the chemistry and mechanics of the finest portions of the lunar highlands and mare regolith and are manufactured by ball milling the “parent” LHS-1 and LMS-1 simulants. The clay/coarse silt-sized particles that make up LHS-1D and LMS-1D have high surface area to volume ratios, and as such, LHS-1D and LMS-1D are prone to electrostatic clumping (as seen at the base of the piles of simulant in Figures 1C, D) and other electrostatic and atmospheric effects that are not observed in LHS-1 and LMS-1 (Easter et al., 2022; Madison et al., 2022; Millwater et al., 2022).
2.4 Martian regolith simulants
The Martian regolith is produced by dynamic geologic processes, both past and present, including meteoritic impacts, eolian and fluvial processes, and volcanic activity (McCauly, 1973; Malin and Edgett, 2000; Murchie et al., 2009). Remote sensing observations indicate a global basaltic crust (McSween et al., 2009) that is processed into a globally distributed basaltic regolith (Yen et al., 2005), and three of the seven sites that have been directly sampled in situ by landers or rovers show similar basaltic mineralogy and bulk elemental compositions (Yen et al., 2013) with site-specific enrichments in other compositions (e.g., different volcanic and alteration products). It can be assumed that variation from this apparent global basaltic composition is driven by local geologic and environmental processes. The fine particles in the Martian regolith are lofted through various processes and entrained in atmospheric pressure systems that, just like on Earth, distribute these particles around the planet (Toon et al., 1977). The Rocknest site within Gale crater, the most well-characterized regolith on the Martian surface (Bish et al., 2013; Blake et al., 2013; Leshin et al., 2013; Achilles et al., 2017; Sutter et al., 2017), is composed of atmospherically distributed dust, and therefore can be expected to serve as a global average for the composition of the Martian regolith, despite the relative sulfur enrichment of the Curiosity landing region. The similarity of the Rocknest regolith to the regolith of other landing sites makes it suitable to serve as the basis for mineralogically accurate Martian regolith simulants (Cannon et al., 2019).
Exolith Lab produces four Martian regolith simulants, all based on the Rocknest regolith with some supplementary contribution from remote sensing observations (e.g., Baird et al., 1976; Poulet et al., 2008). MGS-1 (Figure 1E) is the base simulant for the rest of the Martian simulants that Exolith Lab offers and was created to simulate Rocknest (Cannon et al., 2019) and hence the expected global average Martian regolith. The other Martian regolith simulants, MGS-1C (Figure 1F), MGS-1S (Figure 1G), and JEZ-1 (Figure 1H) use MGS-1 as the base component but add other mineral phases such as clay minerals and alteration products to simulate different areas of the Martian surface. MGS-1C is a modified version of MGS-1 that maintains the basaltic base component (plagioclase, olivine, and pyroxenes) but use enriched in clay minerals to simulate a clay-rich Noachian regolith. Due to the high-clay content, MGS-1C has a smaller median particle size than the rest of the Exolith Lab Martian regolith simulants. MGS-1S also maintains the root Rocknest-like composition but is amended with sulfate-rich minerals to mimic regolith found in a hydrothermally active zones on the Martian surface. Finally, JEZ-1 is the Exolith Lab simulant that approximates the expected mineralogy of Jezero crater, the site being sampled by NASA’s Mars Sample Return mission that has strong mineralogical and geomorphic indications of a dynamic fluvial and lacustrine past (Horgan et al., 2020). Due to the inclusion of secondary minerals beyond the base MGS-1 composition, MGS-1C, MGS-1S, and JEZ-1 have PSDs that are multi-modal with the non-crystalline silicate phases being of larger grain size (∼10–1,000 µm) and the additional, weathered/altered phases being a distinct smaller size fraction (∼2–11 µm).
2.5 Asteroid regolith simulants
Asteroids, relative to other planetary bodies, are primitive objects that provide information on the nebula from which they formed, the materials that planets formed from and subsequently differentiated, cratering processes, space weathering processes (e.g., Clark et al., 2002), cratering, thermal and aqueous alteration (Keil, 2000), and general regolith formation (Housen et al., 1979; Delbo et al., 2014), and they are also of interest for developing space-based economies and resource utilization systems (Metzger et al., 2013; Mueller et al., 2016; Pohl and Britt, 2017; Mardon and Zhou, 2019; Nadoushan et al., 2020; Srivastava et al., 2023). Asteroids are too small to have atmospheres and also too small to drive internal heat generation processes after the earliest period of Solar System accretion (Housen et al., 1979) so it can be assumed that any regolith present is formed from thermal disintegration, irradiation, collisional events with impactors ranging in size from micrometeorites to other asteroids, and aqueous alteration (Housen et al., 1979; Housen and Wilkening, 1982; Clark et al., 2002; Che and Zega, 2023). A group of asteroids of great scientific and resource-based interest are the C-complex asteroids, which are thought to include some of the most primitive bodies in the Solar System and the source of the well-characterized carbonaceous chondrite meteorites (Johnson and Fanale, 1973; Rivkin, 2012). This group includes subtypes which are close in chemical composition to the Sun and the primitive solar nebula and often have water- and other volatile-enriched minerals (Brearley, 2006; King et al., 2015). The C-complex asteroids contain carbon in addition to phyllosilicates, oxides, and sulfides (Brearley, 2006), and the CI (volatile-rich), CM (moderately enriched in volatiles), and CR (lesser volatile enrichment) carbonaceous chondrites serve as the best source of information on the mineralogy of these volatile-rich asteroid materials (Britt et al., 2019). Understanding the mineralogies and volatile content that are anticipated on the surface of asteroids, and how these parameters drive spectral and physical/thermophysical properties, is key to developing asteroid focused resource and exploration technologies.
Exolith Lab produces three standardized asteroid regolith simulants, based on the mineralogy and physical properties of the carbonaceous chondrites (Britt et al., 2019): CI-V2 (Figure 1I), CM-V2 (Figure 1J), and CR-V2 (Figure 1K). The nomenclature for these simulants deviates from other Exolith Lab naming schemes so that the simulants are not implied to simulate differing degrees of aqueous alteration, such as “CM2”. As outlined in Britt et al. (2019), the CI-V2 simulant is based on the mineralogy of the CI chondrite group, specifically the well-characterized Orgueil (Bland et al., 2004), CM-V2 is designed based on the Murchison meteorite (Howard et al., 2009), and CR-V2 is based on the average of five Antarctic CR chondrites (PCA 91082, LAP 02342, QUE 99177, and GRA 06100). It should be noted that the asteroid regolith simulants presented here are created using the “future update” compositions (hence the “V2” designations), rather than the “prototype” compositions given in Britt et al. (2019). Some mineralogical components of the meteorites, such as the Fe-rich serpentine cronstedtite and tochinilite are not common on Earth, so other phyllosilicates (the non-asbestiform, Mg-rich serpentines antigorite or lizardite) and sulfates are used. Each of CI-V2, CM-V2, and CR-V2 are offered, as denoted by Britt et al. (2019), as “dry powder” [≤1,000 μm; coarse sand or finer by Wentworth (1922)] or “cobble” [variable sizes; coarse pebbles or finer by Wentworth (1922)] mixes. The “dry” mixes are simply mixes of the different mineral constituents, processed to size as needed, then mixed together and packaged. These pebble-sized (Wentworth, 1922) simulants are intended to mimic the coherent strength of the pebbles on asteroid surfaces and rubble pile asteroids (Britt et al., 2019) and are produced by binding the finer (coarse sand) mix particles together. For CI-V2, a 1:4 ratio of water to dry mix (by mass) is created and air dried. The resulting solid material, bound together by the clays, loses all added water upon drying and matches strength measurements from CI chondrites (Britt et al., 2019; Metzger et al., 2019; Pohl and Britt, 2020). CM-V2 and CR-V2 have considerably lower clay content that CI-V2, so to make the relatively stronger pebbles from these two dry mixes, sodium metasilicate pentahydrate is dissolved in water, and this solution is mixed in a similar 1:4 ratio as the CI-V2 water binding process, then cured in a block-shaped mold at ∼75°C. When stronger pebble-sized aggregates are desired, the concentration of sodium metasilicate can be increased. It has been shown that most of the water added is outgassed during curing and that the sodium metasilicate increases the SiO2 and Na2O content of the simulant by less than 2 wt% (Britt et al., 2019). The particle size distribution and range of the pebble-sized simulant varies from batch to batch and is able to be customized per customer needs.
3 RESULTS AND DISCUSSION
3.1 Lunar regolith simulants
3.1.1 Mineralogy and implications
Since mineralogical accuracy is a cornerstone of the Exolith Lab design philosophy, lunar simulant mineralogy (Table 1) is based on returned samples of a lunar regolith. LHS-1, a lunar highlands simulant is dominantly felsic in nature, mimicking pristine sample mineralogy around the Apollo 16 landing site in the equatorial intercrater highlands as well as around the lunar south pole, the region of interest for of NASA’s Artemis program and related missions around the world. LHS-1D has the same mineralogical makeup as LHS-1 just with a reduced particle size, so it is also a mineralogically accurate lunar highlands dust simulant. LMS-1, the Exolith Lab lunar mare simulant, was developed to mimic the mineralogy of pristine and representative returned samples from the lunar mare. Likewise, LMS-1D is a mineralogically accurate lunar mare dust simulant with fidelity inherited from LMS-1.
TABLE 1 | Mineralogical compositions in mass percentages of Exolith Lab lunar regolith simulants LHS-1, LMS-1, LHS-1D, and LMS-1D.
[image: Table 1]3.1.2 XRF analysis applications and implications
Knowledge of the bulk elemental composition of lunar regolith simulants used to test technologies such as molten regolith electrolysis (MRE) and sintering in Earth-based laboratories is critical to predicting the performance of the technology on the lunar surface (Sibille et al., 2009; Humbert et al., 2022). Despite the inherent differences in the chemical properties of simulants and lunar regolith (Isachenkov et al., 2022), a mineralogically and geochemically accurate simulant is required to properly develop lunar systems. Once a quantitative understanding of a given lunar ISRU process is established in the lab, the differences in the chemistry of the simulant and actual lunar regolith will be able to be modeled and the system adapted to function more efficiently once deployed on the Moon. Considering this, the elemental abundances of major and minor element equivalent oxides detected by XRF of Exolith Lab lunar regolith simulants produced in February 2023 (and are not expected to undergo any feedstock changes in the coming years) are given in Table 2 and trace element concentrations for these simulants are given in Supplementary Material.
TABLE 2 | Bulk chemistry of major and minor elements, in equivalent oxides, of the Exolith Lab lunar, Martian, and asteroid regolith simulants as measured by fused bead XRF and the measured loss on ignition (LOI) for each simulant.
[image: Table 2]3.1.3 XRD analysis applications and implications
Mineralogy controls the physical and chemical properties of geologic materials, hence having data to characterize the phases present in lunar regolith and lunar simulants allows for better understanding of challenges and requirements for resource prospecting, acquisition, processing, and utilization as well as comparisons between data from surface operations and from in-lab testing. See Long-Fox et al. (2023) for a tabular comparison of the composition of Exolith Lab LHS-1 and LMS-1 simulant versus lunar highlands and mare regolith. The phases present in lunar regolith and lunar regolith simulants, including volcanically-derived glasses, (simulated) agglutinates, and impact melts (in the case of actual lunar regolith) will affect the mechanical strength of the regolith or simulant and how it behaves in high-temperature processes such as microwave or solar sintering and MRE. Since mineralogy underpins every interaction with lunar regolith and its simulants, characterization of the phases present is essential to developing and understanding of how to best develop technologies to leverage local resources on the lunar surface. Therefore, XRD patterns of Exolith Lab lunar regolith simulants LHS-1, LMS-1, LHS-1D, and LMS-1D are given in Figure 3 and data files (2θ angle and counts) are available upon request to the corresponding author.
[image: Figure 3]FIGURE 3 | X-ray diffraction patterns of Exolith Lab lunar regolith simulants LHS-1, LMS-1, LHS-1D, and LMS-1D obtained using a cobalt cathode with a 2θ wavelength (λ) of 1.79 Å.
3.1.4 Particle size analysis applications and implications
Particle size distributions and ranges are a major contributing factor in the geomechanical properties of lunar regolith and its simulants, so technologies developed involving lunar material transport, flow, storage, and processing need to consider particle size range and particle size distribution as a key parameter in testing. The combination of mineralogical accuracy and sample-based (Graf, 1993) particle sizes and particle size distributions of Exolith Lab’s LHS-1 and LMS-1 simulants makes them appropriate for terrestrial research and development of lunar resource acquisition, transport, and processing systems (Isachenkov et al., 2022; Long-Fox et al., 2023). The particle size cumulative distribution and density function (both with 2σ confidence intervals) for these specific batches of LHS-1, LMS-1, LHS-1D, and LMS-1D produced in February 2023 are given in Figure 4 and the D10, D30, D50, D60, and D90 percentile values and corresponding distribution spans and uniformity and curvature coefficients are given in Table 3.
[image: Figure 4]FIGURE 4 | Particle size distribution plots of (A) LHS-1, (B) LMS-1, (C) LHS-1D, and (D) LMS-1D showing the mean cumulative distribution (Q3) and the density function (q3) of the samples tested with 2σ error bars.
TABLE 3 | Percentile values, spans, and gradation coefficients (Cu and Cc) of the particle size distributions of LHS-1, LMS-1, LHS-1D, and LMS-1D lunar regolith simulants.
[image: Table 3]3.2 Martian regolith simulants
3.2.1 Mineralogy and implications
The Exolith Lab design philosophy starts with mineralogy, hence MGS-1, MGS-1C, MGS-1S, and JEZ-1 are all based on in situ data from Rocknest in Gale crater with some adaptations based on remote sensing data (Cannon et al., 2019). MGS-1 was created to be a global average simulant for Martian regolith in geochemical and geomechanical testing of Martian exploration and infrastructure development systems (Cannon et al., 2019), though it should be noted that the composition of MGS-1 was updated slightly from the original compositions given in Cannon et al. (2019). Since MGS-1C, MGS-1S, and JEZ-1 all use MGS-1 as the base material, remote sensing data was used to provide constraints for each of these simulant constituents beyond the base MGS-1 formula (e.g., Baird et al., 1976; Poulet et al., 2008). The basaltic mineral content (plagioclase, olivine, pyroxenes) was scaled accordingly to simulate localized alterations superimposed onto the base basaltic component. The mineralogical compositions of MGS-1, MGS-1C, MGS-1S, and JEZ-1 produced in February 2023 with no feedstock changes expected over the next few years are given in Table 4.
TABLE 4 | Mineralogical compositions in mass percentages of Exolith Lab Martian regolith simulants MGS-1, MGS-1C, MGS-1S, and JEZ-1.
[image: Table 4]3.2.2 XRF analysis applications and implications
The bulk elemental composition of a Martian regolith simulant is key information to be considered when designing systems to utilize the Martian regolith for processes such as oxygen and metal extraction, agriculture systems, and other infrastructure. Just as with lunar regolith and lunar regolith simulants described in this work, there are inherent differences in the chemical properties of the Martian regolith and its simulants due to the simulant material being terrestrially derived. Given these differences, thorough investigations must be performed to understand and optimize Martian regolith resource utilization. Before this predictive analysis can happen for the research and development of Martian SRU and exploration systems, testing must first be done in the lab using appropriate simulants. Given the importance of knowing elemental abundances of a simulant for testing across a variety of disciplines, the abundances of major element equivalent oxides of Exolith Lab Martian regolith simulants MGS-1, MGS-1C, MGS-1S, and JEZ-1 detected by XRF are given in Table 2, and the trace element data are given in Supplementary Material.
3.2.3 XRD analysis applications and implications
The mineralogic composition of Martian regolith is highly complex due to the dynamic processes that have been, or are still, active on the Martian surface (Yen et al., 2005; Poulet et al., 2008; Murchie et al., 2009; Bish et al., 2013). Martian regolith simulants must reasonably match the phase compositions measured from robotic sampling operations performed on Mars (Cannon et al., 2019). The high mineralogical diversity of Mars means that there are many different rocks and minerals that can be used in construction and resource extraction for human and autonomous infrastructure development and habitation on Mars, each having a unique set of use cases. Having quantitative data for compositional phases of Martian regolith simulants used in the research and development of Martian-aimed technologies gives the ability to compare and contrast Martian ISRU process sensitivities to compositional variations and hence predict best methodologies for use in flight missions (Cannon et al., 2019). XRD patterns for Martian regolith simulants MGS-1, MGS-1C, MGS-1S, and JEZ-1 are shown in Figure 5 and the data files (2θ angle and counts) are available upon request from the corresponding author.
[image: Figure 5]FIGURE 5 | X-ray diffraction patterns of Exolith Lab Martian regolith simulants MGS-1, MGS-1C, MGS-1S, and JEZ-1 obtained using a cobalt cathode with a 2θ wavelength (λ) of 1.79 Å.
3.2.4 Particle size analysis applications and implications
As previously stated, the particle size distribution of planetary regolith and simulants are dominant factors that determine the geomechanical properties of the simulant and also affects chemical and thermal processing; this, of course, is also true for Martian regolith simulants. The cumulative distribution and density function (with 2σ confidence intervals) for MGS-1, MGS-1C, MGS-1S, and JEZ-1 are shown graphically in Figure 6 with, and the D10, D30, D50, D60, and D90 percentile values, spans, and coefficients of uniformity and curvature are given in Table 5.
[image: Figure 6]FIGURE 6 | Particle size distribution plots of (A) MGS-1, (B) MGS-1C, (C) MGS-1S, and (D) JEZ-1 showing the mean cumulative distribution (Q3) and the density function (q3) of the samples tested with 2σ error bars.
TABLE 5 | Percentile values, spans, and gradation coefficients (Cu and Cc) of the particle size distributions of MGS-1, MGS-1C, MGS-1S, and JEZ-1 Martian regolith simulants.
[image: Table 5]3.3 Asteroid regolith simulants
3.3.1 Mineralogy and implications
Exolith Lab uses mineralogy as the basis of its asteroid simulants, so the mineralogy of Orgueil (Bland et al., 2004), Murchison (Bland et al., 2004), and Antarctic meteorites PCA 91082, GRA 95229, LAP 02342, QUE 99177, GRA 06100 (Howard et al., 2015) are used as reference materials for CI-V2, CM-V2, and CR-V2, respectively, with CR-V2 being based on the Antarctic CRs. As previously stated, the unique mineralogies of asteroids compared to the relatively evolved and oxidized materials on Earth, are not always able to be replicated and substitutions had to be made (e.g., Mg-serpentine substituting for Fe-serpentine). These substitutions that deviate from the expected compositions of asteroidal regolith are judged to be reasonable given the trades and sacrifices of fidelity involved in using a cost-effective, open-source approach to produce large amounts of simulant (Britt et al., 2019). The formulae given in Table 6 for CI-V2, CM-V2, and CR-V2 are the “future updates” referred to in Britt et al. (2019).
TABLE 6 | Mineralogical compositions in mass percentages of Exolith Lab asteroid regolith simulants CI-V2, CM-V2, and CR-V2.
[image: Table 6]3.3.2 XRF analysis applications and implications
Just as with lunar and Martian regolith simulants, the bulk elemental composition of an asteroid regolith simulant must be reasonably accurate to the regolith being simulated to serve as appropriate materials for the testing of various space resource chemical processing systems (Britt et al., 2019; Metzger et al., 2019). Since the exact composition of planetary regolith is impossible to perfectly recreate from terrestrial materials (which are generally enriched in Mg and Al with lesser amounts of Fe), any differences must be quantified and accounted for, which is recommended to be the subject of future publications. For Exolith Lab asteroid regolith simulants, one of the main differences between asteroid regolith and the simulant is the use of Mg-rich, non-asbestiform serpentines as opposed to the Fe-rich cronstedtite (not widely available) and Fe-rich tochilinite (not widely available) being substituted for other Fe-rich compounds such as iron powder. This relative depletion in Fe and enrichment in Mg, while not ideal, offers the best constrained maximization approximation of asteroidal materials while maintaining product availability, safety, and fidelity (Britt et al., 2019). The abundances of major elements in CI-V2, CM-V2, and CR-V2, detected by fused-bead XRF, are given in Table 2 and the trace element concentrations are given in Supplementary Material.
3.3.3 XRD analysis applications and implications
Asteroid regolith is mineralogically complex, and even though asteroids are some of the most primitive bodies in the Solar System and give unique views into Solar System and planetary formation, they are generally modified through radiation bombardment, impacts, and sometimes aqueous alteration. The degree and type of space weathering experienced by asteroids determines how the original mineralogy was altered, and knowledge of phases (altered and unaltered, glassy and crystalline) present in asteroid regolith can provide information on resource potential and on what is required for safe and efficient resource acquisition and extraction processes, anchoring, traversal, excavation, and processing. Such knowledge must be gained in the laboratory using appropriate simulants in research and development (Metzger et al., 2019). Since the mineralogy is so vital to consider when designing and testing hardware and planning flight missions to interact with asteroids (Britt et al., 2019; Metzger et al., 2019), Exolith Lab asteroid regolith simulants CI-V2, CM-V2, and CR-V2 XRD patterns are given in Figure 7 with data files available upon request from the corresponding author. These data allow Exolith Lab asteroid regolith simulant users to compare results of testing resource acquisition and processing systems that involve elevated temperatures or pressures that may alter the mineralogy of the regolith to get a better understanding of process variation and efficiency.
[image: Figure 7]FIGURE 7 | X-ray diffraction patterns of Exolith Lab asteroid regolith simulants CI-V2, CM-V2, and CR-V2 obtained using a cobalt cathode with a 2θ wavelength (λ) of 1.79 Å.
3.3.4 Particle size analysis and implications
The particle size distribution of asteroid regolith simulants is a key property that, like any planetary regolith simulant, affects the geomechanical and thermophysical properties of the simulant. Asteroids themselves are composed of particles from the sub-µm scale to large boulders (e.g., Burke et al., 2021), and as such, CI-V2, CM-V2, and CR-V2 are offered in both powder and a larger pebble-sized (Wentworth, 1922) form, as previously discussed here and in Britt et al. (2019). The laser-based volumetric particle size analysis performed here breaks up the pebbles, so the cumulative distribution and density functions shown in Figure 8 with 2σ confidence intervals and the D10, D30, D50, D60, and D90 percentile values, spans, and gradation coefficients given in Table 7 are only representative of the powder form of each Exolith Lab asteroid regolith simulant. Custom size orders can be placed for pebble-sized simulants if desired by contacting Exolith Lab.
[image: Figure 8]FIGURE 8 | Particle size distribution plots of (A) CI-V2, (B) CM-V2, and (C) CR-V2 showing the mean cumulative distribution (Q3) and the density function (q3) of the samples tested with 2σ error bars.
TABLE 7 | Percentile values, spans, and gradation coefficients (Cu and Cc) of the particle size distributions of CI-V2, CM-V2, and CR-V2 asteroid regolith simulants.
[image: Table 7]4 CONCLUSION
Presented here are, at the time of writing, the most up-to-date data on the composition and particle size distributions of Exolith Lab lunar, Martian, and asteroid regolith simulants. Exolith Lab produces lunar, Martian, and asteroid regolith simulants in a constrained optimization of fidelity, safety, and product availability. The design philosophy used in the creation and large-scale production of all Exolith Lab simulants is to start with accurate mineralogy (based on returned samples and/or remote sensing data) and process feedstock to appropriate particle size ranges using industry standard rock and mineral handling equipment. Note that material sources, PSDs, and overall simulant compositions are subject to change due to supplier changes, source material changes, processing equipment changes, or new data that provides improved insights into lunar, Martian, or asteroid regolith. It should also be noted that the PSDs and mineralogic compositions of Exolith Lab simulants may vary from batch to batch and the data provided here are from simulants produced in February 2023. Any of the Exolith Lab simulants are able to be customized to order through free scientific consultation that can be booked at https://www.exolithsimulants.com or sending an email to exolithlab@ucf.edu. Please contact Exolith Lab (HYPERLINK "mailto:exolithlab@ucf.edu" \o "mailto:exolithlab@ucf.edu"exolithlab@ucf.edu or https://www.exolithsimulants.com) for more information on specific simulant batches for the most accurate data available for the given production run.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
JL-F: Conceptualization, Data curation, Formal Analysis, Methodology, Software, Visualization, Writing–original draft, Writing–review and editing, Investigation. DB: Conceptualization, Funding acquisition, Investigation, Project administration, Resources, Supervision, Writing–review and editing.
FUNDING
This work was supported by the NASA Solar System Research Virtual Institute (SSERVI) Center for Lunar and Asteroid Surface Science (CLASS) through NASA Cooperative Agreement 80NSSC19M0214.
ACKNOWLEDGMENTS
Special thanks go to Dr. Edward Duke and Dr. Jacob Petersen at the South Dakota School of Mines and Technology Engineering and Mining Experiment Station; to Dr. Zach Osborne and Dr. Brandi Langsdorf at the Hamilton College Hamilton Analytical Laboratory. The authors would also like to express our sincerest gratitude to the reviewers for offering kind and useful suggestions that greatly helped improve this manuscript.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/frspt.2023.1255535/full#supplementary-material
REFERENCES
 Achilles, C. N., Downs, R. T., Ming, D. W., Rampe, E. B., Morris, R. V., Treiman, A. H., et al. (2017). Mineralogy of an active eolian sediment from the Namib dune, Gale crater, Mars. J. Geophys. Res. 112, 2344–2361. doi:10.1002/2017JE005262
 Adler, I., Trombka, J., Gerard, J., Scmadebeck, R., Lowman, P., Blodget, H., et al. (1972a). Apollo 15 geochemical X-ray fluorescence experiment: preliminary report. Science 172, 436–440. doi:10.1126/science.175.4020.436
 Adler, I., Trombka, J., Gerard, J., Scmadebeck, R., Lowman, P., Blodget, H., et al. (1972b). Apollo 16 geochemical X-ray fluorescence experiment: preliminary report. Science 177, 256–259. doi:10.1126/science.177.4045.256
 ASTM Standard D2487 (2017). Standard practice for classification of Soils for engineering purposes (unified soil classification system). West Conshohocken, PA: ASTM International. 
 Baird, A. K., Toulmin, P., Clark, B. C., Rose, H. J., Keil, K., Christian, R. P., et al. (1976). Mineralogic and petrologic implications of viking geochemical results from Mars: interim report. Science 194, 1288–1293. doi:10.1126/science.194.4271.1288
 Bish, D. L., Blake, D. V., Vaniman, D. T., Chipera, S. J., Morris, R. V., Ming, D. W., et al. (2013). X-ray diffraction results from Mars science laboratory: mineralogy of rocknest at Gale crater. Science 341, 1238932. doi:10.1126/science.1238932
 Blake, D. F., Morris, R. V., Kocurek, G., Morrison, S. M., Downs, R. T., Bish, D., et al. (2013). Curiosity at Gale crater, Mars: characterization and analysis of the rocknest sand shadow. Science 341, 1239505. doi:10.1126/science.1239505
 Bland, P. A., Cressey, G., and Menzies, O. N. (2004). Modal mineralogy of carbonaceous chondrites by X-ray diffraction and Mossbauer spectroscopy. Meteorit. Planet. Sci. 39, 3–16. doi:10.1111/j.1945-5100.2004.tb00046.x
 Brearley, A. J. (2006). “The action of water,” in Meteorites and the early solar system II” ed . Editors D. S. Lauretta, and H. Y. McSween (Tucson, Arizona: The University of Arizona Press), 587–624.
 Britt, D. T., Cannon, K. M., Donaldson Hanna, K., Hogancamp, J., Poch, O., Beck, P., et al. (2019). Simulated asteroid materials based on carbonaceous chondrite mineralogies. Meteorit. Planet. Sci. 54 (9), 2067–2082. doi:10.1111/maps.13345
 Bunaciu, A. A., Udristrioiu, E. g., and Aboul-Enein, H. Y. (2015). X-ray diffraction: instrumentation and applications. Crit. Rev. Anal. Chem. 45 (4), 289–299. doi:10.1080/10408347.2014.949616
 Burke, K. N., DellaGiustina, D. N., Bennett, C. A., Walsh, K. J., Pajola, M., Bierhaus, E. B., et al. (2021). Particle size-frequency distributions of the OSIRIS-rex candidate sample sites on asteroid (101955) bennu. Remote Sens. 13 (7), 1315. doi:10.3390/rs13071315
 Cannon, K. M., Britt, D. T., Smith, T. M., Fritsche, R. F., and Batcheldor, D. (2019). Mars global simulant MGS-1: A rocknest-based open standard for basaltic martian regolith simulants. Icarus 317, 470–478. doi:10.1016/j.icarus.2018.08.019
 Cannon, K. M., Dreyer, C. B., Sowers, G. F., Schmitt, J., Nguyen, T., Sanny, K., et al. (2022). Working with lunar surface materials: review and analysis of dust mitigation and regolith conveyance technologies. Acta Astronaut. 196, 259–274. doi:10.1016/j.actaastro.2022.04.037
 Carlson, R. W., and Lugmair, G. W. (1979). Sm-Nd constraints on early lunar differentiation and the evolution of KREEP. Earth Planet. Sci. Lett. 45 (1), 123–132. doi:10.1016/0012-821X(79)90114-6
 Che, S., and Zega, T. Z. (2023). Hydrothermal fluid activity on asteroid Itokawa. Nat. Astron. doi:10.1038/s41550-023-02012-x
 Clark, B. E., Hapke, B., Pieters, C., and Britt, D. (2002). “Asteroid space weathering and regolith evolution,” in Asteroids II ed . Editors R. P. Binzel, T. Gehrels, M. S. Matthews, and A. Tucson (Tucson, Arizona, United States: University of Arizona Press).
 Colaprete, A., Andrews, D., Bluethmann, W., Elphic, R. C., Bussey, B., Trimble, J., et al. (2019), “An overview of the volatiles investigating polar exploration rover (VIPER) mission,” in American Geophysical Union Fall Meeting,  (San Francisco, CA, 11-15 December 2023)Abstract #P34B-03. 
 Crites, S. T., and Lucey, P. G. (2015). Revised mineral and Mg# maps of the Moon from integrating results from the Lunar Prospector neutron and gamma-ray spectrometers with Clementine spectroscopy. Am. Mineralogist 100, 973–982. doi:10.2138/am-2015-4874
 Delbo, M., Libourel, G., Wilkerson, J., Murdoch, N., Michel, P., Ramesh, K. T., et al. (2014). Thermal fatigue as the origin of regolith on small asteroids. Nature 508, 233–236. doi:10.1038/nature13153
 Easter, P., Long-Fox, J., Landsman, Z., Metke, A., and Britt, D. (2022). “Comparing the effects of mineralogy and particle size distribution on the angle of repose for lunar regolith simulants,” in 53rd Lunar and Planetary Science Conference,  (Houston, TX, USA, March 7-11, 2022). 
 Gaddis, L. R., Staid, M. I., Tyburczy, J. A., Hawke, B. R., and Petro, N. E. (2003). Compositional analyses of lunar pyroclastic deposits. Icarus 161 (2), 262–280. doi:10.1016/S0019-1035(02)00036-2
 Graf, J. C. (1993). Lunar soils grain size catalog. NASA Ref. Publ. 1265. 
 Guerrero-Gonzalez, F. J., and Zabel, P. (2023). System analysis of an ISRU production plant: extraction of metals and oxygen from lunar regolith. Acta Astronaut. 203, 187–201. doi:10.1016/j.actaastro.2022.11.050
 Gustafson, J. O., Bell, J. F., Gaddis, L. R., Hawke, B. R., and Giguere, T. A. (2012). Characterization of previously unidentified lunar pyroclastic deposits using Lunar Reconnaissance Orbiter Camera data. J. Geophys. Res. Plan. 117 (E12). doi:10.1029/2011JE003893
 Hagerty, J. J., Lawrence, D. J., Hawke, B. R., Vaniman, D. T., Elphic, R. C., and Feldman, W. C. (2006). Refined thorium abundances for lunar red spots: implications for evolved, nonmare volcanism on the Moon. J. Geophys. Res. Plan. 111 (E6), E06002. doi:10.1029/2005JE002592
 Haskin, L., and Warren, P. (1991). Lunar chemistry, in The lunar sourcebook: a user’s guide the the moon chapter 8 . Cambridge: Cambridge University Press. 
 Head, J. W., and McCord, T. B. (1978). Imbrian-age highland volcanism on the Moon: the gruithuisen and mairan domes. Science 199 (4336), 1433–1436. doi:10.1126/science.199.4336.1433
 Head, J. W., and Wilson, L. (1992). Lunar mare volcanism: stratigraphy, eruption conditions, and the evolution of secondary crusts. Geochimica Cosmochimica Acta 56, 2155–2175. doi:10.1016/0016-7037(92)90183-j
 Heiken, G., and McKay, D. S. (1974). “Petrography of Apollo 17 soils,” in Proc. 5th Lunar Sci. Conference,  (Houston, Tex., March 18-22, 1974), 843–860. 
 Hooper, P. R. (1964). Rapid analysis of rocks by X-ray fluorescence. Anal. Chem. 36 (7), 1271–1276. doi:10.1021/ac60213a026
 Horgan, B. H. N., Anderson, R. B., Dromart, G., Amador, E. S., and Rice, M. S. (2020). The mineral diversity of Jezero crater: evidence for possible lacustrine carbonates on Mars. Icarus 339, 113526. doi:10.1016/j.icarus.2019.113526
 Hörz, F., Grieve, R., Heiken, G., Spudis, P., and Binder, A. (1991). “Lunar surface processes,” in The lunar sourcebook: A user’s guide to the moon” chapter 4 (Cambridge: Cambridge University Press). 
 Housen, K. R., Wilkening, L. L., Chapman, C. R., and Greenberg, R. (1979). Asteroidal regoliths. Icarus 39, 317–351. doi:10.1016/0019-1035(79)90145-3
 Housen, K. R., and Wilkening, L. L. (1982). Regoliths on small bodies in the solar system. Annu. Rev. Earth Planet. Sci. 10, 355–376. doi:10.1146/annurev.ea.10.050182.002035
 Howard, K. T., Alexander, C. M. O’D., Schrader, D. L., and Dyl, K. A. (2015). Classification of hydrous meteorites (CR, CM and C2 ungrouped) by phyllosilicate fraction: PSD-XRD modal mineralogy and planetesimal environments. Geochimica Cosmochimica Acta 149, 206–222. doi:10.1016/j.gca.2014.10.025
 Howard, K. T., Benedix, G. K., Bland, P. A., and Cressey, G. (2009). Modal mineralogy of CM2 chondrites by X-ray diffraction (PSD-XRD). Part 1: total phyllosilicate abundance and the degree of aqueous alteration. Geochimica Cosmochimica Acta 73, 4576–4589. doi:10.1016/j.gca.2009.04.038
 Humbert, M. S., Brooks, G. A., Duffy, A. R., Hargrave, C., and Akbar Rhamdhani, M. (2022). Thermophysical property evolution during molten regolith electrolysis. Planet. Space Sci. 219, 105527. doi:10.1016/j.pss.2022.105527
 Isachenkov, M., Chugunov, S., Landsman, Z., Akhatov, I., Metke, A., Tikhonov, A., et al. (2022). Characterization of novel lunar highland and mare simulants for ISRU research applications. Icarus 376, 114873. doi:10.1016/j.icarus.2021.114873
 Johnson, D. M., Hooper, P. R., and Conrey, R. M. (1999). XRF analysis of rocks and minerals for major and Trace elements on a single low dilution Li-tetraborate fused Bead. Adv. X-ray Analysis 41, 843–867. 
 Johnson, T. V., and Fanale, F. P. (1973). Optical properties of carbonaceous chondrites and their relationship to asteroids. J. Geophys. Res. 78, 8507–8518. doi:10.1029/jb078i035p08507
 Jolliff, B. L., Gillis, J. J., Haskin, L. A., Korotev, R. L., and Wieczorek, M. A. (2000). Major lunar crustal terranes: surface expressions and crust-mantle origins. J. Geophys. Res. Planets 105 (E2), 4197–4216. doi:10.1029/1999JE001103
 Just, G. H., Smith, K., Joy, K. H., and Roy, M. J. (2020). Parametric review of existing regolith excavation techniques for lunar in Situ Resource Utilisation (ISRU) and recommendations for future excavation experiments. Planet. Space Sci. 180, 104746. doi:10.1016/j.pss.2019.104746
 Keil, K. (2000). Thermal alteration of asteroids: evidence from meteorites. Planet. Space Sci. 48, 887–903. doi:10.1016/s0032-0633(00)00054-4
 King, A. J., Schofield, P. F., Howard, K. T., and Russell, S. S. (2015). Modal mineralogy of CI and CI-like chondrites by X-ray diffraction. Geochimica Cosmochimica Acta 165, 148–160. doi:10.1016/j.gca.2015.05.038
 Kminek, G., Meyer, M. A., Beaty, D. W., Carrier, B. L., Haltigin, T., and Hays, L. E. (2022). Mars sample return (MSR): planning for returned sample science. Astrobiology 22, S-1–S-4. doi:10.1089/ast.2021.0198
 Kornuta, D., Abbud-Madrid, A., Atkinson, J., Barr, J., Barnhard, G., Bienhoff, D., et al. (2019). Commercial lunar propellant architecture: A collaborative study of lunar propellant production. REACH 13, 100026. doi:10.1016/j.reach.2019.100026
 Lemelin, M., Lucey, P. G., and Camon, A. (2022). Compositional maps of the lunar polar regions derived from the kaguya spectral profiler and the lunar orbiter laser altimeter data. Planet. Sci. J. 3 (63), 63. doi:10.3847/PSJ/ac532c
 Leshin, L. A., Mahaffy, P. R., Webster, C. R., Cabane, M., Coll, P., Conrad, P. G., et al. (2013). Volatile, isotope, and organic analysis of martian fines with the Mars Curiosity rover. Science 341, 1238937. doi:10.1126/science.1238937
 Long-Fox, J. M., Landsman, Z. A., Easter, P. B., Millwater, C. A., and Britt, D. T. (2023). Geomechanical properties of lunar regolith simulants LHS-1 and LMS-1. Adv. Space Res. 71, 5400–5412. doi:10.1016/j.asr.2023.02.034
 Madison, A., Landsman, Z., Long-Fox, J., Metke, A., Krol, K., Easter, P., et al. (2022). “Lunar dust simulants and Their applications,” in 18th Biennial American Society of Civil Engineers Earth and Space Conference,  (Denver, CO, USA, 25-28 April 2022). 
 Malin, M. C., and Edgett, K. S. (2000). Sedimentary rocks of early Mars. Science 290, 1927–1937. doi:10.1126/science.290.5498.1927
 Mardon, A. A., and Zhou, G. (2019). “Asteroid mining and in-situ mineral resource Utilization,” in 82nd Annual Meeting of The Meteoritical Society,  (Sapporo, held 7–12 July 2019). 
 McCauley, J. F. (1973). Mariner 9 evidence for wind erosion in the equatorial and midlatitude regions of Mars. J. Geophys. Res. 78, 4123–4137. doi:10.1029/JB078i020p04123
 McKay, D. S., Carter, J. L., Boles, W. W., Allen, C. C., and Allton, J. H. (1994). JSC-1: A new lunar soil simulant. Eng. Constr. operations space 2, 857–866. 
 McKay, D. S., Heiken, G., Basu, A., Blanford, S. S., Reedy, R., French, B. M., et al. (1991). “The lunar regolith,” in The lunar sourcebook: A user’s guide to the moon” chapter 7 (Cambridge: Cambridge University Press). 
 McKenzie, W., Taylor, G. J., Dera, P., Martel, L. M. V., Lucey, P. G., Hammer, J. E., et al. (2020). “XTRA, A combined XRD/XRF instrument for use in lunar science and resource Utilization,” in 51st Lunar and Planetary Science Conference,  (Houston, TX, USA, March 16–20, 2020). 
 McSween, H. Y., Taylor, G. J., and Wyatt, M. B. (2009). Elemental composition of the martian crust. Science 324, 736–739. doi:10.1126/science.1165871
 Metzger, P. T., Britt, D. T., Covey, S., Schultz, C., Cannon, K. M., Grossman, K. D., et al. (2019). Measuring the fidelity of asteroid regolith and cobble simulants. Icarus 321, 632–646. doi:10.1016/j.icarus.2018.12.019
 Metzger, P. T., Muscatello, A., Mueller, R. P., and Mantovani, J. (2013). Affordable, rapid bootstrapping of the space industry and solar system civilization. J. Aerosp. Eng. 26, 18–29. doi:10.1061/(asce)as.1943-5525.0000236
 Millwater, C., Long-Fox, J., Landsman, Z., Metke, A., and Britt, D. (2022). “Direct shear measurements of lunar regolith simulants LHS-1, LHS-1D, LMS-1, and LMS-1D,” in 53rd Lunar and Planetary Science Conference,  (Houston, TX, USA, March 07–11, 2022). 
 Mueller, R. P., Howe, S., Kochmann, D., Ali, H., Andersen, C., Burgoyne, H., et al. (2016). “Automated additive construction (AAC) for Earth and space using in-situ resources,” in Proceedings of the Fifteenth Biennial ASCE Aerospace Division International Conference on Engineering, Science, Construction, and Operations in Challenging Environments,  (Orlando Florida, 11-15 April 2016). 
 Murchie, S. L., Mustard, J., Ehlmann, B. L., Milliken, R. E., Bishop, J. L., McKeown, N. K., et al. (2009). A synthesis of Martian aqueous mineralogy after 1 Mars year of observations from the Mars Reconnaissance Orbiter. J. Geophys. Res. 114, E00D06. doi:10.1029/2009JE003342
 Nadoushan, M. D., Ghobadi, M., and Shafaee, M. (2020). Designing reliable detumbling mission for asteroid mining. Acta Astronaut. 174, 270–280. doi:10.1016/j.actaastro.2020.05.025
 Ohtake, M., Matsunaka, T., Haruyama, J., Yokota, Y., Morota, T., Honda, C., et al. (2009). The global distribution of pure anorthosite on the Moon. Nature 461, 236–240. doi:10.1038/nature08317
 Pohl, L., and Britt, D. T. (2020). Strengths of meteorites – an overview and analysis of available data. Meteorit. Planet. Sci. 55 (4), 962–987. doi:10.1111/maps.13449
 Pohl, L., and Britt, D. T. (2017). The radiation shielding potential of CI and CM chondrites. Adv. Space Res. 59, 1473–1485. doi:10.1016/j.asr.2016.12.028
 Poulet, F., Mangold, N., Loizeau, D., Bibring, J. P., Langevin, T., Michalski, J., et al. (2008). Abundance of minerals in the phyllosilicate-rich units on Mars. Astron. Astrophys. 487, L41–L44. doi:10.1051/0004-6361:200810150
 Rivkin, A. S. (2012). The fraction of hydrated C-complex asteroids in the asteroid belt from SDSS data. Icarus 221, 744–752. doi:10.1016/j.icarus.2012.08.042
 Rose, H. J., Cuttitta, F., Dwornik, E. J., Carron, M. K., Christian, R. P., Lindsay, J. R., et al. (1970). Semimicro X-ray fluorescence analysis of lunar samples. Proc. Apollo 11 Lunar Sci. Conf. 2, 1493–1497. 
 Sanders, G., Kleinhenz, J., and Linne, D. (2022). NASA plans for in situ resource utilization (ISRU) development, demonstration, and implementation. Available at: https://ntrs.nasa.gov/api/citations/20220008799/downloads/NASA%20ISRU%20Plans_Sanders_COSPAR-Final.pdf. 
 Schmitt, H. H., Lofgren, G., Swann, G. A., and Simmons, G. (1970). “The Apollo 11 samples: introduction,” in Proceedings of the Apollo 11 Lunar Science Conference,  (Houston, TX., held 5-8 January, 1970). 
 Sibille, L., Carpenter, P., Schlagheck, R., and French, R. A. (2006). Lunar regolith simulant materials: Recommendations for standardization, production, and usage. Washington, D.C., United States: NASA. Technical Publication TP2006214605. 
 Sibille, L., Sadoway, D. R., Sirk, A., Tripathy, P., Melendez, O., Standish, E., et al. (2009). “Recent advances in scale-up development of molten regolith electrolysis for oxygen production in support of a lunar Base,” in 47th AIAA Aerospace Sciences Meeting Contribution,  (Orlando, Florida, 05 January 2009 - 08 January 2009).
 Siegler, M. A., Feng, J., Lehman-Franco, K., Andrews-Hanna, J. C., Economos, R. C., St. ClairMillionHead, M. C. J. W., et al. (2023). Remote detection of a lunar granitic batholith at Compton-Belkovich. Nature 620, 116–121. doi:10.1038/s41586-023-06183-5
 Simon, S. B., Papike, J. J., and Laul, J. C. (1981). The lunar regolith: comparative studies of the Apollo and luna sites. Petrology soils Apollo 17, Luna 16, 20, 24” Lunar Planet. Sci. Conf. Proc. 12, 371–388. 
 Spudis, P., and Pieters, C. (1991). “Global and regional data about the Moon,” in The lunar sourcebook: A user’s guide to the moon” chapter 10 (Cambridge: Cambridge University Press). 
 Srivastava, S., Pradhan, S. S., Luitel, B., Manghaipathy, P., and Romero, M. (2023). Analysis of Technology, economic, and legislation readiness levels of asteroid mining industry: A Base for the future space resource Utilization missions. New Space 2023, 21–31. doi:10.1089/space.2021.0025
 Sutter, B., McAdam, A. C., Mahaffy, P. R., Ming, D. W., Edgett, K. S., Rampe, E. B., et al. (2017). Evolved gas analyses of sedimentary rocks and eolian sediment in Gale crater, Mars: results of the curiosity rover's sample analysis at Mars instrument from yellowknife bay to the namib dune. J. Geophys. Res. 122, 2574–2609. doi:10.1002/2016JE005225
 Taylor, G. J., Martel, L. M. V., Lucey, P. G., Gillis-Davis, J. J., Blake, D. F., and Sarrazin, P. (2019). Modal analyses of lunar soils by quantitative x-ray diffraction analysis. Geochimica Cosmochimica Acta 266, 17–28. doi:10.1016/j.gca.2019.07.046
 Taylor, G. J., Warren, P., Ryder, G., Delano, J., Pieters, C., and Lofgren, G. (1991). “Lunar rocks,” in The lunar sourcebook: A user’s guide to the moon” chapter 6 (Cambridge: Cambridge University Press). 
 Taylor, L. A., Pieters, C. M., Keller, L. P., Morris, R. V., and McKay, D. S. (2001). Lunar mare soils: space weathering and the major effects of surface-correlated nanophase Fe. J. Geophys. Res. 106, 27985–27999. doi:10.1029/2000je001402
 Thangavelautham, J., and Xu, Y. (2022). The design of autonomous robotic Technologies for lunar launch and landing pad (LLP) preparation. IEEE Aerosp. Conf. doi:10.1109/AERO53065.2022.9843755
 Toon, O. B., Pollack, J. B., and Sagan, C. (1977). Physical properties of the particles composing the Martian dust storm of 1971-1972. Icarus 30, 663–696. doi:10.1016/0019-1035(77)90088-4
 Trang, D., Gillis-Davis, J. J., Lemelin, M., Cahill, J. T. S., Hawke, B. R., and Giguere, T. A. (2017). The compositional and physical properties of localized lunar pyroclastic deposits. Icarus 283, 232–253. doi:10.1016/j.icarus.2016.09.025
 Walsh, K. J., Bierhaus, E. B., Lauretta, D. S., Nolan, M. C., Ballouz, R., Bennett, C. A., et al. (2022). Assessing the sampleability of bennu’s surface for the OSIRIS-rex asteroid sample return mission. Space Sci. Rev. 218 (20), 20. doi:10.1007/s11214-022-00887-2
 Watanabe, S., Hirabayashi, M., Hirata, N., Hirata, N., Noguchi, R., Shimaki, Y., et al. (2019). Hayabusa2 arrives at the carbonaceous asteroid 162173 ryugu—a spinning top–shaped rubble pile. Science 364 (6437), 268–272. doi:10.1126/science.aav8032
 Wentworth, C. K. (1922). A scale of grade and class Terms for clastic sediments. J. Geol. 30 (5), 377–392. doi:10.1086/622910
 Wieczorek, M. A., and Phillips, R. J. (2000). The ‘procellarum KREEP Terrane’: implications for mare volcanism and lunar evolution. J. Geophys. Res. Plan. 105 (E8), 20417–20430. doi:10.1029/1999JE001092
 Yada, T., Abe, M., Okada, T., Nakato, A., Yogata, K., Miyazaki, A., et al. (2022). Preliminary analysis of the Hayabusa2 samples returned from C-type asteroid Ryugu. Nat. Astron. 6, 214–220. doi:10.1038/s41550-021-01550-6
 Yen, A. S., Gellert, R., Clark, B. C., Ming, D. W., King, P. L., Schmidt, M. E., et al. (2013). “Evidence for a global martian soil composition extends to Gale Crater,” in Proceedings of the Lunar and Planetary Science Conference,  (March 7–11, 2022). 
 Yen, A. S., Gellert, R., Schröder, C., Morris, R. V., Bell, J. F., Knudson, A. T., et al. (2005). An integrated view of the chemistry and mineralogy of martian soils. Nature 436, 49–54. doi:10.1038/nature03637
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2023 Long-Fox and Britt. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 10 January 2024
doi: 10.3389/frspt.2023.1303180


[image: image2]
Permittivity sensor development for lunar and planetary surface exploration
Christian Gscheidle*, Thilo Witzel, Alexander Smolka and Philipp Reiss
TUM School of Engineering and Design, Professorship of Lunar and Planetary Exploration, Technical University of Munich, Ottobrunn, Germany
Edited by:
Yosuke Yamashiki, Kyoto University, Japan
Reviewed by:
Noriyuki Namiki, National Astronomical Observatory of Japan (NAOJ), Japan
Günter Kargl, Austrian Academy of Sciences, Austria
* Correspondence: Christian Gscheidle, c.gscheidle@tum.de
Received: 27 September 2023
Accepted: 18 December 2023
Published: 10 January 2024
Citation: Gscheidle C, Witzel T, Smolka A and Reiss P (2024) Permittivity sensor development for lunar and planetary surface exploration. Front. Space Technol. 4:1303180. doi: 10.3389/frspt.2023.1303180

Permittivity sensors measure the electric permittivity (formerly known as the dielectric constant) of a sample between its electrodes and offer a reliable method to characterize the subsurface of planetary bodies in situ. One potential application is the identification and mapping of water ice at the poles of the Moon. In this paper, the scientific background and heritage of the permittivity sensor concept are discussed, and the implemented electronic architecture is introduced, focusing on the novel patch electrodes. The data processing approach for the measurements is based on Fourier transformation, and numerical simulation setups are used for performance predictions. The calibration of the sensor validates the functionality of the electronics, and the results from both simulations and characterization experiments show that the concept is applicable in the exploration scenario. Considering both engineering and scientific aspects, the results highlight the permittivity sensor’s suitability for lunar and planetary exploration missions, albeit further points for improvement are identified.
Keywords: permittivity (dielectric constant), moon, regolith, instrument development, volatiles
1 INTRODUCTION
With the renaissance of human exploration beyond low Earth orbit, in situ resource utilization becomes highly relevant as it enables sustainable, long-duration missions by drastically reducing their cost. Regolith and cold-trapped volatiles in permanently shadowed regions (PSRs) at the lunar poles or on other planetary objects are potential resources for human exploration; however, their nature is not well understood yet. Precise knowledge of the density, porosity, and composition of the lunar regolith, as well as the distribution, abundance, and physical state of volatiles, is crucial for planning future missions to the Moon and beyond. The data obtained from numerous remote sensing missions around the Moon have provided evidence for large reserves of water or water-equivalent hydrogen (Colaprete et al., 2010; Li and Milliken, 2017). Nevertheless, ground truth data for model verification and correlation from the lunar poles are missing (European Space Agency, 2019). Although upcoming exploration missions, such as the National Aeronautics and Space Administration’s (NASA) Volatiles Investigating Polar Exploration Rover (VIPER) (Andrews, 2022) and the European Space Agency’s (ESA) Package for Resource Observation and in Situ Prospecting for Exploration, Commercial exploitation and Transportation (PROSPECT) instrument on a commercial lander (Fisackerly et al., 2023), will hopefully improve ground truth data availability, a broader coverage and finer spatial resolution are still necessary (Lucey et al., 2021).
In this context, measuring the regolith’s electric properties (conductivity and permittivity) is a relatively simple and scientifically valuable technique to quickly determine the state and abundance of water ice and characterize the geotechnical properties of the subsurface. The implementation of such a sensor considered in this work consists of an electronics unit with two electrodes between which the sample is located. The material through which the electric field propagates (a mixture including regolith and volatiles) acts as a dielectric and influences the effective capacitance between the electrodes. The sensor measures potentials and/or currents over the capacitive element in a resistive–capacitive (RC) circuit. The circuit is excited in a frequency range relevant to the specific investigation, typically ranging from a few Hz (extremely low frequency (ELF)) to several kHz. In this study, frequencies ranging from 6.25 Hz to 10 kHz were investigated. With known resistance and excitation potential, the capacitance can be inferred, and the properties of the sample can be deduced.
The physical phenomenon exploited by the proposed permittivity sensor is that water, regolith, and vacuum have distinct relative electrical permittivity ɛr (electric permittivity normalized by vacuum’s electric permittivity ɛr = ɛ/ɛ0 with ɛ0 = 8.854 × 10−12 F/m), both in magnitude and in the frequency domain. At low frequencies, water has a distinct electric permittivity curve over frequency, which drops approximately from 100 to 3 at approximately 3 kHz, depending on the temperature (Lethuillier, 2016). Dry lunar regolith has a comparably low relative permittivity of 3.5 and a very low electrical conductivity (Heiken et al., 1991). Vacuum has, by definition, a relative permittivity of 1. By measuring the capacitance of a system, which is a function of the constituents’ individual permittivities (C = f (ɛr)), and calculating the effective relative permittivity for various frequencies, the values can be fitted to previously determined (non-linear) mixing models to infer porosity and water content.
1.1 Previous missions
Several successful missions to celestial bodies have shown the usefulness of permittivity probes. The Huygens Atmospheric Structure Instrument–Permittivity and Electromagnetic Wave Analyzer (HASI-PWA) instrument on the Huygens lander of NASA’s Cassini–Huygens mission monitored Titan’s atmosphere using a mutual impedance probe (Grard et al., 1995; Fulchignoni et al., 2002). The Thermal and Electrical Conductivity Probe (TECP) on NASA’s Phoenix lander was designed to measure temperatures and detect water at the polar caps of Mars using electrical measurements (Zent et al., 2009). The instrument “successfully measured the thermal and electrical properties of the martian regolith at the Phoenix site” (Zent et al., 2010, p.21). The Surface Electric Sounding and Acoustic Monitoring Experiment–Permittivity Probe (SESAME-PP) instrument on the Philae lander of ESA’s Rosetta featured a mutual impedance probe (Seidensticker et al., 2007). Although the landing was not nominal, the SESAME-PP was able to return valuable scientific data using its impedance spectroscopy probe (Lethuillier et al., 2016).
ESA’s upcoming PROSPECT instrument package “includes a miniaturized sensor for measuring the dielectric constant of lunar subsurface materials by means of low-frequency alternating currents injected into the regolith” (Trautner et al., 2021, p.1). The sensor electrode and its front-end electronics are integrated into the ProSEED drill element of PROSPECT. It can be inserted into the subsurface to a depth of up to 60 cm (Trautner et al., 2021) and constrain the radial distribution of volatiles in the borehole at the electrode’s depth. However, due to the mission configuration using a lander, the sensor is constrained to measurements at a single location.
Other concepts for permittivity sensors have been proposed, for example, for usage on Mars by Trautner et al. (2003) or on the Moon by Nurge (2012). A permittivity probe, initially planned to be part of the Heat Flow and Physical Properties Package (HP3) (Kargl et al., 2011), was developed and tested up to a technology readiness level 5 before the mission was terminated (Stiegler, 2011).
The novel permittivity sensor concept developed at the Technical University of Munich (TUM) and described in this paper implements an approach with the electrodes being arranged in a flat configuration, called the patch electrode, as shown in Figure 1A. This configuration enables applications in several mission scenarios and opens new design choices for flexible integration and operation.
[image: Figure 1]FIGURE 1 | Patch electrode and electronics investigated in this study. (A) Picture of the patch electrode with a custom electronics board and annotations of major elements. The inset depicts the schematic cross section of the electrode. (B) Schematic of the sensor electronics with parasitic capacitances denoted with subscript P.
2 METHODS
The sensor concept relies on an electrode connected to a custom front-end electronics (FEE), which can be controlled by a generic back-end electronics unit. In contrast to a frequency-sweeping approach, measurements are performed in the time domain and then transformed into the frequency domain.
2.1 Sensor description
Figure 1A depicts both a patch electrode prototype and combined front-end and back-end electronics implemented onto a printed circuit board.
The electronics configuration for the sensor in this study is based on an RC circuit. In the sensor schematic, depicted in Figure 1B, measurement resistor R1 and sample capacitance Creg form the central RC circuit. Capacitors CP1 and CP2 model parasitic capacitance in the electronics and electrode, respectively. CS,H and CP,H describe capacitances of the harness between the electronics and the electrode. Operational amplifier U3 functions as a high differential impedance buffer stage [image: image] included to decouple the low-input-impedance read-out electronics from the measurement loop. This element is necessary, as the measurement loop would otherwise form an undesirable voltage divider. Similarly, U4 follows the voltage at the electrode and thus mitigates the parasitic capacitive effect of the harness.
Figure 2 shows the measurement procedure in the upper part. The excitation signal VExc is generated by the controlling unit with a commercial micro-controller (Teensy 4.1). For future mission developments, however, a dedicated sensor, front-end electronics, and the central processing unit are intended to be used. Its square wave character is generated by switching an output channel on and off using the internal clock of the micro-controller. Switching the excitation voltage programmatically via software has the advantage of being able to adjust the sensor resolution during a mission. As switching and read-out are performed at frequencies [image: image] and over a duration of a few seconds, these tasks could be performed by the host system’s electronics or dedicated instrument electronics. Using the host system, such as a rover or lander, has the advantage of reducing the sensor’s mass and complexity.
[image: Figure 2]FIGURE 2 | Measurement and post-processing approach: the permittivity sensor measures a time series, which is then post-processed.
The measurement of signal voltage at the capacitive sensor is performed by the back-end electronics with an adjustable frequency, and thus VSig = VReg. The current baseline is 20 kHz, enabling a frequency of up to 10 kHz in the final spectrum when considering the Nyquist–Shannon criterion. The analog-to-digital converter (ADC) is set to 12-bit measurements. Along with each voltage reading, the time since the start of the measurement and the binary status of the excitation output are recorded. This setup results in 4 bytes per measurement with significant optimization and compression potential.
The prototype electrode investigated is a flat, rectangular, two-layer printed circuit board with a signal, ground, and guard electrode. The side length is 6.5 cm, and the total system weight is 18 g. Albeit the sensor needs no direct contact with the soil, it must be in close proximity, as the electric field quickly weakens with distance. Therefore, the electronics can be accommodated separately from the electrode with a shielded harness connecting these two elements, for example, in an individual electronics box or combined with the platform electronics. Qualitatively, a gap between the electrode and the soil is detrimental to the sensor’s performance, for instance, if it is placed on rough surfaces. The quantitative influence still needs to be investigated. Thus, the sensor should ideally be placed in contact with a flat surface in parallel.
2.1.1 Data processing
The sensor measures a time series of capacitor voltage and excitation status. However, the concept is based on frequency-dependent information, and frequency information has to be extracted from the time series using its Fourier transform. Figure 2 shows the data processing approach in the bottom part. The coefficients for the complex Fourier transform of the square wave excitation signal VExc (with base frequency fB) are provided in Eq. 1:
[image: image]
with n being the dimensionless harmonics iterator and V0 being the excitation voltage magnitude. Note that the coefficient’s magnitude does not depend on the base frequency.
Applying Kirchhoff’s circuit laws to the measurement loop (assuming no current flows through operational amplifiers and therefore negligible parasitic capacitances), the complex voltage across the capacitive element is determined as follows:
[image: image]
By applying the complex Fourier transform to the excitation signal, the Fourier coefficients of the ideal signal voltage can be obtained by substituting them into Eq. 2, and they are expressed in Eq. 3.
[image: image]
All even, non-zero coefficients disappear, and the magnitude of all odd coefficients decreases with increasing frequency. The ideal, predicted signal time series can be reconstructed by the summation of (infinitely) many Fourier coefficients. Additionally, the dependence of the capacitance on the frequency is visible in the signal’s Fourier coefficients.
The measurement’s (discrete) Fourier coefficients can analogously be found by applying the discrete Fourier transform (DFT) to the measured time series (Brunton and Kutz, 2022). This returns coefficients at discrete values, and a properly chosen base frequency is a multiple of the Fourier frequency, allowing for a simplified further analysis. The FFTW-Julia library was used to calculate the coefficients in the signal analysis (Frigo and Johnson, 2005). For noise reduction in the measured signal, especially reduced frequency jitter, the raw time series was interpolated onto a regularly spaced time vector with identical intervals compared to the sampling intervals using a linear scheme. After the transformation, the Fourier coefficients at the non-zero harmonics were selectively analyzed, equaling a Fourier filtering technique.
The capacitance values for a given frequency can then be obtained by solving Eq. 4 using the value of the complex Fourier coefficients and taking the real part of the result.
[image: image]
Numerically, the difference between the magnitudes of coefficients was minimized with respect to the given frequency f to determine the capacitance (min (|cn,measured(f)| − |cn,Sig (C, f)|)).
Additionally, a mixing rule is necessary to model the effective electric permittivity of mixtures depending on their composition and subsequently deduce the content of water. Sihvola (2000) listed multiple approaches to describe this highly non-linear phenomenon. In this study, a power law mixing rule with coefficients of 1/3, also known as the Looyenga formula, has been used: [image: image], with ϕ being the volume fraction of the respective component n (Looyenga, 1965). A resulting dependence of the effective relative permittivity depending on the volume share of each of the mixture’s three constituents is shown in Figure 3 for the static case. As an example, the case of a constant volume fraction of 0.5 for regolith is highlighted in Figure 3 with the ice-to-vacuum ratio being variable. However, as the relative permittivity of water changes significantly with both frequency and temperature (see Lethuillier, 2016), while the relative permittivity of vacuum is constant and practically constant for regolith (Heiken et al., 1991), the effective distribution exhibits differences for different frequencies mainly due to the ice content. Thus, measuring the effective relative permittivity for multiple frequencies allows the deduction of volume fractions of all three constituents.
[image: Figure 3]FIGURE 3 | Exemplary representation of the used power law mixing rule (Log10-scaling) illustrating the dependence of the relative permittivity on the volume share of the three considered components at −20°C. A constant regolith volume share of 0.5 is highlighted.
2.2 Experiments
Experiments were conducted to calibrate and characterize the sensor both with known capacitances and mixtures imitating lunar soil with various amounts of water. Generic quartz sand and lunar regolith simulant (JSC-1A) were used to mimic lunar regolith in the experiments. The electrode was placed parallel to the surface with no gap between the sample and the electrode by holding it down. The samples were large enough with a thickness of at least 10 cm to minimize boundary effects. Considering the experiments with JSC-1A, the sample was not intentionally compressed, resulting in a measured porosity of approximately 0.5. In the calibration of the electronics, generic ceramic capacitors ranging from open circuit to 220 pF with 10% uncertainty were used. The characterization experiments used the patch electrode, as shown in Figure 1.
The switching frequency was set to 12.5 Hz, with sampling occurring at 20 kHz, and the measurement duration was 2 s (note that these values were chosen based on initial tests and can be optimized). One measurement consisted of the elapsed time in µs since the measurement start, the (binary) excitation state, and the signal voltage from ADC, resulting in a 570-kbyte file. The measurements were conducted under atmospheric pressure, as air and vacuum have very similar relative permittivity (Haynes et al., 2016), and no phase transition for water is expected. The temperature of the setup ranged from −40°C to 40°C. Each measurement was repeated five times to show reproducibility and for statistical evaluation.
2.3 Simulation setup
A COMSOL multi-physics model was developed to predict the electric characteristics of the sensor because no simple analytic formula exists for the proposed geometry. As the investigated patch electrode is rotational symmetric, a 2D simulation with rotational symmetry was used with zero-charge boundary conditions far away from the electrode so that the domain size did not influence the simulation. Generally, the simulation can return data on expected overall capacitances and subsurface field geometry. Both quantities are crucial for designing sufficient electronics and scaling the electrode. First, the maximum capacitance mainly influences the selection of an appropriate measurement resistor (R1 in Figure 1B). A too small or too large resistor would make meaningful sensor readings impossible, as the circuit’s time constant would be too dissimilar to the sampling period. Second, the field geometry influences the sensor’s sensing depth and its scientific potential. Therefore, one major application of the simulation is the analysis of the depth to which the sensor is able to sense and characterize the subsurface. This sensing depth was taken to be the depth at which the electric potential is reduced to 10% of its maximum value directly below the center of the electrode (r = 0 mm).
Additionally, a COMSOL multi-physics model with coupled heat and mass transfer and superposed electrical field simulations is under development based on the model by Reiss (2018) and adapted to 2D domains and depth-dependent properties. This model is necessary to analyze the sensor’s behavior in changing environments, as demonstrated in Gscheidle et al. (2022). Here, changes in temperature release volatiles and thus change the electric permittivity. Analysis of these changes in capacitance reveals changes in subsurface composition over time, which is especially valuable for applications on a lander as the conditions change over time and not spatially.
Furthermore, a generic Simulation Program with Integrated Circuit Emphasis (SPICE) model with a circuit, as shown in Figure 1, has been used to analyze internal electric characteristics of the sensor. The model includes realistic properties of all components supplied by the manufacturer, and the necessary input currents and internal parasitic effects of these components can be analyzed.
3 RESULTS
Materials used for the characterization of the sensor are listed in Table 1. For reference, expected values of lunar soil are also provided.
TABLE 1 | Materials used in the experiments and predictions for these setups from simulation. References refer to the relative permittivity values.
[image: Table 1]3.1 Electronics calibration
Figure 4 shows the results of the calibration experiments with capacitances of 0 pF, 10 pF, 100 pF, and 220 pF. The capacitances of test capacitors were assumed to be constant over the investigated frequency domain, and 10% nominal uncertainty is displayed. The linear fit with unity slope (r2 = 0.997) returns a parasitic capacitance of 8.565 pF for the electronics board.
[image: Figure 4]FIGURE 4 | Correlation of measured over nominal capacitance for the electronics calibration.
3.2 Simulation results
Figure 5 shows the result of the electrical simulations performed for the patch electrodes. The electric potential decreases with depth and distance from the signal electrode. Furthermore, the influence of the guard electrode is visible as the potential between the signal and guard electrode is constant, meaning that no charge is stored in this capacitance. The subplot in Figure 5 shows the decline in the electric potential with depth at the rotational axis for the evaluation of the sensing depth. The patch electrode with an electrode diameter of 60 mm has a sensing depth of 5 cm. In general, an increase in the electrode size results in an increase in sensing depth while also increasing the sensor electrode mass.
[image: Figure 5]FIGURE 5 | Simulated electric field normalized to its maximum excitation voltage (3.3 V) for the patch electrode (30 mm outer radius) from COMSOL simulations. The subplot shows the decline in the electric potential over depth at the central axis (r = 0 mm) for different electrode radii (in mm) used in the sensing depth analysis. The bold line corresponds to the depicted field.
In Table 1, predicted capacitances between the signal and ground electrodes are listed based on the assumed relative permittivities of the samples. The predicted capacitances increase, and the offset for vacuum is in a reasonable range when compared to analytical models with similar characteristics, such as size and basic geometry, without the guard electrode. Predicted and measured capacitances have a correlation coefficient of 0.992.
Based on parameter studies using the simulation, the expected sensing depth increases with an increase in the electrode size, accompanied by a simultaneous increase in the expected capacitance. This correlation is in accordance with the large sensing volume of mutual impedance probes due to their spatially separated electrodes. Practically, no dependence of sensing depth on relative permittivity was observed with the current setup. However, this is expected to change once additional layers are added, for example, an air gap between regolith and electrode or an electrode protection layer.
3.3 Geotechnical properties
Figure 6 shows the results of the characterization experiments. Raw measurements are shown in Figure 6A. The curves for different materials can be clearly distinguished from one another, and the repeatability of measurements is shown. The resulting Fourier spectrum is shown in Figure 6B. Here, the characteristic peaks in the signal spectrum at [image: image] (corresponding to the coefficients in Eq. 3) are clearly visible. The graph also highlights the good signal-to-noise ratio of the measurement [image: image] up to frequencies of 1 kHz with a good signal-to-noise ratio persisting over the entire frequency range (note that Figures 6B, C have been truncated in the frequency domain for better visibility). Matching the measured coefficients to theoretical capacitance-dependent Fourier coefficients then yields the values illustrated in Figure 6C. Additionally, the average value and one standard deviation ribbon are plotted with the corresponding values provided in Table 1. In Figure 6D, the theoretical coefficients are plotted over the measured coefficients under the assumption of the average capacitance for each material. This returns an average correlation coefficient of [image: image] and [image: image] considering all spectrums.
[image: Figure 6]FIGURE 6 | Results of the calibration with materials of known relative permittivity. (A) Measured time series. (B) Processed frequency spectrum of the time series. (C) Processed frequency-dependent capacitance. The ribbon shows the respective average value and one standard deviation. (D) Cross-plot of the measured vs predicted Fourier coefficients.
Figure 7 shows the resulting correlation between the relative permittivity and measured average capacitance. A linear fit to the data returns an additional parasitic capacitance of 5.948 pF and a slope of dCm/dɛ = 2.709 with r2 = 0.987. This highlights the sensitivity of the investigated patch electrode setup with respect to changes in the sample’s effective relative permittivity.
[image: Figure 7]FIGURE 7 | Correlation of measured capacitance over static relative permittivity. Relative permittivity error bars indicate 10% uncertainty, and capacitance error bars show 1 σ for the analysis.
4 DISCUSSION
The presented results show the feasibility of the novel concept of using a permittivity sensor with a patch electrode for the characterization of soil properties in the lunar exploration context. The current sensor’s sensitivity is sufficient to analyze the composition and detect possible changes in the subsurface. The internal parasitic capacitance for the most recent electronics is in the same order of magnitude as the sample’s capacitance. Experiments with different samples show that the capacitance can be expressed as a function of the effective relative permittivity of the sample. The good signal-to-noise ratio in the frequency spectrum shows that unwanted noise sources can be filtered out in the data post-processing unless the noise spectrum is similar to the excitation spectrum.
Simulation and experiments show good agreement with respect to the capacitance magnitude in the low pF range and its increase with increasing relative permittivity. However, the comparison between capacitances from experiments and simulations reveals discrepancies for offset and sensitivity. The experimental data show a higher offset parasitic capacitance, which can be explained by the harness capacitance. The discrepancy in the slope can be attributed to abstractions in the numerical model, such as an omitted air gap, and to possible boundary effects in the experimental setup.
Considering the porosity values assumed for the study, these fit the mixing model to a good degree. JSC-1A in the experiments had an average porosity of approximately 0.5 and a measured capacitance between the theorized values of air and JSC-1A, which is in good agreement with the mixing rule for a stony material (such as granite) and vacuum/air. The sensor uncertainty nevertheless needs to be reduced to achieve an intended resolution of 1% for water, which will be achieved through precise sensor characterization, noise source elimination, and improved shielding.
With a maximum sensing depth of approximately 5 cm using the central depth metric, the shallow subsurface can be investigated. Albeit other sensing depth metrics could also have been used, this metric is simple to determine and interpret. Influences of non-homogeneous mixtures, such as boulders or pockets filled with ice, have not been investigated but should be detectable as the sensor measures its entire sensing domain. In these cases, a significantly different frequency response and overall porosity magnitude can be expected. Regarding the necessary sensing depth, the depth of ice stability predicted using orbital measurements and older numerical models based on these observations was greater than the sensor’s sensing depth (for example, Paige et al. (2010) or Schorghofer and Aharonson (2014)). However, more recent numerical simulations exceeding the limited spatial resolution of orbital measurements, for example, by Hayne et al. (2020) or Reiss et al. (2021), predicted potential water accumulations in micro-cold traps in the shallow subsurface in lunar polar regions within the sensor’s sensing depth. Therefore, the permittivity sensor has the potential to investigate the lateral distribution on these scales and confirm the existence of micro-cold traps on the Moon.
The presented sensor setup and measurement technique offer numerous advantages for lunar and planetary exploration, as their interfaces are designed with a focus on simplicity and ease of integration.
• The system has a low mass (a small backend electronics box, light electrodes on the exterior, and light harness), with the current system weighing below 100 g, including the harness.
• The electric characteristics are flexible. No specific voltage levels are required to operate the sensor as the measurements are normalized. The power required for its operation is low (currently, mostly for electronics and data processing; however, it is negligible when using an onboard computer, according to the SPICE model). The system, with its non-optimized back-end electronics, consumed an average of 1.5 W.
• Data volume is low, and handling is easily manageable as the measurements are time series data with moderate sampling frequency and duration. In addition, real-time transfer is not necessary, and compressing/optimizing the data is feasible. One uncompressed measurement has a size in the order of 500 kbyte.
• Thermal requirements are non-critical and mostly affect the electronics. Thermal tests have shown that the sensor is operational from −40°C to 60°C electronics temperature. Considering the harsh thermal conditions at the lunar poles to which sensor electrodes will be exposed (see, e.g., Paige et al., 2010), these flight models will also be tested at cryogenic temperatures to ensure mechanical and functional aptitude. Differences in the materials’ coefficient of thermal expansion will be analyzed, and suitable adhesives will be used.
• With the instrument operating in ELF, noise susceptibility is low, and known sources can be filtered out during the Fourier analysis in post-processing. Additionally, the use of ELF bands reduces complexity in electronics design.
• The scientific requirement on the landing site is non-critical as the instrument can work anywhere and return data on the local subsurface. However, areas with elevated predicted surface/near-surface ice abundances are preferable for high-potential scientific return.
In comparison to the values of previous instruments given in Table 2 of Trautner et al. (2021) , the presented system’s values are mostly of the same magnitude and reasonable considering the different applications. The major differences compared to the other designs are the electronics design, single electrode type, and intended accommodation. Particularly, the ability to alter the excitation frequency via software enables investigations of several frequency domains in one sample. As the signal-to-noise ratio is best close to the base frequency and gets worse with an increase in frequency, a switch of the excitation base frequency to a higher value can help characterize higher frequencies with a better signal-to-noise ratio, hence with increased confidence.
Based on the presented feasibility study, several science targets and investigation cases are conceivable. Following Biswas et al. (2020), multiple possible sites at which a mobile instrument could be used are reasonable. These include analysis around the instrument landing site to characterize the influence of the landing surface alteration and contamination, around a boulder for transient changes over a lunation, and the vicinity or interior of a permanently shadowed region for a high probability of detecting significant amounts of volatiles. These locations are also reasonable targets for a permittivity sensor system. The collected data can be used to constrain and answer the following questions:
• What is the spatial distribution of water ice on the lunar surface? Precise knowledge of the local distribution will enable better estimations of how much water ice is in the near-subsurface lunar regolith on a larger scale in correlation with remote sensing observations.
• How do the volatile distribution and state change over time? Transient analyses will allow us to further constrain and characterize the lunar water cycle and the migration of volatiles through the lunar exosphere or subsurface. Ideally, this analysis will provide further insights into how potential cold-trapped water ice reservoirs, expected at the lunar poles, have formed and what their age might be.
• What is the density-over-depth profile of the subsurface? Data on the subsurface geotechnical properties, such as density and porosity, are not only valuable for a general understanding of the surface but also for determining its traversability and for the future applicability of in situ construction and in situ resource utilization. By measuring the bulk capacitance at various frequencies, the instrument, in principle, integrates all materials within its measurement domain. For this, the influential parameter is the relative permittivity, under the assumption that the material of the boulders is the same as the regolith (due to local scale, fragmentation, and gardening). The presence of a solid boulder within a regolith layer will effectively decrease the porosity of the sample. Furthermore, as the instrument does not penetrate the surface, boulders in the very shallow subsurface do not inhibit measurements (Bandfield et al., 2011).
Particularly, on a mobile system, the non-intrusive character of the instrument and its short duration for a single measurement are major benefits, as the path the rover takes can be closely analyzed, for example, once every wheel revolution. This can provide a very fine spatial profile of the subsurface properties for multiple conditions. In addition, as the sample is not physically disturbed by the measurement, the pristine character and transient processes can be observed in their natural state (for example, diurnal changes in volatile concentrations). Therefore, we consider rovers the preferred deployment option for the patch permittivity sensors.
Other instruments and scientific payloads can also benefit from the permittivity measurement. For ground-penetrating radars, measurement of permittivity is required to calibrate the depth information, and for sampling devices, measurement of permittivity allows us to determine or constrain the mass and density of acquired samples. Apart from its implementation as a patch electrode, the permittivity sensor concept can also be implemented in other instruments, potentially also in other bodies in the Solar System. The Lunar Volatiles Scout (LVS) is a drilling instrument with an integrated heater (Biswas et al., 2020), and the Lunar Volatiles Scout–Polar Ice Explorer (LVS-PIE) project has shown that LVS can be mounted on a small rover (Gscheidle et al., 2022). With this instrument, vertical surveys at multiple points can be performed, and the volatiles can be analyzed both in quantity and composition. Furthermore, the electrodes can be integrated into penetrators to increase the scientific return and meaningfulness of such instruments. Including additional sensors, such as thermometers and force gauges, subsurface geotechnical composition can be investigated with reasonable engineering complexity. Such sensor packages could then be used for asteroid characterization or on the icy moons of the gas giants.
5 CONCLUSION
Permittivity sensors are valuable additions to planetary exploration missions with few technical budget requirements. Experimental results for the novel patch electrode show sufficient sensitivity and manageable parasitic capacitance with a stable frequency response and low overall noise levels. Considering the low engineering threshold for integrating the sensors, they can be mounted even on small rovers or landers as an additional payload, providing enhanced science return. Apart from the investigated patch electrode, many different electrode geometries and configurations are possible, opening up a wide variety of mission scenarios in the planetary exploration context for which these sensors are applicable. For example, thin electrodes on penetrators, curved electrodes on wheels, or multi-pole electrodes on lander foot pads can be envisioned.
Considering these possible future flight applications, there are several fields currently under investigation for improvement: the shielding concept and noise susceptibility and the prevention of failure propagation must be further analyzed. This will enhance the general performance of the sensor and increase the concept’s reliability. On the experimental side, further investigations are planned with better defined calibration materials to analyze the possibility of detecting stratification in the subsurface. The influence of the temperature range on both the measurement and instrument operation must be further analyzed. Furthermore, a heater could be included to avoid relaxation time problems. A technology readiness level of 6 is planned to be achieved within the next year.
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Over the past few years, the international space industry has focused extensively on advancing technologies to enable prolonged human space exploration missions. The primary limiting factor for these endeavors is the spacecraft’s capacity to transport and store essential supplies from Earth to support human life and mission equipment throughout the mission’s duration. In-situ resource utilization (ISRU) is the preferred solution for this challenge. Previous lunar missions have identified the presence of oxygen within the lunar regolith, which is an important resource for human space exploration missions. Oxygen is present in many different minerals within the lunar regolith out of which, ilmenite provides the highest yield of oxygen per unit mass using hydrogen reduction. However, the distribution of ilmenite is neither high nor uniform throughout the lunar surface and therefore, needs beneficiation, which is an important intermediate step for ilmenite-based oxygen production. A regolith beneficiation testbed was developed at DLR Bremen which is a TRL 4 level representation of the technology. The testbed has multiple process parameters that can be adjusted to produce the desired feedstock. This work focuses on the optimization of this testbed to produce a feedstock with higher ilmenite content than the input regolith. The testbed comprises three beneficiation techniques, viz. gravitational, magnetic and electrostatic beneficiation that work sequentially to produce the desired feedstock. The optimized parameter configuration achieved up to three-fold increase in the ilmenite grade relative to the input with about 32 wt% of the total ilmenite being recovered in the enriched output. These experiments have highlighted other underlying factors that influenced the experimental research such as the design of testbed components, system residuals and limited availability for Off-the-shelf components. The observations made from these experiments have also provided insights into the further development of the technology. The work has thus produced evidence for the effectiveness of the beneficiation testbed in producing an enriched feedstock while outlining avenues for future improvements.
Keywords: ISRU, beneficiation, Moon, lunar regolith, simulants, ilmenite, oxygen extraction
1 INTRODUCTION
The choice of the Moon as the destination for upcoming space missions is primarily due to its greater accessibility compared to other celestial bodies, the in situ experience gained during the Apollo missions and the resources present in the lunar regolith that can be extracted and used for space exploration activities. The Apollo missions by NASA and the LUNA missions by ROSCOSMOS, being the initial participants for lunar exploration, were followed by international missions such as SMART-1 by ESA, SELENE by JAXA, CHANG’E by CNSA as well as the CHANDRAYAAN missions by ISRO (Sundararajan 2006; Colaprete et al., 2012); (Foing et al., 2005); (Ouyang et al., 2010). Upon analysis of all the mission data, it is clear that the lunar regolith contains essential minerals that can be utilized for future space missions. This led to the motivation of going back to the Moon with an intention of establishing a long-term human presence in space.
The utilization of space resources is the primary solution for enabling this vision and realizing this, the global space industry has taken major steps towards the development of ISRU technologies. The lunar regolith is the most abundant natural resource on the Moon which makes it a prime candidate of raw material for future ISRU missions. The minerals in lunar regolith contain high amounts of oxygen bonded in various forms such as silicates and oxides Click or tap here to enter text (Heiken et al., 1991). The capability of producing oxygen in situ is not only important for supporting human life but also to produce rocket fuel for further exploration. Out of all the available minerals, ilmenite (FeTiO3) provides the highest efficiency for extraction of oxygen per unit mass with hydrogen reduction (Gibson and Knudsen 1985). However, ilmenite is predominantly only found in the lunar mare regions with very scarce deposits in the lunar highlands making it difficult to make use of its higher yield (Heiken et al., 1991). Therefore, the excavated regolith will require additional processing for producing a feedstock with high ilmenite content that can be used for producing oxygen with improved process efficiency. This additional process is called beneficiation which involves the preparation of a consistent feedstock that is rich in the target mineral and is otherwise suited for the subsequent extraction process. The higher efficiency also translates to a lower energy demand for the same amount of oxygen produced.
Ilmenite-based production of oxygen is one of the most widely studied oxygen production techniques for ISRU technologies (Bunch et al., 1979; Gibson and Knudsen, 1985). Upon successful beneficiation, the ilmenite-rich feedstock will be further reduced by using molecular hydrogen producing iron, titanium oxide and water. Hydrogen and oxygen can then be produced by subsequent electrolysis of the produced water. The chemical reactions for both processes are shown in Eqs 1.1, 1.2 respectively.
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Some early studies of lunar regolith beneficiation were done right after the Apollo and LUNA missions. In one such study a test bed was developed to examine the separation of metallic minerals using magnetic beneficiation (Agosto, 1981; Oder, 1991). The research provided a comprehensive feasibility analysis of the magnetic beneficiation system for lunar regolith along with the necessary resources for its implementation in future space missions. The results from another study on regolith beneficiation for ilmenite enrichment show an average eleven-fold increase in the concentrations of ilmenite going from 7.9 wt% to 90 wt% after a single pass in a nitrogen environment with a reduced enrichment in vacuum conditions (Agosto, 1985). More recently, a concept called the Lunar Soil Particle Separator (LSPS) was proposed for beneficiation of lunar regolith (Berggren et al., 2011). It comprises different stages starting with a particle size separator followed by magnetic and electrostatic separation stages which is similar to the testbed used for experiments presented in this work. The experimental results from LSPS show an increase in the recovery and grade of target minerals such as iron oxides and ilmenite using the multi-stage sequential approach. In summary, prior research provides robust evidence for the efficacy of beneficiation techniques in concentrating specific lunar regolith materials, serving as benchmarks for this study, aiming to beneficiate the lunar regolith for producing a feedstock enriched with ilmenite.
2 MATERIALS AND METHODS
2.1 Experimental setup
The testbed used for the beneficiation experiments discussed within this research was developed at the DLR, Institute of Space Systems in Bremen (Franke, 2019). Figure 1 illustrates the fully assembled testbed highlighting the relevant components. The components are arranged vertically so that the gravitational force is the primary mode of conveyance. The testbed has a height of 1891 mm, a width of 995 mm, and a depth of 658 mm. The entire setup is encapsulated in an assembly of aluminum profiles, plates, and various fixation elements.
[image: Figure 1]FIGURE 1 | Lunar regolith beneficiation testbed.
Laborette 24, a vibratory feeder produced by Fritsch GmBH is the inlet for the testbed. This allows for a constant and controlled flow of regolith into the system. The feed rate can be adjusted manually using its control panel. The output of the feeder is a V-shaped channel that is connected to the further stages of beneficiation. The testbed comprises three beneficiation strategies: gravitational, magnetic, and electrostatic beneficiation respectively.
The first stage is gravitational beneficiation, which consists of the Russel Compact Sieve, a horizontal vibratory sifter used for the segregation of particles based on their size All particles with a diameter greater than 200 μm are removed at this stage. It is known from the Apollo samples that the ilmenite grain size ranges from 45–500 μm with highest concentrations in the 45–75 μm range (Heiken et al., 1991). Therefore the sifter indirectly increases the ilmenite grade while also achieving the correct feedstock size for subsequent processes.
The finer particles that are smaller than this threshold are transferred to the second stage of magnetic beneficiation. This stage uses a permanent magnet drum separator, developed at DLR Bremen, to segregate minerals based on their respective magnetic susceptibilities. It consists of an outer cylinder made from polycarbonate, which rotates at a user-defined rotational speed, and a stationary inner cylinder that holds permanent, arc-shaped neodymium-iron-boron (NdFeB) magnets. The fine particles from the sieve are fed into the magnetic separator from above, directly onto the rotating cylinder. As a result, the weakly magnetic particles fall off the drum sooner than the magnetic ones which remain adhered to the drum until they reach the last of the magnets and then get brushed off into a separate outlet. The goal of this stage is to remove the ferromagnetic agglutinates and metallic dust particles from the regolith leaving behind para- and diamagnetic minerals such as ilmenite, olivine, and other tailings.
These para- and dia-magnetic minerals are further transferred to the third stage of electrostatic beneficiation. The subprocess that is employed in the testbed’s electrostatic separator is called tribocharging with plate separation. The tribocharger consists of a metallic spiral, which is used as an electrode to impart charge on the regolith particles via the triboelectric effect. This effect is directly related to the molecular content of the minerals. According to theory, the poorly chargeable ilmenite should retain little to no charge (due to its relatively high conductivity), while olivine and other tailings are expected to gain a net negative charge. A detailed analysis for the behavior of different regolith particles with tribocharging can be found in the testbed design document (Franke, 2019). The charged particles are then passed through a parallel plate separator that creates a homogeneous, high-voltage electrostatic field. Prior studies indicate a broad spectrum of field voltages that could be beneficial for ilmenite enrichment and are taken into consideration for the optimization experiments (Li et al., 1999; Trigwell et al., 2006; Trigwell et al. 2009; Trigwell et al. 2013). Due to the differences in developed charges, the particles are directed on different, distinguishable trajectories, which allows their collection in an array of bins with defined positions from the center of the tribocharger outlet. For more details on the internal assembly design of the magnetic and electrostatic separators please refer the Supplementary Material document.
2.2 Beneficiation process parameters
The beneficiation testbed features a range of process parameters, as outlined in Table 1, which allow for adjustments to enhance the system’s beneficiation performance. This study concentrates on optimizing three critical parameters: feed rate (f), motor rotational speed (⍵m), and electrostatic field voltage (V). To maintain consistency and minimize experimental variables during the initial optimization phase, the other parameters remain fixed.
TABLE 1 | List of adjustable process parameters of the beneficiation testbed.
[image: Table 1]2.3 Beneficiation performance quantification
The testbed’s beneficiation performance is quantified through the utilization of parameters outlined in Table 2.
TABLE 2 | Beneficiation parameters used for quantification of system performance Click or tap here to enter text (Hadler et al., 2020).
[image: Table 2]The yield and recovery together represent the material processing efficiency of the system while the grade and enrichment ratio indicate the degree of separation for ilmenite achieved with the beneficiation methods. An optimized system should exhibit good performance across both categories.
2.4 Lunar regolith simulants for experimental analysis
Analysis of samples from the Apollo missions indicates that the lunar mare regions generally contain a higher average ilmenite content in the regolith compared to the lunar highlands (Heiken et al., 1991). Hence, the LMS-1 simulant from Exolith Lab and the TUBS-M-based modular regolith from the Technische Universität Berlin, both representing the lunar mare regions, were consequently selected for the optimization experiments (Exolith Lab, 2014; Linke et al., 2020). The custom version of the TUBS-M-based modular regolith simulant used in this work is labeled as TMIA4 indicating the presence of TUBS-M base simulant, 4 wt% ilmenite, and agglutinates. Table 3 presents a comparative analysis of both simulants.
TABLE 3 | LMS-1 and TUBS-M based modular regolith simulant comparative analysis (Exolith Lab, 2014; Linke et al., 2020).
[image: Table 3]2.5 Characterization of experimental samples
2.5.1 X-ray powder diffraction analysis
Ilmenite rock, two lunar regolith simulants (LMS-1 and TUBS-M), and several samples from various input parameter configurations were ground for phase analysis by X-ray powder diffraction (XRPD). The data collection was carried out on a Bruker D8 DISCOVER X-ray diffractometer equipped with CuKα1,2 radiations (λKα1 = 154.05929 (5) pm, λKα2 = 154.4414 (2) pm) in Bragg–Brentano geometry. The data were collected at ambient conditions from 5° to 85° 2θ with a step width of 0.0149° 2θ and a measurement time of 0.42 s per step using an energy-discriminating LynxEye-XET multi-strip detector. Ilmenite rock sample was measured for longer time (7.7 s per step) to obtain better intensity to noise ratio. The Rietveld refinements of the XRPD data were performed using the available software suite (TOPAS V6.0, Bruker AXS). Rietveld refinement of ilmenite rock was used as a reference for phase quantification of the simulants and the experiment samples.
2.5.2 Microscopy
An additional elemental analysis was employed on the ilmenite sample by scanning electron microscopy/energy dispersive X-ray (SEM/EDX) spectroscopy. SEM was carried out using a JMS-6510 (JEOL) equipped with an X-Flash 410-M detector (Bruker) for EDX spectroscopy. A small amount of ilmenite was taken on conducting carbon tabs and sputtered with gold for 20 s with a JFC-1200 coater (JEOL) followed by inserting it into the SEM chamber.
2.6 Experimental approach
2.6.1 Systematic approach to planning and conducting experiments
A multi-phase optimization strategy is implemented to efficiently optimize the beneficiation testbed. Initially, all experiments are conducted with the LMS-1 simulant. In total, the experiments are categorized into four phases viz. phase 0, A, B, C, and D respectively. Phase 0 encompasses preliminary experiments and primarily validating the operational aspects of all testbed components. The insights gained from these experiments inform subsequent optimization efforts.
In phase A, the optimization of magnetic and gravitational beneficiation stages is achieved by conducting experiments across varying feed rates and rotational speeds of the magnetic separator while analyzing the beneficiation performance. This phase also aims to validate the magnetic separator’s operational design.
Phases B and C concentrate on optimizing electrostatic beneficiation. Phase B investigates the output from the electrostatic plate separator across the entire range of possible field voltages. Phase C investigates the system output further across a field voltage range of ±2 kV relative to the optimum voltage from Phase B, determining the optimized process parameters for producing the desired feedstock.
Phase D is dedicated to validating system repeatability and reliability post-optimization. The optimized parameter configuration is applied to the TMIA4 simulant system, and the resulting beneficiation output is compared to phase C results. Any disparities in outcomes are examined to analyze the simulant-specific behavior of the beneficiation testbed, ultimately determining its applicability across diverse lunar regions.
Every experiment is conducted with a 300 g input sample. In order to compensate for experimental deviations, every configuration of process parameters is tested three times and the average of all the trials is considered for further analysis.
2.6.2 Experiment procedure
A standardized experimental procedure is adopted for the optimization to mitigate experimental variations thereby achieving reliable results. The procedure for this study is divided into multiple steps, each crucial for obtaining reliable and meaningful results.
The first step is sample preparation, which involves drying the simulant samples at 80°C for a duration of 48 h. Once dried, they are stored in airtight containers to prevent moisture absorption. For each experiment, a consistent amount of 300 g of dried sample is then dispensed.
The second step, experiment machine setup, is essential to ensure accurate and controlled conditions. During this step, the machine parameters are configured according to the predefined process parameter settings for the specific experiment. Subsequently, the dried sample is loaded into the feeder, which marks the readiness for the experimental run.
The third step, the experimental run, is the core of the procedure. This is where the actual experiment is conducted based on the set parameters. It involves activating different stages of beneficiation in a predefined sequence to process the sample thoroughly.
The final step, results analysis, is critical for interpreting and understanding the outcomes. Firstly, all system outlets are carefully weighed. The collected samples undergo XRPD analysis, which provides insights into the mineral composition and phase characteristics of the samples. The diffraction intensities are directly related to crystal structure and the amounts of each phase, hence a precise quantitative analysis with detection limit of 1.3 wt% is yielded from the well-known Rietveld method (Bish and Chipera, 1994; Reid and Hendry, 2006; Bish and Plötze, 2010; Xie et al., 2017). The XRPD results are used for analyzing system beneficiation performance using the performance parameters discussed in Section 3.3. Figure 2 gives an overview of the experimental procedure.
[image: Figure 2]FIGURE 2 | Experimental procedure for optimization of beneficiation testbed.
3 RESULTS
3.1 Ilmenite characterization
In order to identify the elements, present in an ilmenite sample, a SEM/EDX analysis was conducted. Selected electron micrographs of ilmenite powder are provided in Figure 3. EDX spectra were analyzed for concentration of different elements contained in ilmenite. It can be inferred that there is a dominance of titanium and iron (69 and 28 wt%, respectively) in the tested samples.
[image: Figure 3]FIGURE 3 | Representative scanning electron micrographs of ilmenite sample.
X-ray powder data Rietveld refinement were employed to have a precise phase quantification of the sample. This characterization method confirms that ilmenite rock comprises of 12 phases. Among them, rutile (TiO2), moganite (SiO2), iron titanium oxide ((FeTiO3)0.8(Fe2O3)0.2) and hematite (Fe2O3) can be considered as major phase (>10 wt%). These four major ilmenite-associated phases were summed as reference and designated as grade (see Section 2.3) to quantify the Lunar simulants and output testbed samples. XRPD Rietveld refinement plot of the tested ilmenite sample is given in Figure 4.
[image: Figure 4]FIGURE 4 | X-ray powder data Rietveld plot of ilmenite.
3.2 Lunar simulants characterization
Lunar simulants of TMIA4 and LMS-1 were subjected to XRPD characterization to examine the presence of four major ilmenite-associated phases. XRPD Rietveld plots of both simulants are depicted in Figures 5, 6. Several phases such as enstatite ferroan, quartz, chabazite, and amphibole were only found in LMS-1. Among the main interests, all four major ilmenite-associated phases were identified in TMIA4, whereas LMS-1 does not contain any hematite. The phase quantifications give approximately 2.8 (4) and 1.6 (2) wt% grade of ilmenite in TMIA4 and LMS-1, respectively. The numbers in brackets are the calculated estimated standard deviations of the obtained values in the last digit.
[image: Figure 5]FIGURE 5 | X-ray powder data Rietveld plots of TMIA4.
[image: Figure 6]FIGURE 6 | X-ray powder data Rietveld plots of LMS-1.
3.3 Phase 0: preliminary experiments
The primary aim of the preliminary experiments was to test the operational designs of the testbed components and ensure their functionality. It was observed that at feed rates lower than 6.14 kg*h−1, the dust build-up on the feeder output rail is significant and reduces the effective feed rate. This corresponds to a higher maintenance frequency for cleaning the output rail and retaining the processing speed. Moreover, a major challenge was observed with magnetic beneficiation. The selected motor configuration did not possess the requisite torque, limiting the adjustment of rotational speeds. Consequently, the optimization experiments were confined to a fixed rotational speed of 794 rpm for the magnetic separator.
3.4 Phase A: optimization of gravitational and magnetic beneficiation
The primary aim of this phase is to study the effects of changing feed rate and rotational speeds on the beneficiation outcome. As the preliminary experiments concluded, the magnetic separator’s rotational speed remains fixed at 794 rpm due to design limitations. Therefore, experiments are performed at different feed rates. The samples from the magnetic and non-magnetic outputs are analyzed for beneficiation performance. Figure 7 shows the average grade of ilmenite at different feed rates for the magnetic and non-magnetic output samples. It can be seen that the average grade of ilmenite for the non-magnetic output is in the range of 2.23–2.85 wt% while that in the magnetic output is in the range of 0.37–0.77 wt%. This validates the ability of the magnetic beneficiation stage to remove ferromagnetic agglutinates from the regolith leaving behind most of the ilmenite in the non-magnetic output.
[image: Figure 7]FIGURE 7 | Average grade of ilmenite at varying feed rates (Phase A).
Figure 8 illustrates the ilmenite grade within the non-magnetic output samples at different feed rates. Across the entire range of tested feed rates, the average grade of ilmenite varies only by 0.62 wt% with a minimum of 2.23 wt% and a maximum of 2.85 wt%. This indicates that variation in feed rate has less impact on the average ilmenite grade. Consequently, these findings lead to the conclusion that, within the testbed, the feed rate exerts minimal influence on the magnetic separator’s beneficiation performance. Considering the increased maintenance frequency observed at lower feed rates during the preliminary experiments as well as the material processing capacity for the magnetic separator which cannot process high amount of regolith at the same time due to its smaller dimensions, the value of 6.14 kg*h–1 is chosen with the rotational speed of 794 rpm for further optimization.
[image: Figure 8]FIGURE 8 | Grade of ilmenite across feed rate for all non-magnetic output samples (Phase A).
3.5 Phase B: optimization of electrostatic beneficiation (first iteration)
This phase of optimization focuses on the electrostatic beneficiation stage, specifically the voltage of the electrostatic parallel plate separator. It was decided to test the beneficiation performance across all available field voltages from 0–25 kV and analyze the results. This is split into two stages. The first iteration (Phase B) involves experiments at larger intervals to encompass the entire available range. The next iteration (Phase C) will then choose a narrower range depending on the results from this phase of experiments.
An important aspect of understanding the effectiveness of electrostatic beneficiation is to determine the distribution of ilmenite across the five collection bins. This examination aims to identify the bin with the highest ilmenite concentration, thereby yielding the desired enriched feedstock. As shown in Figure 9, it is observed that the grade of ilmenite in bin 2 lies in the range of 6.65–9.38 wt% across all tested field voltages. In contrast to this, the grade of ilmenite in bins 3 and 4 lies in the range 0.44–1.74 wt% which is much lower compared to the samples from bin 2. Moreover, the bins 1 and 5 collect no sample material in any of the experimental configurations. Therefore, collection bin 2 is considered as the desired output with ilmenite-enriched feedstock. As a result, further analyses are performed with samples from the collection bin 2.
[image: Figure 9]FIGURE 9 | Distribution of ilmenite grade across the collection bins (Phase B).
Figure 10 shows the grade of ilmenite for samples from collection bin 2 at varying field voltages. The plotted average data points exhibit a consistent rise in grade from 8.63 wt% to 9.38 wt% when increasing the field voltage from 5 to 15 kV, followed by a decrease to 6.65 wt% at 25 kV. Based on this analysis, it is concluded that field voltages near 15 kV are more likely to produce the desired results. Consequently, 15 kV is chosen as the reference for the next iteration of optimization.
[image: Figure 10]FIGURE 10 | Grade of ilmenite for samples from collection bin 2 at different field voltages (Phase B).
3.6 Phase C: optimization of electrostatic beneficiation (second iteration)
The phase C experiments follow a similar procedure as in phase B, focusing on a narrower range of field voltages. Given the favorable beneficiation outcomes achieved at 15 kV, it serves as the reference point. Consequently, a range spanning from 13 kV to 17 kV is chosen, with a testing interval of 1 kV. The objective is to assess the testbed’s beneficiation performance within this smaller voltage range and determine the optimized field voltage value.
An analysis of the ilmenite grade across all collection bins is conducted to reaffirm the earlier findings. As depicted in Figure 11, the results align closely with the previous analysis with an ilmenite grade between 11.71–12.10 wt% in bin 2 while only about 0.68–2.33 wt% in bin 3 with no material collected in bins 1, 4 and 5. As the collection bin 2 consistently exhibits a higher average ilmenite grade, only the samples from bin 2 are considered for subsequent analyses.
[image: Figure 11]FIGURE 11 | Distribution of ilmenite grade across the collection bins (Phase C).
Figure 12 illustrates the grade of ilmenite across the narrower range of field voltages (13–17 kV). The grade of ilmenite does not follow a consistent trend in this narrow range and therefore, it is not independently conclusive about the most optimum configuration of process parameters for producing the desired feedstock.
[image: Figure 12]FIGURE 12 | Grade of ilmenite for samples from collection bin 2 at different field voltages (Phase C).
Therefore, a trade-off between the four beneficiation parameters is conducted for all samples collected in bin 2 at the field voltages used in this phase. The results of experiments performed at 15 kV from the previous phase are also considered for reference. Table 4 shows the beneficiation parameters at different field voltages. It is observed that at 13 kV, the system produces the highest concentration of ilmenite indicated by the grade of 12.10 wt% and enrichment ratio of 3.00. This shows a higher degree of separation for ilmenite achieved at 13 kV. In contrast to this, at 17 kV, the yield and recovery are the highest at 1.33 wt% and 33.00 wt%, respectively, indicating a higher material processing efficiency. However, this also translates to the recovery of more unwanted material which is indicated by the reduced grade and enrichment ratio of 11.71 wt% and 2.90, respectively.
TABLE 4 | Beneficiation parameters for ilmenite at different field voltages with standard error in brackets (Phase C).
[image: Table 4]An optimized solution, considering all the relevant factors, is evident at 14 kV. This configuration yields an ilmenite yield of 1.29 wt%, a recovery of 31.93 wt%, a grade of 11.95 wt%, and an enrichment ratio of 2.96, representing the second-highest values across all the beneficiation performance parameters. Therefore, the final optimized configuration of parameters derived from the experiments in phases A, B, and C is established as follows: f = 6.14 kg*h-1, ⍵m = 794 rpm, and V = 14 kV.
3.7 Phase D: validation of optimized configuration with TMIA4 simulant
The phase D experiments are focused on the validation of the optimized performance of the beneficiation testbed on a different simulant. The aim is to test the repeatability and reliability of results generated in the previous experiments. The experiments in this phase are performed with the TMIA4 simulant using the optimized parameter configuration from the phase C results.
The first step of this validation is to study the distribution of ilmenite across the collection bins and compare it to the previous results. As shown in Figure 13, similarly to previous results the collection bin 2 has a higher average ilmenite grade varying between 7.97–9.07 wt% across all the trials. However, the grade of ilmenite in bin 3 is higher than that in the previous experiments. The average grade of ilmenite in bin 3 is 5.64 wt% at 14 kV which is eight times more than that as seen with LMS-1. This indicates a potential for further optimization of the process with TMIA4.
[image: Figure 13]FIGURE 13 | Distribution of ilmenite grade across the collection bins (Phase D).
A comparative analysis of the beneficiation parameters for ilmenite with the optimized parameter configuration from phase D with TMIA4 simulant and phase C with LMS-1 simulant is illustrated in Table 5. The LMS-1 simulant demonstrates a higher degree of separation of ilmenite evidenced by the grade of 11.95 wt% and enrichment ratio of 2.96 which are both higher than that of TMIA4. However, TMIA4 exhibits a higher efficiency of material processing which is evidenced by the higher yield of 1.49 wt% and recovery of 37.02 wt% in the produced feedstock. One of the factors for this discrepancy is the higher aspect ratio of particles in the TMIA4 simulant compared to that of the LMS-1 (Exolith Lab, 2014; Linke et al., 2020). However, further experiments with TMIA4 are indeed necessary for making more reliable claims about the simulant-dependent behavior of the beneficiation testbed. These results reveal a comparable beneficiation performance of the system across both the simulant systems.
TABLE 5 | Comparison of beneficiation results with LMS-1 and TMIA4 with standard error in brackets.
[image: Table 5]4 DISCUSSION
The experiments encountered specific limitations that prevented the complete optimization of the system. One major challenge was experienced with the selected motor configuration for the magnetic separator. The selection primarily revolved around the necessary rotational speed, but the final assembly revealed a lack of torque provided by the motor. Consequently, the rotational speed of the magnetic separator remained fixed, and optimization of this stage could not be undertaken within the scope of this study. Another limitation of this research was regarding the smaller sample size of three trials for every parameter configuration. This is reflected in the deviations seen from the experimental results. The experimental deviations can also be attributed to the in-homogeneity of the regolith simulants which could not be verified within the scope of this research. These limitations should be taken into consideration while evaluating future beneficiation experiments.
A peculiar observation was made during the optimization experiments regarding the system residuals. Despite ensuring a clean setup for each new parameter configuration to prevent sample contamination, it was consistently observed that the amount of residuals decreased and eventually stabilized at a constant level with each experimental run. This phenomenon suggests that the system residuals can reach a saturation point over time, maintaining a steady state during continuous operation. Consequently, this observation hints at the possibility of improving the system’s material processing efficiency, potentially resulting in more consistent system performance.
This work also underscores the influence of constraints associated with the availability of off-the-shelf equipment for the particle sizing stage of the testbed, which initially led to high residuals. During the testbed development phase, the majority of available commercial vibratory sifters had high processing capacities, and therefore the choice was made with the lowest possible alternative. However, this led to substantial residuals when used with smaller batches as discussed in this work, which negatively impacted material processing efficiency, a concern that would otherwise be neglected with larger batches. Therefore, future developments in ISRU technologies, particularly those dealing with processing planetary regoliths, will need additional alternatives to address the disparity between equipment demand and supply.
In regards to the future implementation of a beneficiation system on the lunar surface, multiple variables need to be considered. First of all, the reduced gravity on the lunar surface will affect such a system to high degrees. Specifically, the processing speed of the setup will likely decrease due to reduced gravitational acceleration. However, the reduced speed will benefit the electrostatic beneficiation stage as the particles will travel longer through the electrostatic fields, providing more time for the field forces to deflect their trajectories further apart from each other. Moreover, the vacuum environment is claimed to improve the beneficiation performance further according to previous research (Agosto, 1985). However, in orderto support the oxygen production infrastructure of an entire lunar base, the feedstock requirements are expected to be in the order of tons every day (Cilliers et al., 2020; Colozza, 2020; Cilliers et al., 2020). The current design has limitations to its scalability to support such infrastructures and would need to be considered for future developments of the system. Upon successful scaling up of the design, the expected outcomes are expected to show similar or even better results as the relative quantity of residual material reduce with increased overall processing quantity.
It should be noted that while this research focuses on ilmenite as the target mineral, the underlying principles of beneficiation can be extended to the processing of other minerals present in lunar or even martian regoliths too whichopens up more avenues for future research and development in the field.
5 CONCLUSION AND OUTLOOK
The experimental analysis of the lunar regolith beneficiation testbed has yielded promising results and the optimization process was successful in identifying the optimal configuration of process parameters for producing an ilmenite-rich feedstock. It is evident from this analysis that the improvement in beneficiation parameters of the produced feedstock takes place gradually with every optimization phase. The grade of ilmenite in the output went from 2.55 wt% in phase A to 9.00 wt% in phase B and further to 12.00 wt% in phase C. A similar increase of enrichment ratio from 0.71 in phase A, to 2.33 in phase B and 2.96 in phase C is observed. This demonstrates the effectiveness of the developed strategy in optimizing the beneficiation performance of the testbed. The final results show that up to 32 wt% of the total ilmenite from the input regolith simulant is recovered in the produced feedstock with the optimized parameter configuration.
The total time for processing 300 g of regolith simulant is about 30 min resulting in an average energy consumption of about 61 Wh for the entire testbed. The discovery of the peculiar crystal structure of ilmenite used in the regolith simulants was also accomplished during the XRPD measurements. This analysis will further enable the development of processing techniques for lunar as well as other planetary regoliths.
In summary, this work has successfully demonstrated the feasibility as well as optimization capabilities of a small-scale, TRL 4 lunar regolith beneficiation testbed. Through a systematic approach, the process parameters of the system have been investigated and refined to achieve improved beneficiation outcomes. The optimization experiments have demonstrated the effectiveness of the testbed in producing ilmenite-rich feedstock, with measurable improvements observed in the grade, recovery, and enrichment ratio of ilmenite. The comparative analysis of different simulant systems highlights the adaptability and repeatability of the implemented beneficiation processes. In summary, the authors anticipate that this study will enhance comprehension of the optimization of lunar regolith beneficiation processes and offer insights into prospective research directions and practical applications in the realm of space exploration and resource utilization.
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Introduction: Physical regolith simulants are valuable tools for developing In-Situ Resource Utilisation hardware. However, using virtual models of regolith instead can reduce costs, limit exposure to hazardous materials, and offer a practical method of testing the effects of reduced gravity.
Methods: We verify a virtual model of regolith as macroparticles against physical tests. Using space partitioning techniques to identify neighbouring particles, we present a scalable model of regolith, in which the computation time increases roughly proportionally with the number of particles. We evaluated the performance of this virtual simulant vs. a physical simulant (Exolith LMS-1) by comparing the flow rate through funnels of various diameters, and the resultant angle of repose of material on both large (500 g) and small (16 g) scale tests.
Results: For large scale tests, the flow rates were within the predicted range for macroparticles with radii 3–7 mm, with the greatest accuracy achieved for radii 4–5 mm. However, the macroparticles blocked the simulated funnels more easily than in the physical trials, due to their high cohesion. The angle of repose was not accurately represented by this model for either of the tests.
Discussion: The high efficiency of this model makes it best suited for applications which require large scale approximations of regolith with real-time execution, such as virtual training for robot operators or providing visual and haptic feedback in model-mediated teleoperation systems. The results of this model in reduced gravity could be further verified against data from upcoming lunar missions in future work.
Keywords: in-situ resource utilisation (ISRU), lunar regolith simulant, model-mediated teleoperation (MMT), verification and validation (V & V), teleoperation, virtual training
1 INTRODUCTION
The high financial and environmental costs of space launches means that it is unfeasible to transport all of the resources required for the developing space industry from the Earth’s surface (Bennett et al., 2020). Instead, extracting key materials from resources readily available outside the Earth’s gravitational influence could enable humans to expand our presence in space in a sustainable and sustained manner (Austin et al., 2020). In-situ resource utilisation (ISRU) of lunar regolith to extract oxygen, water, or construction materials, in particular, would provide many of the key components for habitats, spacecraft fuel and human life support (Corrias et al., 2012; Crawford, 2015; Schlüter and Cowley, 2020), reducing the tonnes of material that would otherwise have been needed to be launched from Earth. Recent advancements in ISRU technology include terrestrial demonstrators of the carbothermal reduction process for extraction of water (Prinetto et al., 2023) and oxygen (White et al., 2023), and additive manufacture of glassy lunar regolith simulant products using laser powder bed fusion (Wang et al., 2023). To carry out these processes, regolith must first be collected from the lunar surface.
Lunar regolith is a difficult material to work with: having been exposed to harsh solar radiation and meteoroid bombardment for billions of years, without the usual weathering processes encountered on Earth, the dust on the Moon’s surface is fine-grained, electro-statically charged, and irregularly shaped (Heiken et al., 1991). This results in highly cohesive and abrasive particles which can stick to tools and themselves. These properties affect the flow characteristics of regolith, which can lead to clogging, for example, of funnels (Reiss et al., 2014). It is important to consider these characteristics when developing collection and processing equipment, as a blockage could impact the success of the mission (Otto et al., 2018). This has led to the development of novel methods of sorting and transporting regolith using electrodynamic traveling waves to avoid any reliance on mechanical systems (Kawamoto et al., 2022; Olson, 2022). The reduced gravity on the lunar surface adds further challenges for regolith handling, but this can be difficult to replicate on Earth. Therefore, it is important, but non-trivial, to provide astronauts, robot operators, or component designers with a suitably realistic practice environment on which they can familiarise themselves with the related tasks.
Currently, lunar hardware components are tested and developed using artificial lunar regolith, i.e., lunar regolith simulants (Long-Fox et al., 2023). While these are certainly an important development tool, they can be costly and involve safety considerations as, due to their fine particulate size, they can be hazardous to humans if inhaled (Ludivig et al., 2020). Large scale indoor testing arenas, such as the University of Luxembourg’s ‘LunaLab’ or the European Space Agency (ESA) and the German Aerospace Center’s (DLR) ‘Luna’ facilities, the ‘Lunar Lab and Regolith Testbeds’ at NASA Ames Lab (NASA AMES Research Center, 2023) and provide large quantities of basalt or regolith simulant on which robots and teams can be tested, developed and trained (Ludivig et al., 2020). Although these installations provide largely realistic representations of the lunar environment, there are still aspects which are practically difficult to replicate, such as the behaviour of regolith under reduced gravity or in a vacuum. Additionally, access to these facilities is limited and have a geographical constraint (Casini et al., 2020) and, hence, they could be more suited for testing in the later stages of development.
A less resource-demanding testing environment would reduce these constraints (Otto et al., 2018) and encourage earlier testing of components. With this in mind, virtual models of lunar regolith are being developed, based on a combination of Discrete Element Method (DEM) and Computational Fluid Dynamics (CFD), and have resulted in accurate representations of physical regolith behaviours (Kuang et al., 2013; Otto et al., 2018). By using a virtual regolith, it is easy to adjust the strength of gravity, which would otherwise have been practically challenging. However, due to the small particle size, and the subsequently high number of particles (N) to be computed, these models have a high computational cost. For example, a 0.6 s duration simulation of 5 g lunar regolith (N = 1 million), carried out on a 128-processor (2,100 GHz/processor) machine, took 9 days 10 h to complete (Otto et al., 2018). While the high fidelity of these simulations will be valuable for fine-tuning hardware designs, there are many applications such as early stage prototyping and robot operator training which would benefit from a less resource intensive virtual representation of regolith.
Pereira and Schmidt (2021) presented an efficient model of lunar regolith which can compute haptic interactions of particles with a tool in real time, refreshing at rates [image: image]1 kHz. This was achieved using DEM with Smoothed-Particle Hydrodynamics (Cirio et al., 2011) and representing regolith as a collection of individual macroparticles (Hoffmann, 2006). Using this approach, they were able to represent key properties of the material: density, internal friction and cohesion.
Their model can be summarised as follows. Inter-particle forces are modelled as an attractive force at the macroparticle edge. Eq. 1 computes the magnitude of these forces, F(a), as a non-linear function of the distance between the two macroparticle, a. When a is greater than the minimum separation distance required for attraction, Rattr (set to 1.1 R in the original work, where R is the macroparticle radius), there is no interaction force between the two macroparticles. athr is the separation distance below which the particles act as a linear spring, with the spring constant, k. [image: image], where amin is the theoretical minimum distance between particles given the maximum density of the material and the packing structure of the particles. γ is a cohesion parameter given as an input to the model. Inter-particle forces are damped to maintain stability using (2), where p is the number of macroparticles contacting the macroparticle, Δt is the timestep of the simulation loop, and [image: image] is the macroparticle velocity.
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Friction and cohesion forces on a macroparticle are modelled using (3). The original work set λ = 0.8, to avoid the slow creep of particles. [image: image] is the model’s friction parameter based on the internal friction of the material, μ, (4). [image: image] is the sum of the magnitudes of the inter-particle contact forces, obtained with (1).
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Collisions between macroparticles and the tool are represented using a viscoelastic model (5), where z is the penetration of the macroparticle with the tool, and [image: image] is their relative velocity. The tool stiffness and cohesion parameters are calculated as: ktool = 500 N/m, and [image: image].
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While faster than the high fidelity simulations mentioned above, this model still calculates interactions of all combinations of particle pairs. Therefore, computation time increases proportionally to N2, where N is the number of particles. This severely limits the scalability of the model. The intention of this work was to generate a “convincing haptic feel” of lunar regolith, and, as such, was validated by users for the subjective “feel” of the haptic feedback. In our work, we examine the feasibility of Pereira and Schmidt (2021)’s model in simulating the behaviour of regolith, by verifying it against a physical system.
In the following sections, we present an updated algorithm to virtually model lunar regolith, followed by an experimental verification of the model vs. a physical regolith simulant. We aim to build on Pereira and Schmidt (2021)’s previous work and attempt to answer the following questions:
• Q1: Can the scalability of Pereira and Schmidt’s model be improved?
• Q2: Are virtual macroparticles a valid representation of fine grained particles?
• Q3: Is the cohesion and friction in the model a valid representation of physical samples?
Q1 is addressed in Section 2.1, where we utilise a space partitioning approach to reduce the number of inter-particle collision pairs, and compare how the number of particles affects computation time of this updated algorithm against that of the original. Using this updated algorithm, we then experimentally verify the virtual model against a physical equivalent, using two granular materials: sand and a lunar regolith simulant. To assess the validity of representing these materials as virtual macroparticles (Q2), we measure how changing the macroparticle size impacts the accuracy of the model. Finally, we virtually replicate flow rate and angle of repose tests using two materials to assess the model’s representation of friction and cohesion (Q3). The results of these verification tests are described in Sections 3.1 and 3.2.
2 METHODS
Our work is separated into two sections: improving the scalability of the model, and experimentally verifying the model. In this section, first, we give details of the steps taken to improve the scalability of the model, and demonstrate how it compares with the original algorithm. Next, we set out the procedure for experimentally verifying the model through three tests: two assessing the flow rate of the material, and another to assess the angle of repose. We also describe our methods for varying the macroparticle size (to explore Q2 from the previous section). Finally, we report the two sample materials used in these validations, selected to address Q3.
2.1 Improving the scalability of the model
The main issue with the scalability of the model is that it relies on checking each particle-particle pair for collisions (Pereira and Schmidt, 2021). This results in N2 calculations, where N is the number of particles, for each simulation frame. Here, we improve the efficiency of the algorithm by, instead, only checking for collisions with nearby particles. To achieve this, first, the virtual environment is divided into a 3D grid of cubic cells, where the length of each cell side is 2Rattr, the distance at which particles begin to exert an attractive force towards each other (Figure 1). Each of these cells is assigned an ID number based on its position in the grid, starting with ‘0’ at the origin, and ascending sequentially along the x, then y, then z directions. These cells are represented in the software as a 1-dimensional array, ‘cell world’, and the ID number of a cell is its index number in the array. For each cell in the grid, the ID numbers of the 26 neighbouring cells (those with a contacting face, edge, or corner) are subsequently identified and stored in an index. This is achieved by, firstly, using (6) to computes the ‘cell space’ co-ordinates in the x, y and z direction (a, b and c, respectively). These values are then used in (7) to compute the IDs of the cells in neighbouring rows, columns and layers. ID is the index number of the cell; x, y and z are the Cartesian positions; L is the length of the side of each cell, and A and B are the number of rows of cells in the virtual environment in the x and y directions, respectively.
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[image: Figure 1]FIGURE 1 | Identification of nearby particles in neighbouring cells. The world is divided into cubic cells. For a given particle (yellow), neighbouring particles (green) are identified as those in cells that share a face, edge, or corner, with the original particle. These neighbouring particles are checked for collisions, whereas particles in cells outside of this range (red) are ignored.
To set up the simulation, the Cartesian start position of each particle is converted to ‘cell space’ using (8), to identify the IDs of the cells in which they lie. Using these cell IDs, the particles are stored in the relevant element of the ‘cell world’ array, to represent that particle being in that cell.
[image: image]
In the main simulation loop, inter-particle interaction forces are computed. For each particle, the cell ID is calculated based on its current position. This ID is used to identify the 26 IDs of all the neighbouring cells from the neighbouring cells index. Elements of the ‘cell world’ array are accessed using each of these neighbouring cell IDs, to check for particles in neighbouring cells. Collision checking is only carried out on these particles; particles outside of the neighbouring cells are ignored. When N is large, this vastly reduces the number of collisions to compute compared with the original algorithm.
To evaluate the impact of this change on computation time and scalability, both algorithms were run using the C++ library, Chai3D (Conti et al., 2003), on an Intel i7-10850H CPU 2.70 GHz, 16 GB RAM machine. The number of simulated particles was increased from 1 to 10,000, recording the mean time taken to compute the inter-particle interactions for each frame. In the original algorithm, computation time increased exponentially with N, whereas, in our modified neighbour-based algorithm, this increased linearly with N (Figure 2).
[image: Figure 2]FIGURE 2 | Effect of number of particles on computation times of the original algorithm Pereira and Schmidt (2021) and the neighbouring particles algorithm used in this paper. Dashed grey line represents the maximum computation time that would achieve 1 kHz refresh rate required for haptic feedback.
2.2 Experimental verification of the model
To verify the accuracy of the model, the behaviour of the virtual material was compared against that of its physical equivalent. Identical physical and virtual test setups were constructed for three scenarios: the flow rate tests and the angle of repose tests described by Long-Fox et al. (2023), and a similar flow rate test using a smaller sample. Funnel tests have been previously used to examine the behaviour of lunar regolith, as its mechanical properties affect its ability to flow, which can lead to blocking funnels (Reiss et al., 2014; Otto et al., 2018). It is likely that any practical method for the collection and processing of lunar regolith would involve transferring the material from one container to another, and, hence, it is important to understand its flow properties.
2.2.1 Experimental tests
2.2.1.1 Large-scale flow rate tests
Firstly, to assess large-scale behaviours of the material, the flow rate experiment used to characterise the properties of LMS-1 by Long-Fox et al. (2023) was replicated in simulation. In Long-Fox et al. (2023)’s procedure, 500 g of LMS-1 were gently placed into polycarbonate funnels with a slope angle of 30°, initially with the hole blocked. In order to prevent cohesive arches forming and blocking the funnel, four 3 V DC coin-style vibration motors were fixed to the outside of the funnel to mechanically agitate the material during these physical experiments. Once the material was stationary and it was confirmed that the funnel was level, the vibration motors were activated, the stopper blocking the hole was removed, and the rate of material flowing through the funnel was recorded using an Intelligent Weighing Technology PBW-A 3200 laboratory balance. They repeated this process for funnel hole diameters 2.5–5.0 cm, at 0.5 cm intervals. From these experimental data, they produced a best-fit curve of flow rate through varying hole diameters, based on five repeated trials. We replicated this procedure, in simulation, to compare their curve against the flow rate results of the model (Section 3.1.1). As the virtual macroparticles blocked the flow through the smaller funnels, we extrapolated the best-fit curve from Long-Fox et al. (2023)’s physical trials, in order to compare the flow rates for additional, larger funnel diameters: 5–9 cm, at 1 cm intervals. The experimental setup for the virtual large funnel tests can be seen in Figure 3. Full details and images of the experimental setup used by Long-Fox et al. (2023) are provided in their original paper.
[image: Figure 3]FIGURE 3 | Virtual experimental setup for large funnel tests with 5 cm hole diameter and 4 mm macroparticle radius. Starting with a blocked funnel (A), the virtual sample was allowed to flow (B–C) through a 30° funnel with a variable hole diameter to land on a flat surface (D), imitating the setup described by Long-Fox et al. (2023).
2.2.1.2 Small-scale flow rate tests
Secondly, to verify the performance of the simulation for a smaller-scale task, we set up a comparable funnel experiment. 16 g of simulant were placed onto one side of a rectangular funnel, 50 mm across, with a 45°slope, and a 20 mm deep spout with varying hole widths (5 mm, 10 mm, 15 mm, Open). The funnel was 3D printed using polylactic acid (PLA), and the surface roughness parameters of the components were: Ra = 0.400 μm, Rq = 0.511 μm, Rsk = −0.503. The open condition represents a funnel hole so wide that it could be considered infinite for the volume of sample material. A 45°slope was chosen as it is greater than the angle of repose of LMS-1 (35°), to ensure that the material would flow through the funnel without the need for vibration. Once stationary, the material was released to flow through the funnel. In the physical setup, this was done via a release flap operated using a 28BYJ-48 stepper motor to reduce variability between test runs. After releasing the material, we measured the flow rate in g s−1. In the physical setup, flow rate was measured using a 6-axis force-torque sensor (ATI Axia80-M8, United States) which recorded the mass of material over time. In the virtual setup, the flow rate was calculated by measuring the number of particles below the bottom of the funnel at each timestep. Here, we report flow rates as the mean flow rate over the time period between the first and last particle falling through the funnel. The experimental setup for the small funnel tests can be seen in Figure 4, with a comparison of physical and virtual flow tests depicted in Figure 5.
[image: Figure 4]FIGURE 4 | Virtual (A) and physical (B) experimental setup for small funnel tests. The sample was released from the top right-hand side, allowing it to fall down a 45° slope through holes of variable widths.
[image: Figure 5]FIGURE 5 | From left to right, flow of material during the physical (A–C) and virtual (D–F) small funnel tests.
Each of the trials for the physical conditions were repeated five times, as was the case in the work by Long-Fox et al. (2023). These tests were then repeated using the same volume of dry sand to compare the results against a cohesion-less material of comparable internal friction.
2.2.1.3 Angle of repose tests
In addition, we replicated in simulation the angle of repose tests described by Long-Fox et al. (2023). For these tests, 500 g of material were poured through a funnel of 3 cm hole diameter onto a 30°chute, which then allowed the sample material to gently fall against a vertical wall. The angle of repose of the resultant pile was then recorded, and compared against the results of Long-Fox et al. (2023). Full details and images of the experimental setup used by Long-Fox et al. (2023) are provided in their original paper.
2.2.2 Particle size
In both virtual models, there is a trade-off of the computational demand vs. the number of particles (N) and, subsequently, the particle radius (R). Setting N = 128, Pereira and Schmidt (2021) were able to achieve simulation refresh rates required for haptic feedback (≥1,000 Hz), their size (R = 7 mm) was much larger than in physical regolith (R = 0.030–0.045 mm) (McKay et al., 1972). This may lead to an inaccurate representation of regolith. Therefore, to address question Q2 (Section 1), we repeated each of the virtual flow rate and angle of repose trials with varying particle radii (R = 2–7 mm) to compare with the results of the physical trials. The smallest particle radius was 2 mm because, beyond this, N would become too large to render graphically.
2.2.3 Materials
Two materials were used to verify the performance of this model: Lunar Mare Simulant 1 (LMS-1) (Exolith Lab) and dry sand (40–100 mesh, CAS: 14808–60–7, Fischer Scientific). LMS-1 is a readily available lunar regolith simulant which is commonly used in research (Stupar et al., 2021; Isachenkov et al., 2022; Meurisse et al., 2022). It was chosen for this work due to its well documented physical properties (Long-Fox et al., 2023), including the density, cohesion and friction parameters required for this model. Sand was selected as a comparison material, as it has a similar grain size and internal friction to LMS-1 (Carter and Bentley, 1991), but can be assumed to be a cohesionless material (US Navy, 1982). The particle size distributions of the two materials are as follows: Sand—Mean particle diameter = 301.1 μm (SD = 128.4 μm), median = 256.7 μm (Young and Ball, 1997); LMS-1—Mean particle diameter = 85.65 μm (SD = 27.68 μm), median = 62.48 μm (Long-Fox et al., 2023). Table 1 summarises the physical properties of the two test materials used in this study. By comparing the differences between LMS-1 and sand in physical trials, we can identify the impact of cohesion. If a similar change is observed in virtual trials, we can then determine whether the model’s representation of cohesion between macroparticles is valid.
TABLE 1 | Physical properties of test materials.
[image: Table 1]3 RESULTS
In this section, we report the results of the three experimental verification tests described in Section 2. First, we describe the results of virtual large funnel LMS-1 flow rate experiments and compare these against the data from the equivalent physical experiment reported by Long-Fox et al. (2023). Next, we describe the results of the virtual and physical small funnel flow rate experiments conducted as part of this study, using LMS-1 and sand. Finally, we report the results of the virtual angle of repose tests conducted in this study and compare these against the equivalent physical tests.
3.1 Flow rate tests
3.1.1 Large funnels
Figure 6 shows the average flow rate of LMS-1 through large funnels of different hole widths for our virtual trials and the physical trials by Long-Fox et al. (2023). The changes in flow rate of each virtual condition, compared with the best-fit curve of the physical test results from Long-Fox et al. (2023), are shown in Table 2 for LMS-1. For funnel diameters ≤3 cm the virtual macroparticles blocked flow through the funnel. For funnel diameter = 3.5 cm, for all particle radii blocked the funnel except for 5 mm where the flow of virtual LMS-1 was heavily restricted, causing the flow to stop and start. For funnel diameters ≥5 cm, the virtual model overestimated the flow rate for larger macroparticles, but underestimated the flow rate for smaller macroparticles, when compared with the physical results. Macroparticles with 4 mm or 5 mm radii produced results most similar to the physical trials. Flow rates were within the upper and lower bounds of the results (and extrapolated results) of the physical trials, with the exception of the conditions which were blocked, and those which were close to being blocked (5 mm particles through 3.5 cm funnel, 4 mm particles through 4 cm funnel, and 3 mm particles through 5 cm funnel). In those trials where flow was heavily reduced but not blocked, an intermittent flow behaviour was observed. This was similar, although less pronounced, to the cohesive arch formation and collapse of LMS-1 reported by (Reiss et al., 2014).
[image: Figure 6]FIGURE 6 | Comparison of flow rates of virtual LMS-1 (blue) of different macroparticle sizes against physical LMS-1 (red) during the large funnel tests. Physical trial data comes from Long-Fox et al. (2023), virtual trial data comes from the simulations conducted in this work. The solid red line represents the best-fit curve of their results and the solid grey lines represent the upper and lower limits of their individual physical trials, up to 5 cm funnel diameter. The dashed red and grey lines are extrapolations of their best-fit and physical data for funnel diameters [image: image] 5 cm.
TABLE 2 | Change in flow rate of virtual LMS-1 through large funnels of varying hole width, compared with physical trials.
[image: Table 2]3.1.2 Small funnels
Figures 7, 8 show the average flow rate of sand and LMS-1, respectively, through small funnels of different widths for virtual and physical trials. The changes in flow rate of each virtual condition, compared with the mean physical test result, are shown in Tables 3, 4 for sand and LMS-1, respectively.
[image: Figure 7]FIGURE 7 | Comparison of flow rates of virtual (yellow) sand of different macroparticle sizes against physical sand (grey) in the small funnel tests.
[image: Figure 8]FIGURE 8 | Comparison of flow rates of virtual LMS-1 (blue) of different macroparticle sizes and physical LMS-1 (grey) in the small funnel tests.
TABLE 3 | Change in flow rate of virtual sand through small funnels of varying hole width, compared with physical trials.
[image: Table 3]TABLE 4 | Change in flow rate of LMS-1 through small funnels of varying hole width, compared with that of sand.
[image: Table 4]The physical tests showed an increasing flow rate as funnel width was increased, reaching a plateau at 15 mm. The results (Figure 7) showed reducing the funnel width had little effect on reducing the flow of virtual sand for R = 3–7 mm, except for when the macroparticles were too large to fit through the hole. This was due to the lack of cohesive forces between particles causing the sample pile to collapse and flow through the funnel as a single layer. Therefore, if the particle diameter was smaller than the funnel width, there was no interaction with the opposite side of the funnel, and, as such, the virtual sand behaved similarly to in the open condition. However, when R = 2 mm, the larger number of layers (as illustrated in Figure 9) in the sample meant that it had not fully collapsed by the time it reached the funnel hole (Figure 10) and, hence, the flow rate was reduced through the smallest funnels for the smallest particles. Table 3 shows that the virtual sand tended to have a slower flow rate than the physical tests for the open and 15 mm funnels. This decrease was 6%–19% for R = 2–6 mm, whereas for the largest macroparticle size (R = 7 mm), there was a larger decrease (30%–31%). Funnels only became blocked when the particle size was greater than the funnel width.
[image: Figure 9]FIGURE 9 | Virtual sand falling through the 5 mm small funnel (A–C) for macroparticles of R = 2 mm. To start, the particles are stacked in layers four particles deep. As the particles reach the funnel, the sample is still stacked in several layers, slowing the flow material when compared with the open funnel condition.
[image: Figure 10]FIGURE 10 | Virtual sand falling through the 10 mm small funnel (A–C) for macroparticles of R = 5 mm. To start, the particles are stacked in layers two particles deep, which collapse by the time the particles reach the funnel. This results in a similar flow rate the open funnel condition.
As for sand, the physical tests using LMS-1 showed that the flow rate increased with the funnel width. However, this continued to increase beyond 15 mm and did not plateau. The results (Figure 8) showed a decrease in flow rate for macroparticles with R ≤ 5 mm, as funnel width decreased, and also did not plateau. Unlike virtual sand, the virtual LMS-1 tended to have a faster flow rate through the funnels compared to the physical tests for macroparticles with R ≥ 5 mm (Table 4).
The cohesive properties of LMS-1 were demonstrated in these virtual tests. Unlike the sand trials, funnels became blocked with virtual LMS-1 when the particle size was greater than the funnel width, or for smaller particles. Although the particles were smaller and should, therefore, flow more easily, there were a greater number of inter-particle cohesive forces, which led the material to coalesce and block the funnel. For R = 2 mm, for example, flow was completely blocked in all but the open funnels.
The density of LMS-1 is approximately 7.6% greater than that of sand and, as such, one might expect its flow rate to increase proportionally to this. The physical trials, however, show that LMS-1 flows more slowly than sand, by 12%–35% (Table 5). Of the virtual tests in which the funnels were not blocked, a similar decrease was seen in the virtual tests for: R = 5 mm in the 15 mm funnel, R = 4 mm in the open and 15 mm funnels, and R = 3 mm in the open funnel. For larger particles (R ≥ 6 mm), the reduced number of particles in the sample resulted in fewer cohesive interparticle forces, causing virtual LMS-1 to flow faster than virtual sand. Consequently, the greater gravitational forces applied to LMS-1 particles due to their greater density became the predominant difference between these tests. Conversely, for R = 2 mm, virtual LMS-1 flowed 61% slower than virtual sand as the stronger cohesive interparticle forces of LMS-1 counteracted the forces resulting from their increased density.
TABLE 5 | Change in flow rate of virtual LMS-1 through small funnels of varying hole width, compared with physical trials.
[image: Table 5]3.2 Angle of repose tests
The original method for measuring the angle of repose involved pouring regolith from a funnel with a hole diameter of 3 cm. However, as demonstrated in Section 3.1.1, the virtual regolith blocked funnels of this size, meaning that the original method would be unsuitable in this case. We, therefore, measured the angle of repose of material resulting from the small funnel tests, instead. The experimentally obtained angle of repose resulting from pouring the physical samples through the small funnels was 21.58° for sand and 35.58° for LMS-1. This result for LMS-1 was comparable to that of the larger scale (500 g) tests by Long-Fox et al. (2023) (37.5° ± 3.4°). These results were not successfully replicated in the virtual models because, although the internal friction was calculated based on the physical properties of regolith, this was simplified to reduce computation time by calculating the friction force based on the total sum of contacting forces on that particle (3), as opposed to a sum of multiple friction forces from multiple particles (Pereira and Schmidt, 2021). Friction against the tool objects was also simplified using an arbitrary cohesion parameter (5). These simplifications meant that because the total friction forces were insufficient to hold the particles in place, they eventually slipped down to a single layer in all conditions, resulting in an angle of repose of 0°. Long-Fox et al. (2023) identified that adjusting λ = 1.0 to λ = 0.8 in (3) led to improved friction behaviour by eliminating the “slow creep” of particles. However, this proved to be insufficient in our trials. This was, perhaps, because the original simulation held the particles in a virtual box, which provided some support to the particles, whereas our task was carried out in a more ‘open’ world, where the particles could spread more easily.
4 DISCUSSION
This section discusses the results of the tests presented above, with respect to the three questions, outlined in Section 1, along with the implications for practical applications and further research.
4.1 Model scalability
The neighbouring particles algorithm described in Section 2.1 was an effective way of preventing computation time from increasing exponentially with the number of particles, N. As demonstrated in Figure 2, the computation time per frame using neighbouring particles algorithm increases approximately linearly with N. This resulted in a faster computation time per frame, providing N was not very small, i.e., N > 45.
However, a consequence of increasing N for a given sample volume is that the macroparticle size must decrease. The reduced size of the particles means that their movements in each frame of the simulation are larger, relative to their size. This can cause instabilities in the model because, between each discrete frame, particles will move greater distances relative to their size. This can result in them moving to positions where their sphere boundary has a large overlap with a neighbouring particle, which would subsequently apply a large repulsive force to separate the two particles, and cause the particles to jitter even while undisturbed. The way to mitigate this is to calculate interactions at smaller time steps; for example, instead of refreshing at 1 kHz for particle with R = 7 mm, the model requires a refresh rate of 100 kHz when R = 1 mm. The model must, therefore, compute 100 times more frames per second of simulation time for the smaller particles.
If the required refresh rate to ensure stability is less than that which is achievable computationally, the simulation can run in real-time. However, if the refresh rate for stability increases above the computational limit, the simulation will run at a fraction of real-time. This has implications for model-mediated teleoperation, as real-time control would be required. If haptic feedback is required, the refresh rate must be ≥1 kHz (Pereira and Schmidt, 2021). To achieve the 1 kHz frame-rate required for haptic feedback on the hardware used in our work, this algorithm could simulate 7,500 particles, a 15-fold increase compared to the original algorithm. For design testing, however, the simulation could run at a fraction of real-time. For very large sample volumes, this is not an issue as R can remain large enough for a practical simulation refresh rate, whilst also having a large number of particles. For small samples, however, increasing N can decrease R so much that the required refresh rate for stability is not feasible, computationally. Although the neighbouring particles algorithm significantly improved the scalability of the simulation, further improvements to the model are needed to ensure stability when using small macroparticles.
4.2 Macroparticles
The size of macroparticles affected the flow rate in both the large and small funnel tests. In the large funnel tests which were not blocked (funnel diameter ≥3 cm) and in the small funnel tests, flow rate decreased as the particle size decreased. This occurred because the granular material was discretised into macroparticles. Larger macroparticles, therefore, recorded a more sudden, step-wise increase of mass through the funnel. Compounding this, the samples of smaller particles would have a greater number of layers (Figure 9). These layers collapsed as the sample flowed down the funnel slope, spreading out the sample. The first particles of the sample would therefore exit the funnel sooner and the final particles would exit later, resulting in a longer total flow time and, subsequently, a reduced flow rate.
The most obvious issue with using this macroparticle representation was that funnels became blocked far more easily than in the physical systems. This would be particularly problematic for virtual design testing applications. Furthermore, although we saw slight indications of cohesive arch formation, we did not observe any of the more complex behaviours mentioned in the literature, such as “ratholing” or “dust fountains” (Reiss et al., 2014; Schulze, 2021).
The accuracy of the virtual macroparticle representations varied with particle size, when compared with the physical test data. In the large funnel tests, the model overestimated or underestimated the flow rate for larger and smaller macroparticles, respectively. The most accurate results were obtained using macroparticles with R = 4 mm, although flow rates were within the range of projected results from Long-Fox et al. (2023) for nearly all trials where the funnel was not completely blocked. Conversely, in the small funnel tests, as particle size decreased, the flow rate rapidly declined and became less accurate. In wider funnels, as R increased, the flow rate plateaued at values greater than the physical tests. This suggests that the macroparticle representations are more accurate on a large scale rather than at small scales where the behaviour is not realistic.
One major assumption of this model is that regolith can be represented as a collection of uniform spheres, which is contrary to a realistic regolith sample which would contain a range of particle sizes. Adding some variation in particle sizes may create more realistic behaviour, for instance, by disrupting the ordered layering seen in the small funnel tests (Figure 9). However, the original model parameters were derived by analysing the hexagonal close-packing structure of equal macroparticle spheres (Pereira and Schmidt, 2021). Therefore, as well as increasing the computational demand due to increased complexity, introducing a particle size distribution may introduce further inaccuracies without significant revisions to the model. For example, additional smaller particles would occupy interstitial spaces in the virtual regolith, leading to more numerous inter-particle contacts, which we predict would result in an overestimation of cohesive forces. Another challenge is that the true particle size distribution of regolith covers several orders of magnitude (McKay et al., 1972), which would be computationally demanding to model and visualise. One method of efficiently representing a range of particle sizes could be to revise the model parameters based on a more complex binary or ternary sphere packing structure.
4.3 Cohesion and friction
In the small funnel tests, the reduced flow rate effect of smaller macroparticles was seen more strongly in the virtual LMS-1, compared with the virtual sand, due to the addition of a cohesive interparticle force. Smaller macroparticles mean that there is a greater number of macroparticles in a sample of a given volume. This will increase the number of inter-particle contacts, and, therefore, increase the total cohesive force of the sample. Even in the open funnel condition, these cohesive forces in virtual LMS-1 slowed the flow by 32% compared with virtual sand, for R = 2 mm.
In the large funnel tests, unexpectedly, the smallest macroparticles (R = 3 mm) blocked the largest diameter funnels (≤4.5 mm). This was due to the cohesive forces between many macroparticles across the funnel hole forming a plug which could resist the pull of gravity and the mass of particles in the funnel, above. As particle size decreases, and the number of particles increases, the number of interparticle contacts, and subsequently, the cohesive force increases. The cohesion in this model appears to be overstated, particularly as particle size decreases.
The results in Section 3.2 demonstrate that friction is not accurately represented in the simulation due to insufficient modelling of the inter-particle friction, and the friction between the macroparticles and the funnel, wall or floor objects. In particular, this appears to be an issue with the dynamic friction. Adjusting λ in (3) may be one method of addressing this qualitatively, although this may impact other aspects of the model. To build a more accurate model, the different friction properties of specific tool materials need to be included.
4.4 Practical implications
This model may be suitable for rough virtual demonstrations of regolith moving through a system, but it lacks the accuracy to carry out fine design testing. Other virtual models of regolith have been developed which achieve greater accuracy, albeit at the cost of longer computation times (Otto et al., 2018). Although the neighbouring particles algorithm allows us to scale up the number of simulated particles, the remaining limitations with respect to particle size mean that this system would be best suited towards larger volume simulations.
As suggested by Pereira and Schmidt (2021), this model would be of benefit for time-adjusted, model-mediated teleoperation system (Hulin et al., 2021), where a more general approximation of regolith would be acceptable. It could also be used to train operators using virtual robots in a low-risk scenario, which we have previously identified as a key requirement for developing trust in teleoperated systems (Louca et al., 2023). When compared with using physical simulants, conducting early training using a simulation such as this would likely be cheaper and safer. Furthermore, it offers a reusable solution where experiments could be set up quickly by avoiding the need for hardware, and, crucially, it allows a practical method of interacting with regolith in reduced gravity.
4.5 Limitations and future work
The model is largely based on data from the Apollo missions (McKay et al., 1972; Mitchell et al., 1972; Houston et al., 1974; Heiken et al., 1991). It is known that regolith cohesion and friction forces are stronger in a vacuum and under lunar gravity (Heiken et al., 1991; Chang and Hicher, 2009), whereas the physical tests of this work were conducted under Earth’s gravity in ambient pressure. The assumptions of the model take this into account and may be the root of some of the inaccuracies when compared against physical tests. Future work which compares the results of this model against a physical reduced gravity test would be required before using this for teleoperation tasks. This could be carried out during a parabolic flight, as a dedicated test during spaceflight, or by virtually replicating example tasks from upcoming rover missions (Potter, 2023).
Although this work uses just one example of a lunar regolith simulant, several others have been developed that represent the chemical and physical properties of regolith, to varying degrees of accuracy (Toklu and Akpinar, 2022). The assumptions in the model used here, evidently, do not lead to a perfect representation of LMS-1 behaviour. Further comparisons of these results against other simulants, considering their physical properties, could lead to the identification of other parameters which could be included in to improve the accuracy of the model.
Furthermore, the properties and composition of regolith vary across different lunar regional areas (Papike et al., 1982). One limitation of this work is that the simulant used is representative only of mare regions. Highland regions will also be relevant for upcoming lunar missions, for example, Artemis III which is targeting the south pole of the Moon (Smith et al., 2020), based in the southern highlands (Spudis et al., 2007). Similar verification tests using lunar highland simulants are, therefore, recommended area for future work.
The model used in this work represents regolith as a collection of homogenous macroparticles. Although this simplification helps to reduce the computational demand of the model, this is not representative of a physical sample which would have a wider particle size distribution. Further work is required to assess whether using a range of macroparticle sizes to represent the particle size distribution of the sample would improve the performance of the model, whilst also considering the impact of this change on the computation time. Inclusion of smaller macroparticles, as a result, may necessitate a faster simulation refresh rate to ensure stability, as discussed in Section 4.1, which should also be taken into account.
4.6 Summary
In this work, we have presented an updated algorithm which improves the scalability of Pereira and Schmidt (2021)’s model of lunar regolith, and have reported the results of three experiments comparing the virtual model against physical equivalents. This method of modelling granular material as a collection of macroparticles provides a computationally efficient representation of regolith behaviour on a large scale, but is not suitable for smaller scale, high resolution tests. The inter-particle cohesion appears to be overstated in this model, and the friction is understated, when compared against one physical simulant (LMS-1). Additional testing against other examples of simulants would confirm this.
Other simulations are available which offer greater accuracy and resolution (Otto et al., 2018), albeit at the cost of lengthy computation times. The main advantage of this model over using other virtual representations, however, is that it is lightweight enough to run in real-time. In addition, this model offers a cheap, safe, and reusable method of examining regolith behaviour, with the possibility of easily adjusting key parameters such as cohesion, density and gravity, which is practically challenging if using physical simulants. The minimal hardware requirements of this simulation reduce the barrier of entry for those interested in testing ISRU systems.
5 CONCLUSION
The model of lunar regolith presented by Pereira and Schmidt (2021) predicted flow rate of a physical system with reasonable accuracy when used on a large scale (500 g sample through funnels of 4–9 cm diameter). When macroparticle radius = 5 mm, for example, the virtual flow rate through funnels of these diameters was on average 2% greater than the extrapolated mean experimental result reported by Long-Fox et al. (2023) Although the macroparticles tended to block small funnels more readily than in physical experiments, when the material flowed consitently, the flow rate was within the extrapolated range of upper and lower-bound results for nearly all the conditions tested. However, for smaller scale, finer tests (16 g sample through funnels of 5–15 mm width), the model did not accurately replicate the physical system.
The neighbouring particles algorithm presented in this paper is a computationally efficient method of simulating greater numbers of particles. However, as small particles require a faster frame-rate to ensure stability, this means that this can simulate larger volumes of material, rather than the same volumes in higher fidelity. This points towards the model being useful as an approximation of regolith behaviour on a large scale (100 s of grams), rather than for detailed design testing. It would be particularly useful for applications such as training robot operators in unfamiliar environments, such as reduced gravity, or in model-mediated teleoperation of robots for delayed Earth-Moon systems.
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Laser-induced breakdown spectroscopy (LIBS) and Raman spectroscopy are still rather new techniques for in-situ exploration of extraterrestrial planetary surfaces but have shown their suitability and great potential in several successful robotic missions already. Next to serving primary scientific applications, both methods can also be used in the context of in-situ resource utilization (ISRU) such as scouting for wanted substances and the surveillance of extraction processes. Here, we present two laboratory studies conducted in the context of ISRU with a focus on the chain from prospecting to extracting oxygen from lunar regolith. For LIBS, with optimized data processing and combined with state-of-the-art multivariate data analysis approaches, we show the potential of the technique for identifying samples with increased ilmenite content and for elemental quantification. The measurements were done using lunar regolith simulant and low pressures simulating vacuum on atmosphereless bodies such as the Moon. With Raman spectroscopy, we analyzed lunar regolith simulant samples that underwent electrochemical alteration for oxygen extraction and production of metal alloys demonstrating the potential of Raman spectroscopy for ISRU process monitoring. We also discuss the results in a broader context, evaluating the potential of both methods for other aspects of ISRU support.
Keywords: ISRU, LIBS, Raman, spectroscopy, in-situ, Moon
1 INTRODUCTION
In recent years, there has been a resurgence of interest and ambition surrounding humanity’s return to the Moon (Crawford et al., 2012), driven by a collaborative effort between organizations from both the public and private sectors. Enabling scientific research and exploration while also establishing a long-term and cost-effective robotic and human presence on the Moon will lay the groundwork for future human missions to Mars and beyond. For this, the implementation and optimization of utilizing local resources becomes absolutely necessary. In-situ resource utilization (ISRU) will reduce costs, mass, and even risks of the missions and activities by extracting and processing indigenous resources including water, minerals, and gases, for a variety of applications such as life support, construction materials, and propellants for spacecrafts (Anand et al., 2012; Crawford, 2015). Specifically, the most important products from ISRU on the Moon are thought to include O2 and H2O for life support, H2 and O2 for fuel and propellant, and other elements and substances for metallurgic and chemical production processes (Anand et al., 2012). The lunar regolith covering most of the Moon’s surface with a thickness of several meters presents a likely primary feed stock for ISRU (McKay et al., 1991; Anand et al., 2012). The lunar regolith contains 45 wt% oxygen (Schlüter and Cowley, 2020). One particularly interesting mineral candidate for ISRU and oxygen extraction is the titanium-iron oxide ilmenite (FeTiO3), as the iron oxide it contains can be reduced with hydrogen at a lower temperature compared to other processes. While reliance on ilmenite limits the oxygen yield and the locations on the lunar surface where the process is relevant, hydrogen reduction is one of the most studied ISRU processes (Anand et al. (2012) and references therein). More recently, molten salt electrolysis has been shown to extract almost all of the oxygen from lunar regolith using process temperatures similar to ilmenite reduction, which would allow for the simultaneous extraction of oxygen and metals from lunar regolith at any location (Lomax et al., 2020).
Furthermore, in the context of the increasing demand for technology metals, platinum group elements and rare earth elements (REE) are becoming an interesting target. Their extraction is not only of interest in a lunar context, but also extends to other bodies in the Solar System such as asteroids (Andrews et al., 2015).
The first step in ISRU is the scouting for and identification of wanted and suitable substances and could be done autonomously by robots with appropriate sensors and instruments. As an example, the composition of the lunar regolith is known to be very localized due to only minor lateral mixing processes (Anand et al., 2012) and areas with best suited materials have to be identified. Next, in the realm of ISRU applications, the necessity of process surveillance and control emerges as a critical aspect in ensuring the efficiency, reliability, and safety of resource extraction and utilization processes. The complex nature of the extraction and processing steps, coupled with the inherent challenges of operating in extraterrestrial environments, necessitates meticulous monitoring and control to optimize resource utilization, mitigate risks, and maximize mission success.
Two laser-based methods with high potential for various aspects in the context of ISRU from prospecting to surveying different processing steps are LIBS (laser-induced breakdown spectroscopy) and Raman spectroscopy. Both methods are increasingly used to study geomaterials with laboratory and portable instrumentation, e.g., (Senesi, 2014; Harmon et al., 2017; Jehlička and Culka, 2022; Senesi et al., 2021), and have entered the field of space exploration within the last decade being successfully applied in mobile robotic missions for in-situ analysis on other bodies of the Solar System such as on Mars, see below for more information and references. LIBS and Raman spectroscopy can both be applied with optical access only and without the necessity of sample preparation. Moreover, both methods are widely used for process surveillance and control in terrestrial applications across various industries facilitating real-time monitoring and optimization of different processes, e.g., Noll et al., 2014; Pedarnig et al., 2021.
Raman spectroscopy is a vibrational spectroscopy method that provides fingerprint information about molecular or lattice structure, allowing the identification of compounds and the analysis of crystallographic properties. Raman spectroscopy can be used to analyse minerals, detect impurities, and monitor the progress of chemical reactions or mineral transformations during extraction processes. Raman spectroscopy analyses the small fraction of laser light that is inelastically scattered by the sample and therefore undergoes an energy change, providing information about structure and bonding. Raman spectroscopy had its debut in space exploration with the ultraviolet Raman spectrometer SHERLOC (Bhartia et al., 2021) and the time-resolved Raman spectrometer as part of the SuperCam instrument suite (Wiens et al., 2021; Maurice et al., 2021) both on the Perseverance rover of NASA’s Mars2020 mission. The Raman spectrometer called RAX (Hagelschuer et al., 2022; Schröder et al., 2023) for the small rover for JAXA’s Martian Moons eXploration (MMX) mission (Michel et al., 2022; Ulamec et al., 2023) that will explore the surface of Mars’ moon Phobos, will only be the third Raman spectrometer for extraterrestrial applications, scheduled to launch in 2026. RAX is a particularly compact, low-mass Raman instrument with a volume of only approximately 1 dm3 and a mass of 1.5 kg. Another Raman spectrometer called RLS was developed for ESA’s ExoMars rover (Rull et al., 2017).
LIBS is a technique that allows rapid in-situ multi-elemental analysis with no sample preparation and only optical access, making it particularly suitable for exploration tasks. LIBS is particularly sensitive to various metals, including light elements such as hydrogen, and a measurement can be made in seconds. LIBS uses a pulsed, focused laser to ablate a small amount of sample material and create a luminescent microplasma. The plasma emission has characteristic emission lines from which the qualitative and quantitative elemental composition of the sample can be deduced. LIBS is particularly well suited for geomaterial analysis and is increasingly used for both terrestrial, e.g., Rammelkamp et al., 2021; Müller et al., 2021, and extraterrestrial applications. LIBS is being used for in-situ geochemical analysis on Mars by NASA’s two active rovers: The first LIBS instrument in space exploration is the ChemCam instrument on Curiosity, which has been collecting LIBS data from Gale Crater since the rover’s landing in 2012 (Maurice et al., 2012; Wiens et al., 2012; Maurice et al., 2016). With the SuperCam instrument suite on Perseverance, the second LIBS for extraterrestrial purposes has been active in Jezero Crater since landing in 2021 (Wiens et al., 2021; Maurice et al., 2021). One third LIBS instrument on a Mars rover was developed by the Chinese space agency CNSA with MarSCoDe (Xu et al., 2021; Wan et al., 2021) and collected data between late 2021 and 2022. A LIBS instrument was also developed as a payload for the small lunar surface exploration rover of the Indian Chandrayaan-2 mission (Laxmiprasad et al., 2013). While Chandrayaan-2 was not successful due to the lander failing to make a soft landing in 2019, India’s follow-up mission succeeded in reaching the Moon. The Chandrayaan LIBS instrument is particularly light-weight with less than 1.2 kg, has no focusing system and measures the lunar regolith beneath the rover’s chassis at a constant distance of 0.2 m. For Mars, a high-performant LIBS instrument is currently being developed for space aiming for a mass below 2 kg (Rapin et al., 2023). More LIBS instruments for the Moon were proposed and developed such as the VOILA (Volatiles Identification by Laser Analysis instrument) instrument for the LUVMI-X (Lunar Volatiles Mobile Instrumention - Extended) rover which was - as the names suggest - specifically designed for volatile analysis with a focus on hydrogen detection (Losekamm et al., 2022; Vogt et al., 2022a). LIBS instruments such as ChemCam and SuperCam are comparatively large (≈20 L) and heavy (≈10 kg), but are very flexible with their telescopic systems and can measure samples at a wide range of distances of up to 7 m (Maurice et al., 2012; 2021; Wiens et al., 2012; 2021). LIBS instruments for ISRU may be smaller, which may require compromises with regard to their performance and versatility, e.g., in tuning them to specific use cases while reducing their utility to others. The size, mass, and energy consumption of LIBS instruments are dependent on whole mission concepts, on the objectives, the hosting platforms, working distances, etc., and cannot be specified in general terms. As an example, power consumption of the existing space LIBS instruments ranges from less than 5 W (Chandrayaan) to several tens of watts. It is important to note that the characteristics of the laser-induced plasma strongly depend on ambient conditions, such as pressure (Effenberger and Scott, 2010). For laboratory studies, these have to be simulated experimentally in vacuum chambers. It was found that while Martian atmospheric conditions are close to ideal, also in lower pressures such as on the Moon and other bodies without an atmosphere, suitable LIBS data can be obtained (Lasue et al., 2012; Kubitza et al., 2020; Vogt et al., 2022a).
While in a previous study, we have focused on hydrogen detection and its quantification in a lunar context (Vogt et al., 2022a), the focus of this work is on two aspects of the oxygen extraction chain and how LIBS and Raman spectroscopy could support ISRU activities. We optimize data processing and analysis of the LIBS data obtained in vacuum with state-of-the-art multivariate data analysis approaches and show the capability of LIBS for identifying and potentially quantifying enrichments of ilmenite in lunar regolith simulant. Moreover, we demonstrate the capability to survey the progression of oxygen extraction and metal alloy production with Raman spectroscopy, using samples of lunar regolith simulant reduced by molten salt electrolysis. The results are discussed in a broader context of the potential for ISRU supporting applications of both methods comparing to the state-of-the art.
2 LIBS
2.1 Experimental setup: LIBS breadboard model VOILA
LIBS data were measured with a breadboard model of an instrument called Volatiles Identification by Laser Analysis instrument (VOILA) which was developed as payload for a lightweight rover for in-situ exploration of the lunar south pole. The initial design and development of this rover and its payload was part of the Lunar Volatiles Mobile Instrumention - Extended (LUVMI-X) project (Losekamm et al., 2022; Vogt et al., 2022a) describe the VOILA breadboard model in detail and the choices made in its design. We would like to refer to this work for more details on the VOILA instrument and provide only the most relevant information below.
The samples are placed in a vacuum chamber which can be evacuated to pressures lower than 10 mPa to simulate the low pressure on the surface of the Moon. In this pressure range, the mean free path is large enough for the LIBS plasma to expand freely without being confined by the surrounding atmosphere. Going to even lower pressures such as on the surface of the Moon (Heiken et al., 1991) is expected to not change the behaviour of the laser-induced plasma so that experiments simulating the vacuum of atmosphereless bodies are typically done in the range of 10–100 mPa (Knight et al., 2000; Lasue et al., 2012; Kubitza et al., 2020). The laser was developed by the Laser Zentrum Hannover e.V. (LZH) in the framework of the LUVMI-X project. The active medium is a Yb:YAG crystal emitting at a wavelength of 1,030 nm with a pulse duration of 7.8 ns. The energy per pulse is adjustable up to a maximum of 25 mJ. The optical head where the laser beam is expanded was built of commercial off-the-shelf components (COTS). The expanded beam is then focused inside the simulation chamber onto the sample at a working distance of 400 mm. The emitted radiation by the plasma is collected by the same optics which is used for the focusing of the laser beam. Within the optical head, a dichroic mirror separates the two light paths and the collected plasma radiation is guided to a fiber-coupled compact spectrometer (Avantes, model AvaSpec-Mini). With a spectral resolution of about 0.4 nm, the spectrometer covers a spectral range of 340–900 nm, from which we use only the range 390–800 nm as before 390 nm and beyond 800 nm the transmission of the optical head is limited. As previously noted, the instrument design decisions are discussed in Vogt et al. (2022a) and are not part of this study. However, we want to comment on the smaller spectral range compared to instruments such as ChemCam and SuperCam. These instruments were designed for different purposes and missions. VOILA has to be much smaller and lighter, which limits the choice of spectral range, in which we ensured that the chosen range includes emission lines from the majority of oxides in lunar material (Si, Al, Ti, Fe, Mg, and Ca), as well as from alkali elements (Na, Li, and K) and H and O.
2.2 LIBS samples and sample preparation
For the study on the potential of detection and quantification of ilmenite enrichments in lunar regolith with LIBS, two commercially available lunar regolith simulants were mixed with concentrated ilmenite which was provided by the Museum für Naturkunde Berlin (MfN). The lunar regolith simulants representing the Lunar mare composition (LMS-1) and the Lunar highland composition (LHS-1), respectively, are both from Exolith. The mineral and oxide composition is given in Table 1. In their pure form, LHS-1 contains 0.4 wt% and LMS-1 4.3 wt% of ilmenite. All three components are available in form of fine to coarse grained powders and were mixed and further crushed with mortar and pestle. The resulting mixtures with varying ilmenite concentrations were pressed into pellets of about 1 g and 14 mm diameter at a pressure of 5 t for about 10 min. We produced 15 and 14 samples per simulant, respectively, one pure sample of both simulants and one pure ilmenite sample, giving a total of 32 samples, an overview of which is given in Table 2.
TABLE 1 | Overview of both mineralogical and elemental oxide composition of the two lunar regolith simulants LMS-1 and LHS-1 used in the LIBS experiments. The LMS-1 is also the starting material of electrolysis samples measured with Raman spectroscopy. Trace elements such as Cl, Cr2O3, NiO, SO3, and SrO are not shown.
[image: Table 1]TABLE 2 | Overview of samples measured with LIBS.
[image: Table 2]2.3 LIBS measurements
All mixtures of lunar regolith simulants with ilmenite were measured with the VOILA setup described in Section 2.1. The pressure in the vacuum chamber was reduced to below 10 mPa. Each sample was measured at ten different locations by moving the sample holder. The laser was started with a repetition rate of 10 Hz together with the spectrometer with an exposure time of 3 s, i.e., the emission of 30 successively laser-induced plasmas was accumulated for one spectrum at one position. A dark spectrum was measured with the same exposure time for each sample and used for all ten spectra. The laser pulse energy was adjusted to 17 mJ.
2.4 LIBS data preprocessing and analysis
Before the analysis, several preprocessing steps were applied. For all ten measurements on one sample, one dark spectrum was measured which is subtracted from the LIBS active data first. Then, all spectra are corrected for the response function of the spectrometer and the transmittance of the optical head. The mostly undiagnostic continuum emission of the laser-induced plasma that is superimposing the emission lines of the atoms and ions was removed computationally by performing background subtraction. This was carried out iteratively by first smoothing the spectrum and subsequently masking all un-smoothed spectrum values that are larger than the smoothed ones. When repeating this procedure multiple times, a satisfactory fit of the background can be achieved without affecting the emission line intensities. A more detailed description of the baseline correction can be found in the Supplementary Material.
As part of our initial exploration of the data, we used the multivariate technique principal component analysis (PCA) on all of the spectra. PCA is a matrix decomposition technique in which the data is rotated into a new space where the majority of the variation in the initial data can be represented by a reduced number of dimensions, termed as components (Lever et al., 2017). Applied to LIBS data, it is in particular useful to group similar spectra together, investigate correlations, and to check for outliers (Pořízka et al., 2018). In our study, it was seen that the amount of explained variance increases at a slow rate as additional components are added. The initial four components account for 61% of the variance, however, subsequent components result in only marginal increments. This trend implies the presence of uncorrelated noise among the spectra and gave rise to the approach of using the first four components to denoise the spectra, which is a common approach in spectral data processing, e.g., Stephan et al. (2008). We then applied this method, taking into account four components, and obtained eigenvalues, also called scores, for each spectrum. Finally, we used the model to back-transform these eigenvalues, resulting in notably cleaner spectra. An example is shown in Figure 1, which shows the original spectrum, the reconstructed spectrum and, in the lower plot, the residuals. The residuals show no spectral characteristics, indicating the successful removal of noise in the back-transformation.
[image: Figure 1]FIGURE 1 | Example spectrum of an LHS-1 sample, original spectrum and back-transformed using a four-dimensional PCA model. The bottom plot shows the residuals between the original and reconstructed spectrum. The reconstructed spectrum is reduced in noise but not in spectral information, as can be seen from the residuals.
2.5 LIBS ilmenite detection
For a better understanding of the measured LIBS data, we first looked at the spectra of pure LMS-1, LHS-1 and ilmenite. The average spectra of the ten measurements were taken and are shown in Figure 2. The top row shows two zooms to spectral regions with strong Ti emission lines. Fe emission lines can also be observed in the ilmenite spectrum, but they are weaker than the Ti lines. The LMS-1 spectrum shows very weak Ti emission lines even though it contains 4.3 wt% ilmenite. In general, both spectra of LMS-1 and LHS-1 have a few weak features in the regions with strong Ti emission lines, 452–458 nm and 497–504 nm. However, they are difficult to interpret because they cannot be clearly distinguished from noise. The main difference between the two lunar regolith simulants lies in the strength of the Mg and Ca emission lines: The LMS-1 spectrum has stronger Mg emission lines, whereas the LHS-1 spectrum has stronger Ca emission lines, consistent with their compositions, compare Table 1.
[image: Figure 2]FIGURE 2 | Mean LIBS spectra of pure LMS-1, LHS-1 and ilmenite samples. The lower plot shows the full spectral range used in this study. The most prominent emission lines are annotated. Major differences between the three samples are observed for the Ca, Mg and Ti emission lines. The plots in the top row zoom in on the spectral regions with the strongest Ti emission lines indicative of ilmenite.
Two approaches to the identification and prospective quantification of ilmenite enrichments were investigated. In the first, all counts in the spectral range 496.5–503.0 nm were summed, as most of the intensities there are expected to be from Ti. Although ilmenite also contains Fe, we decided to focus on Ti because Ti emission lines are more prominent in the instrument’s spectral range than those of Fe, see Figure 2. From a geological perspective, Ti is a better indicator of the presence of ilmenite than Fe, since Fe is a major constituent in most geological materials. For this approach, the calibrated spectra were used but no standardization or data normalization was applied.
The second approach is based on the matrix decomposition technique non-negative matrix factorization (NMF), which was applied to the entire data set with the aim of extracting a factor that can be assigned to ilmenite. NMF belongs to the family of source separation techniques and assumes nonnegativity in the data set which makes it in particular useful for data with a physical interpretation (Pauca et al., 2006). An NMF model with four factors can reconstruct the data with a reconstruction error of 6.7%. We also tested models with more factors, but this resulted in only a small reduction in the reconstruction error, while the factors modelled more noise. We also applied NMF to the data that had not undergone PCA denoising. This also showed that clear factors were difficult to identify as they were characterized by noise variations. Finally, we decided on the four-factor model whose extracted factors are shown in Figure 3. The first NMF factor primarily represents the alkalis Na and K, and Si, which are present in comparable quantities in both lunar regolith simulants. Thus, this factor may be interpreted as a shared baseline. The NMF factor 2 can be assigned to ilmenite mainly on the basis of strong Ti emission lines. Factor 3 represents the LMS-1 component with strong Mg lines, while dominant Ca emission lines on factor 4 indicate a correspondence with the LHS-1 component. This is confirmed by the fact that the majority of LHS-1 samples have the highest scores on factor 4 and the same can be observed for LMS-1 samples and factor 3.
[image: Figure 3]FIGURE 3 | All four factors of the NMF model with annotations of the most prominent emission lines on each factor. Factor 2 can be interpreted as the ilmenite component showing dominant Ti emission lines while factor 3 and factor 4 represents LMS-1 and LHS-1 components, respectively.
In Figure 4, for each sample except the pure ilmenite sample, the summed Ti intensities and the scores on NMF factor 2 are plotted versus their known ilmenite concentration. Both values are shown as box plots, where each box corresponds to one sample and contains the values of all ten measurements. For both approaches, an overall increase of the ilmenite measure is observable with increasing ilmenite concentrations. However, the values show in both cases a large scatter and also a few targets which do not follow the overall increase. Since the scatter is observable for both approaches, the reason is likely related to the samples and the measured data and not to the data analysis approach. Also worth mentioning is that no clear trends were observed when looking at the two lunar regolith simulants separately from each other.
[image: Figure 4]FIGURE 4 | For both approaches, the summation of Ti intensity and NMF factor 2 values, are shown as a function of ilmenite concentration in the samples. For each sample a box is shown, as known from conventional box plots, containing all 10 measurements from one sample. The dashed lines correspond to the thresholds defined to discriminate between ilmenite not being detected and ilmenite detected. In both cases there is a general increase with increasing ilmenite concentration, but what increases more is the scatter between the 10 measurements on a sample.
Although the components were crushed and mixed with mortar and pestle, the samples are not homogeneous on the scale of the ablation zone, i.e., the laser spot size. To investigate this, images of the samples were taken using a digital microscope, a selection of which are shown in Figure 5. For both simulants, the pure sample, a sample with medium and a sample with high ilmenite enrichment are shown. The ilmenite grains can be recognised by the fact that they are black and reflective. As expected, the density of the ilmenite grains increases with increasing concentration. Their distribution is not homogeneous and the grains also differ in size. In a recent study, regolith simulants from Exolith Lab including the two lunar simulants used for the LIBS samples LMS-1 and LHS-1 were extensively investigated and their production process described in detail (Long-Fox and Britt, 2023). Besides the mineralogical composition, the physical properties of the simulants including the grain size distribution were designed to match Apollo samples. The grain size in both samples vary in a range of [image: image] 0.04 μm–1,000 μm. To compare this to our LIBS investigated spot sizes, we also investigated the craters that are left after a LIBS measurement (not shown). These craters generally vary somewhat in size with smaller or larger grains removed from the crater edges and have an average diameter of 500 μm and a typical depth of 200–500 μm when formed by 30 consecutive laser shots and the subsequent plasma.
[image: Figure 5]FIGURE 5 | Images of selected samples taken with a digital microscope. For each lunar regolith simulant, the pure samples, a sample with a moderate addition of ilmenite, and the sample with the largest amount of ilmenite added are shown. In general, it can be seen that the samples are heterogeneous. In addition, the shiny metallic grains that are ilmenite are not evenly distributed and it is very likely that the laser is not hitting ilmenite grains in each measurement, although the overall ilmenite abundance may be high.
With the observed heterogeneity of the samples, it is therefore not surprising that with increasing concentration of ilmenite, the scatter of the points increases. At a higher density, the probability is higher that several of the ten points measured on a sample mainly hit ilmenite grains. Accordingly, we have introduced a measure for both approaches that is closer to the reality of heterogeneous geological samples: we count how many points of all points measured on a sample have a clear signature of ilmenite. The definition of a clear signature in our case is empirical for which the definition of the limit of detection was followed, but adapted to the measurement data. Instead of a true blank sample, samples with an ilmenite concentration of less than 5 wt% were considered as samples without a clear signal. This included 4 samples with a total of 40 measurements. The threshold for a clear signature was then calculated by taking the mean value plus 3 times the standard deviation of these 40 measurements for both summed Ti intensities and NMF 2 scores. For the summed Ti intensity, we obtained a value of 2.0 × 10−5 as the limit, see purple dashed line in Figure 4 upper plot. For the NMF Factor 2 score, the limit is at 0.1, indicated by the turquoise dashed line in the lower plot of Figure 4. All measurement points that have a value above these limits are counted as ilmenite detections. The plots in Figure 6 display the rate of ilmenite detections for each approach as ilmenite concentrations increase. Both approaches show an increase in ilmenite detections, with the highest rates occurring predominantly in samples with a concentration greater than 30 wt% ilmenite. Furthermore, the NMF factor 2 approach begins to detect a significant number of occurrences at approximately 10 wt% ilmenite. The summed Ti intensity is less responsive to increments in ilmenite concentration as there is still one sample with zero ilmenite detections while these samples have ilmenite concentrations greater than 10 wt%. Although this dataset exhibits heterogeneity that precludes reliable quantification of ilmenite abundances, the approach based on the extracted NMF factor can be inferred as a type of lower detection limit for ilmenite enrichments. Two or more detections of ilmenite within a raster containing ten points may indicate that this target or area possesses an average ilmenite enrichment greater than 10 wt%.
[image: Figure 6]FIGURE 6 | Number of ilmenite detections per sample and therefore per ilmenite concentration for both approaches. Starting with samples with more than 10 wt% of ilmenite, the number of ilmenite detections increases with increasing ilmenite concentration. However, the increase is not continuous and some samples have less detections than samples with lower ilmenite abundances.
Overall, both approaches have their advantages and disadvantages for the detection of ilmenite with LIBS. While the summation of Ti intensities is relatively easy to implement, it is not guaranteed that lines from other elements found in the same spectral range do not influence the results. The lines do not even have to be particularly strong and directly recognisable to influence the results. On the other hand, extracting a suitable component with methods like NMF that can mainly be assigned to ilmenite minimizes the risk of taking into account influences from other elements. How this approach can be applied to a more comprehensive and realistic data set with enhanced mineral diversity of the samples and in particular the effects of variations in iron content needs further investigation. LIBS detects elements rather than minerals, which means that other Ti-bearing minerals may also contribute to the detection, potentially biasing the ilmenite result. However, previous analyses of the lunar surface have shown that Ti is mainly present in the mineral ilmenite, and less frequently in Si-Ti phases such as silcate glasses (Lucey et al., 1998; Anand et al., 2012). Additionally, as previously mentioned, the NMF approach is less influenced by other elements. To achieve a high score on NMF factor 2, all Ti lines must be present. and lines that are not part of the factor, such as Si (see Figure 3), do not count. In closing, this study yielded promising results that LIBS is indeed suitable for in-situ detection and quantification of ilmenite enhancements in lunar regolith with dedicated data processing and state-of-the-art multivariate data analysis.
3 RAMAN
3.1 Experimental setup: Confocal Raman microscope
The experiments were performed with a commercial confocal and continuous-wave (cw) Raman microscope (WITec alpha300 R system) at DLR Berlin, Germany. A frequency-doubled cw Nd:YAG laser with an excitation wavelength of 532 nm was used. The laser radiation was focused to a spot of approximately 1.5 μ m diameter on the sample surface using a Nikon ×10 objective. An edge filter which opens around 70 cm−1 suppresses the detection of Rayleigh scattered photons. The spectrometer covers a spectral range up to 3,800 cm−1 and has a spectral resolution of about 4 cm−1.
3.2 Raman samples and sample preparation
To demonstrate one use case for Raman spectroscopy in the context of ISRU, a sample set that was chemically altered in an electrochemical FFC (Fray, Farthing, Chen) process (Chen and Fray, 2020; Schlüter and Cowley, 2020) for oxygen extraction was chosen. In recent studies by Lomax et al. (2020) and Meurisse et al. (2022), the FFC process was demonstrated for the direct electro-deoxidation of solid-state lunar regolith simulant. Besides the process, also the development of inert anodes is an important research area (Hu et al., 2016; Du et al., 2021) to ensure that there are deployable models in space when the process is ready for use on the Moon. For our study, samples that had undergone the FCC process using the experimental set up described in Meurisse et al. (2022) were measured with Raman spectroscopy. This set of samples contained lunar regolith simulant at different stages throughout the process, with successively less oxygen and more metals.
The starting material for all samples was the lunar regolith simulant LMS-1 (Exolith Lunar Mare Simulant, procured in 2019), of which the composition can be seen in Table 1. The untreated LMS-1 starting material was used as a reference and contains approximately 42 wt% oxygen. Five samples that spent different lengths of time in the electrolysis process were analysed. The samples are therefore labelled: 00 , 05, 10 , 13 , 16 , 24 h. Following 24 h of processing, approximately 80% of the oxygen had been removed from the LMS-1 material. Similar to the LIBS samples (Section 2.2), the samples were pressed into pellets.
3.3 Raman measurements
All measurements were carried out with the same measurement parameters. We made single measurements on the samples but also line scans where mostly eight points were measured on a line previously drawn in the microscope image of the samples. For both the single measurements and the line scans, the Raman signal was integrated for 5 seconds and no further accumulations were made. The laser power was set to 7 mW for all measurements. The number of measurements per sample varied, but a minimum of 33 spectra per sample were acquired from all. A detailed list is given in Table 3.
TABLE 3 | Overview of Raman spectroscopy measurements on the different treated samples including the starting material. Not all spectra exhibit identifiable Raman modes; therefore, not all spectra were kept for further analysis as described in the text. The rate shown is for the remaining spectra. The last column gives the number of measured spectra which could be assigned to primary minerals characteristic of the starting material, i.e., to pyroxene, plagioclase or olivine.
[image: Table 3]3.4 Raman data preprocessing
Not all measured spectra show Raman signatures and also varying contributions of luminescence were observed. The observed luminescence was deemed undiagnostic for this study and the broad superimposing emission was therefore removed in a first data preprocessing step with a baseline subtraction. For this, we employed the asymmetrically reweighted penalized least squares algorithm which is based on the Whittaker smoother (Baek et al., 2015). The subtraction of the baseline is not crucial for the subsequent evaluation, however, for more information on the methods used see the Supplementary Material. To filter out spectra without relevant Raman signatures, a criterion based on signal-to-noise ratio was used. The maximum signal value in the spectrum was picked and the ratio of its height to the standard deviation of a nearby peak-free area in the spectrum was taken. After analyzing the ratio and examining the spectra, we decided that a ratio of eight was a reasonable threshold, so that spectra with a ratio greater than eight were kept for further analysis. The final numbers of spectra per sample are also listed in Table 3.
3.5 Raman results
The analysis of the Raman spectra is mainly based on qualitative observations, i.e., the identification of minerals and components in each sample. We first present examples of spectra and corresponding mineral identification in the starting and end materials (00-h and 24-h samples). We then observe the evolution of the identified Raman signatures throughout the series, to monitor the changes happening in the sample during the process.
Note that the material analyzed in the current study is not the most ideal material for Raman spectroscopy. Lomax et al. (2020) showed that the final material consists predominantly of metal alloys that are weak Raman scatterers. Consequently, several Raman spectra of the treated samples expectedly do not exhibit any detectable Raman signal, see Table 3. In spite of this we have observed several spectra with significant Raman signatures.
Starting with the Raman spectra of the untreated sample, it was possible to identify Raman spectra of minerals that match the known mineralogical composition of the starting material. The upper part of Figure 7 shows an image of the sample taken with the microscope together with the course of a line scan and Raman spectra of three highlighted positions. At position 1, a plagioclase spectrum was measured, at position 2 an olivine spectrum and at position 3 a pyroxene spectrum. These minerals are consistent with the mineralogical composition of the starting material (Table 1). The sample that was in the electrolysis for the longest time, 24 h, shows very different signatures. The lower part of Figure 7 shows a picture and also three selected Raman spectra of this final sample. Looking at the microscope image alone, it is noticeable that the parts of the sample are more reflective and look more metallic overall compared to the untreated sample. The spectrum of position 1 shows spectra of three components: silicon, carbonate, and graphite. Raman modes of these materials also occur at position 2 with both silicon and graphite modes, and at position 3 with the modes of graphite alone.
[image: Figure 7]FIGURE 7 | Examples of the untreated (top) and the 24-h sample (bottom) viewed through the Raman microscope. The 24-h sample reveals an increased presence of reflective sections, typically observed in metallic substances. In both images, the black line marks the course of a linescan with three positions highlighted. The corresponding Raman spectra from these positions are displayed on the right. While the untreated sample displays spectra of minerals belonging to the initial material, the 24-h sample spectra may be interpreted as results of the electrolysis process.
The comparison of the initial and final samples demonstrates that Raman spectroscopy has the potential to assist in controlling the results of the oxygen extraction process. Moreover, Raman may also be applicable in-situ for real-time monitoring of the process. In this instance, it would be possible to measure several tens of spectra and use the statistics of these spectra to monitor the evolution of the sample. Based on our investigation of the starting and end material, we identified the occurrences and characteristics of different signatures in the series.
First, we track the minerals identified in the starting material: olivine, pyroxene and plagioclase. Considering these minerals as characteristic of the starting material, their presence was monitored in the treated samples and the results are displayed in the last column of Table 3. Keeping in mind that all samples are mixtures and heterogeneous on the scale of the Raman laser spot size, and that it is always possible that we have not measured relevant phases, it can still be observed that the number of starting material mineral detections decreases significantly for the 5-h sample. Only two additional olivine spectra were measured for the later samples. This suggests that despite incomplete oxygen extraction for these samples, the starting material has already been altered to a considerable degree after 5 h of electrolysis.
Secondly, the Si mode around 500 cm−1 is visible in numerous spectra of the treated samples and will be discussed in more detail in the following. The Si mode appears mainly around 500 cm−1, for example, also in the spectrum measured at position 2 (lower part of Figure 7). For crystalline silicon one would expect a sharp peak around 520 cm−1 associated to a transversal optical phonon. The mode that we observe in our study is shifted towards lower Raman shifts and broadened which could indicate that the silicon is in a more amorphous than crystalline phase (Zwick and Carles, 1993). For the samples which spent 5, 13 and 24 h, respectively in the electrolysis process, the Si mode is shown in the upper part of Figure 8. The gray lines belong to spectra of each of the samples which exhibits a clear Si mode whereas the pink line is the mode of crystalline Si measured on a Si wafer with the same experimental set-up. All spectra were normalized to their maximum intensity for better comparison. The comparison clearly shows that the Si Raman modes of the reduced lunar regolith simulant samples are broadened and also shifted to lower Raman shifts. To investigate whether the magnitude of the shift and the line width is related to the time the samples spent in electrolysis, we fitted the modes with Voigt profiles and checked their line center as well as their width via the full width at half maximum (FWHM). The lower part of Figure 8 shows the results as violin plots for all spectra having the Si mode. The violin plots display the distributions of both fit parameters for each sample where the middle horizontal line represents the median. There is no distinct trend observable with regard to the duration, nevertheless some differences appear. Regarding the peak positions (shown in the lower left of Figure 8), the 5 and 10-h samples with the shortest duration have mainly peak positions larger than 510 cm−1 and smaller than 520 cm−1. A larger spread of center positions can be observed for the 13 and 16-h samples, reaching from 490 cm−1 up to 520 cm−1. The 24-h samples with the longest duration in the electrolysis feature center positions that are again less scattered but are mainly at a lower Raman shift close to 500 cm−1. The Si mode widths (shown in the lower right of Figure 8) for samples electrolysed for 5 and 10-h are on average narrower than those for longer duration samples. The 13 and 16-h samples exhibit wider distributions, while the Si mode widths for the 24-h sample are less dispersed, but larger than those for the 5 and 10-h samples. The observed variations in center position and width suggest that a Si phase with varying degrees of crystallinity could have emerged during electrolysis. Amorphous silicon has a broad peak around 480 cm−1 and depending on the crystalline fraction, it overlaps more or less with the crystalline Si mode at 520 cm −1 resulting in shifts to lower Raman shifts (Kimura and Katoda, 1997; Islam and Kumar 2001). Several studies have investigated the impact of strain and stress on both crystalline and amorphous silicon, and have explored how these influences affect the Raman Si modes (Ureña et al., 2013; Strubbe et al., 2015). However, in order to make conclusive interpretations from our samples and to potentially link the Si mode to the amount of extracted oxygen, further research would be necessary that specifically targets the Si phases.
[image: Figure 8]FIGURE 8 | Investigation of Si Raman mode at 520 cm−1. Top row: Zoom for spectra measured on the 5, 13 and 24-h samples (gray lines), only spectra with a clear Si mode are shown. For comparison, the Si mode measured on a Si wafer with the same set-up is shown in pink. All spectra were normalized to their maximum intensity. Bottom row: Mode fitting results as violin plots where the middle horizontal line represents the median. Left: The center is at higher wavenumbers on average for the 5 and 10-h samples than for the 24-h sample, while a wider distribution for the 13 and 16-h samples than for the others is observable. Right: Also, the broadening indicates variations among the samples: there is again a more extensive spread observed for the 13 and 16-h samples, whereas the Si modes of the shorter duration samples are narrower when compared to those of the 24-h sample.
Finally, we observed the appearance of carbon-related features. Carbonate is identified by the A1g mode of the CO3 polyhedra at 1,085 cm−1 (Dufresne et al., 2018). Graphite is observable in all of the three selected spectra of the 24-h sample shown in Figure 7 by means of the so called D and G modes at 1,370 cm−1 and 1,580 cm−1, respectively. The G mode is the typical E2g mode of sp2 carbon systems due to stretching of C-C bonds while the D mode was named for disorder-induced-mode (Reich and Thomsen, 2004). Graphite is formed as a result of degradation of the graphite anode utilized in the electrolysis process. In the spectrum of the 10-h sample, graphite modes can be observed for the first time, while no graphite spectrum was measured from the 13-h sample. The modes appear quite regularly for the 16 and 24-h samples as expected because of the anode’s gradual degradation over time. The electrolysis focused on the reduction processes and end products obtained from the regolith, rather than on the anodic processes. In real ISRU scenarios, an inert anode will be employed to produce oxygen directly and prevent carbon contamination.
In summary, future studies may need to further investigate the different phases formed during electrolysis, but this study has shown that it is possible to use Raman spectroscopy to detect changes in the samples related to the duration of electrolysis and therefore the amount of oxygen extracted.
4 CONCLUSION
The two separately presented studies show that LIBS and Raman spectroscopy are promising techniques to support ISRU activities. With LIBS we could show the suitability for the detection of enrichments of ilmenite and the potential for elemental quantification. This was possible despite the fact that the used VOILA breadboard model was optimized for the detection of H and O and therefore not including the UV wavelength range where intense Ti and Fe emission can be detected, and furthermore with only limited sensitivity below 450 nm resulting there in noisy data. With an instrument optimized for the UV and lower visible spectral range even better results are expected. On the other hand, with Raman spectroscopy, we could show that a chemical alteration process can be monitored and changes in the sample can be seen. Here, however, the sample set was not ideal to demonstrate the potential of Raman spectroscopy for process surveillance since the metals and metaloxides forming from the lunar regolith simulant are weak Raman scatterers. In this particular use case, Raman spectroscopy seems most useful for the tracking of the primary raw material that enters the oxygen extraction process. Other use cases, where processes observing the extraction of hydrogen and water are monitored, could yield even better results with Raman spectroscopy. In another study (Vogt et al., 2022b), the same samples were measured with the VOILA LIBS setup and promising results for the monitoring of the LIBS O signal are reported. Thus, combining LIBS and Raman spectrocopy can result in a powerful approach for the in-situ characterisation of the lunar regolith and for the online monitoring of the extraction process.
Both studies share the conclusion that it is important to measure multiple positions per sample on the very fine grained and locally heterogeneous lunar regolith. At this point, it is relevant to note that the samples used in this study were prepared as pressed pellets with an even surface. Although geological samples may deviate from this, it should not be an issue if LIBS and Raman instruments have a focusing mechanism to ensure that each measuring point is in the optimal focus, regardless of the possible unevenness of samples. The anticipated sample heterogeneity has already been discussed for the LIBS study, which is why we recommend taking several measurements per sample. The acquisition of multiple measurements allows that statistical approaches can be included in the data analysis chain which are needed for more robust quantitative results. For LIBS we propose rasters with a minimum of 10 points and 20–50 shots per position to obtain also information from some depth. With LIBS, small craters of some mm depth can be obtained in the lunar regolith that could allow the detection of ice in the most shallow subsurface. For Raman analysis and a holistic assessment of the composition of samples, an even bigger raster is suggested in order to allow quantitative estimates from the distribution and number of detections of the measured minerals. In closing, both methods proved useful in their respective applied studies for ISRU applications, showing their potential to contribute to the efforts of achieving sustainable and scientifically fruitful lunar and eventually Martian missions.
Next steps would be the development of setups and breadboards dedicated to specific use cases in the framework of ISRU applications for more detailed investigations and feasibility studies, to include the analysis of space-related effects and to increase the technological readiness level (TRL) of prototypes.
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Molten Regolith Electrolysis, as an in situ resource utilization (ISRU) technology, has the potential to enable the production of oxygen and metallic alloys on the Lunar surface; opening new doors in Cis-Lunar, and eventually Martian space exploration. This research studies the fundamental physics which govern the formation, growth, detachment, and rise of electrolytic bubbles. To this end, computational fluid dynamic (CFD) models were developed and run, to simulate water electrolysis, molten salt electrolysis (MSE), and molten Lunar regolith (MRE) electrolysis across multiple reduced gravity levels. The results demonstrate that reduced gravity, electrode surface roughness (possibly due to surface degradation), fluid properties, and electrode orientation can all affect electrolytic efficiency and possibly even stall electrolysis by delaying bubble detachment. The findings of this research must be considered when designing and operating electrolysis systems at reduced gravity levels.
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1 INTRODUCTION AND IMPORTANCE OF WORK
In the current decade, the National Aeronautics and Space Administration (NASA), other national space agencies, and private companies plan to establish a sustained presence on the Lunar surface. While the exploration plans include crewed missions, a strategic focus in the coming years of Lunar exploration will be on uncrewed missions and operations. These uncrewed mission plans include rovers, autonomous habitats, robotic landers, power-generation stations, and in situ resource utilization (ISRU) systems. In the context of continued robotic missions to Mars and possible crewed missions to Mars, multiphase fluid systems are set to play a pivotal role in the future of spaceflight operations, both on the Lunar and Martian surfaces. A wide range of critical systems are expected to be developed for exploration of the Moon and Mars, including cryogenic fuel management, heat exchangers, microfluidics, phase separators, in situ sample collection and analysis tools, environmental control and life-support systems (ECLSS), and ISRU systems. One area of particular interest to this work is electrolysis systems. Whether it is a basic water electrolysis system or more complex reactions like molten regolith electrolysis (MRE) or molten salt electrolysis (MSE) at high temperatures, many of the fundamental physics and unanswered questions remain. These questions often fall within the broader field of reduced-gravity fluid physics, covering phenomena like bubble growth and detachment, convective heat transfer, or surface-tension driven flows. Reduced gravity fluid physics continues to be an active area of research.
Extensive research has been conducted to study fluid dynamics in microgravity environments; however, our understanding of fluid behavior under the influence of partial gravity, such as the Moon’s 1/6th g or Mars’ 3/8th g, remains limited and poorly characterized. In the familiar 1 g environment on Earth, multiphase fluid behavior is primarily influenced by buoyancy. However, in microgravity, surface tension dominates fluid flows. Thus, understanding the fundamental physics underlying both surface tension and buoyancy is paramount, particularly when it comes to studying fluid systems operating within partial gravity, between microgravity and 1 g. This partial gravity regime includes both the Lunar and Martian gravity levels.
Since nearly the start of the space race, fluid systems operating in reduced gravity have encountered unanticipated problems, sometimes leading to system failures (Kamotani et al., 1996; 1995; 1994a; 1994b; Burgess, 2016). Experiments conducted aboard the International Space Station (ISS) have revealed unexpected issues related to bubble nucleation and transport (Qiu et al., 2000). These issues have manifested as the destruction of microfluidic biological samples, decreased heat transfer in heat exchangers, reduced flow rates in heat pipes, and the formation of bubbles in intravenous medical systems (Chiaramonte and Joshi, 2004; Dhir et al., 2007; Herman, 2013; Burke, 2021). To this day, problems encountered by the ISS ECLSS systems are unable to be replicated in terrestrial laboratories, operating under 1 g conditions (Hurlbert et al., 2004; Burke, 2021).
Reduced gravity fluid behavior has been modeled and experimentally studied by several researchers. Using reduced gravity environments produced by parabolic flights, Kim found that there exists a nonlinear and discontinuous relationship between gravity-level and heat flux of a water-submerged boiling heat exchanger (Kim et al., 2002; Kim and Raj, 2014). Lomax similarly used parabolic flights to conduct a study on water electrolysis at Lunar gravity levels (Lomax et al., 2022). It was found that oxygen-generating water electrolysis is 11% less efficient in Lunar gravity than on Earth (Lomax et al., 2022). Through the development of Computational Fluid Dynamic (CFD) models, Burke identified a power-law relationship between gravity level and bubble volume generated by a submerged orifice (Burke and Dunbar, 2021). Considering the scarcity of experimental platforms capable of simulating partial gravity and the recent expansion of CFD investigations, several unanswered questions remain with respect to partial gravity fluid physics (Pamperin and Rath, 1995; Tsuge et al., 1997; Welch, 1998).
Electrolysis, specifically, has been studied experimentally under variable gravity environments as well. Using parabolic flights and drop towers, water electrolysis in microgravity has been studied by multiple researchers (Mandin et al., 2008; Brinkert and Mandin, 2022). Using experimental parabolic flights, it was found that current density decreases and resistance increases under microgravity, due to the layer of gas bubbles on the electrode (Derhoumi et al., 2013; Lomax et al., 2022). Mandin and others also convey that systems and processes which rely on electrochemical techniques, such as purification or electrodeposition, must consider the effects gravity has on fluid behavior (Mandin et al., 2007; Akay et al., 2022; Brinkert and Mandin, 2022). Past experimental studies have stressed the importance of improved modeling techniques, which can capture the unique fluid transport mechanisms which are prevalent in microgravity (Derhoumi et al., 2013; Brinkert and Mandin, 2022).
Molten regolith electrolysis (MRE) has emerged as a technology of significant interest within the in situ resource utilization (ISRU) community. Its ability to generate oxygen and metallic alloys holds immense importance for Lunar exploration efforts and has even been identified by space agencies and companies as a potential part of the future Cis-Lunar economy (Sibille et al., 2009). While molten salt electrolysis (MSE), an Earth-based MRE analog, has produced viable amount of oxygen, questions of MRE viability remain.
MRE’s viability could be affected by several factors. Not only will these systems typically be expected to operate autonomously for long periods of time, they will also operate in extreme and non-Earth-like environments. With reduced gravity (on the Moon or Mars), comes reduced buoyancy. A reduction in buoyancy leads to lower bubble detachment rates, which could possibly stall electrolysis or reduce its efficiency (Figure 1). In their partial gravity water electrolysis experiments, Lomax observed a larger bubble froth layer on the electrode surface, caused by reduced bubble detachment rates (Lomax et al., 2022). This froth layer increased ohmic resistance and decreased efficiency of the overall system. Derhoumi et al. found similar results in microgravity using parabolic flights (Derhoumi et al., 2013). Unlike water electrolysis, MRE systems have never been tested in reduced gravity environments, due to safety concerns on board parabolic flights. As modeling is still in its infancy, the lack of empirical data in partial gravity represents a critical gap in our understanding of MRE’s performance in the unique Lunar environment. Most researchers are relying solely on Earth-based experiments (operating in 1 g) to determine the efficacy and design of MRE systems, which will eventually be operating in Lunar gravity.
[image: Figure 1]FIGURE 1 | Bubbles forming on an electrode in low gravity (A) and high gravity (B). In low gravity regimes, bubbles may not detach and could stall electrolysis by covering the electrode’s surface. Based on image by Lomax et al. (Lomax et al., 2022), licensed CC-BY-4.0.
The research presented in this work aims to apply several well-established CFD methodologies, such as volume of fluid interface tracking and fluid property/material property variation, in new and novel ways. Modeling a single bubble, in order to study the detailed, fundamental growth and detachment mechanisms has been performed by a limited number of fluid physicists (Fritz and Ende, 1936; Chesters, 1978; Kim et al., 2002; Kulkarni and Joshi, 2005; Burke, 2021; Iwata et al., 2021). After an extensive literature review and prior experience, the authors believe this is the most expansive parameter space, related to the modeling of molten regolith and salt electrolysis. The work presented includes several variations in gravity level, electrolyte, electrode surface roughness, and electrode orientation, with all combinations of parameters being modeled. Finally, due to a lack of experimental platforms in partial gravity, it is common to only model fluid processes in Earth’s gravity (1 g) and microgravity. This work is one of a small collection of studies which present model or experimental results at multiple reduced gravity levels, enabling analysis into the scaling of fluid behavior across gravity levels (Tsuge et al., 1997; Qiu et al., 2000; Di Bari et al., 2013; Kim and Raj, 2014; Burke et al., 2023).
2 METHODOLOGY
2.1 Scope of computational fluid dynamic (CFD) models
The experimental and computational study of bubbles is far from simple. Exhaustive studies remain difficult, complex, and dependent upon factors which cannot typically be controlled. Bubbles which detach from a solid surface are highly sensitive to several interdependent forces and factors. These include: electrode surface properties (including any imperfections or inclusions), bubble-to-bubble interactions, chamber wall effects, and fluid composition (including any contaminants). Empirical and computational bubble studies are also limited by the very small time and length scales over which bubbles form, grow, and detach (Di Bari et al., 2013; Burke, 2021).
When studying bubble behavior and related phenomena (such as electrolysis), a common approach is to simplify and isolate individual bubble parameters and behaviors to model and analyze. In order to understand the fundamental physics affecting bubbles formed via electrolysis and with consideration to limited computational resources, the modeling effort described in this research follows the aforementioned approach.
Therefore, the research presented herein examines the formation, growth, detachment, and rise of oxygen gas bubbles formed via water electrolysis, MRE, and MSE across various gravity levels. To this end, a simplified electrolysis process was modeled. The model includes an individual bubble forming at a single, isolated nucleation site on an electrode. Modeling single bubble growth is a common assumption when studying phenomena such as boiling, electrolysis, and submerged orifices (Cooper, 1982; Di Bari et al., 2013). Although not realistic for an operational electrolysis system, a single bubble nucleation site allows for the careful study of bubble behavior throughout the entire process of bubble formation, growth, necking, detachment, and rise.
2.2 CFD solver
All CFD models developed and presented in this research use OpenFOAM, an open-source CFD toolbox (Greenshields, 2023). Specifically, the interFoam solver, a two-phase, isothermal, incompressible, transient, immiscible, volume of fluid (VOF) solver, was used to develop and run all models. The solver is a VOF, Euler-Euler solver. The VOF method is an efficient free surface modeling method used to track the fluid’s free surface using the concept of volume fraction and immiscible fluids (Hirt and Nichols, 1981; Hamdan et al., 2020). An independent solver then computationally solves the Navier-Stokes equations (Hirt and Nichols, 1981; Heyns and Oxtoby, 2014). All other assumptions of this solver (two-phase, isothermal, incompressible, etc.) are reasonable assumptions for a gas bubble forming and rising in a homogeneous melt.
The interFoam solver uses the below constant-density continuity equation.
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The momentum equation is represented by the interFoam solver by the below equation, where density, surface tension, and curvature are defined in the subsequent equations (Brackbill et al., 1992; Heyns and Oxtoby, 2014).
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Finally, the VOF solver tracks the phase interface using the interphase equation below.
[image: image]
2.3 Model geometry and meshing
Gmsh was used to develop the model’s geometry and mesh. Gmsh is an open source 3-dimensional and 2-dimensional finite-element geometry and mesh generator. The model contained a structured mesh. The geometry primarily includes a fluid chamber (Figure 2). The chamber consists of an electrode (containing the single 2-mm radius bubble nucleation site) on one of the chamber walls and an outlet on the top of the chamber. The chamber dimensions are 15 cm tall by 10 cm by 10 cm. The width of the chamber walls was chosen to be wide enough as to mitigate any wall effects on the bubble’s shape or size during bubble formation and growth (Albadawi et al., 2013).
[image: Figure 2]FIGURE 2 | Diagram detailing the dimensions and geometry of the fluid chamber.
To ensure a satisfactory level of mesh refinement, a simple mesh refinement study was performed (Prakash and Ethier, 2000). The model’s mesh was gradually refined from coarse mesh to highly refined mesh. A standard case was run across all meshes and the bubble volume was measured for each case. The mesh was considered to be sufficiently refined when the bubble volume remained constant, even with increasing mesh refinement. This mesh refinement study is critical to ensuring consistent results, while maintaining computational efficiency (Prakash and Ethier, 2000; Contreras et al., 2002).
2.4 Computational resources
All models were run in parallel across six cores. The runs were conducted using OpenFOAM version 9 on high-performance computing resources at the Johns Hopkins University Applied Physics Laboratory.
2.5 Variables tested
The primary aim of this research was to explore the influence common design choices and environmental factors could have on oxygen gas bubbles formed via electrolysis. Four primary variables were tested by the models: choice of fluid, electrode orientation (Figure 3), electrode surface roughness, and gravity level. Models were developed and run for water, molten Lunar regolith, and molten salt (CaCl2). All liquids were run in 1 g, Martian gravity, and Lunar gravity. The electrode orientation and surface properties were varied across all liquids. Models for water, MRE, and MSE were run with both horizontal (perpendicular to the gravity vector) and vertical (parallel to the gravity vector) electrode orientations. Three electrode surface roughness values were tested: smooth, medium, and rough. Specific values for all variables will be detailed in subsequent sections.
[image: Figure 3]FIGURE 3 | The two electrode orientations which were tested: horizontal (A) and vertical (B).
2.6 Boundary conditions
Standard boundary conditions were used in the model. Wall boundary conditions were used for all chamber walls and the electrode. The wall boundary condition includes conditions of fixed flux pressure and no slip. Using the zero-gradient pressure condition, the outlet was modeled as a fluid open to ambient atmosphere. This ensures that no pressure ever builds up in the chamber as gas bubbles are produced. All parts of the model include an isothermal boundary condition, as well.
The bubble nucleation site was modeled as a gas inlet with a constant and uniform velocity profile. For the horizontal electrode configuration, the inlet is directed vertically into the fluid chamber and is located on the electrode in the center of the chamber. For the vertical electrode orientation, the inlet is located on a vertical electrode and directed horizontally into the fluid chamber. A very low volumetric flow rate (7.16*10−7 m3/s) was chosen for the inlet, to emulate quasi-steady bubble growth.
As mentioned above, the electrode’s surface roughness was varied during this modeling effort. To account for this, an apparent Sessile drop contact angle boundary condition was used on the electrode’s surface. The Wenzel equation below relates the intrinsic contact angle (on a theoretically smooth surface) to the apparent contact angle (on a rough surface) (Wenzel, 1936). As described by the Wenzel relation, the apparent contact angle increases with rougher electrode surfaces (Wenzel, 1936). This is due to the fact that rougher surfaces provide more liquid-solid interfacial area per unit length than a smooth surface (Wolansky and Marmur, 1999; Li et al., 2021). Figure 4 illustrates that liquids are most likely to spread on smooth electrode surfaces. Using contact angle boundary conditions allows for the generalization of electrode material selection, since no material properties are needed as inputs into the model. Using real-world fluid and electrode material properties, actual surface roughness values could be calculated from these contact angle boundary conditions. Although the bubbles never come in contact with the fluid chamber walls, it is important to note that the surface roughness of the fluid chamber walls remained constant at a 40⁰ contact angle.
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[image: Figure 4]FIGURE 4 | The three different electrode surface roughness values which were tested. The surface roughness was modeled via a Sessile drop contact angle boundary condition.
2.7 Physical properties of fluids tested
The physical properties which were used as inputs into the model (either as initial conditions or boundary conditions) were collected from tabulated references. All physical properties used are displayed in Table 1. While it is a limitation of the current model implementation, in order to study the effects of only the variables of keen interest (electrolyte selection, gravity level, and surface roughness), gaseous fluid properties were kept constant for all runs.
TABLE 1 | Physical Properties used as inputs to the CFD model. Major differences are in green.
[image: Table 1]2.8 Post-analysis methodology
All post-processing and model analysis was conducted using ParaView version 5.6. ParaView is an open-source data analysis and visualization software. The primary uses of ParaView in this research included mesh visualization and data collection via visualization and bubble volume measurements.
2.9 Model limitations and assumptions
Multiple simplifying assumptions were made in this model. First, the developed model is a computational fluid dynamic model, not a multiphysics simulation. As opposed to multiphysics models, this CFD model is not able to model the spontaneous nucleation of gas bubbles across several points on the electrode’s surface. Instead, the model was designed to study the formation, growth, spreading, detachment, and rise of a single oxygen bubble from a carefully-placed nucleation site on the electrode. Concentrating on a single gas bubble’s formation, growth, and detachment allows for measurements and physical analysis which would not be possible if dozens to hundreds of bubbles were nucleating and growing at the same time. The lack of multiphysics modeling also means that the precipitation of any metals during MRE is also not able to be modeled.
Beyond the above assumptions, the model assumes uniform temperature fields, thus the model does not resolve the temperature field. The model also assumes homogeneous melts for water electrolysis, MRE, and MSE.
Lastly, the model assumes a constant contact angle boundary condition on the electrode. The constant contact angle boundary condition limits the model in two ways. First, it does not account for any degradation of the electrode, which is likely to occur with time, especially at high temperatures. However, the timescales over which electrode degradation are likely to occur are orders of magnitude longer than the growth and detachment of a single bubble. Thus, this is a fair assumption when using the model to study a single bubble’s growth and detachment. Secondly, the constant contact angle boundary condition limits the model by not modeling the change in contact angle which would result from the applied potential. When a potential is applied to an electrolyte, its surface tension and contact angle with the electrode both decrease. This was first described by Lippmann (Lippmann, 1875). If the electrolytic system was potentiostatic, then the voltage would remain constant and the electrolyte’s surface tension and contact angles would not change with time. However, if the system used a galvanostatic technique, applying a constant current, the potential would increase/decrease as the electrode’s resistance increased/decreased (with changing amounts of bubble coverage). With a changing potential, the electrolyte’s contact angle with the electrode would become time-dependent, affecting the time to detachment and bubble volume at detachment. The model presented in this research assumes a constant contact angle, and thus a potentiostatic electrolytic reaction.
3 RESULTS
3.1 Water electrolysis
Results have been obtained for water electrolysis at 1 g, Martian gravity, and Lunar gravity. The results also include variation in electrode orientation and surface roughness. The results are presented in Table 2.
TABLE 2 | Water electrolysis results across three gravity levels, two electrode orientations, and three electrode surface roughness values. The larger the contact angle value, the rougher the electrode surface.
[image: Table 2]3.2 Molten regolith electrolysis (MRE)
Results have been obtained for molten Lunar regolith electrolysis at 1 g, Martian gravity, and Lunar gravity. The results also include variation in electrode orientation and surface roughness. The results are presented in Table 3. It is important to note that due to limited computational resources, bubbles forming in MRE on very rough electrodes were not observed to detach after dozens of seconds. With longer computational runs, it is expected that the bubbles will eventually detach from the rough electrodes.
TABLE 3 | Molten regolith electrolysis results across three gravity levels, two electrode orientations, and three electrode surface roughness values. The larger the contact angle value, the rougher the electrode surface.
[image: Table 3]3.3 Molten salt electrolysis (MSE)
Results have been obtained for molten salt (CaCl2) electrolysis at 1 g, Martian gravity, and Lunar gravity. The results also include variation in electrode orientation and surface roughness. The results are presented in Table 4.
TABLE 4 | Molten salt (CaCl2) electrolysis results across three gravity levels, two electrode orientations, and three electrode surface roughness values. The larger the contact angle value, the rougher the electrode surface.
[image: Table 4]3.4 Visualization of results
Sample visual representations of the bubble growth, detachment, and rise are displayed in Figures 5–8.
Videos of molten salt electrolysis models at various gravity levels and electrode orientations are available as Supplementary Material.
[image: Figure 5]FIGURE 5 | Visual CFD model results for water electrolysis in Lunar gravity using a horizontal electrode.
[image: Figure 6]FIGURE 6 | Visual CFD model results for water electrolysis in Lunar gravity using a vertical electrode.
[image: Figure 7]FIGURE 7 | Visual CFD model results for MRE in 1 g using a horizontal electrode.
[image: Figure 8]FIGURE 8 | Visual CFD model results for MSE in Martian gravity using a horizontal electrode at times: (A) 0.05 s, (B) 0.15 s, (C) 0.225 s, and (D) 0.25 s.
4 DISCUSSION
4.1 Effects of reduced gravity
For all liquids and electrode properties tested, it was observed that a decrease in gravitational acceleration results in delayed bubble detachment and thus, larger bubble volumes at detachment. A decrease in gravitational acceleration causes a decrease in bubble buoyancy, according to the below equation.
[image: image]
A reduced buoyancy force decreases bubble detachment forces. With lowered bubble detachment forces, bubbles stay attached to the electrode and continue to grow larger in volume for longer periods of time.
The modeling data suggests that bubbles forming in MRE are less dependent upon gravity levels than bubbles forming in MSE or water electrolysis. For the case of the horizontal electrode with medium surface roughness, bubbles detaching in water or molten salt are 3.8 times larger in Lunar gravity than they are in 1 g. For bubbles rising in molten Lunar regolith, however, the detachment volumes are only 2.9 times larger in Lunar gravity than in 1 g.
Of particular interest is the relationship between scaling gravity levels and bubble detachment time/volume. A nonlinear, power-law trend is observed when bubble detachment volume is scaled from 1 g to Lunar gravity. Figures 9–11 display plots, exhibiting the relationship between bubble detachment volume and gravity level for horizontal and vertical electrodes with medium surface roughness. The nonlinear trend exhibited by the models agree well with other research conducted on scaling bubble behavior across variable gravity levels, including submerged orifice bubble growth, boiling, and water electrolysis (Burke and Dunbar, 2021; Lomax et al., 2022).
[image: Figure 9]FIGURE 9 | CFD data for water electrolysis on a horizontal (A) and vertical (B) electrode with medium-surface roughness across all gravity levels tested.
[image: Figure 10]FIGURE 10 | CFD data for MRE on a horizontal (A) and vertical (B) electrode with medium-surface roughness across all gravity levels tested.
[image: Figure 11]FIGURE 11 | CFD data for MSE on a horizontal (A) and vertical (B) electrode with medium-surface roughness across all gravity levels tested.
4.2 Effects of fluid properties
Fluid properties can affect the rate at which bubbles grow and detach from an electrode. As mentioned previously, the physical properties used as inputs into the model are summarized in Table 1. Despite large differences in working temperatures and densities, water and molten salt have relatively similar surface tensions and viscosities. Potentially due to these similar fluid properties, water electrolysis and MSE exhibited bubble detachment volumes and time to detachments in the same order of magnitude.
Molten regolith electrolysis, however, saw bubble volumes and time to detachments at least two orders of magnitude larger than water electrolysis and MSE. The largest differences in fluid properties between these liquids are molten regolith’s very high viscosity, density, and surface tension. With high viscosity and surface tension, bubbles neck, detach, and rise at lower rates.
4.3 Effects of electrode orientation
The orientation of the electrode was observed to effect bubble detachment volume and time to detachment. For all liquids and nearly all electrode surface roughness values, bubbles forming and detaching from vertical electrodes were found to be larger in volume and detach later, compared to horizontal electrodes. At vertical electrode orientations, bubbles appear to spread vertically along the electrode’s surface, due to the upward buoyancy force (Figure 6). As the bubble spreads along the electrode’s surface, its contact area with the surface increases. Surface tension is directly related to bubble contact area (see below equation) and is an attachment force, opposing bubble detachment. Thus, increasing the bubble contact area via spreading would increase the surface tension force (increasing attachment forces between the bubble and electrode) and delay bubble detachment. It must be noted, however, that when several bubbles form on an electrode, instead of single bubble, rising bubbles and bubble-to-bubble interactions are expected to induce early detachment of other surrounding bubbles.
[image: image]
4.4 Effects of electrode surface properties
Surface roughness of the electrode was also observed to effect bubble detachment volume and time to detachment. At high surface roughness values, bubbles were observed to grow larger in volume and detach at lower rates. This is especially true for MRE. In molten regolith, bubbles remain attached to the electrode for extended amounts of time.
Similar to electrode orientation, this trend is hypothesized to be caused by varying amounts of bubble spreading along the electrode surface. At high values of surface roughness, the liquid melt does not spread across the electrode’s surface. The bubble, instead, spreads along the electrode. It has been shown that increased bubble spreading increases the surface tension forces between the bubble and the electrode, delaying bubble detachment (Burke and Dunbar, 2021).
Some surface roughness will always be present on an electrode. A manufactured electrode for instance, no matter how precise the manufacturing process, will have some degree of surface roughness. Surface defects, such as impurities, can also be expected to contribute to surface roughness. Surface roughness does not only come from manufacturing processes, however. When an electrode is used for extended amounts of time in extreme conditions, such as high-temperature molten regolith, its surface typically degrades. This surface degradation could unpredictably cause an increase in surface roughness.
No matter how surface roughness is introduced, a highly rough electrode will allow electrolytic bubbles to spread and remain attached, potentially stalling electrolysis completely. Even if the electrolytic process is not stalled, its efficiency could be negatively affected. As discussed in prior assumptions, if the model is used to predict the electrolytic production of oxygen over long timescales, modifications would have to be made to account for the slow, but significant degradation of the electrode’s surface. A time-variant contact angle boundary condition would most likely be chosen.
4.5 Future work
The results suggest a few gaps which should be investigated by further research and modeling. The model should be improved to a more realistic, operational design. This could include multiple nucleation sites and a larger fluid chamber/electrode. The variable parameter space could also be expanded to include more types molten regolith or other electrode orientations (possibly a 45⁰ angle). Lastly, mitigation techniques could be studied, if determined to be necessary. While electrolysis in Lunar gravity may be a viable form of oxygen production, it is possible that the reduced gravity and other effects discussed above detrimentally limit the efficiency of electrolysis in Lunar gravity. If that is the case, it would be advantageous to study various mitigation techniques. These could possibly include: induced cross flow over the electrode, vibrations, or electrode surface coatings to encourage bubble detachment.
5 CONCLUSION
The results presented by this research convey important insights into electrolysis in reduced gravity. Gravity level affects bubble detachment volume and time to detachment. At reduced gravity levels, bubble detachment is delayed and bubbles continue to grow larger. The relationship between bubble volume and gravity level follows a non-linear power-law trend. This trend emphasizes the importance of considering gravity level when designing and testing systems which rely on multiphase fluid flows. If the system is designed and tested in Earth’s gravity, one cannot expect similar, or even linearly scalable, results in Lunar gravity.
When bubbles spread along an electrode, bubble detachment is delayed. This is due to the fact that when bubbles spread along the electrode, the surface tension force (keeping the bubble attached to the electrode) increases. Bubble spreading can be caused by various factors. Vertical electrodes cause bubbles to spread (due to vertical buoyancy force) more than horizontal electrodes. Rough electrodes also cause increased bubble spreading, due to liquid-solid wetting properties. MRE in particular, is very dependent upon electrode surface properties, particularly surface roughness.
This research provides important insights into the feasibility of electrolytic processes (water, molten regolith, and molten salt) in reduced gravity environments, such as those of the Lunar or Martian surfaces. Molten regolith’s unique physical properties, especially high surface tension and viscosity, causes MRE to produce very large gas bubbles. These bubbles can remain attached and grow on the electrode for so long that electrolysis could possibly be stalled or decrease in efficiency, especially at reduced gravity levels.
This study has identified some characteristics which are important to control and consider, when designing or operating an electrolysis system in reduced gravity. First, the influence of electrode orientation should be taken into account when designing any future electrolysis system. The electrode’s surface properties, most importantly surface roughness, should also be considered. Smoother electrodes will best allow for the release of bubbles. Finally, when designing electrolysis systems, or any multiphase fluid system, expected to operate in reduced gravity, the nonlinear scaling relationship between fluid behavior and gravity level must not be overlooked. Success on Earth does not equate to success on the Moon or Mars.
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Supplementary Video S1 | Model of bubbles forming, detaching, and rising via molten salt electrolysis in 1 g on a horizontal electrode with medium surface roughness.
Supplementary Video S2 | Model of bubbles forming, detaching, and rising via molten salt electrolysis in 1 g on a vertical electrode with medium surface roughness.
Supplementary Video S3 | Model of bubbles forming, detaching, and rising via molten salt electrolysis in Martian gravity on a horizontal electrode with medium surface roughness.
Supplementary Video S4 | Model of bubbles forming, detaching, and rising via molten salt electrolysis in Martian gravity on a vertical electrode with medium surface roughness.
Supplementary Video S5 | Model of bubbles forming, detaching, and rising via molten salt electrolysis in Lunar gravity on a horizontal electrode with medium surface roughness.
Supplementary Video S6 | Model of bubbles forming, detaching, and rising via molten salt electrolysis in Lunar gravity on a vertical electrode with medium surface roughness.
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PROSPECT is a comprehensive payload package developed by the European Space Agency which will support the extraction and analysis of lunar surface and subsurface samples as well as the acquisition of data from additional environmental sensors. The key elements of PROSPECT are the ProSEED drill and the ProSPA analytical laboratory. ProSEED will support the acquisition of cryogenic samples from depths up to 1 m and deliver them to the ProSPA instrument. ProSPA will receive and seal samples in miniaturized ovens, heat them, physically and chemically process the released volatiles, and analyze the obtained constituents via mass spectrometry using two types of spectrometers. Contextual information will be provided by cameras which will generate multi-spectral images of the drill working area and of acquired samples, and via temperature sensors and a permittivity sensor that are integrated in the drill rod. The package is designed for minimizing volatile loss from the sample between acquisition and analysis. Initially developed for a flight on the Russian Luna-27 mission, the payload package design was adapted for a more generic lander accommodation and will be flown on a lunar polar lander mission developed within the NASA Commercial Lunar Payload Services (CLPS) program. PROSPECT targets science and exploration in lunar areas that might harbor deposits of volatiles, and also supports the demonstration of In-Situ Resource Utilization (ISRU) techniques in the lunar environment. PROSPECT operations are designed to be automated to a significant degree but rely on operator monitoring during critical phases. Here, we report the PROSPECT flight design that will be built, tested, and qualified according to European space technology engineering standards before delivery to the lander provider for spacecraft integration. The package is currently in the hardware manufacturing and integration phase with a target delivery to the NASA-selected CLPS lander provider in 2025.
Keywords: prospect, lunar drill, lunar volatiles, sample analysis, mass spectrometry, multispectral imaging, permittivity sensor
1 INTRODUCTION
The renewed international interest in lunar science and lunar resources is generating numerous opportunities for performing scientific experiments and testing in-situ resource utilization (ISRU) technologies on the lunar surface. Water and other volatiles are of particular interest, with the potential for significant abundance of water ice near the lunar south pole suggested by the M3 instrument on Chandrayaan-1 (Pieters, 2009) and confirmed by NASA’s LCROSS mission, which impacted an empty rocket stage into a crater on the lunar surface and identified ice in the ejected plume (Colaprete, 2010). These results, in combination with thermal modeling showing the potential stability of water ice at depth across large portions of the lunar south pole in particular (e.g., Paige and Pieters, 2010; King et al., 2020), have suggested that these regions may be host to a far more significant amount of water than was previously thought. The exact distribution, form, quantity, and origins of any water or hydroxyl are still untested, requiring direct sampling and surface analyses, and these are some of the questions that PROSPECT aims to address.
The PROSPECT package provides a comprehensive set of sample acquisition and handling functionalities as well as multiple types of instrumentation to address science and exploration goals. PROSPECT was initially developed to a preliminary design stage for a flight on the Russian Luna-27 lunar lander (Trautner et al., 2018), and has since then been re-designed, refined and matured to become a more generic payload package suitable for accommodation on different lunar lander platforms. With a strong focus on acquisition of samples containing lunar volatiles that are expected to be found predominantly in lunar polar areas, PROSPECT is designed for flight opportunities to high latitude landing sites. The first flight opportunity is on a mission of NASA’s CLPS program, designated as CP-22, for a landing in 2026. PROSPECT will acquire samples for analysis from the surface down to a maximum sampling depth of 1 m and compile a comprehensive inventory of lunar polar volatiles found in the exosphere, surface regolith, and the subsurface at the landing site. This investigation will be supported by several secondary instruments and sensors that will provide additional data on landing site context and sample characteristics.
2 PROSPECT OVERVIEW
The PROSPECT package consists of two key subassemblies: the ProSEED drill, which supports the acquisition of samples from the lunar surface and subsurface up to a depth of ∼1 m, and the ProSPA instrument, which allows the analysis of acquired samples by means of volatile extraction, gas processing and mass spectrometry techniques. The electrical interface to the lander is provided by the ProSEED Control Electronics Unit (CEU), which connects to the spacecraft’s payload control unit via two power links and a serial data link. ProSEED provides a Positioner Rotation Joint (PRJ) that allows the selection of a drilling site within the constraints of its working area and includes an imaging system and a permittivity sensor for supporting science and to achieve engineering-related objectives like the assessment of operational risks. The drill provides two different sampling mechanisms for acquiring samples of different sizes; the smaller sample type is suitable for the ProSPA instrument. ProSPA consists of two separate subassemblies, the Solids Inlet System (SIS) and the Analytical Package (AP). Samples acquired by the drill are delivered to the SIS, where they are imaged and sealed in miniature ovens before analysis. The SIS functionality is managed by the electronics in the Local Electronics System (LES) in the AP. The ProSPA instrument draws power from the ProSEED CEU and connects to it via a SpaceWire (SpW) link. ProSPA includes two mass spectrometers and a flexible set of functionalities for processing the acquired samples and the released volatiles. High-level control of the PROSPECT package functions, such as data exchange with the host platform and management of command sequences, is provided by the ProSEED CEU, while ProSPA functions are controlled at AP level. The unified interface to the lander simplifies the integration with the platform and allows the synchronization of ProSPA and ProSEED operations without lander interaction, which reduces the complexity of PROSPECT operations and system testing.
PROSPECT is expected to be accommodated on the side of the lander that is facing poleward after landing. This minimizes solar irradiation during drilling and allows keeping acquired samples at minimum temperatures during sample acquisition and sample transfer. A typical configuration for accommodation on a lander is depicted in Figure 1. The relative positioning of the PROSPECT units is governed by some specific constraints that are explained in subsequent chapters.
[image: Figure 1]FIGURE 1 | The elements of the PROSPECT package, schematically depicted in a typical accommodation configuration. Left: ProSEED drill box with External Hold Down Mechanisms (EHDMs) and positioner base tower/rotation joint; center: ProSPA Analytical Package with SIS installed below; right: PROSPECT CEU. The harness connection from CEU to ProSEED drill box and AP is not shown in detail.
2.1 Industrial/academic consortium
The PROSPECT package is developed under a contract from the European Space Agency (ESA). The industrial consortium is led by Leonardo S.p.A. (Italy) who are also developing the ProSEED drill in collaboration with lower-level subcontractors Beyond Gravity (Switzerland, PRJ mechanism), Maxon (Switzerland, actuators), Sener (Spain, DTJ mechanisms), Kayser Italia S.r.L. (Italy, imaging system and EGSE), 3DPLUS/Lambda-X (France/Belgium, camera head), and Astronika (Poland, mechanisms). The ProSPA instrument is provided by key subcontractor The Open University (United Kingdom) in collaboration with lower-level subcontractors Airbus Defence and Space (United Kingdom, thermal design), RAL Space (United Kingdom, electronics and software), Technical University of Munich (Germany, SIS/ISRU technology and permittivity sensor), Max-Planck Institute for Solar System Research (Germany, SIS mechanisms), DIAL (United Kingdom, sample imager) and Leonardo S.p.A. (Utaly, mechanisms) (Italy, mechanisms).
In parallel to the industrial/academic project consortium, PROSPECT science investigations are actively supported and accompanied by a dedicated PROSPECT Science Team, which comprises researchers from several European industrial and academic institutions alongside some US participants.
2.2 Key science objectives and volatile preservation
The key science objective for PROSPECT is the detection and characterization of lunar polar volatiles in surface and subsurface samples. In this context, the preservation of volatiles in acquired samples up to the analysis stage is among the main challenges for PROSPECT.
When a volatile-bearing sample is acquired, the mechanical acquisition by the ProSEED sampling tool implies a first potential loss of volatiles due to thermal interaction with the temperature-controlled hardware. During extraction of the sample from the subsurface and up to delivery to the ProSPA instrument an additional volatile loss occurs. Another potential volatile loss is expected during the period from receiving the sample in the SIS up to sealing the sample in the oven. Finally, the leakage of oven seals and valves up to and during the gas analysis in the AP also imply a potential loss of volatiles. It is possible and necessary (but non-trivial) to model the losses for these operational steps in order to reduce the overall measurement error on volatile quantity in the sample; related work to investigate this in more detail is supported by separate ESA contracts.
The effect of volatile loss is illustrated in Figure 2. The upper solid line (black) leading from pristine sample (left side) to the point of sample analysis (right side) indicates the loss of volatiles from the sample during the acquisition, transfer, sealing and analysis stages. The blue line leading back from measurement result to derived sample volatile content makes use of volatile loss models. The dashed blue lines depict the error bars for the derived volatile content resulting from Mass Spectrometer (MS) measurement error and volatile loss modeling errors.
[image: Figure 2]FIGURE 2 | Qualitative depiction of the impact of sample volatile loss on measurement accuracy and volatile detection limits.
The quality of volatile loss modeling is also important for the instrument’s volatile detection limits, as the detection limit of the spectrometers (determined by noise and background levels) is amplified by the volatile loss that is incurred up to the point of measurement. This is depicted in the lower curve in Figure 2. The sensitivity limit for volatile detection can be derived from the MS noise level and the reconstruction of the incurred volatile loss. The resulting error for the detection limit is derived from the combined modeling errors for the individual volatile loss stages.
Key requirements for reducing volatile loss include keeping the sample temperature as low as possible and minimizing the time spent from sample acquisition to sample sealing. These constraints are influenced by multiple factors including achievable mechanism speed, drill-regolith interaction (friction, conductive heat transfer), shadowing of drilling site, drill rod and SIS, thermal interface and accommodation aspects, and related operational approaches. The volatile loss varies for different molecular species, as their isotopic fractionation is also temperature dependent; as a result the volatile loss needs to be limited to ensure accurate measurements (Mortimer et al., 2018). These factors need to be taken into account for volatile loss modeling.
For PROSPECT, volatile loss can be minimized by several means. First, allowing the drill tool to cool down after drilling and before sample acquisition limits the drill tip temperature and related desorption of volatile content in the sample. Second, it is beneficial to design (on lander level) for a sufficiently low SIS interface temperature, ideally around −50 °C and not exceeding 0 °C during surface operations. Third, choosing an appropriate SIS cooldown period before a sample is delivered will allow the ovens to reach an appropriate temperature for sample reception. Furthermore, the time between sample transfer to the oven and sample sealing is affected by the choice of the oven on the carousel; some ovens imply a shorter or longer transfer time depending on their relative positions on the rotary mechanism. Finally, the acquisition of accurate temperature information for the hardware elements involved in the sample handling and transfer will support volatile loss modeling. As a result, considering these factors will enable an appropriate level of volatile preservation and an improved science return from interpreting the obtained measurement data.
2.3 Technical interfaces
Table 1 provides a summary of key interface and functional aspects.
TABLE 1 | Key interface and sample acquisition characteristics of the PROSPECT Package.
[image: Table 1]While the basic technical interfaces of the individual PROSPECT sub-units (ProSEED box, CEU, ProSPA AL and SIS) are well defined, the details of their accommodation on a lander depend on the selected platform. This will however not affect the basic performance of the PROSPECT package as long as the baseline accommodation requirements are met.
2.4 ProSEED
The ProSEED main subassemblies consists of Drill and Positioner (whose main task is the sample collection, transportation, and delivery of collected samples to ProSPA) and Control Electronics Unit (CEU) which houses the electronics controlling the whole PROSPECT package. In terms of instrumentation the key subassemblies are the ProSEED Imaging System IS (used to acquire images and videos during lunar surface operations) and the ProSEED permittivity sensor which provides both science and engineering data. Additional hardware includes the ProSEED Harness (connecting the CEU with the other units) and the ProSEED Multi-Layer Insulation (MLI) that serves as thermal insulator for the ProSEED package. The following paragraphs describe the main ProSEED subassemblies and the integrated instrumentation.
2.4.1 ProSEED CEU
The ProSEED CEU is the ‘brain’ of the overall PROSPECT package and provides the electrical (power, data) interfaces to the platform and to the ProSPA instrument. It controls the ProSEED drill mechanisms, acquires data from a range of sensors, and handles telecommands (TC) and telemetry (TM) for the ProSPA instrument. The CEU acts as the data buffer not only for ProSEED data sources (ProSEED housekeeping data, drill telemetry, ProSEED Imaging System science and housekeeping data, permittivity sensor data) but also for all ProSPA data. It supports generic lossless data compression (CCSDS 121) and lossy image compression (CCSDS 122) on PROSPECT science data and on parts of the housekeeping data, prevents failure propagation to the platform, and provides important FDIR functions. The CEU provides high levels of power for the drill and for ProSPA. Power and data interfaces are non-redundant in the baseline implementation, but a redundant option is supported by the hardware design. The PROSPECT CEU is closely based on a similar unit developed in ESA’s ExoMars project (Vago et al., 2017) and is designed as a highly reliable system.
2.4.2 ProSEED drill and Positioner
The ProSEED drill consists of a drill box of considerable size (over 1.7 m in vertical height), and several mechanisms supporting the drill positioning and drilling functions. The drill box is a carbon fiber based construction which encloses the key drilling mechanisms, and which also interfaces externally to the rest of the Drill and Positioner unit (see Figure 3).
[image: Figure 3]FIGURE 3 | ProSEED drill box and main subassemblies. MLI is not shown in this depiction.
The bottom end of the drill box includes the mounting position for the ProSEED imaging system (see 2.4.3) and a set of brushes in contact with the drill rod for reducing dust ingress into the box.
The drill rod includes the sampling tool (shown in detail in Figure 4), a device developed by the PROSPECT prime contractor Leonardo, which is capable of collecting 2 dry or icy samples of different sizes and physical-mechanical properties in a single sampling operation. This has been successfully tested during PROSPECT Phase B+ via a dedicated test campaign with representative lunar regolith simulant in cryogenic conditions and with variable water content up to saturation.
[image: Figure 4]FIGURE 4 | ProSEED sampling tool design. The sampling device used for acquisition of ProSPA samples is a push tube (left: retracted, middle: deployed). An additional sampling mechanism is provided for higher volume samples (right side, shown without drill rod tube) which allows acquisition of larger volumes of loose sample material. Both sample types are acquired while drilling; the push tube remains extended after sample acquisition until sample delivery, while for the larger sample the auger is retracted after acquisition to contain the sample within the drill rod until delivery.
The drill rod also includes the PROSPECT permittivity sensor which provides information on subsurface material dielectric constant and also supports the direct detection of medium to high quantities of water ice in the regolith.
There are critical requirements defining the relative positioning of the ProSEED drill and the ProSPA SIS, as the capability of the SIS to compensate for drill rod misalignment during sample transfer is limited and the relative positioning needs to meet the requirements after application of launch, landing, and deployment loads over an extended temperature range.
The sampling tool and permittivity sensor are accommodated at the end of the drill rod, which itself interfaces near the top of the drill box with the Mandrel. The Mandrel provides the rotational torque which is transmitted to the drill cutting face by the drill rod. Working alongside the Mandrel is the Drill Translation Joint (DTJ), consisting of a geared mechanism in the base of the box which rotates a lead screw coupled with an interface nut on the Mandrel, and which provides the vertical thrust for advancing the drill cutting face down into the lunar surface. The DTJ is also used for overall translation of the drill rod, e.g., in retrieving the sample from the subsurface, and in positioning the sampling tool for sample transfer to the ProSPA SIS.
Supporting the drill rod within the drill box is an Internal Hold Down Mechanism (IHDM) which, together with other preloads and launch constraints, ensure the drill rod and its mechanisms can sustain the launch vibration.
A Positioner Rotation Joint (PRJ) is attached externally to the drill box and connects it, via a Positioner Base Tower, to the lander platform. The PRJ provides a rotational ‘horizontal’ degree of freedom, for choosing and accessing different drilling sites along an arc of approximately 90°, and for positioning the drill above the ProSPA SIS for sample delivery.
Before surface commissioning, the Drill box is also attached to the lander platform with two dedicated External Hold Down Mechanisms (EHDMs) which ensure the overall Drill and Positioner can sustain the launch environment. These EHDMs are then released during the surface commissioning phase, from which time the PRJ can rotate the drill box along the working area arc.
2.4.3 ProSEED imaging system
The ProSEED Imaging System (IS) will provide high resolution and multispectral images before, during and after the drilling activities. It can acquire 10 fps video in support of capturing the drill-regolith interaction and for monitoring purposes. In terms of science, the imaging system allows to investigate the mineralogy of surface and subsurface materials by means of multispectral imaging in a spectral range from 451 to 970 nm. It also supports PROSPECT operations verification and Public Relations objectives by provision of images and video. It allows witnessing the delivery of samples and an assessment of the positioning accuracy of drill tip vs. SIS inlet.
For multispectral imaging, an Artificial Illumination Unit (AIU) provides illumination in six spectral bands based on high power Light Emitting Diodes (LEDs), see Table 2. The LEDs are arranged in a Bayer-type pattern shown in Figure 5, and their beam angles are selected such that the decrease of the quantum efficiency of the IS detector towards higher wavelengths is partially compensated in order to achieve a sufficient signal-to-noise ratio at the FOV center for all wavelengths.
TABLE 2 | Key characteristics of the drill-integrated instrumentation.
[image: Table 2][image: Figure 5]FIGURE 5 | ProSEED Imaging System (IS) design (left) and LED spectral channel arrangement (right). The IS is mounted to the drill box via a set of dampers (depicted in red) for reducing mechanical loads during launch, EHDR release, and drilling.
Due to power limitations, the optical power output of the AIU is not sufficient to perform high S/N multispectral imaging in the presence of direct sunlight. It is therefore important to ensure that relevant parts of the scenes of interest (such as parts of the cuttings cone) are in shadow when the imaging system is employed for this science investigation. This can be enabled by sunshields provided by the lander, and by selecting the drilling location according to the local time and the shadows cast by the lander, drill rod, and cuttings cone.
A color calibration target is also provided; its accommodation is foreseen at the base of the SIS where it can be imaged periodically when witnessing sample deliveries.
2.4.4 ProSEED permittivity sensor
The ProSEED permittivity sensor (Trautner et al., 2021a) is accommodated in the rod of the ProSEED drill as illustrated in Figure 6. It allows to sense the dielectric properties of the surrounding materials via the emission of an extremely low Frequency (ELF) alternating current (AC) signal through a small electrode. Apart from the capability to detect water ice, it measures regolith density and porosity of the subsurface and the drill cuttings that are transported upwards along the auger. This supports the estimation of sample mass from the sample volume measurements performed by ProSPA’s SamCam (see 2.5.1). Measurements can be taken either at distinct drilling depths and drill rod angular positions, or in the context of a horizontal scan where multiple measurements are taken at a specific depth, with the drill rod being rotated by a small angle between subsequent measurements.
[image: Figure 6]FIGURE 6 | ProSEED drill rod (front part) and permittivity sensor accommodation.
Performing multiple horizontal scans at equidistant depths allows the compilation of an electrical subsurface image, which provides information about permittivity trends with depth, the distribution of rocks embedded in the subsurface in proximity to the drill rod, and about the presence of subsurface ice within the sensor’s detection limits. The sensor also allows to assess the size of the gap between drill rod and borehole wall, and provide inputs to the assessment of operational risks. A prototype of the permittivity sensor has been tested successfully in cryogenic conditions, demonstrating the capability to detect water ice at temperatures around −130 °C (Trautner et al., 2021a). Further optimizations of electrode design and data processing techniques implemented for the flight model design are expected to lead to a detection limit for ice concentrations of < 1wt% at regolith temperatures around 125 K. Some key characteristics of the sensor are summarized in Table 2.
2.5 ProSPA
ProSPA comprises two physical units–the Solids Inlet System (SIS) that contains a number of single-use sample ovens on a rotary carousel together with a sample imager (SamCam) and an oven sealing mechanism, and a miniaturized Analytical Package (AP) incorporating elements for volatile processing, two mass spectrometers, and associated ancillary and control systems. Both units are connected by a harness and by the gas transfer pipe which is heated during operation. The SIS requires a mounting position that provides alignment of the ProSEED drill tip with the SIS sample inlet for enabling the transfer of acquired samples. The separate arrangement of SIS and AP allows provision of a separate thermal interface for the SIS to operate at low temperature and therefore minimize the loss of volatiles during sample handling, whereas the AP unit and its embedded electronics operate at more conventional (warmer) hardware temperatures. The AP can be mounted at some distance to the SIS, but with constraints for the maximum gas transfer pipe length, resulting harness mass, and SIS radiator field of view clearance. The functions of both AP and SIS are managed by software running on the processor of the Local Electronics System (LES) that is embedded in the AP. ProSPA is controlled by telecommands routed to the LES by the ProSEED CEU. All data generated by ProSPA is initially buffered in the LES and forwarded to the ProSEED CEU for further processing, data compression and storage. The overall architecture of ProSPA is depicted in Figure 7. The following chapters describe the instrument’s SIS and AP subunits.
[image: Figure 7]FIGURE 7 | ProSPA functional diagram showing internal subunits: SIS (bottom left, blue box) and AP elements (green boxes): Gas Processing System (center), EGA/ITMS (top left), MSS (top right), and LES as well as legenda (black box, right side).
2.5.1 Solids inlet system
The Solids Inlet System (SIS) provides the necessary functions for receiving a sample from the ProSEED drill, measuring the sample volume, sealing the sample in one of its ovens, and performing controlled release of volatiles from the sample via heating of the sealed oven. Additional functions include the optical characterization of the samples in the spatial and spectral domains, cooling of the ovens for minimizing sample volatile loss, and temperature measurements for controlling the volatile release and for aiding volatile loss modeling. Figure 8 illustrates the SIS design.
[image: Figure 8]FIGURE 8 | ProSPA Solids Inlet System design (MLI cover and connections to AP not shown).
Samples obtained from the lunar surface or subsurface by ProSEED are delivered to the SIS via a sequence of steps. First, the drill rod is positioned above the SIS delivery position. The drill tip is lowered slowly, allowing the alignment collet (a funnel-like device that has a rotational degree of freedom (DOF) at an angle to the ProSEED rotational joint DOF) to adjust to the drill tip position. ProSEED is continually adjusting the drill rod position using information from a lateral force sensor while moving downwards. The SIS collet assembly is connected to a position sensor; position information is fed back to ProSPA to align the oven position with the collet position. Once drill, collet and oven are aligned the push tube which contains the sample is retracted while the drill rod is moving downwards, and the sample is discharged into the target oven. The carousel assembly in the SIS allows accommodation of up to 25 ovens; an option to replace one oven by a SamCam calibration target may be chosen for missions where utilization of all ovens is considered unlikely due to mission constraints. After sample delivery, the carousel is rotated to place the sample-containing oven under the SamCam imager (Murray et al., 2020) to confirm the presence of a sample, determine its reflectance spectrum in a range from 450 to 970 nm, and enable an estimation of the sample volume via plenoptic imaging (see example image in Figure 9). Then the target oven is rotated to the Tapping Station (TS) position where an actuator is used to seal the oven to a pipe that runs to the AL. The quality of the seal is an important factor for volatile preservation; the chosen material (polytetrafluoroethylene) allows reliable sealing also in the presence of lunar dust and up to temperatures of 322 °C reached at the seal interface. To achieve the required thermal gradient between the heated zone inside the oven (up to 950 °C) and the seal at the top of the oven, various detail design features are incorporated to minimize heat transfer through conduction and radiation.
[image: Figure 9]FIGURE 9 | ProSPA SIS oven (left), SamCam image of oven (center), and SamCam optical filter characteristics (right).
As the SIS is radiatively cooled, a cool-down phase is required after each sample analysis to allow the thermal energy released in the SIS during sample heating to dissipate and radiate away, so the SIS and specifically the ovens are cold enough once the next sample is delivered. Depending on lander accommodation constraints, this cooldown phase may take between 2 and 16 h. Good shadowing of the SIS unit from solar illumination and a low SIS interface temperature will allow to minimize the cool-down time.
2.5.2 Analytical package
The purpose of the AP is the comprehensive characterization and analysis of volatiles and other gases released from the samples in terms of quantity and molecular and isotopic composition. Additional functions allow the demonstration of ISRU processes by reduction of the sample (mainly the FeTiO3 and FeO content) in the presence of hydrogen.
In support of these functionalities the AP provides a range of hardware elements illustrated in Figure 10 which are controlled by ProSPA’s Local Electronics System (LES) that provides the power and data interface to the ProSEED CEU.
[image: Figure 10]FIGURE 10 | ProSPA Analytical Package Design (cover panels and MLI not shown). The spectrometers and their frontend electronics are accommodated close to the LES (pink) and are depicted in green (MSS) and dark grey (EGA/ITMS). GSS and GPS elements are accommodated between the two spectrometers and under the cold finger baffles.
The AP is connected to the SIS via a heated gas transfer pipe which leads to a hot manifold interconnecting various AP subassemblies. During operations, the temperature of hardware elements exposed to released volatiles is kept at ∼100°C–120 °C to prevent condensation. The hot manifold is part of the Gas Processing System (GPS) that is equipped with temperature and pressure sensors and is connected to 2 cold fingers (radiatively coupled to space to support accumulation of volatile species under temperature control, and used for removal or separation of volatiles via cryogenic methods), temperature-controlled Platinum-Carbon and Copper Oxide reactors, and a Getter vessel. Together, they support the physical and chemical processing of volatiles into species suitable for isotopic analysis. The manifold is also connected to an expansion volume, the Evolved Gas Analyzer (EGA, including an Ion Trap Mass Spectrometer), and a Magnetic Sector System (MSS, that includes a Magnetic Sector Mass Spectrometer). Both the EGA and MSS are connected to a Gas Supply System (GSS) that provides reactants and calibration gases in pressure vessels with a volume of 2 mL under pressures of up to 50 bar. They are connected via pulse controlled low throughput Piezo Valves (patented by the OU). Available consumables include CO2, a mixture of noble gases, N2, H2, and a CO/H2 mixture; these gases are used for calibration purposes, for supporting the gas analysis, and–in the case of H2–for the ISRU demonstration. The expansion volume and the spectrometers are connected to space via vent/exhaust openings that allow to purge these systems and allow analyzed volatiles to escape to space during or after spectrometer measurements.
After delivery of the sample to the SIS, sealing of the oven by the Tapping Station, establishing readiness of the AP for operation and conditioning of the hot manifold and gas transfer pipe to operational temperature, volatiles are extracted from the sample through heating the sealed oven in specific modes to accomplish a variety of analyses. In case of high amounts of volatiles in the sample, the expansion volume in the hot manifold can be used to sub-divide the quantity of released volatiles by the volume ratio of manifold and expansion volume. Depending on the intended investigation, the sample or sample gas can be processed using cold fingers, reactors, or a getter vessel, before the resulting gas is routed to the spectrometers. After analysis, the gases leave the spectrometers into the vacuum of space through the exhausts.
The main analysis techniques supported by ProSPA are Evolved Gas Analysis (EGA) and Stepped Pyrolysis or Combustion. For EGA, the sample temperature is increased steadily at a constant rate of ca. 6 K/min. Volatile molecules enter the EGA manifold and are routed to the ITMS sensor compartment directly or via a capillary depending on the gas pressure. In the ITMS sensor neutral species may be ionized through interaction with a beam of electrons released by thermionic emission from a resistively heated wire filament. Ions are trapped within the specifically configured electric field and are ejected towards an electron multiplier detector in order of increasing mass-to-charge (m/z) ratio. The output of the detector as a function of time constitutes a mass spectrum and is reported as part of science telemetry. In addition to analysis of inorganic species, the ITMS also provides operational modes which support the analysis of organic compounds via their molecular fragments.
For stepped pyrolysis/combustion, volatiles are released from the sample in a sequence of fixed temperature steps in vacuum or in presence of supplied oxygen. Data on released gases is collected for a typical duration of 30 min at each step. The resulting sample gas can then be routed to the Magnetic Sector System. The core sub-system of the MSS is the Magnetic Sector Mass Spectrometer which allows measurements of isotope ratios. In order to achieve good isotopic measurements over a range of sample sizes the instrument can operate in two modes: dynamic and static. In dynamic mode the mass spectrometer’s exhaust is open to space (via the associated gate valve). Sample and reference gases from the GPS enter a change-over valve through capillary leaks which switches one of the gases into the mass spectrometer whilst the other leaks into vacuum. Switching the change-over valve switches the gases which are entering the mass spectrometer and vacuum, thus allowing rapid comparison between the sample and reference gases. This measurement approach allows good isotopic precision (∼0.1‰) but requires μmol quantities of sample gas. In static mode, the mass spectrometer is sealed by closing the gate valve and the entire sample enters the mass spectrometer for analysis. Following analysis, the mass spectrometer is evacuated, and the procedure repeated for the reference gas. Since practically the entire sample gas enters the mass spectrometer and is available to be ionized and analyzed for a long period of time, static analysis gives the greatest sensitivity (∼nmol quantities of sample gas). However, this comes at the cost of reduced isotope precision (∼1‰) as the gas pressure reduces during the analysis and it is not possible to make a contemporaneous comparison with the reference gas. Furthermore, static analysis is only suitable for gases which are not modified (destroyed or chemically changed) by being in contact with the hot electron emitter filament. Therefore, only species such as noble gases, CO2, CO, N2 and CH4 are suitable for static analysis.
The choice of using either dynamic or static analysis method depends on the type of gas sample, the available quantity of sample gas, and the desired accuracy and sensitivity for the intended investigation.
Table 3 shows the basic characteristics of the ProSPA AP mass spectrometers and the measurement requirements applicable for these instruments.
TABLE 3 | ProSPA mass spectrometer characteristics and measurement performance requirements.
[image: Table 3]The demonstration of in-situ Resource Utilization (ISRU) assumes the presence of oxygen-bearing minerals such as Ilmenite (FeTiO3) in the sample and has been successfully demonstrated in the laboratory (Sargeant et al., 2020). The sample is reduced by exposing it to a suitable reactant, and heated to temperatures of ∼900°C–1,000 °C. In ProSPA, the supplied reactant is H2 which is stored in the GPS. For the ISRU demonstration, a suitable quantity is supplied to the hot manifold and sample gas pipe to expose the sample. The oven is then heated close to maximum temperature (950 °C) for several hours, and the resulting water vapor is trapped via a cold finger. Once the reaction phase is complete, the trapped gas is analyzed via the EGA subsystem.
The ISRU demonstration can be performed on a sample that has already been analyzed before, so it does not require use of a precious pristine sample. In fact, a completely outgassed sample is desired for performing the ISRU demonstration, as volatiles and mineral decomposition products could negatively impact the reduction process (limited water extraction yield) or complicate the interpretation of the gas products. Depending on the mission lifetime and available resources, the demonstration may only be performed on a small number of samples due to the time and energy required.
2.6 PROSPECT experimental concept validation
The general design concept of the PROSPECT package has been tested and validated ahead of the PROSPECT CDR via a series of experimental test campaigns that encompassed all key subassemblies.
For ProSEED, a Demonstration Model (DM) has been built and tested successfully in representative materials in a cryogenic environment. Gas concrete, brick layers, and mixtures of NU-LHT-2M lunar regolith simulant, small rocky inclusions and water (up to a water ice content of ∼10 wt%) have been drilled successfully up to a depth of 1 m at temperatures down to < -150°C, followed by cryogenic sample acquisition and sample delivery to representative hardware. All robotic elements (PRJ, DTJ, mandrel, sampling mechanisms) have been experimentally proven in that setup. HDRM prototypes have been tested separately. A flight-like ProSEED imaging system model has been built and demonstrated multispectral imaging and video capability on targets including rock samples. It also successfully passed a thermal test campaign that included exposure to temperatures as low as −100 °C. Testing of the permittivity sensor has been explained in section 2.4.4. and (Trautner et al., 2021b).
For ProSPA, a Bench Development Model (BDM) has been assembled and used to execute the key sample processing and analysis steps foreseen to be performed by ProSPA. Oven models, valve prototypes, reactor vessel and other key hardware have been tested in this setup and also separately for proofing their key performances. Development models of the ITMS and magnetic sector spectrometers have been assembled and tested with prototype electronics in support of finalizing the flight designs. An ITMS sensor and related flight electronics that are closely resembling the ProSPA design have been developed for the EMS spectrometer (Trautner et al., 2021b) and successfully tested in space during the Astrobotic M1 lunar mission. For the SIS, lower-level prototypes and a flight-like Engineering Model (EM) have been assembled and tested for proofing the concepts and for supporting the development of the final flight design. Figure 11 shows a number of PROSPECT hardware elements that were utilized for the experimental concept validation.
Once the PROSPECT qualification hardware is assembled, it will be used to execute flight-like operations in representative environments and for proving the compliance to all PROSPECT performance requirements. The data acquired during these test campaigns will enable further publications on the detailed performances of the robotic and scientific performances of the PROSPECT flight design and its subassemblies. The present paper is intended to serve as an anchor point for future publications on test results and on the results of the actual PROSPECT mission as part of the CP-22 lander payload.
[image: Figure 11]FIGURE 11 | PROSPECT Engineering Model (EM) hardware. Left: ProSEED drill box with fully extended drill rod. Center top: ProSEED drill box including Imaging System, mechanical interface elements (PRJ, EHDMs) and harness in fully functional configuration. Center bottom: SIS EM during assembly, showing alignment collet, Tapping Station, and carousel with first oven installed. Right bottom: SIS SamCam during a calibration campaign. Right top: ProSEED CEU. Right center (2 images): ProSEED Imaging System; the 630 nm LEDs are activated in the upper image.
3 PROSPECT OPERATIONS PLANNING
The operations planning for the PROSPECT package is highly dependent on the constraints posed by the target mission. For missions that support lunar night survival a very flexible operations approach that fully exploits all capabilities of the various instruments can be employed, and a cautious operations plan that retires operational risks step by step can be supported. For short-lived missions that span only a single lunar day, a highly automated approach using a more modest number of pre-validated operations sequences is advisable. This allows to maximize the number of samples that can be acquired and processed within the short mission lifetime but reduces operational flexibility and implies acceptance of higher operational risk. In the following chapters we present our baseline approach for the more challenging short-lived mission type. This should be understood as a baseline concept that needs to be adapted to an actual set of mission constraints.
3.1 Mission constraints
The baseline assumptions for a lunar polar landing site without lander night survival include the availability of a 10 Earth-day long window for spacecraft surface operations between landing and nightfall. This timeframe typically includes vehicle post-landing checks, propulsion system passivation, initial battery charging, payload commissioning and operations, as well as system safeing and lander passivation before lunar night. Payload operations are therefore expected to face significant constraints in terms of available resources. In addition to limitations on time, power and energy available to payloads, the spacecraft also imposes constraints on data rates and data volumes for commanding and telemetry downlink. An efficient planning of coordinated payload operations and resource utilization is therefore paramount for optimizing mission success and for maximizing the scientific return. The following paragraphs summarize the key PROSPECT operations phases and their specific requirements; the related resource requirements are provided in Table 4.
TABLE 4 | PROSPECT operations resource requirements.
[image: Table 4]3.2 Checkout and commissioning activities
The possibilities for checkouts of payload systems during cruise are usually constrained; typically, limited functional checks will be conducted during transfer and/or in lunar orbit. Among the desirable checkout activities for PROSPECT are thorough functional checks of the electronics systems (CEU and LES) and operations of the ProSEED sensors and instrumentation, as well as activation of the ProSPA spectrometers. The goal is to confirm nominal function of all systems that do not depend on electromechanical or deployment systems to confirm their nominal condition after launch, and – for ProSPA - to obtain a first assessment of instrument signal background and spacecraft outgassing levels, which are important factors for subsequent science data analysis.
After landing, the successful commissioning of the PROSPECT package is a necessary pre-requisite for executing the science mission. Commissioning will include the same functional checks performed during cruise; however, in addition all deployment means (internal and external HDMs) will be activated and all mechanisms will be moved through their kinematic envelope as far as feasible without active drilling. During the execution of these functional checks, sensors and instrumentation will be employed as needed for acquiring data that supports the selection of the most suitable command sequences for initial operations. For ProSEED, this will include acquisition of multispectral images of the drill working area, images of the IS calibration target, images supporting the verification of post-landing drill-SIS alignment, calibration/noise level measurements for the permittivity sensor, and acquisition of environmental data including level of straylight and subsystem temperatures. The imagery will also allow to assess the level of dust deposition during the landing event. This data will be used for assessing the general situation and geology of the landing site, selecting the first drilling location, adjusting the IS exposure time, adjusting durations of mechanism warmup periods, and for selection of permittivity sensor measurement duration. For ProSPA, repeating the ProSPA spectrometer checkouts performed in orbit will provide information on the evolution of spacecraft outgassing after the cruise checkout, and on contamination from landing phase combustion products and from vented fuel. A bakeout of the AP, performed with activated spectrometers, will gradually reduce the background level caused by the presence of contaminants within the laboratory manifolds and allow to characterize the residual background. The SIS will be commissioned by releasing the carousel launch lock, actuation of the carousel and TS mechanisms, and taking images of the SamCam calibration target. Once bakeout is completed, resources permitting, an empty oven (called a “blank”) may be imaged, rotated to the TS and sealed. The blank is then processed using a default analysis sequence in support of system calibration and further background characterization. Commissioning of PROSPECT is complete as soon as the nominal function of all systems, sensors, instruments, and mechanisms has been confirmed, and all data necessary for selecting and adjusting the command sequences for initial nominal operations has been obtained.
3.3 Nominal PROSPECT operations
After successful commissioning, nominal operations can commence. While the basic sequence of activities for PROSPECT is well established, the lander platform and mission design including related constraints (power and energy availability, communication architecture and uplink/downlink windows, link latency and bandwidth, illumination and thermal conditions at the landing site and specifically in the drill working area) have a significant impact on the sequencing and timing of PROSPECT operations. For these reasons the operations concept presented here must be seen as a template that needs to be adapted to a specific mission environment.
After power is applied to PROSPECT, first housekeeping data and a boot report are generated and transmitted to the lander as part of essential telemetry. After loading the application software, PROSPECT is ready for executing ad hoc or pre-validated operations sequences. Initial activities typically include the warmup of mechanisms and other subsystems (IS) to bring them above minimal operational temperature and allow their engagement without delay via nominal operations command sequences. At least during initial operations, operator checkpoints are maintained for checking the boot report, for confirming the successful completion of the warmup phase, and for other points where operational risks need to be assessed. The first drilling location is pre-selected based on images acquired during the commissioning phase, and drilling is initiated in either power-limited, force limited, or constant speed mode. During drilling, depending on available resources, the drill may be stopped periodically (typically every few cm drilling depth) to allow the IS to acquire multispectral images of the drill cuttings. At depths beyond 40cm, the permittivity sensor is engaged after the IS before resuming the drilling activity. The depth for acquisition of the first sample depends on the scientific context of the landing site but is generally expected to be from a shallow depth that is deep enough to avoid the surface contaminants deposited by the spacecraft and landing process (combustion products, vented fuel, outgassing products). Subsequent samples are then expected to be acquired from multiple depths down to the maximum depth of 100 cm (ref. Table 1), adding up to a complete vertical survey. Before a sample is acquired, the drilling activity is stopped in order to allow the sampling tool to cool down for a typical period of 10–20 min. This allows to reduce the volatile loss during sample acquisition.
The ProSPA package is initialized at a suitable time after ProSEED power-up and before sample acquisition by ProSEED. As for ProSEED, boot software and application software are loaded, automatic checks are performed, and their results are reported in essential telemetry. SIS systems and mechanisms are warmed up, the selected oven is placed below the sample delivery position, and the system awaits the start of the sample transfer procedure.
For sample acquisition, ProSEED first implements a partial (few mm) retraction of the drill rod within the borehole and then extends the sampling tool’s push tube and proceeds to drill to a depth that ensures the push tube is filled to an adequate level. The sample is not actively retained in the push tube but is held in place by adhesion and friction forces. After acquisition, the sample is extracted from the drill hole, rotated over to the SIS, and the sample transfer procedure commences. The drill (via the PRJ) and the SIS (via the DOF of the alignment device) have degrees of freedom that are approximately orthogonal at the sample delivery position, and a software-controlled alignment procedure ensures the correct position of the ProSEED drill and simultaneous position of the target oven at the sample delivery position in the SIS. The sample is transferred via simultaneous downward movement of the drill rod and retraction of the push tube, leading to the discharge of the sample (which may be in solid or fractured form) into the oven.
After sample transfer, the target oven is first rotated under the SamCam, where multispectral and 3D images are acquired before the oven is positioned under the TS and the oven is sealed.
The ProSEED drill is then retracted to clear the alignment device and rotated back to the drill’s default position. On some occasions, the movement may be stopped after clearing the SIS for taking multispectral images of the IS calibration target that is accommodated at the base of the SIS. The drill is then stowed, outside the FOV of the SIS radiator, until the next sample acquisition is initiated.
After the sample is sealed in the ProSPA oven, volatile extraction and analysis can commence, a process expected to take several hours depending on the chosen analysis method. During this process, the carousel and SIS temperatures increase because of the energy spent heating the oven. As the conductive coupling of the SIS to the environment is minimized by design to allow nominal operation also in a warm interface environment, cooling of the SIS after an extraction process happens almost exclusively via radiative cooling. This results in an important operational constraint and highlights the importance of the thermal interface design aspects for enabling efficient operations.
The bulk of the data volume generated by PROSPECT consists of science data. After generation by the instruments and compression by the ProSEED CEU this data can be released for transmission by telecommand. Data processing, compression and the bulk of the data transmission is typically performed while ProSPA is processing the acquired sample. This allows to power down the PROSPECT package soon after completion of the sample analysis by ProSPA.
4 SUMMARY AND CONCLUSION
PROSPECT is a comprehensive payload package for subsurface sample acquisition and analysis of volatiles and other gases in lunar environments including polar areas. It includes the ProSEED drill, capable of acquiring samples from up to 1 m depth, and the ProSPA instrument which is dedicated to the extraction and analysis of volatiles from acquired samples. ProSEED also includes a multispectral imager, a subsurface permittivity sensor, and a set of additional sensors for acquisition of engineering and auxiliary data. ProSPA includes an analytical laboratory and two mass spectrometers, as well as a multispectral sample imager. PROSPECT supports vertical surveys at multiple drilling locations within its working area. The ProSPA instrument is capable of extracting volatiles from samples via heating and supports volatile analysis with respect to molecular species and isotopic composition. The built-in capabilities of the analytical laboratory for volatile storage, separation and processing further enhance the package’s capabilities. ProSPA is also capable to demonstrate the thermal-chemical reduction of a sample with hydrogen to produce water/oxygen as a first in-situ small-scale proof of concept for ISRU processes. The PROSPECT package provides some flexibility for accommodation of its subunits on different types of landers and is compatible with mission durations of 1 lunar day or more. PROSPECT has been selected as a key payload for the CP-22 mission of NASA’s Commercial Lunar Payload Services program and is expected to significantly enhance the understanding of the distribution, origin and behaviour of volatiles in lunar polar areas.
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The establishment of a permanent lunar base is the goal of several space missions, such as NASA’s Artemis program. The feasibility of a lunar base is highly dependent on the supply of clean water, which can be recycled within the life support system or extracted in-situ on the Moon. Contamination of the water by lunar dust is an unavoidable problem due to the fact that lunar dust covers the entire surface and has adhesive properties as well as a very fine particle size. It is therefore important to study and characterise water contaminated by lunar dust in order to develop a safe water supply system. We combined existing studies on the dissolution behaviour of lunar regolith in aqueous solutions and performed dissolution experiments ourselves. We conducted dissolution experiments using the Lunar Highland Dust simulant from Exolith Lab (Orlando, United States), which resembles the Apollo 16 regolith and thus the terrain of the suspected Artemis landing sites. Our dissolution experiments investigate the effects of the dust to solution ratio, the aqueous solution used (ultrapure water and 5.5 buffer), the short exposure time (2 min up to 72 h), the dissolved oxygen in the solutions and the particle size of the simulant. As a result, this study provides a characterisation of lunar dust contaminated water and compares the results with the World Health Organization (WHO) and NASA requirements for drinking water. For all test batches, the lunar dust contaminated water exceeds the requirements for pH, turbidity and Al concentration.
Keywords: lunar dust, lunar dust solubility, lunar dust dissolution experiments, lunar raw water, ISRU water treatment
1 INTRODUCTION
In future lunar habitats, the contact between lunar dust and water in its liquid form will be unavoidable, as described in the In-Situ Resource Utilization (ISRU) Gap Assessment Report (ISRU Gap Assessment Team, 2021) and the Dust Mitigation Gap Assessment Report (Dust Mitigation Gap Assessment Team, 2016). On the one hand, lunar dust with its adhesive properties and very fine particle sizes [about 20 wt% of the bulk regolith is [image: image] 20 µm (Liu and Taylor, 2008)] covers the entire surface of the Moon (Crotts, 2011). On the other hand, water is the most important resource for astronauts as well as for propellant production. Water can be brought from Earth or extracted in-situ, as water deposits on the Moon have been identified by space exploration missions such as Chandrayaan-1, Lunar Crater Observation and Sensing Satellite (LCROSS) and Lunar Reconnaissance Orbiter. Possible contamination pathways described in the In-Situ Resource Utilization (ISRU) Gap Assessment Report (ISRU Gap Assessment Team, 2021) and the Dust Mitigation Gap Assessment Report (Dust Mitigation Gap Assessment Team, 2016) include lunar dust entering in-situ extracted water hardware operating on the dusty lunar surface, as the dust could reduce the effectiveness of seals. This can also be applied to all other water-bearing systems. Another way in which dust can enter water systems is during the cleaning process of dust-contaminated spacesuits. The problems caused by lunar dust in future lunar habitats are also described in the Gap Assessment Reports. For example, lunar dust can clog instruments, pipes and valves in the water recovery subsystem and have a negative impact on active chemical and biological water recovery components. If water is contaminated by lunar dust it cannot be used as feed water for proton exchange membrane (PEM) electrolysers to produce oxygen and hydrogen, as deionised water is required. Dissolved ions from lunar dust are not only a problem for hardware, but also for drinking water, which must meet high quality standards to avoid adverse effects on human health. For these reasons, it is important to study and characterise water contaminated by lunar dust to enable a safe water supply system within a lunar base.
Keller and Huang (1971) studied the ion release of an Apollo 12 (mare area) sample into deionised water, carbon dioxide CO2-charged water, 0.01 M acetic acid and 0.01 M salicylic acid. These different solutions were used to determine the reaction of lunar material with solutions related to weathering processes on Earth. In parallel, experiments were carried out with powdered basalt and tektite (of approximately the same grain size as the Apollo 12 sample) to compare the results with the Apollo 12 dissolution experiments. The pH, as well as Si, Al, Fe, Mg, Ca, Na, K, Mn, Ti, Cr, Zn, Cu, Sr, and Ba, were analysed over a period of up to 81 days. Rapid ion release was observed within the first 3 days, and after 81 days the dissolution of the Apollo samples, basalt and tektite all approached equilibrium (except for tektite in CO2-charged water, acetic and salicylic acid, and Si from basalt dissolving in acetic acid). All dissolution experiments show a parabolic curve for dissolved ions over time. The ion release from the lunar dust was much higher in organic acids than in deionised water, with the following order of major dissolved elements Si[image: image]Al[image: image]Mg[image: image]Fe[image: image]Ca[image: image]Na[image: image]K. In this study, the dissolution behaviour is depending on the aqueous solutions and solid material composition.
Eick et al. (1996a) investigated the effects of pH (3, 5, and 7) and citric and oxalic acids on the dissolution kinetics of a synthetic lunar basaltic glass. In addition, Eick et al. (1996b) conducted similar dissolution experiments by using a lunar Mare simulant MLS-1 (Minnesota Lunar Simulant, similar to Apollo 11 Mare soil) and demonstrated the influence of the mineral composition on the ion release. The dissolution of Si, Al, Fe, Mn, Ca, Mg, Ti, and Cr ions was studied over a period of up to 365 days for the glass simulant and 172 days for MLS-1. Both the glass simulant and MLS-1 showed an increase in ion release with decreasing pH. The order of ions released from the glass simulant at pH 3 and 5 was Al[image: image]Ca[image: image]Mg[image: image]Fe. At pH 7 the release of Ca and Mg was similar and Al and Fe were below the detection limit of the Inductively Coupled Plasma (ICP) emission spectrometry. Dissolution of MLS-1 resulted in a released ion order of Fe ≈ Mg[image: image]Si[image: image]Al[image: image]Ca. Comparing the results of the citrate and oxalate acids, ion release is higher in the citrate solution and increases with increasing organic acid concentration for both simulants used.
Cooper et al. (2011) tested the effect of fluid on lunar regolith by conducting experiments using Apollo 14 (highland area) samples and water, isopropanol and pH 4 buffer. The mixtures were analysed for dissolved Si, Ca, Al, Mg, Fe, S, Ti and it was found that of all the ions analysed, Ca was released the most in all solutions. The dissolution experiments showed that the major elements of plagioclase particles were the most affected by dissolution in water, and only negligibly dissolved by isopropanol. In water, the order of elements released from the Apollo 14 sample is Ca[image: image]Mg[image: image]Si[image: image]S[image: image]Fe[image: image]Al[image: image]Ti.
The experiments described show that ion release depends on the simulant/Apollo sample composition and on the aqueous solutions. On the one hand, the order of ion release in the studies was dominated by the bulk composition of the samples, i.e., the solubility of the mineral components, and on the other hand, the concentration of the released ions was influenced by the aqueous solutions used (e.g., pH, organic acids). The complexity of the dissolution processes does not allow a general statement about the ion concentration present in regolith-contaminated water. For this reason, we conducted dissolution experiments with the Lunar Highland Dust simulant from Exolith Lab (Orlando, United States), which is similar to the Apollo 16 regolith. The Apollo 16 terrain is described as similar to that considered for the Artemis landing sites, a feldspathic highland terrain, and thus a possible region for future lunar habitats (Kumari et al., 2022). For the treatment of water contaminated with lunar dust in lunar habitats, even short contact times are relevant. Our experiments therefore focused on short contamination times ranging from 2 min to 72 h. For the aqueous solution, we used ultrapure water, because in ultrapure water the influence of other ions present in the solution can be excluded, and a buffer solution of pH 5.5 to compare experiments without considering the effect of pH. We also investigated the effect of dissolved oxygen in the solution, which is unavoidable in terrestrial conditions. Therefore, experiments were run in a nitrogen glove box with O2 outgassed solutions. As contamination by very fine particles is expected, the effect of the particle size of the simulant used was also investigated. In summary, we investigate the effect of exposure time, the aqueous solution used (ultrapure water vs. buffer solution), the simulant to solution ratio, dissolved oxygen in the solutions, and the particle size of the lunar simulant on the dissolution behaviour. Additionally, this work combines the results of existing studies on the dissolution behaviour of lunar regolith in aqueous solutions with our own dissolution experiments. We compare our results with those of Cooper et al. (2011) using a real Apollo lunar highland sample. The study concludes with a characterisation of lunar dust-contaminated water in terms of possible water purification steps.
2 MATERIAL AND METHODS
2.1 Solid materials
In this study we used the Lunar Highland Dust Simulant (LHS-1D) and the Lunar Highlands Simulant (LHS-1) from Exolith Lab (Orlando, United States) because of their similarity to the main chemical components of the average Apollo 16 regolith (Stockstill-Cahill et al., 2021). Tables 1, 2 show the composition of the LHS-1D and LHS-1 simulants. They have the same chemical and mineral composition as reported in the January 2021 Exolith Lab datasheets.
TABLE 1 | Chemical composition of LHS-1D and LHS-1 simulant.
[image: Table 1]TABLE 2 | Mineral composition of LHS-1D and LHS-1 simulant.
[image: Table 2]The LHS-1D simulant has a mean particle size of 7 µm with a range of [image: image]0.04 µm–35 µm. The LHS-1 simulant has larger particles with a mean particle size of 60 µm and a range of [image: image]0.04 µm–400 µm.
2.2 Aqueous solutions
The experiments were conducted with two different aqueous solutions, ultrapure water and a buffer solution. We used ultrapure water with a resistivity of 18 MΩcm (ROTISOLV HPLC Gradient Grade). The initial pH of the ultrapure water after contact with the laboratory atmosphere was 5.5–5.7 due to the dissolved CO2 from the air, which forms carbonic acid. The buffer solution with a pH of 5.5 ± 0.1 was prepared by separately dissolving 2.86 µL of acetic acid (C2H4O2, 100% Suprapur, Millipore) and 26.978 g of ammonium acetate (NH4CH3COO, reagent-grade, Honeywell) in 1 L of ultrapure water and finally mixed to produce 2 L of pH 5.5 ± 0.1 buffer solution.
2.3 Experimental procedure
First, 250 mL of the aqueous solution were filled into high-density Polyethylene (HDPE) wide-mouth bottles. The regolith simulant was then weighed, added to the aqueous solution and placed directly on an overhead shaker. Simultaneously, the time measurement and the overhead shaker were started, by mixing at 20 RPM. After specific times, 2 min, 15 min, 30 min, 1 h, 12 h, 24 h, and 72 h, the over-head shaker was stopped and approximately 10 mL sample was taken with a graduated pipette and centrifuged at 6000 RPM for 10 min. A sub-sample was taken for pH measurements before the sample was filtered with a polytetrafluorethylene 0.45 µm syringe filter to prepare for the elemental concentration analysis. In a final step, the elemental concentrations of the following nine elements were measured by inductively coupled plasma optical emission spectrometry: Al, Ca, Fe, K, Mg, Mn, S, Si, and Ti. Table 3 summarises the different parameters of the test batches. In addition to the use of two different simulants and aqueous solutions, two ratios of simulant dry weight in grams to solution volume in millilitres were tested (1:100 and 1:500). All test batches with LHS-1D were conducted firstly under 20°C and Earth atmosphere and secondly in a nitrogen glove box with oxygen degassed solutions to mimic the lack of an oxygen-containing atmosphere on the Moon. For quality assurance, all test batches were run in duplicate and a blank of each solution was analysed. The experimental procedure is based on the guidelines of Kerschmann et al. (2020) and Stewart et al. (2013).
TABLE 3 | Test batch parameters of lunar regolith dissolution experiments.
[image: Table 3]2.4 ICP-OES and ICP-MS analysis
The elemental concentrations of the following elements were determined by inductively coupled plasma optical emission spectrometer (ICP-OES, Perkin Elmer, Optima 8300 DV): Al (analytical wavelength: 396.153 nm), Ca (317.933 nm), Fe (238.204 nm), K (766.490 nm), Mg (285.213 nm), Mn (257.610 nm), S (181.975 nm), Si (251.611 nm), and Ti (334.940 nm). Each sample was measured three times to check the reproducibility of the analysis. The ion concentrations of Fe, Mn, and Ti of test batches 2.1, 2.2, 3.1, 3.2, 4.1, and 4.2 were also determined using inductively coupled plasma mass spectrometry (ICP-MS, Perkin Elmer, NexION 300 D) due to its low concentration. For both techniques, concentrations were determined via external calibration against standards with known concentrations and checked for accuracy by quality control standards with known certified concentrations. The ICP-OES and ICP-MS analysis were performed by the Central Laboratory TUHH, Hamburg, Germany. Test batches 1.1 and 1.2 were measured by ICP-OES in the laboratory of the Geochemistry and Hydrogeology Group, Faculty of Geosciences, University of Bremen.
2.5 Turbidity measurements
Turbidity, a measure of relative liquid clarity, of test batches 1.1, 1.2, 5.1, and 5.2 was measured after 72 h mixing time using a TB 211IR turbidimeter (Tintometer). The turbidimeter measures the extent to which light is either absorbed or scattered by suspended particles in the solution. For each turbidity measurement 11 mL was taken directly from the 250 mL wide-mouth bottles. If the turbidity was above the measuring range, a 1:11 dilution was made. The measuring range of the turbidimeter is 0.01–1100 NTU.
3 RESULTS
3.1 Ion concentration
The measured ion concentrations in mg L−1 and the pH for each test batch are given in tabular and graphical form in the Supplementary Material.
All experiments dissolving the LHS-1D simulant showed a parabolic release of Si, Al, Ca, Mg, and K within 12 h. After 12 h, the release of ions decreased and approach constant values. Using a buffer solution, the release of Fe and Mn also showed a parabolic behaviour within 12 h. For all test batches, no statement can be made about the release of Ti ions, as more than 50% of the samples are below the detection limit of 10 μg L−1. The same applies to the dissolved Fe ions in ultrapure water with a detection limit of 20 μg L−1. The results of the experiments performed in the nitrogen glove box and in ultrapure water differ from those performed under terrestrial atmosphere. No Al was detected in test batches 3.1 and 3.2, because the samples were not acidified and stored for more than 4 weeks before being analysed by ICP-OES, causing Al to precipitate in the solution. In addition, the parabolic release described above was also observed for Mn in test batches 3.1 and 3.2, which was additionally analysed by ICP-MS, which has a lower detection limit. In the case of a measurable release of S (test batches 1.1, 3.1, and 4.1), the values remained approximately constant.
For the dissolution of LHS-1D in buffer solution, the order of ions in the solution is Ca[image: image]Si[image: image]Al[image: image]K[image: image]Mg[image: image]Fe[image: image]Mn. The order in ultrapure water is similar, but with a change in the order of Al and Si (test batch 1.1) and of K and Mg (test batch 3.1).
Using the LHS-1 simulant, the released Ca ions showed a parabolic behaviour within 12 h and then a constant value. In test batch 5.1 the released Al ions also showed a parabolic behaviour, but over 72 h without reaching a constant value. The order of ion concentrations in the solution is Ca[image: image]Al. No statement can be made about the Si, Fe, Ti, Mg, S, Mn, K, and Al (test batch 5.2) ions released because the ICP-OES detection limits were not reached.
3.2 pH of solution
The rapid release of ions during the first 2 minutes to 1 hour is also shown by the increase in the pH of the solution (Figure 1). The comparison of the pH values of the two different ratios shows that the pH value of the 1:100 ratio is on average 0.5 higher than the pH value of the 1:500 ratio, due to the higher ion concentration at a ratio of 1:100. The initial pH of the O2 degassed ultrapure water is 4.4 and 4.5, rising to 6.2 after 2 min. The pH after 72 h is 7.0 (1:100) and 6.7 (1:500).
[image: Figure 1]FIGURE 1 | pH over time for the ratios 1:500 and 1:100 LHS-1D in ultrapure water with and without dissolved oxygen (test batches 1.1, 1.2, 3.1, and 3.2).
3.3 Turbidity of the solution
The turbidity caused by LHS-1D (test batch 1.1 and 1.2) is higher than by LHS-1 (test batch 5.1 and 5.2) in ultrapure water. The ratio, 1:100 results in a higher turbidity than 1:500. The turbidity in NTU of LHS-1D and LHS-1 are given in Table 4.
TABLE 4 | Turbidity of LHS-1D and LHS-1 in ultrapure water.
[image: Table 4]Photographs of the turbidity samples in the cuvettes of the turbidimeter are shown in Figure 2. The samples are arranged from left to right in order of decreasing turbidity.
[image: Figure 2]FIGURE 2 | Turbidity samples, from left to right: LHS-1D 1:100, LHS-1D 1:500, LHS-1 1:100, and LHS-1 1:500.
4 DISCUSSION
4.1 Interpretation of results
The detected ion concentrations in milligrams per litre (mg L−1) were converted to the release of ions from the simulant into the solution per gram of solid material/simulant (mg g−1solid). This conversion allows the comparison of test batches with different simulant to solution ratios. The elements for which 50% of the measured concentrations are below the detection limit are not included in the graphs. For clarity, the ion release of the elements is split into two plots so that the points of released ions do not overlap and a zoom to the first hour is also provided within the graphs.
4.1.1 Comparison of 1:100 and 1:500 simulant weight to solution volume ratios
The following plots (Figures 3, 4), compare the 1:500 and 1:100 ion release from the LHS-1D simulant into ultrapure water and buffer solution.
[image: Figure 3]FIGURE 3 | Release of ions from LHS-1D into ultrapure water over time for 1:500 and 1:100 ratios (test batch 1.1 and 1.2). (A) Release of Ca, K, and S ions. (B) Release of Al, Si, and Mg ions.
[image: Figure 4]FIGURE 4 | Release of ions from LHS-1D into buffer solution over time for 1:500 and 1:100 ratios (test batch 2.1 and 2.2). (A) Release of Ca, K and Fe ions. (B) Release of Al, Si, Mg, and Mn ions.
For all elements detected, the release of ions into ultrapure water (Figure 3) was higher at the 1:500 ratio. As no statement can be made about the release of S for the 1:500 ratio, a comparison of the two ratios is not possible.
The release of ions in the buffer solution (Figure 4) of the two ratios can be considered equal, except for the elements Al and Si. The experiment with the 1:500 ratio shows after 72 h a release of Al and Si ions of 0.7 mg g−1solid higher than for the 1:100 ratio.
In all four test batches, the most released ions from the simulant are Ca, Al, and Si. These are also the elements that are present in anorthosite and glass-rich basalt, the main components of the simulant. Also the experiments of Cooper et al. (2011), using a sample from Apollo 14, showed that the ion that is released the most from the sample is Ca. A noticeable difference between the ratios can only be observed in ultrapure water. The more solution is used per simulant, the more ions are dissolved per gram of simulant. These can be attributed to saturation effects of the solution inhibiting dissolution reactions on the grains. When the pH is kept constant by using a buffer solution, this difference is not observed (except for Al and Si). This suggests that the release of Al and Si ions is more dependent on the other ions already dissolved in the solution. The experiments in buffer solution show that in an acidic solution (pH = 5.5) the ion release of the individual elements is higher than in the ultrapure water, which is also the result of Eick et al. (1996a,b) and Cooper et al. (2011). The order of the dissolved elements is not changed by the use of the buffer solution, but Fe and Mn ions are dissolved, which could not be detected in ultrapure water.
4.1.2 Effect of dissolved oxygen
Only the comparison between the O2 degassed and non-degassed buffer solution is shown in Figures 5, 6, as the use of the buffer solution negates the effect of the different initial pH of the solutions. Figure 1 shows the different initial and final pH values of O2 degassed and non-degassed ultrapure water. The solutions have been degassed with CO2 and therefore more carbonic acid is formed in the degassed solution, reducing the pH.
[image: Figure 5]FIGURE 5 | Release of ions from LHS-1D into O2 degassed and non-degassed buffer solution over time for 1:100 ratio (test batch 2.1 and 4.1). (A) Release of Ca, K, Fe, and S ions. (B) Release of Al, Si, Mg, and Mn ions.
[image: Figure 6]FIGURE 6 | Release of ions from LHS-1D into O2 degassed and non-degassed buffer solution over time for 1:500 ratio (test batch 2.2 and 4.2). (A) Ca, K, and Fe ion release. (B) Al, Si, Mg, and Mn ion release.
The comparison between the test batches shows that a O2 degassed buffer solution effects the release of Ca and Fe ions. After 72 h the released Ca ions into the degassed buffer solution are 0.14 mg g−1solid (1:100) and 0.23 mg g−1solid (1:500) higher than into a non-degassed buffer solution and the released Fe ions are 0.11 mg g−1solid (1:100) and 0.37 mg g−1solid (1:500) higher. The differences between the other ions released are negligible, as can be seen in Figures 5A, B. At this stage, these observations cannot be attributed to a specific dissolution mechanism, as no other studies are available. Due to the higher release of Fe and Ca in O2 degassed water, these concentrations must be critically questioned in experiments conducted under terrestrial conditions. Especially, if the results are used for water purification tests within the ISRU process chain. In-situ extracted water will not contain dissolved oxygen as in the Earth’s atmosphere. For life support systems, these results can be neglected if the water treatment will take place in an oxygenated lunar habitat atmosphere.
4.1.3 Effect of particle size
Figure 7 compares the release of ions from the LHS-1D and the LHS-1 simulant into the buffer solution. For comparison the results of the 1:100 ratio and buffer solution is used, as for this ratio the most elements where detectable and the effect of a changing pH can be neglected.
[image: Figure 7]FIGURE 7 | Al and Ca release from LHS-1D (mean particle size = 7 µm) and LHS-1 (mean particle size = 60 µm) in ultrapure water over time of test batch 2.1 and 5.1.
LHS-1 and LHS-1D have the same bulk composition but a different mean particle size. By comparing ion release in buffer solution and the same ratio, the only changing parameter is the particle size. Using LHS-1 in buffer solution results in no dissolved Fe, K, Mg, Mn, S, Si, and Ti ions, while using LHS-1D these elements are present in the buffer solution from the first extraction time. Figure 7 shows that the use of LHS-1D results in a higher release of Ca and Al ions with an increasing difference over time. The percentage difference after 72 h of LHS-1D and LHS-1 Ca release is 79% and Al release is 193%. This proves that particle size and ion release are related. As smaller particle sizes expose more surface area to the aqueous solution, more ions are released from the lunar regolith particles into the aqueous solution over time.
These results are consistent with the findings of Eick et al. (1996a), where rapid ion release is also explained by the “higher free energy” of fine grains, i.e., a high surface area. All our test batches showed the fastest release of ions within the first hour, which can also be explained by the fact that the fine grains of the simulant dissolve first, before the dissolution decreases, and can be described as more linear, typical of a surface controlled reaction.
4.2 Experiment-based assumptions for water purification
Water in future space habitats is more likely to be contaminated by fine regolith particles than by larger particles. In addition, the comparison between the LHS-1D and LHS-1 simulants showed that more ions are released at finer particle sizes, making the LHS-1D experiments the worst case. For this reason, only the LHS-1D simulant experiments are discussed below. When comparing the ion concentrations in mg L−1 after 72 h, test batch 1.2 (1:500, ultrapure water) represents the best case, i.e., low ion concentration in the solution, and test batch 2.2 (1:100, buffer solution) the worst case. These two cases are compared in Table 5 with the limits given in the World Health Organization (WHO) Guideline for Drinking Water Quality (World Health Organization, 2018), the NASA Human Integration Design Handbook (HIDH) (NASA, 2014), and the NASA Advanced Life Support Requirements Document (NASA, 2003).
TABLE 5 | Comparison of released ion concentration, pH, and turbidity with WHO and NASA requirements for potable water.
[image: Table 5]Test batch 1.2, the best case, does not meet the requirements for Al concentration, pH, and turbidity. In the worst case batch 2.1, Ca, Fe and Mn are also exceeded. For batch 2.1 it can also be assumed that turbidity will be above 1,000 NTU, even if not measured in buffer solution (cf. batch 1.1 with 9,862 NTU). It is not possible to say whether the limits for sulphur have been exceeded as the total S concentration was measured by ICP-OES and not the specific compounds. Both the best and worst cases exceed WHO and/or NASA requirements and will need to be treated. The first step is to remove the particles to meet the turbidity limits. Possible methods include filtration and sedimentation/flotation. Then, in both cases, the Al concentration needs to be reduced. That the release of Al from lunar regolith into water causes problems, is also shown by Paul et al. (2022). In their experiment, they grew plants in Apollo lunar regolith and showed that the plants expressed genes related to aluminium toxicity. The worst case test batch 2.1 showed that Ca, Fe and Mn also need to be removed. In conclusion, treatment steps are necessary to remove ions, e.g., distillation, reverse osmosis or ion exchange.
Another use of water in a space habitat is to split it into O2 and H2 by electrolysis. The feed water for electrolysers is usually Type I or Type II water according to the American Society for Testing and Materials (ASTM) ASTM (2017). The conductivity of Type I is defined as [image: image]0.056 μS cm−1 and Type II as [image: image]1 μS cm−1. This means that almost all ions have to be removed from the water, which is a more complex treatment than meeting WHO and NASA standards.
In summary, the experiments showed that water contaminated with lunar dust contains dissolved ions from the LHS-1D simulant within a few minutes, that the pH of ultrapure water increases immediately, and that turbidity increases up to 1000 NTU. Even at a ratio of 1:500, the limits of WHO and NASA guidelines are exceeded. It is also difficult to predict the concentration of the released ions in the water, as this is highly dependent on the water matrix, the pH, the particle size, and the amount of lunar dust dissolved in the water. Since the simulant used in these experiments resembles the terrain of possible future lunar habitats, the results can be used as a basis for development and testing of water purification processes for ISRU and life support applications, as well as experiments on plant growth and habitat construction.
4.3 Outlook
For a better characterisation of lunar dust contaminated water extracted in-situ on the Moon, the volatiles measured by the LCROSS mission (Colaprete et al., 2010) should be taken into account. Volatiles present in the aqueous solution will alter the pH and therefore the dissolution behaviour of the lunar regolith. In addition to improving the dissolution experiments, the simulant used can also be refined by adding nanophase (3–33 nm) Fe0 particles. These nanophase Fe0 are embedded in a thin rim of SiO2-rich glass (Loftus et al., 2010) and can alter the dissolution behaviour. An indication of this is provided by the study of Wallace et al. (2010), which shows an increasing production of hydroxyl radicals in correlation with the presence of nanophase Fe0 in the solution. For analysis of the dissolution experiments, the water samples should be tested for a wider range of ions and also for compounds. It is recommended to determine the concentration of S2− compounds, which is specified in the NASA Advanced Life Support Requirements Document as 0.05 mg L−1, and to analyse Cl, SiO2 and Na, as these are requirements for electrolysis feed water set by ASTM.
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Given the increasing relevance of lunar activities, the location selection for in situ resource utilisation (ISRU) facilities is necessary for identifying the most suitable configuration during mission planning. To gather information about the dominant location dependencies, a scenario is established wherein an ISRU product is exported to an orbital depot and its mass costs are used for classification. In the selected scenario, oxygen is produced in an ilmenite reduction plant and subsequently exported to the lunar gateway via an oxygen–hydrogen fuelled launcher operated in a round-trip to refuel oxygen at the lunar surface and hydrogen at the lunar gateway. This showed that the transport cost variations could be avoided entirely or have a recessive influence on the mission’s total costs over an extended period of time, such as 20 years. The identification of the top-10 most optimal locations for various resolutions was altered only slightly upon consideration of flight costs as compared to considering only the ISRU factors; this indicates the insignificance of flight cost dependencies for the analysed case.
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1 INTRODUCTION
The Moon and its currently unused resources hold great potential in terms of economics and development for the human presence. A large collaborative field study by Kornuta et al. (2019) showed that an undertaking of this magnitude is technologically feasible, which was presented in a commercial architecture. In contrast to Kornuta et al. (2019), who focus on the water ice in the permanently shadowed regions near the poles as the sources of hydrogen and oxygen via electrolysis, oxygen may also be obtained through extraction from regolith. This involves downsides as oxygen is only one component of the propellant and requires large machinery for regolith handling; however, the opportunities are vast as oxygen is abundantly available in regolith, with a combined weight percent of up to 45% as measured from the Apollo return samples (Papike et al., 1982). This oxygen is bonded to various elements, which is where an extraction method such as hydrogen reduction of ilmenite that focuses on a single specific bond is an effective procedure for processing. Therefore, propellant production need not be restricted to the polar regions, especially when a fully robotic in situ resource utilisation (ISRU) plant is feasible on the lunar surface without the requirement of life support systems and their water resources. Optimisation can therefore be based on the process factors to pick the most optimal location globally. Accordingly, the goal of this study was to identify the significance of two types of process factors, namely ISRU efficiency and transport efficiency. In the case where one of these influences is deemed insignificant, prioritisation is provided for future mission analyses for similar scenarios.
2 MATERIALS AND METHODS
The influences are determined using an example scenario in which both the ISRU hardware costs and flight costs can be combined within a joint model, through which comparisons may be drawn using the mass costs as the central unit. The example scenario comprises an ISRU oxygen plant on the lunar surface and an orbital fuel depot to which a comparable launcher delivers and consumes the produced oxygen, while the consumed hydrogen is supplied externally.
2.1 ISRU efficiency
When the optimal location is chosen on the basis of the highest ISRU efficiency, the entire production line has to be inspected first for location-dependent factors. These factors include raw material concentration, solar irradiance, temperature, flat surface conditions, and further scenic requirements. Here, the production method is decisively sensitive to the location-dependent factors. One of the prominent extraction methods used is the hydrogen reduction of ilmenite, as already been demonstrated by Sargeant et al. (2020). In this process, the chemical bonds of FeTiO3 are broken down by hydrogen, as shown in Eq. (1); the resulting water is then electrolysed, from which the hydrogen is fed back so that the net reaction leaves pure oxygen.
[image: image]
Hydrogen reduction of ilmenite is chosen as the production method for analysis, which is expected to have high dependency on the raw material concentration; therefore, there is strong location dependency owing to the inhomogeneity of ilmenite distribution. An alternative extraction method would be molten regolith electrolysis as regolith distribution is mostly invariant over the lunar surface; this is why all results presented here are applicable only to the chosen production method.
2.1.1 Model
To reduce complexity, the model includes only the raw material concentration factor as the argument, i.e., the ilmenite weight ratio wilmenite. While this does not cover all influences, the raw material concentration accounts for a major part of the location dependency and therefore serves as an approximation to a full location-dependent model of the hydrogen reduction of ilmenite. The hardware mass that has to be moved to the lunar surface for ISRU operation serves as the criterion to be minimised. In a previous work by Guerrero-Gonzalez and Zabel (2023), this hardware mass mhardware dependent on ilmenite concentration was determined for a combined plant producing low-carbon steel and oxygen. This production plant was sized for an annual output of 23.9 t of oxygen and 25 t of low-carbon steel. The model comprises several subsystems, as defined in Eq. (2) (Guerrero-Gonzalez and Zabel, 2023). These subsystems entail all the processing steps of the infrastructure required to extract metals as well as oxygen from lunar regolith. The power law equations are then the fitted results of sensitivity analysis, so that the size of a given subsystem can be estimated to be explicitly dependent on the input parameter wilmenite, i.e., weight percent (wt%) of ilmenite concentration.
[image: image]
[image: image]
In the proposed scenario, only oxygen production is relevant, and the additional subsystems for metal processing are scaled similar to the rest of the system such that the spread between the low and high values of wilmenite is not distorted significantly (88.69% spread to the maximum value vs. 89.97% spread without metal processing, for 1 wt% ≤ wilmenite ≤ 11 wt%). Furthermore, this combined production plant may still be a viable choice for the synergistic effects of shared infrastructure. This is the reason for choosing the present model as the reference production plant in its entirety rather than trimming the subsystems. Therefore, the proposed model is expressed using Eq. (2) as well.
2.1.2 Data processing
To determine the cost for each location on the Moon, a global lunar map of ilmenite weight ratio is required. In a previous work, Sato et al. (2017) created an almost global TiO2 abundance map, where the values of the wt% for TiO2 are used as equivalents for ilmenite. The resulting map has an applied mask leaving out only the lunar Mare regions, with limited latitude coverage from −70° to 70°. The coverage limit originates from the orbiter sensor data and its limitations when measuring at increasingly steep sunlight irradiation angles towards the poles. The initial data were obtained using the Lunar Reconnaissance Orbiter Camera (LROC) wide-angle camera (WAC), which is the starting point for recreating a similar dataset as that used by Sato et al. (2017) but on a global scale. The original WAC data segments are joined together as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Combined original TiO2 data on the wide-access camera (WAC) (Sato et al., 2017).
2.1.2.1 Cleanup and estimation
The first problem with the acquired data is the unusually high measurements towards the poles that are considered as incremental noise scattered over the entire longitudinal axis. The second problem is incomplete coverage along the latitude and hence the poles themselves. To estimate the missing information along the latitudinal region, the following strategy is applied. If ilmenite abundance is correlated with the classification of the highlands/Mare regions and if the pole region geology features highland characteristics, then the expected values of the known highland regions serve as estimates of the ilmenite content at the poles.
As shown in Figure 2, the distribution characteristics of these two regions deviate considerably, where the average abundances also vary from 3.38 wt% in Mare to 1.1 wt% in the highland regions. Therefore, the ilmenite content correlation is given, and the estimates over the missing latitudinal areas of the highlands are set to 1 wt%; this matches with the original assumption of the WAC for values under the detection ratio. To remove the incremental noise at the extreme latitudes, a mask is created from the Mare boundaries as per the method of Nelson et al. (2014) and merged with a constant separation at ϕ = ±56°. The replacement values for the mask are set equally to 1 wt%. After applying both estimates, a low-noise global ilmenite map is obtained as shown in Figure 3.
[image: Figure 2]FIGURE 2 | Distribution of ilmenite content clustered into the Mare and highland regions (equirectangular corrected) for the combined WAC data with Mare boundaries from Nelson et al. (2014).
[image: Figure 3]FIGURE 3 | Global lunar ilmenite map in weight percent through TiO2 based on WAC data and estimates.
2.1.2.2 ISRU mass cost map
The global ilmenite abundance map of Figure 3 is now used as the input to Eq. (2), which results in the location-dependent ISRU hardware mass shown in Figure 4.
[image: Figure 4]FIGURE 4 | Location-dependent ISRU hardware mass cost Kbase in its base configuration of 23.9 t of oxygen annually.
2.2 Transport efficiency
2.2.1 Mission planning
The mission was designed to be carried out by a single-stage launcher that loops between the lunar surface and target orbit destination. The oxygen fuel component and oxygen payload are refilled on the lunar ground at the ISRU production plant. However, the hydrogen fuel component is refilled at the fuel depot to which the oxygen payload is delivered additionally. This hydrogen is supplied from a different process, where Earth is the assumed origin for the associated equivalent mass costs later on. This effectively results in exchange of the delivered oxygen to the deducted hydrogen from the station. A multi-stage launcher or a shuttle exchange system was neglected in this analysis but would potentially help increase the transport efficiency.
2.2.2 Orbital fuel depot location
The primary requirement for the fuel depot location is accessibility from both the supplying and consuming units. For an interplanetary or cis-lunar logistic hub near Earth, the liberation points are especially suitable, as considered in a previous study by Perrin and Casler (2016). Similar to the liberation points, their corresponding halo orbits also offer the benefit of accessibility. In the case of an interplanetary logistic hub near Earth, which is supplied by the lunar surface, the currently planned lunar gateway on its near-rectilinear halo orbit (NRHO) is a suitable fit as a theoretical test bed. An NRHO fuel depot was also considered in the commercial lunar propellant export study by Kornuta et al. (2019); this is why the lunar gateway orbit is chosen for analysis as the export destination and considered a fuel depot.
2.2.3 Target orbit
For the selected fuel depot location at the lunar gateway, the target orbit is a specific NRHO that is in a 9:2 lunar synodic resonance with an average perilune of hperi = 3557 km and average orbital period of T = 6.562 days (Lee, 2019). It is worth mentioning that this orbit has a variable polar crossing as well as other time-dependent changes in its trajectory that are often simplified to more static conditions during analyses (Whitley et al., 2018).
2.2.4 Delta-v estimation
First, regardless of the mission or the trajectory, the planetary conditions such as ground elevation and surface velocity influence the required Δv. These influences are briefly assessed for the Moon to determine their relevance.
2.2.4.1 Celestial influences
The initial radial distance to the Moon’s centre of mass r(ϕ, λ) influences the ideal Δv demand directly, as shown in Eq. (3), for ascent into a circular orbit at rorbit with standard gravity g0 and standard gravitational parameter μ.
[image: image]
The global ground elevation data are now used in the form of a displacement map (Wright and Petro, 2019), which originates from the Lunar Orbiter Laser Altimeter (LOLA) measurements (Smith, 2015). The elevation ranges from −9.115 km to 10.757 km with regard to the reference radius rref of 1737.4 km and therefore defines r(ϕ, λ) globally. The displacement map is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Lunar displacement map for reference radius (rref = 1737.4 km). Data from NASA CGI Kit (Wright and Petro, 2019) based on Smith (2015).
Evaluating the extreme values on a low lunar orbit (LLO) at 100 km altitude (rorbit = 1837.4 km) using Eq. (3) yields
[image: image]
The influence of ground elevation on Δv is therefore of the order of 0.001%, which is extremely low.
The second celestial influence, namely, the initial surface velocity v0, is either an additional Δv demand or a Δv reduction depending on the shared velocity components in the launch direction. Together with the sidereal rotation period and assumption of a spherical lunar surface of rref, the surface velocity can be derived as a function of the latitude ϕ, as displayed in Eq. (4).
[image: image]
Evaluating the extreme points of the polar and equatorial locations on Eq. (4) yields
[image: image]
Comparing this range |Δvmax| − Δvmin with the ascent from the reference radius to a circular LLO of 100 km as [image: image] gives the Δv influence of the surface velocity to be of the order of 0.27%, which is significantly more than the influence of elevation but still considerably low.
2.2.4.2 Transfer options
Explicit transfer from any lunar geodetic point to an NRHO and vice versa entail a high-fidelity problem that is usually solved non-analytically, as in Trofimov et al. (2020). Additionally, there are multiple transfer strategies that can be deployed for different optimisation goals. Between optimisation of the required Δv and transfer time, two transfer options were analysed for the chosen scenario.
First, a long-duration transfer that features a very low required Δv of only 664.9 [image: image] to an LLO at an altitude of 100 km, which is very close to the theoretical limit of 654.8 [image: image], requires minimum energy change (Whitley et al., 2018). Moreover, it features an almost complete independency with the surface location that is achieved by something similar to a three-impulse transfer, where the lunar sphere of influence is left to circle once around the Earth before reinsertion. This allows removal of any inclination restrictions but at a cost of a long transfer time of 100.1 days. If this transfer option is chosen, the influence of the transfer efficiency is extremely low and marginal to the ISRU dependencies derived earlier. In this case, the transfer dependencies can be neglected and location selection can be simplified based on only ISRU efficiency.
Oftentimes, a transfer time of 100 days is simply too long for certain applications as it may, for example, induce general system lag times and therefore poor dynamics in propellant delivery adjustments for the target missions. For this reason, a second transfer option is analysed as a direct transfer trajectory between the NRHO and surface as per Trofimov et al. (2020), featuring the shortest transfer time of only hours but at the cost of a higher Δv and greater location dependency. The direct transfer, illustrated in Figure 6, is the subject of the analyses hereafter and serves as a worst-case scenario for an NRHO transfer in terms of the location dependency.
[image: Figure 6]FIGURE 6 | Direct descent trajectory scheme according to Trofimov et al. (2020).
2.2.4.3 Data processing
In the previous work by Trofimov et al. (2020), a set of possible direct descent trajectories and their associated landing points and Δv demand were identified. The resulting map of scatter points for the southern 9:2 NRHO was taken as the starting point to derive a global Δv map. As this result does not contain the solutions of the cheapest trajectory for each location but rather all the solutions for direct descent, the data points can have both low- and high-cost solutions for the same location. Since the lowest cost option of a location is chosen during mission planning, a minimum estimation is performed by splitting the map into 20° square tiles, where constancy is assumed and the lowest value is set for the entire tile. This tiling on an equirectangular projected map gives higher resolutions towards the poles causing the problem; accordingly, the solution coverage is so low in the southern polar region that only high-cost solutions are present in a tile even if the neighbouring tiles may feature low-cost solutions. To mitigate this, the data were removed from particular high-cost trajectories of [image: image], leaving a few non-defined tiles on the southern pole. If such data removal is not performed, up to [image: image] transfer options would be carried over to the final map, which are clearly high-cost solutions, and would not be considered in a real mission. This process is visualised in Figure 7.
[image: Figure 7]FIGURE 7 | Processing of results from Trofimov et al. (2020) (A) to reduce data (B) into a minimum of 20° square tiles (C).
The non-defined tiles are estimated from their longitudinal neighbouring tiles via linear interpolation, which is only necessary in tiles at the southern polar region where there is already a higher geodetic resolution. This results in the final Δv map depicted in Figure 8.
[image: Figure 8]FIGURE 8 | Required Δv for direct descent from the southern 9:2 near-rectilinear halo orbit (NRHO) to the lunar surface (bicubic interpolation).
2.2.4.4 Delta-v map
Even though the data in Figure 8 are computed for the descent only, they also serve as estimates for the ascent, which is biased because these problems are not entirely symmetric. Additionally, it should be mentioned that even though a [image: image] transfer is very viable, a transfer of around [image: image] may be used in a real-world scenario based on a different transfer strategy through an LLO with a waiting time to reduce Δv. However, in the present analysis, Δv(ϕ, λ) is globally defined in Figure 8 with [image: image] and [image: image].
2.2.5 Transport carrier
2.2.5.1 Reference launcher
To derive the associated transport mass costs, the previously determined Δv has to be applied to a specific launcher. The Argonaut, formerly known as the European Large Logistics Lander (EL3), is chosen as a starting point for this scenario. Its initial configuration is based on the published information from the European Space Agency (2023) of wet mass of 10,000 kg, dry mass of 1,600 kg, and payload of 2,100 kg as of the time of writing this article. Additionally, a hydrogen and oxygen propulsion system with an oxidiser fuel ratio of 6 and a specific impulse of 400 s is assumed. When this original configuration is applied the proposed mission with Δvmax, the fuel is depleted before the round-trip can be completed. Therefore, the launcher configuration has to be altered according to the needs of the scenario.
2.2.5.2 Launcher upscaling
Launcher upscaling is performed by maintaining the dry mass constant at 1,600 kg but adding fuel until the mission can be completed. The minimal viable system features an empty H2 tank upon arrival at the gateway and an empty O2 tank at the lunar surface. The iteration scheme for upscaling is visualised in Figure 9, which can converge to a minimal viable launcher for any given payload. The iteration commences with an undersized launcher starting from the moon with “initial H2” as the amount of hydrogen in the tank at the lunar surface, “wet mass” that together with a constant dry mass indirectly represents the amount of oxygen in the tank on the lunar surface, and “refill H2” as the amount of hydrogen refuelled upon arrival at the lunar gateway. When Δv is applied to this simulated round-trip, the undersized launcher experiences one of the defined failure cases, which indicates a particular missing propellant at some point of the mission. “O2 empty” and “H2 empty” describe the depletion of the oxygen and hydrogen tanks during flight, which results in an increase of the desired propellant for the next iteration, at which point “O2 leftover” and “H2 leftover” trigger the analogue opposite. “H2 insufficient” is a less obvious failure case in which the launcher returns to the lunar surface but does not have enough hydrogen to perform the next round-trip run as it can only be refuelled at the lunar gateway and not on the ground. Owing to the fact that the launcher used in the iteration is undersized, the value of “refill H2” may be considered unidirectionally while still reaching convergence with a small enough increment of the propellant.
[image: Figure 9]FIGURE 9 | Launcher iteration scheme to converge a round-trip for a given payload and Δv.
Since this method of upscaling effectively increases the mass ratio [image: image] of the launcher, this assumption becomes increasingly unrealistic. Additionally, from the perspective of the fuel depot, oxygen is delivered but hydrogen is also removed, thereby effectively trading their masses according to the exchange ratio [image: image]. To decide upon the range of launchers that must be compared to derive the cost differences, Figure 10 presents the parameter space between the exchange ratio rex and mass ratio of the launcher rm.
[image: Figure 10]FIGURE 10 | Exchange ratio rex and mass ratio rm depending on the payload size of the launcher over the Δv range.
Here, two sections are greyed out, where rex < 1 for economic reasonableness and rm > 10 as the soft border of the mass ratio for a realistic single-stage launcher. The chosen launcher frames were selected through a sequence of movements in the parameter space, starting with economically reasonable exchange ratios of 1.5 and 2.0 (solid black lines, also called milestones) that are then projected to their required mass ratios (dashed black lines). This currently holds a set of constant exchange ratios over the Δv range; however, to obtain comparable results, the mass ratio rm has to be constant over one set as it represents the efficiency of the launcher. Therefore, the maximum value of the mass ratio (at Δvmax) is maintained constant over the Δv range to yield the chosen frame for the mass ratio (solid yellow line). When this set is then back-projected onto the exchange ratio (yellow dashed line), a span of exchange ratios can be achieved over the Δv range.
This determines the two chosen frames (yellow lines) as
[image: image]
Analysing the problem on two frames with different mass ratios provides insights into the sensitivity towards more efficient launchers in general and their influences on location selection.
2.2.5.3 Spent fuel
Using another iteration scheme targeting the chosen mass ratio rm, a launcher can be converged for any Δv. The expended fuel is directly drawn from the simulated round-trip and normalised by the payload size, which can be combined into a direct mapping from the required Δv to spent fuel kFlight in kg per kg of the payload. This dependency can be seen in Figure 11 for both mass ratios rm = 8.6 and rm = 10.7. In this comparison, the higher mass ratio rm = 10.7 features a smaller absolute and relative growth, indicating that the differences in the spent fuel decrease with increasing launcher efficiencies.
[image: Figure 11]FIGURE 11 | Relationship between required Δv and spent fuel kFlight for two mass ratios.
2.3 Joint model
2.3.1 Total cost modelling
When both the efficiency influences are combined, the comparable mass costs have to be drawn from the mission scenario. Rather than assuming all the expended fuel as the transport cost, the fuel components may be separated with the reason that oxygen is not shipped from the Earth but rather fully supplied by the ISRU facility.
2.3.1.1 Fix costs
To meet the additional demand for oxygen that the launcher requires for transport every year, the ISRU facility is upscaled linearly by its ISRU costs per kilogram oxygen kISRU for each location and corresponding fuel requirements. The scaling factor originates from the base configuration cost in Figure 4 and the annual base production of mbase = 23.9 t, which gives [image: image]. The additional oxygen demand every year is derived from the yearly payload of mpl,y = 8 t that is set to minimise scaling on the base configuration, oxidiser–fuel ratio of rof, and spent fuel kFlight depending on the two selected mass ratios rm ∈ {8.6, 10.7}. Therefore, the fix costs representing the mass supplied from Earth towards the construction of the ISRU facility are determined through Eq. 5
[image: image]
2.3.1.2 Dynamic costs
The expended hydrogen is fully considered as a mass cost since it is retrieved from the lunar gateway depot and assumed to be delivered from Earth. Here, the cost levels of the lunar gateway and lunar surface are simplified to be equal to those from the Earth for comparability, which rather overestimates the cost of hydrogen compared to costs on the lunar surface when supplied from Earth. Therefore, the dynamic costs representing the mass of hydrogen supplied from the Earth to the lunar gateway every year t are determined through Eq. 6 
[image: image]
2.3.1.3 Total costs
Combining both KFix and KDynamic, the final total costs of the mission over the location and time are
[image: image]
Applying Eq. (7) to the earlier location-dependent results gives the total cost maps for the mission time of 20 years for rm = 8.6 (Figure 12) and rm = 10.7 (Figure 13). In a direct comparison between Figures 12 and 13, the flight cost influence is visibly less pronounced for the higher mass ratio. Moreover, a reduced variation in the total mission cost is observed.
[image: Figure 12]FIGURE 12 | Location-dependent total mission cost KTotal in % for t = 20 years and rm = 8.6.
[image: Figure 13]FIGURE 13 | Location-dependent total mission cost KTotal in % for t = 20 years and rm = 10.7.
3 RESULTS
3.1 Flight cost influences
In the case of availability of long-duration transfer (Section 2.2.4.2) for which location dependencies can be diminished almost completely as well as insignificant celestial influences (Section 2.2.4.1), the effects on mission location selection are eliminated by an assumable uniform Δv requirement.
Under only the short-duration transfer strategy of a direct descent, the location-dependent Δv requirements are prominent (Section 2.2.4.4), translating to a significant difference in the spent fuel (Section 2.2.5.3). However, under ISRU influence, ilmenite reduction introduces vast location dependencies (Section 2.1.2.2) that overshadow the differences in the spent fuel, resulting in a total cost dominated by ISRU features when both influences are combined (Section 2.3.1.3).
3.2 Flight cost insignificance
To provide insights into the errors induced when the flight costs are neglected completely, the best locations from the ISRU model (Section 2.1) are compared with the best locations from the joint model (Section 2.3). To limit the possible locations, the location-dependent results of both models are reduced to geodetic square tiles of 15°, 5°, and 1° (ϕ, λ) to compare the behaviours at multiple resolutions; the tiles Tϕ index,λ index were created by considering the pixel-area relation to yield index resolutions of 12 × 24, 36 × 72, and 180 × 360. From these tiles, the top-10 choices were ranked and compared for the models. The top-10 choices constitute the top 3.47% for the 15° tiles, top 0.39% for the 5° tiles, and top 0.015% for the 1° tiles. Table 1 shows these tiles that are colourised by the ranking of the ISRU model, with green being the most optimal to orange being the less optimal location, to provide a baseline for comparisons of the ordered and featured tiles. The joint model is also shown in the table in tree time steps of 0, 10, and 20 years, providing a sense of the temporal evolutions of the featured tiles.
TABLE 1 | Top-10 best mission locations compared between the ISRU and joint (J.) models after t years in pixel-area-relation-resized square tiles (Tϕ index,λ index), with resolutions ϕ, λ of 15° (top), 5° (middle), and 1° (bottom).
[image: Table 1]The induced errors of the flight cost neglect increases over the mission time; nevertheless, even for a long time span of 20 years, the top-10 choices of the joint model feature many tiles that are also in the top-10 choices based on ISRU ranking. The greater conservation of the highest ranked tiles can be explained by the coincidental overlap between low flight costs and low ISRU costs. At higher resolutions, fewer tiles are shared but the top-10 choices constitute the entire set given the differences in percentage, so the shared tiles remain substantial. Therefore, from Table 1, it is concluded that the induced errors during location selection are small enough that a simplification of considering only the ISRU effects may be valid even with larger differences in Δv, as in the analysed case.
4 DISCUSSION
Identifying the features of secondary relevance and even neglecting the flight costs in the selected mission scenario cannot be generalised directly without considering the requirements because other ISRU production methods may be influenced by the target orbits, trajectories, or mass ratios, which may differ greatly from those in the present analysis.
However, given the case of ilmenite reduction and transport properties that are comparable to or weaker than those of the analysed case, the flight cost differences can be assumed to be insignificant. In particular, the major influence that can be verified by a quick assessment of a general case involves estimating the difference in Δv requirements, which should be less than that of the analysed case, i.e., [image: image]. Lower mass ratios of the launchers can amplify the differences in Δv when transferred to spent fuel and thereby the fuel costs. Furthermore, it should be noted that this analysis features a scenario involving propellant refilling by own entities that can reduce the fuel costs in general; this needs to be reconsidered when a different cost modelling is present. The flight frequency can scale up flight costs linearly and can compress the shift over time for the most optimal location, for which the delivered payload of 8 t per year can be considered a rough reference value from the present analysis.
Although the significant difference in the accessibility of the southern hemisphere is a result of the direct descent trajectory, it must be noted that this does not imply worse accessibility from the NRHO to the southern hemisphere in general. In the chosen set of trajectories, no options were considered for intermediate parking orbits that could reduce the differences between the northern and southern hemispheres, as seen from the 1-day transfer reported by May et al. (2020) that shows entirely different characteristics.
As global lunar data are increasingly available, problems as these can be analysed and optimised close to their entirety over the entire lunar surface. In particular, when infrastructure is yet to be deployed on the lunar surface at this point in time, location selection can be performed by optimisation instead of dependencies on prior infrastructure.
To avoid a prior infrastructure restriction, the plan for mankind’s presence, economics, and even sustainability on the Moon should be expanded and considered from the perspective of greater scope as much as possible. As an oxygen propellant facility is just one entity in an economics network, its most optimal location may move away completely from its presently analysed location under a larger context. Such a large-scale technical investigation would also make for a compelling future study.
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Significant infrastructure is required to establish a long-term presence of humans on the lunar surface. In-situ resource utilization (ISRU) is a fundamental approach to ensure the viability of such construction. Here, we investigate the feasibility of constructing blast shields as one example of lunar infrastructure using unprocessed lunar boulders and an autonomous robotic excavator. First, we estimate the volume of unprocessed material required for the construction of blast shield segments. Secondly, we quantify the amount of available boulders in two exploration zones (located at the Shackleton-Henson Connecting Ridge and the Aristarchus Plateau pyroclastic deposit) using LRO NAC images and boulder size-frequency distribution laws. In addition, we showcase an alternative approach that relies on Diviner rock abundance data. Thirdly, we use a path planning algorithm to derive the distance, energy, and time required to collect local material and construct blast shield elements. Our results show that our construction method requires two orders of magnitudes less energy than alternative ISRU construction methods, while maintaining realistic mission time and payload capacity margins.
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1 INTRODUCTION
Permanent lunar infrastructure will be required to establish a sustainable human presence on the Moon, and as a first step in the preparation for the first human mission to Mars (NASA, 2023a). As part of programs such as Artemis (NASA, 2020), frequent landings and launches of spacecraft will continuously eject dust and small particles which cause a significant threat to such infrastructure, as well as to the lunar environment (Mueller et al., 2009; Qiao et al., 2023). The significant detrimental character of blast-debris has first been observed during the Apollo era, after the Apollo 12 astronauts returned parts of the Surveyor III lander to Earth, which was affected by debris blasted off by the Apollo 12 module during touchdown (Immer et al., 2011). The SpaceX HLS (Human Landing System)—selected for the first crewed missions to the Moon (NASA, 2021a)—is expected to physically affect the environment hundreds or even thousands of meters away from the landing site (Qiao et al., 2023), which is one of the reasons why past studies have called for landing pads and blast shields to mitigate blast damage (Mueller et al., 2009; Susante and Metzger, 2016).
Such infrastructure projects require significant building materials—yet the transport of mass from Earth to the Moon is extremely expensive, with current prices of around 1.2 mln USD per kilogram (Astrobotic, 2018). Literature suggests in-situ resource utilization (ISRU) for the construction of infrastructure, which can reduce the need of mass transport from Earth, while in return more energy is required (Moses and Mueller, 2021). Methods and materials based on in-situ resources proposed for construction purposes include, for example, microwave heating (Lim et al., 2021), cast regolith (Benaroya et al., 2012), waterless/sulfur concrete (Susante, 2012; Susante and Metzger, 2016; Khoshnevis et al., 2017), 3D-printing (Cesaretti et al., 2014; Yashar et al., 2021) and dry packing of processed rocks (Thangavelu and Adhikari, 2017).
This paper proposes a novel way of constructing vital infrastructure using boulders that are abundant on the lunar surface, using autonomous construction machines. Such work has been recently demonstrated on Earth, where a robotic hydraulic excavator platform has demonstrated the construction of dry stone walls using irregular boulders and debris (Johns et al., 2020). The advantage of this particular construction method is that in-situ boulders can be used without the need of preprocessing, making it remarkably energy efficient (Johns et al., 2020).
In this work, we assess the viability of deploying such a method toward the construction of key infrastructure on the Moon, using found boulders. First, we calculate in section 2 the amount of in-situ material required for the construction of a blast shield. Next, in section 3, we quantify the amount of physically-available in-situ material (boulders) in two sites of increased exploration interest. Based on those maps, we derive the cost of retrieving the material (i.e., the distance, time, and energy) in section 4. We conclude with a general discussion of the approach and results in section 5. Figure 1 visualizes how the construction of a blast shield with our proposed construction method might look like.
[image: Figure 1]FIGURE 1 | Illustration of the construction of a blast shield with our proposed construction method. Background: photo credit to NASA, processing/scanning credit to Kipp Teague and NASA Johnson (image AS17-141–21610), edited.
2 BLAST SHIELD CONSTRUCTION
Previously-proposed construction methods for blast shields include regolith berms (Mueller et al., 2009; Morris, 2012; Moses and Mueller, 2021), cast regolith (Benaroya et al., 2012) and microwave heating (Lim et al., 2021). The landing pad for Artemis-class missions is expected to have a diameter of 200 m (with possible reduction to 100 m) (Gelino et al., 2023). A possible ratio of blast shield height to radius (resulting in the shielding angle) was given by Morris (2012). Figure 2 shows how the blast shield is geometrically parameterized. Note that the blast shield is shown as a straight wall for simplicity, while it would be wrapped around a round landing pad in practice.
[image: Figure 2]FIGURE 2 | Blast shield segment.
Table 1 shows assumptions on the main dimensions of the considered blast shield and thereafter the required parameters, as well as the results of further calculations. Note that for the friction angle of regolith, the smallest angle in the range mentioned by Benaroya and Bernold (2008) was taken, as this will lead to conservative results.
TABLE 1 | Parameters of the blast shield.
[image: Table 1]A first approximation of the pressure P on the wall induced by the engine blast is done with help of the value of Morris (2012). Morris (2012) found out that for a blast shield with height 1.5 m at radius r = 15 m, the average pressure on the shield is 11.4 Pa and is proportional to r−2.463, when the height is kept constant. In our problem the height however changes, but the ratio of height and radius stays the same, which is why the pressure rather should be proportional to r−2 (Roberts, 1966; Morris, 2012). So, at r = 50 m, the average pressure induced by that rocket should be approximately 1.03 Pa. The pressure thereby consists of the pressure from the exhaust gasses, as well as of the blasted regolith particles that are impacting the blast shield. The named pressure seems to be calculated for an engine thrust of about 13.3 kN (Morris, 2012). The first lander for Artemis is anticipated to be SpaceX’s Starship (NASA, 2021a). The Starship currently is rated to have 1500 tf ≈ 14715 kN of thrust1. Note that the thrust during the lunar landing might be different. The pressure on the blast shield now is linearly scaled by the thrust. The resulting pressure then is P = 1135 Pa. Note that this is a very rough approximation. For a more reliable estimate, the work of Morris (2012) would need to be redone with the characteristics of the engines of the Starship, which however is out of the scope of this paper.
By using assumptions on the relation between tf and tt (Stiftung Umwelt-Einsatz Schweiz, 2014) and applying safety factors on sliding, overturning and the bearing capacity of the soil (McCombie et al., 2015), the values for tf and tt can be obtained and are as well shown in Table 1. Given the thickness of the blast shield, the required boulder volume is calculated and also shown in Table 1. Due to the large size we suggest not to construct the full ring, but only a ring segment in the direction where the shielding really is needed. In the remaining part of this paper, only a quarter ring segment instead of a full ring is considered.
3 BOULDER AVAILABILITY
According to the Wentworth scale, boulders are stones that are larger than 256 mm (Wentworth, 1922), which is also the size range that is reasonable for the construction method of Johns et al. (2020). Clusters with lots of lunar boulders are typically found within and near recent impact craters, along potentially tectonically active wrinkle ridges, or at the bottom of topographic depressions (Bickel et al., 2020; Valantinas and Schultz, 2020; NASA, 2021b; Ruesch and Bickel, 2023).
The candidate regions for the Artemis program are all located near the lunar south pole (NASA, 2022c). The region which is closest to the south pole is called Connecting Ridge (NASA, 2022c). This region is of very high interest, as it offers proximity to permanently shadowed and sunlit regions, i.e., access to volatiles and energy (Swiney and Hernandez, 2022).
Additionally, a non-polar region is considered. During the “foundational exploration” of NASA’s “Moon-to-Mars architecture”, possible missions also consider non-polar regions (NASA, 2023a). The HLS is anticipated to be able to land at non-polar sites in future missions (see HLS-S-R-0357 of NASA (2022a)). A top-tier exploration site is the Aristarchus Plateau (NASA, 2022a), a geologically very interesting region (Zisk et al., 1977) containing the deepest and widest sinuous rille of the Moon, which is called Vallis Schröteri (Hurwitz et al., 2013). We focus on a section of the Aristarchus pyroclastic deposit adjacent to Vallis Schröteri, ranging from longitude −51.85° to −51.3° and from latitude 26.21° to 26.71°. The region is approximately 15 km by 15 km, which resembles the approximate size of the Artemis candidate regions (NASA, 2022c). The region contains a small part of Vallis Schröteri and was selected considering resource availability, rock abundance, and topographic slope.
3.1 Manual boulder mapping
We used images taken by the Lunar Reconnaissance Orbiter (LRO) Narrow Angle Camera (NAC) (Robinson, 2010; Robinson et al., 2010; Speyerer et al., 2012; Humm et al., 2016; Mahanti et al., 2016) to quantify the availability of boulders at the two sites of interest. The NAC images were obtained as EDR (Experimental Data Record) and processed using ISIS3 (Laura et al., 2023) to derive georeferenced images, following Bickel et al. (2021). The mapping of the boulders then was done using QGIS2 version 2.18.28. Some minor processing steps of the resulting shapefiles were done with Python and GDAL (GDAL/OGR contributors, 2020).
The two NACs have a nominal resolution of 0.5 m/pixel at an altitude of 50 km, enabling the detection of “blocks” with horizontal sizes of about 1 m (Robinson et al., 2010). The size of most boulders in the images is only a few pixels. Similar as done by Boazman et al. (2022), only boulders which are at least two pixels wide were mapped. Boulders can be identified by their bright appearance followed by a shadow, while the order of bright and dark pixels is opposite to how it is the case for craters (Gawronska et al., 2020; Boazman et al., 2022).
For Connecting Ridge, we utilized shapefiles provided by Boazman et al. (2022) featuring the location of boulders in this region. With the help of this data, we generated boulder shapefiles, which additionally have information on the size of the boulders. A list of the NAC images used by Boazman et al. (2022) is given at the end of their paper. Our augmented boulder shapefiles are available online (Walther et al., 2023).
For the chosen region at the Aristarchus Plateau, no files with mapped boulders were available. Therefore, the whole mapping process was done for this region, starting with the selection of NAC images that were used. The NAC images were chosen with help of the QuickMap3, with the goal of getting the best visibility for boulders, e.g., using images with high resolution and intermediate solar incidence angle. Regions that were covered by multiple images were mapped with the image with highest resolution. We note that there is a high variation in the resolution of the available images, which affects the size of the smallest identified boulders. The southern part of the chosen region contains parts of the Vallis Schröteri. Here, we consider a traverse of the rille’s slopes ([image: image]25°) to be infeasible, which is why the area was excluded from boulder mapping.
3.2 Boulder size-frequency distribution laws
We combine our mapping results with boulder size-frequency distribution laws to estimate the fraction of boulders smaller than ∼2 m. Li et al. (2017) used a power law α ⋅ dβ to derive the cumulative number of lunar boulders of a certain size d or larger. They compared the data with surface and NAC images in a log-log plot and found out that, except for two of the seven considered landing sites, the data points resulting from the two different imaging methods had the same slope. Based on that they claim that the size-frequency distribution (SFD) of the boulders on the Moon can be modeled using a power law. The SLS-SPEC-159 Cross-Program Design Specification for Natural Environments (DSNE) (NASA, 2021b) also assumes that a power law would be valid for rocks smaller than 2 m (see section 3.4.1.4 in the mentioned document). Baloga et al. (2012) on the other hand stated that a power law leads to unreasonable extrapolations for lunar boulders with size 10 cm, while an exponential law α ⋅ exp (βd) does not have this issue. Rüsch et al. (2022) find that the size-frequency distribution of lunar boulders depends on the age of the considered location. They state that the size-frequency distribution of regions younger than approximately 50 Ma is a power law, while for older regions, it is an exponential law.
Due to different views in literature and as the age of the considered regions are not exactly known and also are assumed to vary within the regions, both the power law (Li et al., 2017) and the exponential law (Rüsch et al., 2022) will be considered in the following. We note that the exponential law is more conservative with respect to the estimated amount of small boulders. This will further be discussed in section 5.3.2.
The size-frequency distribution laws are fitted using the data of the boulders that were mapped as described in section 3.1. For the size d in the size-frequency distribution laws, the longest visible axis of the boulders was used. For the power law, the power index β is region-dependent (Krishna and Kumar, 2016; Rüsch et al., 2022). It therefore should not be assumed to be constant over the whole region. Based on that, it can also be assumed that the size-frequency distribution can be regionally dependent, when the exponential law is used instead.
The fit of the exponential law is derived by applying the natural logarithm and then solving the linear system of equations for ln α and for β. For the power law, a maximum likelihood approach was used, which was proposed by DeSouza et al. (2015) for size-frequency distributions in the context of celestial bodies, which in turn was based on Clauset et al. (2009) and therefore also on Muniruzzaman (1957). A threshold dthreshold for the minimum size of the boulders used for the fit was set. This was done for both mentioned size-frequency distribution laws. The used value was 2 m and motivated by Powell et al. (2023). Fits of the power law and the exponential law for the mapped boulders in Connecting Ridge and the chosen Aristarchus Plateau region will later be shown in the discussion in section 5.3.2.
3.3 Boulder volume estimation
The precise volume of the mapped boulders is unknown, and thus an approximation based on the longest diameter is performed. We introduce a factor, which relates the cube of the longest diameter dlong to the estimated volume of the boulder Vb. The volume estimate is done by assuming the boulder to be an ellipsoid, as applied by Bickel et al. (2021). It can be assumed, that the height of the boulder corresponds to the smallest of the three axes (Demidov and Basilevsky, 2014). Using a ratio between the height and the visible diameter in surface made images, which was mentioned to be 0.6 by Demidov and Basilevsky (2014), together with an approach mentioned by them to relate this visible diameter with the longest and medium axis length, and by using a ratio between the longest and medium axis length of 2, which is the most conservative value mentioned by Krishna and Kumar (2016), the following relation can be obtained (used for this study)
[image: image]
Our standard assumption is that the useable boulders for the construction are those with the longest axis dlong being in the interval [0.5 m, 1.5 m]. Given a map with large boulders mapped using LRO NAC images, the number of small boulders in a certain area can be estimated based on a size-frequency distribution law from section 3.2. While the map with large boulders contains the location of the boulders, the exact location of the expected smaller boulders of course is unknown. Therefore, a map with smaller boulders should rather be a grid, in which for every grid cell, a separate size-frequency distribution is fitted, which allows to get the number of small boulders. The standard value for the grid spacing was chosen to be 200 m. Choosing it much smaller would not make sense due to the uncertainty of the position of the NAC images, which leads to an uncertainty of the position of the mapped boulders.
As mentioned in section 3.2, the size-frequency distribution is region-dependent (Krishna and Kumar, 2016; Rüsch et al., 2022). Both parameters, so not only the scaling α, but also β, which stands for the ratio between large and small boulders, therefore should be estimated for all grid cells individually. For the fit of β, a minimum number of 400 close-by boulders was used in order to get a good sense of the ratio between large and small boulders. Given the size-frequency distribution of a grid cell, not only the number of smaller boulders can be estimated, but also the volume of boulders with dlong in the interval [0.5 m, 1.5 m]. For this, the relation between longest axis and the boulder volume as shown in Eq. 1 is used. The exact formulas are also shown in the Supplementary Material.
3.4 Boulder volume estimation using Diviner rock abundance data
Manual boulder mapping is a time-consuming process. As an alternative, we propose using rock abundance data (Powell, 2022) derived by Powell et al. (2023) using LRO’s Diviner instrument in combination with a description of the fractional area F(d) of boulders of size d or larger (Li and Wu, 2018) to calculate the locally available boulder volume. Note that the mentioned rock abundance data is only available between the latitudes 70 S and 70 N. The Diviner instrument is able to sense rocks larger than 1–2 m (Bandfield et al., 2011; Powell et al., 2023). The rock abundance data kdiviner needs to be converted to the total rock abundance k before it is used. This can be done by requiring F (1 m) to be equal to kdiviner and solving it for k. Using the value 1 m instead of 2 m is more conservative with respect to the expected amount of available boulders, as it estimates a lower total rock abundance k.
The volume of boulders with dlong in the interval [0.5 m, 1.5 m] then can be calculated (Li and Wu, 2018) (section 3.3). The exact formulas are shown in the Supplementary Material. Note that boulder volume maps first are generated with the grid given by the rock abundance data of Powell (2022), and afterwards interpolated to a 200 m by 200 m grid, as a 200 m spaced grid is also used in the method based on mapped boulders.
3.5 Boulder volume maps
Figure 3 compares the expected available boulder volume of boulders with longest axis between 0.5 m and 1.5 m in Connecting Ridge, the chosen Aristarchus Plateau region and three of the Constellation Program regions of interest. The different size-frequency distribution laws mentioned in section 3.2 were used, including the exponential law and power law together with mapped boulders and the rock abundance dependent exponential law by Li and Wu (2018). The Connecting Ridge site (exponential law) is shown separately in Figure 4 in large.
[image: Figure 3]FIGURE 3 | Comparison of the boulder volume maps of different regions with different size-frequency distribution laws (exp law: exponential law; pwr law: power law; RA: rock abundance dependent exponential law by Li and Wu (2018)).
[image: Figure 4]FIGURE 4 | Boulder volume map of Connecting Ridge by using an exponential law for the SFD.
4 CONSTRUCTION EFFORT DETERMINATION
This section describes the determination of the distance the excavator has to travel to collect the required boulders for construction, as well as how long the whole construction process takes and how much energy is needed.
4.1 Path planning problem statement
In the following, the problem statement of the path planning for the collection of the boulders is described. The goal of the path planning was to minimize the overall boulder collection distance. This size is linear to the required time and furthermore also has an influence on the total energy consumption, as will be described in section 4.4 and section 4.5.
4.1.1 Payload capacity
One of the constraints is the limited payload capacity of the vehicle used for the collection of boulders. It was mentioned by Johns et al. (2023) that the payload in their case usually was about 7 m3. The standard value considered in this study will be 10 m3 of boulders. The influence of the payload capacity on the results will be discussed in section 5.2.3.
4.1.2 Terrain slope
Another considered constraint is the allowable slope of the terrain, such that it still is traversable by the vehicle. The LRV (Lunar Roving Vehicle) of the Apollo missions, for example, according to the “Lunar Sourcebook” by Heiken et al. (1991) was able to climb slopes of up to 19°–23°. Another source even mentions that the LRV is capable of climbing 25° steep slopes, while the steepest slopes it actually did climb during the missions were about 10°–15° (Jones and Nola, 1971). For the LTV (Lunar Terrain Vehicle), which will enable to transport crew during Artemis missions (O’Shea, 2023), a draft of a document mentions that the road used to test the vehicle has phases with 20° uphill, downhill, as well as sideways (NASA, 2023b). Based on this, we decided to consider a direction independent slope constraint of 20°.
4.1.3 Excavator landing site
In the following, two constraints on the excavator landing site are discussed. The term excavator landing site thereby stands for where the excavator will be landed, which does not necessarily need to be at the same location as the base camp site, because the excavator is able to move from its landing location to the base camp site. The HDL (Human-class Delivery Lander), who is considered here as a reference lander for the transport of the excavator, is required to be capable of landing on slopes of at least 10° (requirement HDL-S-R-0041) (NASA, 2022b).
The second constraint concerns hazardous boulders in the landing region and is motivated by Grant et al. (2018). The size of the regions checked for hazardous boulders is chosen to be 100 m by 100 m, which is based on the required 50 m landing precision of the HDL (requirement HDL-S-R-0040) (NASA, 2022b). This constraint will be formulated differently for when the boulder volume map was generated with mapped boulders or rock abundance data as in section 3.4. In the case, where rock abundance data is used, this is done based on a probability to encounter a hazardous rock, which was used by Grant et al. (2018) for Curiosity and Perseverance, as well as on additional information about lunar landers4 (Astrobotic, 2018). In the case, where mapped boulders are used, the possible excavator landing sites are required to be free of any boulders mapped in the NAC images.
4.1.4 Further constraints
For Connecting Ridge, an additional constraint is to not enter permanently shadowed regions. Those regions are scientifically uniquely interesting and should not be traversed or contaminated (Swiney and Hernandez, 2022).
4.2 Path planning pipeline
The path planning pipeline consists of multiple modules. It uses a greedy score, motivated by Walther et al. (2022), which is used to select the next target location for the boulder collection. A global planner then searches for the shortest path to the target using the A* algorithm introduced by Hart et al. (1968). The A* algorithm is an adjusted version of the Dijkstra algorithm (Dijkstra, 1959), which, for example, was used by Pena-Asensio et al. (2023) for the path planning of lunar EVA’s. The distance to collect the boulders at the target site itself then is estimated using a formula proposed by Few (1955). The global path planner additionally ensures the payload capacity constraint of the vehicle by sending it back to the base camp location to unload the boulders, when the payload capacity is about to be reached.
A further module of the path planning pipeline is a local planner, which ensures the slope constraints of the vehicle and keeps it out of permanently shadowed regions. For the slope constraint, the elevation data of Barker et al. (2021) is used for Connecting Ridge and the SLDEM2015 data of Barker et al. (2016) otherwise. Regions are considered to be permanently shadowed if the 60 m spaced Sun visibility data of Mazarico et al. (2011) is equal to zero at the corresponding location. For more details about the implementation of the path planning pipeline, the interested reader is referred to the Supplementary Material.
4.3 Distance maps
This section presents the results of the boulder collection distances using the path planning pipeline described in the previous sections. The considered task thereby is to collect 250 m3 of boulders, which is about enough for a quarter ring segment of a blast shield as mentioned in section 2. The results are shown in the form of distance maps, where the color of a pixel indicates the collection distance required to build a quarter ring segment at that particular location. Black pixels denote sites without access to a sufficient amount of boulders, as otherwise the slope constraints of the vehicle would be violated or permanently shadowed regions would be entered.
Figure 5 shows the distance map of Connecting Ridge by using an exponential law for the SFD. Note that the x- and y-axis are the position in [km] in the polar-stereographic coordinate system. Figure 6 compares the collection distance maps with different regions and with different size-frequency distribution laws for the boulders. For Connecting Ridge, the x- and y-axes are the polar-stereographic x- and y-coordinates. For the other regions, the x- and y-axes are x- and y-coordinates of a flattened coordinate system with origin in the center of the respective region.
[image: Figure 5]FIGURE 5 | Distance map of Connecting Ridge by using an exponential law for the SFD.
[image: Figure 6]FIGURE 6 | Comparison of the collection distance maps of different regions with different size-frequency distribution laws (exp law: exponential law; pwr law: power law; RA: rock abundance dependent exponential law by Li and Wu (2018)).
4.4 Required construction time
The overall time for the construction, assuming the boulder collection and the construction itself take part sequentially, is composed as:
[image: image]
where tcollect, driving is the needed time for driving to collect the required boulders, tconstruct, driving the time for driving during the construction and thandling the time to scan and place the boulders.
For the calculation of the driving times, the velocity of the LRV of the Apollo missions is taken as a reference. For the Apollo 15 mission, the average velocity was 9.2 km/h according to Jones and Nola (1971). The calculation of the handling time is based on the value 21 min/stone by Johns et al. (2023). The exact formulas are shown in the Supplementary Material.
Note that the time calculated as in Eq. 2 is the operational time and neglects charging times and furthermore also the lunar nights, during which operation might not be feasible. The actual time therefore might be about twice as long.
4.5 Energy consumption
The overall energy for the construction is
[image: image]
where Ecollect is the needed energy to collect the required boulders and Econstruct the energy for the construction itself.
Ecollect and Econstruct furthermore are composed of the work against the driving resistance and the work related to the potential energy change during the collection:
[image: image]
[image: image]
The calculation of the individual parts is shown in the Supplementary Material. Some of the calculations require the gravitational constant of the Moon gM and the density of the boulders ρb. For this, the values gM = 1.64 m/s2 and ρb = 2650 kg/m3 provided by Susante and Metzger (2016) are used. Note that Wcollect,pot also can be negative. We use the elevation data by Barker et al. (2021) for the Connecting Ridge site and the SLDEM2015 data by Barker et al. (2016) for the Aristarchus site.
We assume the driving work to scale linearly with distance and mass, which accords with a formula by Sripad and Viswanathan (2017). The energy per distance and mass is estimated based on data of the LRV of the Apollo missions, which was mentioned by Jones and Nola (1971) and results in 0.334 J/m kg.
The vehicle mass mvehicle is also approximated using data of the LRV given by Jones and Nola (1971), which is scaled according to the payload capacity. For the mass of the incorporated excavator, a rough estimate was done based on a data sheet5 of Menzi Muck. For the full formula of the vehicle mass, the interested reader is referred to the Supplementary Material.
4.6 Results for the construction of a blast shield segment
We use some of the parameters of Table 1 to compute the median values of the boulder collection distance and different energy and time components of all base camp sites in Connecting Ridge for a quarter segment of a blast shield (Table 2). An exponential law (boulder size frequency distribution) was assumed when generating those results.
TABLE 2 | Median boulder collection distance, duration and required energy in Connecting Ridge for a quarter segment of a blast shield at a radius of 50 m and by assuming an exponential law.
[image: Table 2]Furthermore, we present the results of a specifically chosen base camp site in the middle of Connecting Ridge. This base camp site was selected based on the local slope (motivated based on the HLS requirement HLS-S-R-0022 (NASA, 2022a)), in direct proximity of the ridge’s topographic summit, maximizing illumination and direct-to-Earth communication (NASA, 2022c). For this, we used elevation data of Barker et al. (2021) and Sun and Earth visibility data of Mazarico et al. (2011). We again consider a quarter segment of a blast shield, use parameters of Table 1 and assume an exponential law (boulder size-frequency distribution). The resulting boulder collection distance, as well as the energy and time components for this selected base camp site are summarized in Table 3. The driving work turns out to be larger than the energy related to the potential energy change of the collected boulders. The latter one, however, is also not negligible, which is due to the fact that the chosen base camp site is located in a topographic high, as can be seen in elevation data of Barker et al. (2021). The required energy for construction turns out to be much lower than the required energy for the collection of the boulders.
TABLE 3 | Distance, total duration and required energy at the selected base camp site for a quarter segment of a blast shield at a radius of 50 m and by assuming an exponential law.
[image: Table 3]The resulting path to collect the boulders is visualized in Figure 7. The white square with black edge in Figure 7 shows where the base camp site and the landing site of the excavator are located. As the base camp site fulfils the excavator landing site requirements mentioned in section 4.1.3, the two sites are identical. The right map in the figure indicates sites with available boulders. The vehicle has to traverse a significant portion of the area to collect the boulders, focusing on target locations with high boulder abundance.
[image: Figure 7]FIGURE 7 | Path for the boulder collection (left background: Sun visibility data of Mazarico et al. (2011) interpolated to the 200 m by 200 m grid; right background: estimated boulder volume; white square with black edge: base camp site and excavator landing site).
5 DISCUSSION
5.1 Available amount of boulders
In Figure 3, the boulder volume maps of different regions and via different assumptions on the size-frequency distribution law were compared. Boulder volume maps based on manually mapped boulders tend to be sparser than maps based on rock abundance data, which rarely feature locations without boulders. There is also a difference between the resulting expected boulder volume as derived with a power law and an exponential law (both with manually mapped boulder data), which will further be discussed in section 5.3.2.
We note that in case the available boulder volume is insufficient, the region where boulders are collected could simply be enlarged. Furthermore, the Moon is known to have subsurface rocks (Thompson et al., 1970; Elder et al., 2019). As an alternative, those subsurface rocks could be dug out and used for construction. Potential disadvantages include dust ejection and an increased energy consumption (Taylor et al., 2005; Lim et al., 2017).
5.2 Trade-offs
This section shows multiple trade-offs between design parameters and their implications on the proposed construction method.
5.2.1 Uncertainty on required boulder volume
The required boulder volume to construct a blast shield as described in section 2 mainly depends on the geometrical dimensions of it. The amount of required boulders increases with the radius of the blast shield ring. This is because of a) the increased perimeter and b) the increased height of the blast shield. Our results indicate that the decrease of the gas/dust pressure for larger blast shield radii does not compensate these effects. Further, the landing accuracy of incoming spacecraft has a large influence on the required boulder volume. In all previous examples it was assumed that incoming landers perform pinpoint landings. The requirements of the sustained HLS and HDL however mention a landing accuracy of 50 m (see requirement HLS-S-R-0021 (NASA, 2022a), respectively HDL-S-R-0040 (NASA, 2022b)). The lack of pinpoint landing capabilities would significantly increase the required amount of boulders, marking a clear trade-off between landing accuracy and the amount of required construction material.
5.2.2 Influence of the boulder size on the construction process
The size range of the considered boulders for the construction is a crucial design parameter. It is limited by the dimensions of the gripper of the excavator and the thickness of the walls that will be constructed. Our results indicate that extending the size range to larger boulders not only increases the amount of available boulders, but also decreases the collection distance and the time to scan and place the boulders. If however only large boulders are used, the time to scan and place the boulders further gets reduced significantly. This is due to the fact that the average volume per boulder is larger, when larger boulders are used, and therefore fewer boulders need to be scanned and placed. It remains unclear how homogeneous/heterogeneous a dry-stone blast shield can be without compromising its ability to retain engine-ejected dust and pebbles.
5.2.3 Payload capacity trade-off
An important design parameter of the vehicle that collects the boulders is its payload capacity. A larger payload capacity will make the vehicle both larger and heavier, which in turn increases the transportation costs to ship it from Earth to the Moon. In addition, the larger empty mass of the vehicle will lead to a larger energy consumption during traverses without any payload. A larger payload capacity however also decreases the driving distance and therefore the duration of the collection process. The number of empty drives also gets decreased with a larger payload capacity, which then reduces the required energy to move the overhead mass of the gripper across the region.
The standard value for the payload capacity was chosen to be 10 m3. It was found out that the time and energy for driving during the boulder collection are already quite low for a payload capacity of about 5 m3. When increasing it to 10 m3, it will get slightly faster, but the required energy starts to slightly increase due to the larger empty mass. We note that the driving time could also be linearly decreased by increasing the number of vehicles that collect the boulders. The required energy thereby would remain as it is. The drives from the base camp site to the boulder collection sites and back would be split up between the vehicles. The downside of this however is the additional mass that has to be transported from Earth to the Moon, as all vehicles would have their own excavator gripper.
A method to reduce the required energy and, in case of multiple vehicles also the transportation cost to the Moon, would be to separate the excavator and the truck. This would be particularly useful for boulder clusters located far away from the construction site.
5.3 Sensitivity analysis
This section shows the influence of uncertainties on the results. Note that the trade-offs in section 5.2 in contrast were showing the influence of design parameters on the results.
5.3.1 Uncertainty of the pressure induced on the blast shield
The assumptions regarding the engine-driven pressure on the blast shield, as described in section 2, are relatively broad. The used scaling of the pressure was done based on the maximum thrust of the Starship from SpaceX. The actual applied thrust during a lunar landing is probably much lower, especially also due to the low lunar gravity. Furthermore, there is also some uncertainty on how well the laws, which are used to scale the pressure by the landing pad radius and the mentioned actual thrust, are. While the used pressure probably should lead to conservative results, more research will be required in the future in order to get a better understanding of the actual pressure induced on the blast shield by a specific lander.
5.3.2 Uncertainty of the boulder size-frequency distribution law
A large uncertainty lies in the estimated amount of boulders based on the extrapolation with the size-frequency distribution law. As already mentioned in section 3.2, Rüsch et al. (2022) find that the applicable law depends on the age of the region. We note that the exact absolute geologic age of the two considered regions is poorly constrained and is subject to local variations. Throughout this work we fall back to using the exponential law as it provides conservative estimates of the amount of available boulders. Figure 8 shows the longest axis length versus the cumulative number of boulders of this size or larger, together with the exponential law and power law fits. Note that the fits only use the data points with dlong ≥ dthreshold as described in section 3.2, where dthreshold was set to 2 m in this study. Note that the SFD-law fits here are made for the whole regions and not locally as done for the boulder volume maps described in section 3.3. In contrast to the power law, the exponential law has a drop off for small sizes and thus predicts lower boulder volume amounts, making it a more conservative approach.
[image: Figure 8]FIGURE 8 | Longest axis length versus cumulative number over the whole Connecting Ridge and chosen Aristarchus Plateau regions.
The available boulder volume, as well as the median distances, median total energies and median total times of all base camp locations are also shown in Table 4 for the case with exponential law and power law. The table shows that the available amount of boulders with the power law is one order of magnitude higher than with the exponential law. Thus, the distances also are much shorter. This then also results in lower total energy consumption.
TABLE 4 | Comparison of the totally available boulder volume and the median distances, median total energies and median total times of all base camp locations using different size-frequency distribution laws and for 250 m3 of boulders. CR: Connecting Ridge, A: chosen Aristarchus Plateau region, exp law: exponential law, pwr law: power law.
[image: Table 4]The handling times however are shorter when the exponential boulder size-frequency distribution is assumed, as the ratio of small to large boulders is lower with the exponential law than with the power law, which then results in assuming less boulders for the same volume. When less boulders have to be scanned and placed, the handling time is shorter. The shorter distance and thus shorter collection time in the case with the power law cannot fully compensate the larger handling time, which is why the total time will be larger with the power law, unless the collection is biased towards large boulders.
Ultimately, the exponential law is conservative with respect to the estimated amount of available small boulders, the distance and the energy consumption. In turn, it might lead to an underestimation of the construction duration.
5.3.3 Accuracy of manual boulder count versus rock abundance data
It stands out in Figure 6 that the distances using the rock abundance dependent exponential law by Li and Wu (2018) are much shorter than when mapped boulders are used. Further, the boulder volume maps using the mentioned rock abundance based method in Figure 3 are much denser than the maps created based on manually mapped boulders. Golombek et al. (2008) observed the phenomena that less small (Martian) boulders are found in orbiter images than in surface made images or predicted by models. Li and Wu (2018) also assume that multiple small boulders sometimes appear as one large boulder in NAC images, which is why too many large and too few small boulders are expected when mapping boulders in images with limited spatial resolution. Bandfield et al. (2011) state that the mapped amount of boulders smaller than 3 m might always be too low. Further, Bandfield et al. (2011) notice that the fractional area of mapped boulders was much lower than the one obtained using the Diviner data. Note that in section 3.4 the new rock abundance data of Powell et al. (2023) is used and not the one created by Bandfield et al. (2011), but the mentioned statements still indicate that the mapped boulders could be incomplete.
In conclusion, this shows that there also is an uncertainty on the completeness of the mapped boulders, and not only on the SFD-law used for the extrapolation. The accuracy of the estimated amount of available boulders could be improved, if there was a lunar orbiter equipped with a camera with a higher resolution than the LRO NAC.
5.3.4 Uncertainty of the shape of the boulders
The relation between the longest boulder axis and the volume, which was shown in section 3.3 and depends on the shape of the boulders, is not known exactly. By only using the information about the axis length relations that were mentioned by Demidov and Basilevsky (2014), the factor between longest boulder axis and the volume would approximately be 0.23, while with values of Krishna and Kumar (2016), it can also be down to 0.1 (considered as the standard case in this paper) or 0.025. We note that with the last mentioned value, there would not be enough boulder volume available in Connecting Ridge, when assuming the exponential law, to build a quarter ring segment of a blast shield, while with the value 0.23, the collection distances are significantly shorter than with the standard value of 0.1.
5.4 Challenges of the proposed construction method
The proposed construction method is facing a series of challenges, some of which require further consideration. A dry stone wall constructed using irregular, unprocessed boulders will contain small gaps. It needs to be examined, whether those gaps are an issue when the wall is used as a blast shield. This will require simulations and experiments under lunar conditions. In case the regolith blasts could pass through the gaps, it would be necessary to seal them, e.g., by using small boulders or loose regolith.
A further challenge is the travel distance and time required to collect the material and construct a blast shield. As shown in Figure 5, the distance to collect the boulders can be around 1000 km. Table 2 on the other hand showed, that the median operation time is about 1500 h, which corresponds to 63 full Earth days. This does not include charging times or hibernation during the lunar night, which is why the actual mission time will be at least twice as long. As a reference, the Lunokhod 1 rover was operative for 321 Earth days and travelled ∼10 km (Karachevtseva et al., 2013). This indicates, that the mission duration is achievable. The LRV of the Apollo 17 mission on the other hand drove approximately 35 km in about 4.5 h driving time Smith et al. (1973), which shows, that much farther distances than the mentioned one of Lunokhod 1 are possible—assuming the rover can reach a human level of navigation autonomy. A remaining challenge will be the recharging process. The robotic excavator thereby might either harvest energy by itself, rely on a few recharging stations, or could be powered by RTGs (radioisotope thermoelectric generators).
5.5 Comparison to other construction methods
In the following, the energy consumption of two alternative blast shield construction methods are calculated and compared to the energy consumption of the proposed method. We note that the creation of un-cast regolith berms, as proposed by Mueller et al. (2009) and Moses and Mueller (2021), is not discussed here. This method probably would need less energy than the other construction methods, but comes with other disadvantages: the impacting stream of spacecraft exhaust and pebbles/dust could erode a regolith berm over time (Morris, 2012). In addition, the excavation and dumping of large amounts of regolith can lead to serious issues with the resulting dust (Taylor et al., 2005; Lim et al., 2017).
5.5.1 Cast regolith
Cast regolith has a very high compressive strength and is proposed to be used as a building material on the Moon, including blast shields (Benaroya et al., 2012). Benaroya et al. (2012) state that the creation of cast regolith takes 360 kWh/t, while the density of cast regolith is 3 g/cm3. This leads to a needed energy per volume of 3888 MJ/m3.
The required amount of cast regolith is calculated similarly as it was done in section 2 for our proposed construction method and by also using some of the parameters mentioned in Table 1. The required energy to produce the cast regolith then is 1250 GJ for a quarter ring segment of the blast shield.
5.5.2 Microwave heating
Microwave heating of lunar regolith leads to melting or sintering of the material (Lim et al., 2021). Lim et al. (2021) showed in experiments with regolith simulant JSC-1A that 50 g could be hardened with 1000 W and an applied energy of 900 kJ. They state that the true density of the regolith simulant is 2904 kg/m3 and that the resulting material after the microwave treatment had a true density of 3020 kg/m3 (Lim et al., 2021). The required energy per volume then is 54.4 GJ/m3.
The calculation of the needed volume of construction material for a blast shield with radius r = 50 m is done similarly as in section 5.5.1 and also by using some of the parameters mentioned in Table 1. The result is about 1290 m3, respectively only about 322 m3, when only a quarter ring segment is built. The needed energy then is 17500 GJ for the quarter ring segment. Note that the used value for the density given by Lim et al. (2021) is the true density and not the bulk density, which unfortunately is not provided and therefore unknown. Lim et al. (2021) mention that the void ratio in the regolith simulant prior to microwave heating was 47%. By assuming the bulk density to be half of the true density, which probably is too low as melting or sintering takes place according to Lim et al. (2021), the required energy still is 6440 GJ for the quarter ring segment.
5.5.3 Comparison
In Table 5, the required energy of the three construction methods are compared. Our proposed method requires about two to three orders of magnitudes less energy than the other construction methods. By assuming equal construction time, this would mean that solar arrays used for charging would need about 100–1000 times less surface area. The very low energy consumption is one of the main advantages of the proposed construction method.
TABLE 5 | Comparison of the energy consumption to build a quarter ring segment of a blast shield with different construction methods.
[image: Table 5]5.6 Sustainability and conservation considerations
Figure 7 suggests that the collection of boulders can be quite invasive, as boulders are systematically moved across the surface, negatively impacting future scientific studies. The sustainable utilization of lunar resources—including boulders—is subject to an ongoing debate (Pirtle et al., 2023). We note that the systematic collection of boulders might in fact aid scientific analyses, if properly conducted: all boulders remain unprocessed and can be accessed in the blast shield wall (Johns et al., 2020). Context data collected before and during the collection of boulders (location, orientation, composition, etc.) could be used to create a digital twin of the area of interest, opening up new research venues, such as related to the regional study of impact ejecta composition.
5.7 Applicability of the method for Mars
In future missions to Mars, ISRU will become even more important, as the transportation costs from Earth to Mars are much higher than from Earth to the Moon, due to the larger distance, motivating a basic comparison of the median available boulder volume on the Moon and on Mars. For the Moon, the rock abundance dependent exponential law by Li and Wu (2018) and the rock abundance data of Powell (2022) and Powell et al. (2023) was used. For Mars, the rock abundance dependent exponential law and boulder axis length ratio by Golombek and Rapp (1997) and information about the rock abundance of Christensen (1986) was used. For the lunar case, the median area that contains 250 m3 of boulders is slightly larger than 0.2 km2, while the median area on Mars that contains 250 m3 of boulders is about 0.06 km2. This shows, that the proposed construction method would work even better on Mars than on the Moon. We note that the regional geologic context can significantly influence the availability of boulders, particularly on an atmospheric planet like Mars.
5.8 Outlook
This section gives an overview of what work remains open for future research. As mentioned, the estimate of the available amount of boulders has some uncertainties. High resolution images of landers at the regions of interest will allow to get a better understanding of how many small boulders are available. Furthermore, the usage of the proposed construction method could be expanded to also build arch vaults, which could be used as habitats and shelters. The capability of autonomously constructing arches with irregular boulders will need to be demonstrated in experiments. Finally, an excavator capable of operating in the lunar environment needs to be developed and the exact dimensions of the infrastructure need to be set.
6 CONCLUSION
In this work we propose an autonomous excavator that is able to collect boulders across the lunar surface and use them to construct dry-stone blast shields. We calculate that a total of about 1000 m3 and 250 m3 is required for a full and a quarter ring blast shield segment. We determine the number and sizes of boulders physically present across two sites of interest, the Shackleton-Henson Connecting Ridge and a section of the Aristarchus pyroclastic deposit, using LRO NAC images. We use size-frequency distribution laws to estimate the fraction of boulders smaller than the NAC spatial resolution. In addition, we explore an alternative approach that exclusively relies on LRO Diviner rock abundance data to estimate the abundance of appropriate construction material. We use a path planning pipeline to calculate the distance an excavator needs to transverse to collect the required amount of boulders and perform energy and time calculations of the overall construction process. We find that the required energy is two to three orders of magnitudes lower than with other construction methods proposed in the literature.
We show that the landing pad radius and the lander precision have a large influence on the boulder volume required for a blast shield. Utilization of large boulders reduces the overall construction time, while utilizing boulders with a wide size range reduces the overall driving distance. Our results indicate that a large vehicle payload capacity does not provide any significant energy consumption and construction time benefits. The results presented here rely on a number of conservative estimates and assumptions, such as the boulder size-frequency distribution law used for the extrapolation of the number of boulders towards small sizes. Finally, we demonstrate the applicability of our overall method on planet Mars using rock abundance data.
This work showcases the strategic importance of innovative in-situ resource utilization and construction strategies for the sustainable exploration of the Moon and beyond.
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etal. (2021)
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Gravity Orientation of Electrode contact Time to first bubble Volume of bubble at

level electrode angle (deg) detachment (s) detachment (mL)
g Horizontal 5 7.525 10.7800
Martian Horizontal | 5 8175 17112
C Lwar Horizontal 5 | 195 27.9350
g Vertical | 5 304 43.5500
Martian Vertical | 5 30 42,9770
Lunar Vertical | 5 3845 55.0822
g Horizontal 30 7.075 10.135
Martian Horizontal | 30 102 14612
Lunar Horizontal 30 2075 29725
g Vertical | 30 264 | 37.819
Martian Vertical 30 27 33.952
Lunar Vertical | 30 353 | 50569
g Horizontal 75 32+ Seconds (computationally limited)
Martian Horizontal | 75 32+ Seconds (computationally limited)
Lunar Horizontal 75 32+ Seconds (computationally limited)
1g Vertical | 75 41+ Seconds (computationally limited)
Martian Vertical | 75 88+ Seconds (computationally limited)
Lunar Vertical 75 88+ Seconds (computationally limited)
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Median dcouect Median Eiotar Median trotar

CR exp law 502 m* 880 km 104 G 1520 h
CR pwr law 5030 m* 275 km 329G) 2300 h
A exp law 1430 m* 366 km 425GJ 1260 h

A pwr law 31900 m* 149 km 175 GJ 2620 h
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Gravity Orientation of Electrode contact Time to first bubble Volume of bubble at

level electrode angle (deg) detachment (s) detachment (mL)
g Horizontal 5 0125 0.0895
Martian Horizontal | 5 025 01791
 Lumar Horizontal 5 | 0475 0.3402
g Vertical | 5 0175 0.1254
Martian Vertical | 5 0325 02328
Lunar Vertical | 5 0575 04119
g Horizontal 30 0125 0.0895
Martian Horizontal | 30 025 01791
» Lunar Horizontal 30 0475 0.3402
g Vertical | 30 015 | 0.1074
Martian Vertical 30 03 02149
Lunar Vertical | 30 0625 | 0.4477
g Horizontal 75 0125 0.0895
Martian Horizontal | 75 025 0.1791
Lunar Horizontal 75 075 0.5372
1g Vertical | 75 0.1 [ 0.0716
Martian Vertical 1 75 0225 | 0.1612
Lunar Vertical | 75 04 0.2865






OPS/images/frspt-05-1345337/frspt-05-1345337-t003.jpg
Value Result

eotteet: 776 km
Weater, driving 9.04 G
Weoltect,pot 954 MJ
Weonstrucr, driving 116 MJ
Weanstructpor 171 M)
Euotat 10 GJ
Lot driving 551h
Keonstruc, driving 0697 h
Hhanding 893h
Hrotat 1440 h
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Molten Salt (CaCl,) Value (Janz et al.,

Regolith Value (Humbert et al.,

Physical Property
2022) 1975)
Acceleration due to gravity on Earth 981 m/s* 981 m/s* 9.81 m/s*
Acceleration due to gravity on Mars 3.68 m/s* 3.68 m/s* 3.68 m/s*
Acceleration due to gravity on the 1.625 m/s* 1.625 m/s* 1.625 m/s*
Moon
Working Temperature 25C 1800°C ‘ 1170C
Surface Tension between liquid 0070 Nm | 475 Njm 0.14254 N/m
and gas
Gas Density 1.184 kg/m® | 1184 kg/m® 1184 kg/m®
Liquid density 997 kg/m’ 2600 kg/m® ‘ 2010 kg/m?
Kinematic viscosity of Gas 15.62* 10° m?/s 1562+ 10° m/s I 1562 % 10° /s
| i viscosity of Liquid 893 * 107 /s 1.923 % 10" me/s ‘ 1258 * 107 m*/s
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Value Result

median degiecr 880 km
median Weotecr, driving 10.1 GJ
median Weaect por 159 MJ
Weonstrucr, driving 11.6 MJ
Weonstruct,pot 171 MJ
median Eyo 103 GJ
median Lo, driving 624h

Keonstruct, drving 0697 h
median Guaaiing 893 h

median for 1520 h
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rameter Value Source
radius 50m based on Gelino et al. (2023)
height b | Ym=333m based on Morris (2012)
perimeter | 7-100m =314 m calculated
boulder volume fraction ¢ 067 (SIA, 2012)
gravitational constant of the Moon gy 164 m/s* Susante and Metzger, (2016)
bulk density of the boulders p, 2650 kg/m’ Susante and Metzger, (2016)
bearing capacity of the soil 4,(t) ~ 6000 kPa - based on Heiken et al. (1991)
friction angle of regolith ¢, 30° 15 Benaroya and Bernold, (2008)
pressure induced by the engine blast P 1135 Pa described in section 2
wall thickness on the floor 179 m described in section 2
wall thickness on the top f, 112m described in section 2
required boulder volume Ve, ~ 1020m* calculated
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Quantity CM-V2 CR-V2

DIO0 (am) 7.10 530 1371
D30 (pm) 2667 2237 4812
D50 (um) 48.63 4821 [ 7426
D60 (im) 5952 63.08 | s
D90 (pm) 108.36 172.30 25179
Span (dimensionless) 208 346 321
Cu (dimensionless) e 11.90 | 651
C. (dimensionless) 1.68 150 189
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Quantity LHS.

D10 (um) 761 582 185 107

D30 (um) | 0e 3531 508 288

D50 (um) 5979 7227 974 592

D60 (m) 77.60 9531 1194 791

D90 (m) 20235 28247 2106 1558
Span (dimensionless) 326 383 197 245
C, (dimensionless) 1020 1638 645 739
C (dimensionless) 159 225 117 098






OPS/images/frspt-04-1255535/frspt-04-1255535-t004.jpg
Componen MGS-1 wt% MGS-1S wt%
Anhydrite 17 10 10

Anorthosite 271 164 164 160
Fe-carbonate (siderite) 14 08 08 08
Ferrihydrite 35 21 21 21
Glass-rich basalt 29 137 137 135
Gypsum 00 00 400 00
Hematite 05 03 03 03
Hydrated silica 30 18 18 18
Magnetite 19 11 11 11
Mg-carbonate 00 00 00 110
Mg-sulfate (epsomite) 40 24 24 24
Olivine 137 82 82 320
Pyroxenite (bronzitite) 203 122 122 120
Smectite (montmorillonite) 0.0 400 0.0 6.0
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Quantity GS-1

D10 (um) 519 164 7.99 297
D30 (um) 106 516 29.89 16.91
D50 (um) 49.30 15,50 63.13 4692
D60 (um) 66.85 2898 81.61 60.99
D90 (um) 20548 107.48 23317 127.27
Span (dimensionless) 406 683 357 265
C, (dimensionless) 12.88 17.67 10.21 2053
C. (dimensionless) 115 056 137 158
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Amorphous silicate 00 00
Fe-carbonate (siderite) 00 10 00
Ferrihydrite 48 00 00

Fe metal powder 00 00 106
Magnetite 100 50 25
Mg-serpentine 513 738 68
Olivine 70 1n2 331
Palygorskite 53 00 00
Pyrite 70 33 58
Pyroxeneite (bronzitite) 00 21 296
Sub-bituminous coal 50 36 20
Vermiculite 96 00 00
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Anorthosite 744 198 744 198
Glass-rich basalt 247 320 247 320
Iimenite 04 43 04 43
Olivine 02 11 02 11
Pyroxenite (bronzitite) 03 328 03 328
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LMs-1 LHS-1D  LMS-1D MGS-1C  MGS-1S JEZ-1 V2 CM-V2

wt% Wt% /b wt% wt% wt% wt% Wt%
Si0, 49.12 4822 48.67 47.42 43.90 4383 32,60 3857 2644 28.19 36.54
ALO; 2629 1240 2623 | 14.02 1284 [ 1042 959 7.87 | 431 364 [ 243
CaO 1352 7.65 1341 826 791 9.13 2139 539 261 304 1.89
Na,0 255 173 251 172 149 148 108 0.96 | 009 | 13 164
FeO* 320 879 [ 373 874 1060 734 | 779 834 B 1339 27.62
MgO 2386 1597 266 | 1491 1481 1347 1151 2696 | 24.04 3061 [ 2518
MnO 0.06 I 02 0.06 0.18 0.112 0.09 0.087 | 0.10 T 0.06 | 0.04 0.16
TiO, [ 063 270 070 | 268 046 039 0361 029 [ 041 026 [ 0.14
K0 034 0 | 0w 039 029 144 032 035 09 003 015
P,05 017 023 | on 020 017 0.14 0.125 0.10 o4 010 005
LO1 041 056 046 048 490 10.38 10.76 879 16.08 1686 134
Total 99.15 98.87 98.97 99.00 97.48 98.11 9561 97.73 | 97.90 97.69 97.14

*Cumulative FeO and Fe,O,. The fused bead XRF, methodology does not allow for determination of relative amounts of Fe,O; and FeO so total iron content is reported as FeO.
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Note: numbers include planning In-flight Surface Nominal operations cycle

margins checkout commissioning (resource requirements per sample)
Operations duration 8h 125h ~16h+8h
Average power 25W W 856 W
Peak power 80w 150 W 200 W
Data volume 20 Mbytes 40 Mbytes 120 Mbytes
TC mode Manual commanding Manual commanding Manual commanding (initially)/automated timeline
(subsequent)
TM mode/latency needs Real time/low latency Real time/low latency Real time/low latency (initially)/store and forward
(subsequent)

“The operations duration is strongly affected by drilling depth and regolith properties, selected type of ProSPA analysis, and interleaved secondary instrument operations. In case of a rapid
sioseieon ol PRORDBET npwrstions codies: i temed s ool B tiose iy setiod. (he opseations cyele dustion:
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lon Trap Mass Spectrometer

m/z range 10-150 amu
Mass resolution m/Am 1
Operational modes Multiple scan functions for covering m/z
range

Operating pressure

max ~10"* mbar

Measurement time per spectrum ~1t010/min, incl. averaging for S/N build-up

Magnetic Sector Mass Spectrometer

m/z range

2-150 amu

Mass resolution m/Am

65

Operational modes

Static + dynamic

Operating pressure ~10° mbar (static), ~107 mbar (dynamic)

Measurement time

ProSPA measurement performance requirements

~30s

Species Minimum Mass in 50 mg of regolith assuming Required Maximum permitted
measurable minimum measurable concentrations (ug) isotopic ratios uncertainty on
concentrations isotopic measurements
(ug/qg)

HO 414 207 NIA See H and O rows

H 46 23 &H 100%o (8D)

‘He 14 07 - -
*Ne 05 0025 - -
#Ne 0002 00001 - -
2Ne 004 0002 - -
“Ar 06 003 - -

SAr o1 0005 - -

“Ar 09 I 0045 I - -

HKr 0.0005 0000025 - -
PiXe 0.00015 0.0000075 - -

c 124 62 s 1% (8°C)*

N 81 405 8N 10%o (8°N)

F 70 35 N/A N/A

a 30 15 N/A N/A

o N/A N/A 80,870 1% (5°0), 22% (670)
s 715 3575 N/A N/A






OPS/images/frspt-05-1331828/frspt-05-1331828-t002.jpg
ProSEED imaging syst

Sensor resolution 4 Mpixel
Resolution @ FOV center (@ working distance 6.2cm/20cm/50cm) 0.13mm/0.20mm/0.39mm
Resolution @ FOV corner (@ working distance 6.2cm/20cm/50cm) 0.70mm/0.62mm/1.27mm
Best focus distance 25cm
Data Interface SpaceWire
Power supply 410V

Heater supply voltage/power

432V max/15 W max

Power consumption (w/o heating power)

175 W (standby)

2.9 W max (imaging w/o illumination)

13 W max (imaging + illumination)

Tllumination 6 spectral bands, VIS + NIR
Operational temp range ~40 10 450 °C
Non-operational temp range 90 to +85 °C
Interface temp range (qualification) 100 to +95 °C
FFOV size 54 54°
Mass (BEE) incl. mounting materials, baffle and dampers, without MLI 619 g

LED channels (# LEDs/beam angle)

451 nm (4/£40°)

597 nm (4/245)

730 nm (4/+40')

860 nm (4/425)

910 nm (4/£23")

970 nm (8/+24)

ProSEED Permittivity Sensor

Frequency band 1.5 Hz-200 Hz
Relative permitivity range 11020
Target accuracy 10%

Operational temp range

electronics =40 to +65 °C

electrode assembly ~150 to +80 'C

Non-operational temp range

electronics ~110 to +65 °C

electrode assembly ~150 to +80 'C

Measurement duration

155 -16's, default of 55

Power consumption (w/o heaters) <300 mW

Emitting electrode diameter 10.8 mm
Drill rod protrusion diameter 15 mm
Mass incl. electronics <S0g

Data volume per measurement (default duration)

20 kB (time series, uncompressed)

<10 kB (compressed)
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Mass (incl. margins)

PROSPECT 4.8 kg, consisting of

ProSEED 318 kg
CEU: 53 kg
D&P: 234 kg
Harness: 3.1 kg

ProSPA 13 kg
AP 1035 kg
SIS 2.65 kg

Dimensions (static envelopes) X x Y x Z w/o harness and connectors, Z-axis being vertical in

landed position; mounting interface in X-Z plane (except CEU)

Drill box 257 x 228 x 1721 mm (w/o PRJ and HDRM)
497 x 290 x 1721 mm (with PR] and HDRM)

ProSEED CEU 22655 x 198 x 200 mm

ProSPA AP 277 x 135 x 374 mm

ProSPA SIS 256 x 301.2 x 150 mm

Power interface

28V, 2 power lines (feeders)

Power limits

max 50 W (line 1)

max 200 W (line 2)

Data interface

RS422 serial link, optionally redundant

CEU I/F temp

=50 to +50 °C (operational)
~50 to +60 °C (non-operational)

ProSPA AL I/F temp

=50 to +50 °C (operational)
~50 to +65 "C (non-operational)

SIS interface temp

60 to +0°C (operational)
80 to +80°C (non-operational)

Drill box interface temp

=50 to +50 °C (during transfer/flight)
150 to +50 °C (surface operational)
150 to +80 °C (surface non-operational)

Lifetime 1 lunar day (default)
1 terrestrial year with platform-provided survival heating
Data volume Typ. 120 MB per operational cycle

Sampling depth

surface to 1,000 mm (surface level assumed 200 mm under SIS X-Y interface)

Drill working area

287.2 mm along a 134" arc with radius 245.6 mm (nominal; actual size of the arc

depends on SIS location)

Sample volume #1

Sample volume #2

45 mm? (push tube)

5,000 mm”® (internal auger)

Temperature measurement requirements

Drill tip sensor + 0.1K

Other sensors + 1K
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Concentration in mg L™

Best case Worst case World Health Organization (2018) NASA (2003)*
Test batch 1.2 Test batch 2.1 NASA (2014)°
si 228 1149 - -
A 196 749 020 -
a6 3527 ' 150-300 30
Fe <002 040 03 03
T <0.005 <0005 - -
Mg 054 569 - 50
s <0.067 oo S0 250 | $ 005,50, 250
Mn <0.005 030 0.05-04 03005
K 099 613 |- 30
pH 92 55 66-85 45-90
Turbidity 1070 NTU - |- 1sNTU
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LHS-ID | 1:100 9,862
LHS-1D ‘ 1:500 1,070
LHS-1 ‘ 1:100 1015
LHS-1 ‘ 1:500 240
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Aqueous solutior al pH Initial dissoveld oxygen

11 LHS-1D 1:100 ultrapure H,0 55 $mgL”!
12 LHS-1ID 1:500 [ ultrapure H,0 56 $mglL!
2 LHS-1D 100 buffer solution 55 8mgL”!
22 LHS-1D 1:500 buffer solution 55 $mgL!
" LHS-1D 1:100 ultrapure H,0 45 <Imgl?
32 LHS-1ID 1:500 ultrapure H,0 14 <Imgl?
= LHS-1D 1:100 buffer solution 54 <Imgl?
42 LHS-1D 1:500 buffer solution 54 <ImgL’
51 LHS-1 1:100 buffer solution 56 8mgL”!
52 LHS-1 1:500 buffer solution 56 $mgL”
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JAXA
NASA
ISRO
CNSA
XRPD

SEM/
EDX

Deutsches Zentrum fir Luft- und Raumfahrt
In-Situ Resource Utilization

European Space Agency

Japanese Aerospace Exploration Agency
National Aeronautics and Space Administration
Indian Space Research Organisation

China National Space Administration

X-Ray Powder Diffraction

Scanning electron microscopy with Energy dispersive X-ray
spectroscopy

Total mass of unprocessed raw material at the input
Total mass of processed material at the output
Mass of target mineral in input

Mass of target mineral in output

Grade of target mineral in input

Grade of target mineral in output
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Parameter Formula Descripti
Yield Wi% e The total mass of ilmenite in the output per unit mass of input material
Recovery Wi% e ‘The mass of ilmenite in the output per unit mass of ilmenite in the input material
Grade wt% "% The mass of ilmenite in the output per unit mass of output material
Enrichment ratio - [ Ratio of grade of ilmenite in the output material to the grade of ilmenite in the input material
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Parameter TMIA4
‘ Grain density [g/em’] 292 296
‘ Angle of repose ['] 383 419-458
" limenite content [wt%] 103 100
‘ Mean particle size [um] 91 87
‘ Particle size distribution [um] 0.04-1000 0-2000
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Field Voltage/kV Yield/wt% Recovery/wt% de/wt% nrichment ratio

13 0.84 (0.12) 20.78 (296) 1210 (0.37) 300 (0.09)
14 129 (0.27) 3193 (6.69) 1195 (0.82) 2,96 (0.20)
15 1.28 (0.79) 3176 (19.59) 938 (28) 233 (069)
16 110 (0.26) 27.22 (6.46) 834 (068) 207 (0.16)
17 133 (0.55) 33.00 (1355) | 1171 0.10) 290 (0.02)
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Beneficiation stage  Process

parameter
Gravitational beneficiation | Feed rate kg'h™ | 0-2882
Sieve size pm 2000
Magnetic beneficiation Motor rotational speed pm o 0-1324 ‘
Electrostatic beneficiation Electrostatic field voltage W oas ‘

Plate separation distance | mm | 200° ‘

*A different sieve size can be used but the current configuration remains fixed at 200 ym.
"The plate separation distance can be changed at regular intervals of 100 mm.
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Predicted capacitance (pF) Measured capacitance (pF) Relative permitti Reference

Air 413 502 | 10 Haynes et al. (2016)

Polyethylene 6.12 [ 7.42 25 [ Haynes et al. (2016)

Regolith simulant (JSC-14) 934 1270 50 [ Nurge (2012)

Granite 1317 2081 80 Haynes et al. (2016)
For reference

Vacuum 1 [ By definition

Water (liquid) | 310 100 Haynes et al. (2016)

Lunar regolith 3t05 Heiken et al. (1991)
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