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Among the existing gas storage facilities, salt cavern gas storage has the advantages of high injection production efficiency, low gas cushion volume, safety, flexibility, etc. It is of great significance to speed up the construction of underground gas storage by transforming abandoned salt caverns of salt industry into underground gas storage. However, old salt cavern wells cannot be directly converted into gas storage injection and production wells, so the old wellbore must be plugged to ensure the effectiveness of plugging. Therefore, a set of plugging optimization technology for salt cavern gas storage wells is urgently needed. In this paper, a 3D finite element model of the cement plug-formation system based on cohesive element method is established for the milling and plugging of the old well in the salt cavern gas storage section. The results show that under the condition of constant gas storage pressure, a certain degree of small deformation will occur at the bottom of the cement plug after compression, resulting in the shear direction deformation of the cement plug formation cementation interface, and peeling will occur after accumulation to a certain extent. With the increase of simulation time, the length of stripping section gradually increases and tends to be stable, and reaches the limit of stripping failure length. In the process of research, the factors and laws affecting the stripping failure length were also analyzed. It was found that the stripping failure length of cement plug formation cementation interface was related to the maximum operating pressure of gas storage, cement plug length, cement plug diameter, elastic modulus, Poisson’s ratio and other factors. The research results are helpful to judge whether the milling and plugging length of the old well section is sufficient, and provide theoretical guidance for ensuring the long-term safe operation of the gas storage.
Keywords: salt cavern gas storage, stripping failure length, cohesive element method, integrity of seal, cement plug-formation interface
1 INTRODUCTION
China’s natural gas demand is increasing year by year, and the contradiction between supply and demand is becoming increasingly prominent. The construction of the gas storage is a key task for the development of China’s natural gas industry (Shi et al., 2017; Dong et al., 2021). Salt cavern gas storage is considered the safest way to store large quantities of hydrocarbons. The transformation of abandoned salt caverns from salt-production industries into Underground Gas Storages (UGS) has a great significance for the full utilization of salt mine resources and accelerating the construction of UGS (Bai S et al., 2022). Among the existing storage facilities, salt cavern underground gas storage has greater advantages with the characteristics of high injection-production efficiency, low cushion gas, volume, safety, and flexibility (Pamucar et al., 2020; Pinto et al., 2021). It is much safer in terms of safety and environmental protection: salt rock has extremely low permeability and better damage resistance and self-healing ability, which is a sealing material to ensure energy storage (Bérest and Brouard, 2003; Cornet et al., 2018). Although salt cavern reservoir has obvious advantages in energy storage, its complex geological conditions, lack of practical experience and imperfect theoretical system pose a great challenge to the sealing ability of salt cavern gas storage. There have been gas leaks due to the failure of the gas storage seal. Casing damage and cap fracture are the main causes of these accidents (Sovacool, 2008; Jing et al., 2011).
Due to the poor cementing quality of cap wells in some old gas storage wells, in the sealing of abandoned gas storage wells, it is necessary to section mill the casing in the section with poor cap cementing quality and then permanently seal the well in order to ensure the sealing quality of cap sealing and prevent gas from flowing out from casing and cementing cement ring to damage the sealing property of the reservoir. As the operation of gas storage is different from that of other operation wells, the reasons for the sealing integrity of old wells are also different. Ensuring borehole sealing is the basic premise of developing dissolved salt cavern. The key is casing/formation bonding and the integrity of the intermediate casing string (Benge, 2009; De Simone et al., 2017; Kiran et al., 2017). As a result, factors affecting well sealing include casing integrity, formation sealing, and the quality of cementation between casing and formation. The long-term integrity of the cemented surface of the cement plug is directly related to the risk of CO2 leakage (Dian et al., 2022).
Generally, there is no macroscopic crack inside the cement plug of abandoned well, and the main failure mode is interface stripping (Akgün and Daemen, 1999). Several researchers have developed models to simulate cement interface debonding based on simplified models such as linear elastic casing, cement and rock, and initially complete cement rings. To determine borehole sealing performance, Bosma et al. (1999) used a non-linear material model, which can analyze the loss of sealing capacity due to cement cracking and or plastic deformation. For the casing-cement interface and cement-rock interface, a discrete crack description is used to simulate interface debonding, which is possible to analyze the phenomenon of micro-annulus at the interface due to disadhesion. Fleckenstein et al. (2001) used a 2D stress-distribution model to study the effects of cement slurry characteristics and formation confining stress on casing stress, and introduced the finite element results of casing resistance to implosion pressure under different conditions. This will contribute to a better understanding of casing stress conditions under blasting loads. Fourmaintraux et al. (2005) mainly studied the model of solid phase cement ring and used SRC method to evaluate the impact of production operations on the integrity of cement ring. Gray et al. (2009) established a framework for non-linear 3D wellbore analysis under various conditions, proposed and discussed in detail the phased finite element method, observed wellbore component behavior over the life of the well, and discussed the possibility of zonal isolation failure due to casing/cement interface debonding and material failure. Qiu and Li, 2018 take the microfracture into account and derive an approximate analytical solution to the triple-porosity model in the real-time space. Asala and Gupta (2019) used the modeling method of cross-section fluid driven interface debonding of the plugging system and established a 2D semicircular bending (SCB) test model for two-material samples consisting of rock-cement, cement-casing and bush-plug interfaces. Lu et al. (2020) developed an adaptive model that couples multi-continuum matrix and discrete fractures, which is then validated to simulate hydromechanical coupling processes in fractured-shale reservoirs during the production period.
Through previous studies, it can be found that most of these problems revolve around sealing integrity failure of cement ring—formation interface, but there is a lack of relevant research on damage simulation of cement plug—formation interface during milling and plugging of old wells in salt caverns gas storage section. Using 2D models for well integrity analysis can lead to vague and often mislead conclusions about the behavior of near-wellbore rock, cement, and casing (Wang and Taleghani, 2014). The use of 3D symmetry models may be applicable on a case-by-case basis. Therefore, in order to properly study azimuth interface debonding, a complete 3D model is necessary. Besides, cohesive element method can accurately simulate crack propagation. Therefore, a 3D finite element model of the cement plug-formation system based on cohesive element method is proposed in this paper. The model can reflect the fracture growth pattern in the process of cement plug formation interface cementation failure, and quantitatively analyze its influencing factors. The cohesive failure behavior was simulated by inserting cohesive elements. The stripping failure law of cement plug—formation interface under constant pressure and dynamic pressure and the main controlling factors affecting the stripping failure were studied.
2 COHESIVE ELEMENT METHOD
2.1 Sample description
Many scholars at home and abroad have applied cohesive unit method to research on hydraulic fracturing, CO2 injection and fracture leakage, and it is proved that cohesive unit method can accurately simulate fracture propagation. Yao et al. (2010) established a 3D pore pressure cohesive layer model and applied the model to study the influence of different fracture and injection parameters on fracture geometry. Feng et al. (2017) established a 3D numerical simulation model of fluid driven debonding fractures using the coupled pore-pressure cohesive zone method. The effectiveness of the proposed method is verified by replicating the experimental results of interface debonding in literature. The 3D model can be used to quantify the propagation pressure of debonding fractures in vertical wells. He and Arson. (2022) established a 2D cohesive zone model (CZM) coupled with a continuous damage mechanics model (CDM). The model can simulate diffusion damage and local fracture, and smooth the transfer of field variables between finite and cohesive elements.
2.2 The basic equations
Based on the tractor-separation constitutive law, the opening and extension of the fracture are modeled as the damage evolution between two initial bonding interfaces with zero interface thickness. The constitutive law consists of three parts: initial loading behavior (before damage), damage initiation and interface damage evolution (Feng et al., 2017). Figure 1 shows a typical traction—separation constitutive law. to and Gc are the critical strength and critical fracture energy of the cohesive interface; the subscripts n represent the corresponding parameters at the normal shear directions.
[image: image]
where tn, ts, and tt are the maximum tractions on the interface in the normal, the first shear, and the second shear directions respectively; knn, kss, and ktt are the initial cohesive stiffness on the interface in the normal, the first shear, and the second shear directions respectively; δn, δs, and δt are the separation on the interface in the normal, the first shear, and the second shear directions respectively.
[image: Figure 1]FIGURE 1 | Typical traction—separation constitutive law.
According to Eq. 2, when the quadratic interaction function involving the contact stress ratio is equal to 1, damage occurs along the cohesive interface.
[image: image]
Where [image: image] is the maximum nominal stress value for normal-only deformations, while [image: image] and [image: image] represent maximum nominal stress values for purely first or second shear direction deformations. The criterion considers the relationship between stresses in different directions.
The damage evolution of cohesion unit refers to the subsequent mechanical property degradation process after the initial damage of the unit. It is generally believed that cohesion unit has two evolution types, namely displacement damage evolution and energy damage evolution. Bilinear degradation mode in energy damage evolution is adopted in this paper. For energy-based damage evolution, the parameter describing the damage behavior of cohesion units is the fracture energy release rate. For bilinear degradation mode, the fracture energy release rate is defined as:
[image: image]
Where, Wc is the release rate of fracture energy of the element, the area enclosed by the stress-displacement curve, J/m2.
3 FINITE ELEMENT MODEL BUILDING
3.1 Model establishment
Using Abaqus finite element software to establish the three-dimensional geometric model of cement plug formation interface as shown in Figure 2. Cement plug diameter 290 mm, overall 3D model size is 2 m × 2 m × 40 m.
[image: Figure 2]FIGURE 2 | Overall finite element model grid diagram.
In order to simulate the failure condition of cement stop-formation interface, the numerical model established in this paper adopts the cohesive contact theory and takes the secondary nominal stress criterion as the criterion to judge the damage. In the model, it is assumed that the cement plug and stratum are elastic-plastic porous materials, and the elastic properties and bonding interface properties of the materials are shown in Table 1.
TABLE 1 | Setting of model parameters.
[image: Table 1]If the bottom of the cement plug is poorly bonded to the formation, the cement plug—formation interface will appear micro-cracks, namely the existence of initial defects. A cohesive unit was inserted between the cement plug and the formation, and the initial break unit (the initial defect) was located at the bottom of the plug-casing interface. Structured grid and transition grid were used to discretize the model to improve the calculation accuracy (Figure 3).
[image: Figure 3]FIGURE 3 | Grid diagram of the bottom of the finite element model.
Aiming at accurate calculation, a cohesive unit is inserted between the cement plug and formation interface, and a numerical damage model is established, which consists of three parts: the cement plug, the formation and the crack surface. The failure simulation of cement plug—formation interface bond under formation confining pressure and gas storage pressure is fully considered. The schematic diagram of the gas reservoir pressure on the cement plug-formation interface is shown in Figure 4.
[image: Figure 4]FIGURE 4 | Schematic diagram of cement plug-formation interface subjected to gas storage pressure.
The model restricts the rotational degrees of freedom of the three surfaces of xyz, that is, the translational displacement of the three surfaces in the direction of the outer normal and the rotational displacement around the direction of the outer normal. The specific boundary condition settings are shown in Figure 5. In the whole simulation process, the ground stress of xyz surface is 23, 23 and 2.58 Mpa respectively, and the pressure at the bottom of the cement plug is constant 20 Mpa.
[image: Figure 5]FIGURE 5 | Boundary conditions of 3D finite element model.
3.2 Model verification
3.2.1 Bois model
Loizzo et al. (2015) described three basic requirements for an effective CMI simulator, namely: 1) the ability to evaluate the initial state of stress after cement sets; 2) The ability to estimate the position of cement design in the safe working envelope and the degree of approximation to the envelope limit; 3) The stiffness and failure behavior of all materials can be simulated to correctly locate the failure criterion limit. Bois et al. (2019) developed a model to simulate the mechanical and hydraulic integrity of a cement plug after cement setting, and simulated the micro-annulus generated by cement plug—formation interface stripping to understand how to prevent cement plug damage in the short and long term.
Modeling the cement plug-formation interface stripping process between 728 and 978 m in the vertical open hole shows that the most important risk of damage to the integrity of the cement plug is the creation of micro-annulus in the cement plug/wellbore view, and shows the geometry of the micro-annulus after hydration at the cement plug-wellbore interface. This study mainly focused on qualitative analysis, and did not specifically describe the interface stripping process, nor did it conduct a quantitative analysis of its influencing factors.
3.2.2 Bois model vs. finite element model
In this section, the parameters of Axel Pierre Bois et al.'s (2019) cement plug case study are selected, as shown in Table 2. Bois model and finite element model are respectively used to simulate the cement plug formation interface peeling process of 728–778 m open hole, and the change of micro ring size with depth is compared. In this case, the hole has a diameter of 0.216 m, and the formation has Young’s modulus and Poisson’s ratio values of 5 GPa and 0.20 respectively. The cement is a 1.95-g/cm3 API Class G cement system with Young’s modulus and Poisson’s ratio values of 10 GPa and 0.14. The applied WHP during the pressure test is 10 MPa.
TABLE 2 | Comparison between numerical model and Bois model to calculate micro-ring gap size.
[image: Table 2]As shown in Table 2, the maximum difference between the microannulus calculated by the finite element simulation and Bois model is 0.028 mm, and the maximum deviation is 5.12%, indicating that the established finite element model is basically reliable and can accurately simulate the cement stop-formation interface stripping.
3.3 Analysis of model results
According to the section milling hole size of a well in Jintan gas storage, Jiangsu Province, a 3D model of 290 mm × 40 m cement plug-formation system was established, and a cohesive unit was inserted to simulate the detachment failure of the cement plug-formation interface under constant pressure. The simulation results of the relative positions of the cement plug-formation interface after shear failure are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Schematic diagram of relative position after shear failure of cement plug-formation interface. (A) The simulation diagram of the relative position of the bottom of the cement plug after the shear failure of the cement plug-formation interface. (B) The simulation diagram of the relative position of the top of the cement plug after the shear failure of the cement plug-formation interface.
As shown in Figures 6A, the grid at the bottom of the cement plug is dislocated, which is because the cement plug is subjected to the gas storage pressure and causes cumulative deformation. With the increase of simulation time, the cement plug and the formation cementation surface will be sheared and dislocated along the borehole direction, resulting in the phenomenon of cement plug stripping. However, the stripping failure did not spread to the entire bonding surface (no longitudinal dislocation along the borehole occurred at the top of the cement plug in Figure 6B).
The length of cement stop-formation interface stripping failure over time is shown below.
As shown in Figure 7, according to the stiffness degradation coefficient SDEG of cement sheath interface, the failure of cement sheath interface is judged. When the cohesive damage parameter SDEG of the cement plug formation interface reaches 1, it indicates that the interface has been stripped at this time; 0 means no damage has occurred. The blue part represents the cement plug segment without stripping failure at the cement plug-formation interface, and the red part represents the cement plug segment with stripping failure. In the initial state (0 s), the cement plug did not undergo any deformation and was in a normal state without any peeling phenomenon. With the increase of the simulation time, the cement plug was subjected to the pressure of the gas reservoir at the bottom to produce a small deformation. When the simulation time reached 5 s, the cement plug was stripped, and the length of the red strip was 15.7 m. When the simulation time reached 22.5 s, the peel length of cement plug reaches 18.4 m, and when the simulation time reached 32.5 s, the peel length always stays at about 18.4 m, indicating that the ultimate peel length has been reached at this time.
[image: Figure 7]FIGURE 7 | Stripping failure length vs. time.
In conclusion, under the constant pressure of 20 MPa, the cement plug—formation interface will have stripping failure, and there is a limit stripping failure length. When the cement plug is subjected to the bottom pressure, a certain degree of small deformation occurs, resulting in the shear direction deformation of the cement-plug interface. With the increase of simulation time, the length of the stripping segment gradually increased and tended to be stable, and the ultimate stripping failure length was 18.4 m. The model can determine the effective cementing length of cement plug for milling and plugging old wells in gas storage section. Effective cementation length is equal to section milling and plugging length (40 m) minus ultimate stripping length (18.4 m). Therefore, it is suggested that the length of cement plug in section milling should be greater than the ultimate stripping failure length, so as to ensure the safety and long-term effectiveness of plugging operation in the old wells.
4 RESULTS AND DISCUSSIONS
Since the 1960s, debonding of the cement/casing or cement/rock interface has been identified as a cause of wellbore leaks (Carter and Evans, 1964). The debonding of cementing-interface is mainly caused by the displacement difference between casing, cement ring and formation during perforation (Yan et al., 2020). This interface debonding may be caused by pressure and temperature changes and cement shrinkage during drilling operations (Lecampion et al., 2013). The degradation of cement strength has a significant influence on the occurrence of failure (debonding, radial crack, and disc) (Zhang et al., 2021). On the basis of previous researches, a 3D finite element model of the cement plug-formation system based on the cohesive element method is used in this chapter to analyze the factors affecting the stripping failure length of the cement plug-formation interface.
4.1 Failure law of stripping under dynamic pressure
Lecampion et al. (2013) investigated what controls the propagation of this interfacial fluid disbonding at constant pressure injection conditions below the formation fracturing pressure. The aim is understanding the effects of this fluid-driven micro-annulus debonding in a CO2 storage environment. This section mainly studies the peeling failure law of cement plug - formation interface under the dynamic change of the gas storage pressure.
The pressure of the gas storage tank will change dynamically during operation. As can be seen from Figures 8, 9, rapid stripping will occur at the cement stop-formation interface under higher pressure, and the stripping speed will slow down when the pressure decreases, and the stripping length will further increase when the pressure increases.
[image: Figure 8]FIGURE 8 | Stripping failure length vs. pressure.
[image: Figure 9]FIGURE 9 | Stripping failure length vs. pressure.
By comparing Figures 7, 8, it can be seen that the peel failure length (8 m) under pressure is smaller than that under constant pressure (18.4 m).
In Figure 8, the gas storage pressure first decreases to 8 MPa with the simulation time, increases after 25 s, and gradually increases to 20 MPa. After the simulation time (50 s) is over, the stripping failure length is 8 m. In Figure 9, the gas storage pressure decreases to 8 MPa with the simulation time at first, then increases to 20 MPa gradually after 25 s, and then becomes stable after 40 s. After the simulation time (50 s) is over, the stripping failure length is 10 m. The failure length (10 m) under decrease-augment-stable condition is greater than that under decrease-augmentation condition (8 m).
The dynamic change mode of the gas storage pressure during operation can be optimized and adjusted according to the needs.
4.2 Stripping main control factors of failure
4.2.1 Operating pressure
As shown in Figure 10, no stripping occurred at the cement-stop-formation bonding interface when the gas reservoir pressure was low (8 MPa). When the pressure reached about 11 Mpa, the interface began to peel (0.8 m) and rapidly increased. When it increased to 20 MPa, the stripping failure length reached the limit value (18.4 m). The cement plug - formation interface did not peel and fail under lower pressure conditions because the gas reservoir pressure did not reach the failure strength of the bond surface.
[image: Figure 10]FIGURE 10 | The stripping length varies with the gas storage pressure.
It can be clearly seen from Figure 11 that the stripping failure length increases with the increase of gas storage pressure.
[image: Figure 11]FIGURE 11 | The stripping length varies with the gas storage pressure.
It can be concluded that reducing the maximum operating pressure of gas storage is beneficial to ensure the safe and long-term operation of gas storage.
4.2.2 Length of cement plug
As can be seen from Figure 12, under the same gas storage pressure, complete stripping will occur at the end of simulation when the length of cement plug is 10 and 20 m. When the cement plug length is 30 m, the stripping failure length is 21.4 m. When the cement plug length is 40 m, the stripping failure length is 18.4 m. When the length of cement plug is 50 m, the stripping failure length is 17 m. The change curve of the peeling failure length of the cement plug-formation interface with the length of the cement plug is shown in Figure 13.
[image: Figure 12]FIGURE 12 | The stripping length varies with the length of the cement plug.
[image: Figure 13]FIGURE 13 | Line diagram of strip length changing with cement plug length.
In summary, the peel length of cement stop-formation interface decreases with the increase of cement stopper length, because the longer the cement stopper length is, the larger the equivalent cementing area is, and the smaller the peel failure length is under the same gas storage pressure. Therefore, the length of cement plug should not be too short during the section milling operation. According to different underground engineering geological conditions, it is suggested to optimize the length of section milling plugging operation, reduce the engineering operation cost as much as possible and shorten the construction cycle of gas storage.
4.2.3 Diameter of cement plug
As can be seen from Figure 14, when the diameter of cement plug is 118.6 mm, the cement plug does not peel. When the diameter of the cement plug is 157.1 mm, the stripping starts to occur and the stripping length of the cement plug is 8 m. When the cement plug diameter is 220.5 mm, the cement plug stripping length increases to 12 m. When the diameter of cement plug is 290 mm, the stripping length of cement plug reaches the ultimate stripping length of 18.4 m.
[image: Figure 14]FIGURE 14 | The strip length varies with the cement plug diameter.
In conclusion, the peel length of cement stop-formation bond interface will increase with the increase of cement plug diameter. This is because the larger the diameter of cement plug is, the greater the equivalent thrust acting on the bottom of cement plug under the same gas storage pressure, resulting in the increase of the peel length. Therefore, when the hole size is small, the length of the section milling plug can be reduced appropriately.
4.2.4 Elastic modulus, Poisson’s ratio
Boukhelifa et al. (2004) conducted large-scale annulus seal tests that showed that cement mechanical properties (such as elasticity, strength, and expansion) and rock properties were key parameters for maintaining the integrity of the cement ring over the life of the well. However, the relationship between specific properties (such as elastic modulus, Poisson’s ratio) and the length of cement plug stripping failure was not simulated. Therefore, this section mainly focuses on the influence of elastic modulus and Poisson’s ratio of cement plug on stripping failure length.
As can be seen from Figure 15, with the increase of elastic modulus of cement plug, the peel failure length of cement plug-casing interface gradually decreases. When the elastic modulus increases from 6 GPa to 14 GPa, the stripping failure length decreases from 39.4 m to 2.4 m, which indicates that the elastic modulus of cement plug has a great influence on the crack stripping failure of cement plug-casing interface. This is because with the increase of elastic modulus, the deformation of cement plug becomes smaller, leading to the decrease of cumulative fracture energy. As a result, the use of a higher elastic modulus cement plug in well abandonment operations can improve the integrity of the cement-casing interface.
[image: Figure 15]FIGURE 15 | Influence of elastic modulus of cement plug on stripping length.
As can be seen from Figure 16, with the increase of cement Poisson’s ratio, the peel failure length of cement plug-casing interface gradually decreases. When Poisson’s ratio increases from 0.1 to 0.3, the stripping failure length decreases from 19.8 to 14.2 m, indicating that the cement plug Poisson’s ratio has an effect on the cement-casing interface, but the effect is not as obvious as the elastic modulus of cement plug. The separation failure length of cement plug-casing interface will change with the change of Poisson’s ratio, because the increase of Poisson’s ratio will increase the transverse deformation of cement plug and lead to the increase of slip friction. As a result, high Poisson’s ratio is more friendly to seal integrity at the cement stop-casing interface.
[image: Figure 16]FIGURE 16 | Influence of cement Poisson’s ratio on the length of stripping.
5 CONCLUSION
A total of 25 sets of simulation studies on cement stop-formation interface stripping failure under different cement plug lengths, diameters, gas storage pressure, pressure change modes and cement plug performance were carried out. The interface stripping failure rule under constant/dynamic pressure conditions was defined, the influence rule of different factors on stripping failure length was revealed, and the calculation method of effective cement plug bonding length for milling and plugging old wells in gas storage section was determined. Some meaningful conclusions are presented as follows.
(1) A 3D finite element model of the cement plug-formation system based on Cohesive element method in this research can accurately simulate the cement plug-formation interface bonding failure process, which is helpful to judge whether the milling and plugging length of the old well section is sufficient, and provide theoretical guidance for ensuring the long-term and safe operation of gas storage.
(2) Under the condition of constant pressure in gas storage tank, the bottom of cement plug will undergo a certain degree of minor deformation after compression, resulting in shear deformation of cement-stopper cement-formation bond interface. When accumulated to a certain degree, the cement-stopper cement-formation bond interface will be stripped. The stripping failure length increases gradually with time, and finally tends to be stable, reaching the ultimate stripping failure length.
(3) The ultimate peel length under dynamic pressure is smaller than that under constant pressure, and the peel length under “decrease-augmentation—stabilization” is larger than that under “decrease-augmentation.”
(4) The operating pressure, cement plug length, cement plug diameter, elastic modulus of cement plug, Poisson’s ratio and other factors of gas storage will also affect the stripping length of cement plug formation cementation interface. Therefore, it is recommended to use a cement slurry system with high elastic modulus and high Poisson’s ratio, appropriately reduce the length of forging and milling plugging, reduce the maximum operating pressure of the gas storage, and optimize and adjust the dynamic change mode of the gas storage pressure during operation to reduce the length of interface failure and ensure the safe and long-term operation of the gas storage.
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Multi-cluster horizontal well fracturing is one of the key technologies to develop the unconventional reservoirs such as shales. However, the field data shows that some perforation clusters have little production contribution. In this study, a three-dimensional (3D) numerical model for simulating the multiple fracture propagation based on 3D block discrete element method was established, and this model considers the stress interference, perforation friction and fluid-mechanical coupling effect. In order to determine the most appropriate measures to improve the uniformity of multiple fracture propagation, the effect of the geologic and engineering parameters on the multiple fracture propagation in shale reservoirs is investigated. The modeling results show that the geometry of each fracture within a stage is different, and the outer fractures generally receive more fracturing fluid than the interior fractures. The vertical stress almost has no effect on the geometries of multiple fractures. However, higher horizontal stress difference, larger cluster spacing, smaller perforation number, higher injection rate, and smaller fracturing fluid viscosity are conducive to promote the uniform propagation of multiple fractures. The existence of bedding planes will increase the fluid filtration, resulting in a reduction in fracture length. The middle two fractures receive less fluid and the width of them is smaller. Through analyzing the numerical results, a large amount of fracturing fluid should be injected and the proppant with smaller size is suggested to be used to effectively prop the bedding planes. Cluster spacing and perforation number should be controlled in an appropriate range according to reservoir properties. Increasing the injection rate and reducing the viscosity of fracturing fluid are important means to improve the geometry of each fracture.
Keywords: shale, horizontal well fracturing, multi-fracture propagation, 3D block discrete element method, fracture morphology
1 INTRODUCTION
As a kind of unconventional resources, shale reservoir is characterized by low porosity and ultra-low permeability (Huang et al., 2018; Wang et al., 2019; Song et al., 2021). Multi-stage hydraulic fracturing has become a standard technology to effectively exploit shale oil and gas (Luo et al., 2022; Zhang et al., 2022). In order to enlarge the fracture surface area, the scholars and companies continuously explore to generate multiple fractures with smaller cluster spacing, thus higher production can be achieved. According to the analysis results from distributed temperature sensing (DTS) and distributed acoustic sensing (DAS), some perforation clusters only receive a small proportion of fracturing fluid and proppant, and about one-third of the perforation clusters have no production contribution (Miller et al., 2011; Somanchi et al., 2017). That is to say, multiple hydraulic fractures cannot be uniformly generated within a stage, resulting in an obvious contrast in gas and oil production for each fracture along the wellbore. Previous studies show that stress interference among multiple fractures is an important factor affecting the geometry of each fracture (Ji et al., 2015; Wu and Olson, 2016; Tang et al., 2019). Fundamentally, the effectiveness of hydraulic fracturing is determined by many factors, such as perforation parameters, rock properties, in-situ stress, and fracturing treatment parameters. Meanwhile, hydraulic fracturing is a highly non-linear and fluid-mechanical coupling process (Zhu et al., 2019). Therefore, an integrated model which can accurately simulate the three-dimensional fracture propagation of horizontal wells is required. How to reduce the stress interference and improve the fracture geometry is a concern of engineers. In recent years, investigation of simultaneous multiple fracture propagation in horizontal well has been a hot issue.
The results of multiple fracture propagation can be directly observed through the physical experiment (Tan et al., 2020; Wang et al., 2022a). Bunger et al. studied the interaction among closely spaced hydraulic fractures through triaxial apparatus, and several preexisting notches on the wellbore were designed to represent the perforation holes (Bunger et al., 2011). Liu et al. conducted triaxial experiments on tight sandstone to investigate the geometries of multiple fractures and the pattern of fracturing curves. The influencing factors including net pressure, fracture spacing, perforation parameter, in-situ stress and well cementation quality were analyzed (Liu et al., 2018). However, the physical experiments can only qualitatively study the fracture propagation because of scale effect, and the experimental preparation is complicated and high cost is required. Therefore, few scholars carry out physical experiments to study multiple fracture propagation. In contrast, theoretical research tends to be an economic method.
At present, numerical models to simulate fracture propagation mainly include 2D, pseudo 3D and planar 3D models. Various 2D hydraulic fracturing models were developed to simulate the multiple fracture propagation. As an indirect boundary element method (BEM), the displacement discontinuity method (DDM) was earlier used to simulate the competitive propagation of multiple fractures considering the stress interference (Crouch, 1976). Wu and Olson proposed a fully coupled hydraulic fracture propagation model using 2D-DDM, and revealed the influencing mechanism of unbalanced fracture propagation (Wu and Olson, 2013). Sesetty and Ghassemi investigated the fracture propagation in sequential and simultaneous fracturing for single and multiple horizontal wells using fully coupled 2D-DDM (Sesetty and Ghassemi, 2015). In addition, two dimensional analysis of the uneven growth of multiple fracture have been conducted by some scholars using extended finite element method (XFEM) (Shi et al., 2016; Li et al., 2017; Tan et al., 2021). However, the 2D model has a fatal flaw in modeling the fracture height growth although it can reflect the physical mechanism of multiple fracture propagation under a great computing speed. Settari et al. proposed Pseudo 3D models for hydraulic fracturing design in the 1980s, which can simulate fracture height growth based on the analytical solution of stress intensity factor (Palmer et al., 1983; Settari and Cleary, 1986). Linkov et al. proposed an improved pseudo 3D model based on equivalent KGD model to calculate fracture height propagation under stress contrast (Linkov and Markov, 2020). Zhao et al.( 2016) established a pseudo 3D model to simulate simultaneous propagation of multiple fractures in horizontal wells, coupling the influence of many factors including elastic deformation of rock, stress interaction among fractures and fluid flow. Yang et al. (2018) proposed a pseudo-3D multi-cluster fracturing model based on 2D-DDM and the criterion of energy release rate, and the measures to promote the uniform propagation of multiple fractures were put forward. However, the calculation accuracy of pseudo 3D model is insufficient in the stress field of multiple fracture because of the plane strain assumption, and this method is not applicable to simulate the fracture height growth in high stress layer. The planar 3D model, which applies the 3D solid-mechanical equation to calculate the rock deformation while allowing two-dimensional fluid flows, provide better description of fluid behaviors in the fracture. Barree (1983) established a planar 3D numerical simulator using the fixed grid method in heterogenous media. Peirce and Bunger (2014) investigated the influence of non-uniform cluster space on increasing the fracture uniformity using a developed, fully coupled, planar 3D fracturing model. Tang et al. (2016) analyzed the multiple fracture propagation using a planar 3D-DDM based thermal-hydro-mechanical model and non-uniform distribution of proppant was observed. However, the planar 3D model has a disadvantage that the curving of fracture caused by stress interference and stress heterogeneity cannot be considered. In recent years, in order to simulate the multiple fracture propagation more accurately, some new 3D models were developed by scholars (Li et al., 2016; Huang et al., 2020).
In 1970s, Cundall (1971) first developed the discrete element method (DEM) to describe the non-linear mechanical behavior of non-continuum. In recent years, the scholars have begun to investigate the hydraulic fracture propagation using the DEM (Zhang et al., 2017; He et al., 2020; Huang et al., 2022). As a typical DEM, the block discrete element method (BDEM) is suitable for characterizing discontinuities (such as shale reservoirs) fully coupled with fluid-mechanical effect. This model is composed of a number of deformable blocks, which are connected by contacts to characterize the rock formation. This method does not require sophisticated constitutive equations and adopts explicit solution with strong convergence, which greatly reduces the calculation amount. Compared with other DEM methods (such as particle flow code method), the BDEM method can better simulate the fracture height growth and multiple fracture propagation. Zhang and Dontsov (2018) used the BDEM to study the 3D fracture propagation and proppant transport in a layered reservoir considering the influencing of stress distribution. Yin et al. (2020) investigated the fault reactivation and induced seismicity caused by hydraulic fracturing using the BDEM. Zheng et al. (2022) explored the effect of fracturing fluid viscosity and injection rate on the vertical propagation of hydraulic fracture in shale reservoirs with developed bedding planes. Although the BDEM method has been widely used to analyze the mechanical behavior of fracture propagation, there are few studies on simultaneous 3D propagation of multiple fractures taking account of stress interference among fractures, and the effect of bedding planes on the multiple fracture propagation were less studied.
In order to investigate the effect of the geologic and engineering parameters on the multiple fracture propagation in shale reservoirs, we established a fracturing model of horizontal wells considering the influence of stress interference effect, perforation friction and fluid-mechanical coupling effect using the 3D-BDEM. Based on this model, a sensitivity analysis of the key influencing parameters including in-situ stress, bedding plane, cluster spacing, perforation number, injection rate and fracturing fluid viscosity on multiple fracture propagation in the shale reservoirs are systematically studied. The uniformity of multiple fracture and dynamic flow rate distribution between clusters within a stage are analyzed. Based on the research results, the engineering measures to adjust the flow rate in each cluster and improve the fracture geometries of horizontal shale wells are put forward.
2 NUMERICAL MODELING METHODOLOGY
For the block DEM, it is assumed that the rock is divided into many blocks by the joints, and the interaction between the blocks satisfies Newton’s second law. In the model, the forces exerted on the blocks are balanced under initial state conditions. When the forces or constraints of the system are changed, the blocks move or rotate, resulting in the change of force exerted on the blocks. The system finally reaches a new balance after the interaction between the blocks.
For rigid blocks, the plane motion equation and rotation equation of the block are respectively expressed as:
[image: image]
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where [image: image] is the acceleration, [image: image] is the velocity, [image: image] is the damping coefficient, Fi is the resultant force acting on the center of the block, m is the mass of block, gi is the gravitational acceleration, [image: image] is the angular acceleration, [image: image] is the angular velocity, Mi is bending moment, I is the moment of inertia.
In block DEM, each deformable block is composed of several tetrahedron finite element grids. The complexity of block deformation is directly related to the number of the divided elements. Similar to the finite element method (FEM), the vertices in the tetrahedron element are called nodes.
Under equilibrium condition, the resultant force on the node is 0. Conversely, if the resultant force is not 0, then there is an acceleration at the node. The explicit difference method (EDM) is used to solve the model, and the linear momentum balance equation and displacement-velocity relationship are adopted to calculate the translational degrees of the freedom of nodes, as shown in follows:
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where [image: image], [image: image] are respectively the velocity and displacement of i (i = 1, 2, 3) component at time t, [image: image] is the resultant force of i (i = 1, 2, 3) component at the node at time t, and [image: image] is the time step.
The angular velocity of component i at time t is calculated by the central difference equation:
[image: image]
The incremental equation of constitutive relation of deformable blocks can be described as:
[image: image]
where [image: image] and [image: image] are the Lame constants; [image: image] is the increment of the stress tensor; [image: image] is the increment of the volume strain; [image: image] is the Kronecker function, [image: image] is the increment of strain.
In block DEM, any two blocks are connected by a contact, where can be set as a joint. The fracture propagates along the joint when the joint is broken. The deformation and failure of joints follow the Coulomb slip joint contact behaviour. In this paper, the constitutive model takes account of shear and tensile failure, also the joint expansion is considered. The contact deformation is described by the normal and shear relationships.
The increments of normal force is given by:
[image: image]
where [image: image] is the increment of normal force acting on the contact, [image: image] is the normal stiffness, [image: image] is the contact area, and [image: image] is the increment of the normal displacement.
The increments of shear force is given by:
[image: image]
where [image: image] the increment of shear force acting on the contact, [image: image] is the shear stiffness, [image: image] is the increment of the shear displacement.
For an original joint, the maximum normal tensile force can be calculated as:
[image: image]
where [image: image] is the maximum normal tensile force, and [image: image] is the tensile strength.
The maximum shear force can be calculated as:
[image: image]
where [image: image] is the maximum shear force, [image: image] is the joint Cohesion, [image: image] is the normal force acting on the joint, and [image: image] is the internal friction angle.
When the maximum normal stress reaches or exceeds the normal strength of the joint, or the maximum shear stress reaches or exceeds the shear strength of the joint, the contact of joint will be broken by tensile or shear force, then the tensile strength and joint cohesion decrease to zero.
The criterions of tensile and shear breakage of the joint contact are described as follows:
[image: image]
where [image: image] is the normal force acting on the contact, [image: image] the shear force acting on the contact.
After the failure of joint contacts, the deformation of the joint is determined by block deformation, as shown in Eq. 6
The fluid flow in the joint satisfies the Navier-Stokes equation (Jin and Chen, 2019). When the two joint faces are approximately parallel and impermeable, and the fluid is incompressible, the Navier-Stokes equation can be simplified to the Reynolds equation. The fluid flow rate can be expressed as:
[image: image]
where [image: image] is the joint aperture (fracture width), [image: image] is the fluid flow rate, [image: image] is the pressure difference of the fluid domain, [image: image] is the fracturing fluid viscosity, and [image: image] is the length of fluid domain.
Fluid flow in the fracture is a fluid-mechanical coupling process. In a time step, the fluid pressure acts on the joint surface and causes rock deformation, resulting in the update of fluid pressure. After a time step, the updated fluid pressure leads to the variation of fracture width, thus changing the fracture permeability. The effective stress is often used to calculate the deformation of solids under the action of fluid, which can be given as:
[image: image]
where [image: image] is the effective stress, [image: image] is the total stress, [image: image] is the Boit coefficient, and [image: image] is the reservoir pressure.
The fracture width is defined as the average distance between the two parallel joint surfaces, which is related to the deformation of rock mass. It is known that the fluid flow rate is related to the fracture width. Therefore, the influence of rock deformation on the fracture permeability is mainly characterized by the change of joint aperture. The joint aperture is described by:
[image: image]
where [image: image] is the initial joint aperture, and [image: image] is the dilation angle.
The pressure is changed with the fluid volume and injection parameters. The domain pressure is described by:
[image: image]
where [image: image] is the domain pressure, [image: image] is the domain pressure at previous time step, [image: image] is the bulk modulus of fluid, [image: image] is the sum of flow rate of the domain, [image: image] is the domain volume, [image: image] is the domain volume at previous time step, and [image: image] is the volume variation of domain.
The perforation frictional pressure drop can be predicted using the equation proposed by Crump and Conway (Crump and Conway, 1988):
[image: image]
where [image: image] is the perforation frictional pressure drop, [image: image] is the fluid density, [image: image] is the discharge coefficient, [image: image] is the number of perforations, and [image: image] is the perforation diameter.
3 MODEL VERIFICATION
A shale reservoir model with dimensions of 100 m × 100 m × 40 m is established based on the BDEM, as shown in Figure 1. In the model, it is vertically divided into three layers, in which the top and bottom parts are barrier layers, and the thickness of each barrier layer is 10 m. Shale reservoir is located in the middle of the model, with a thickness of 20 m. A horizontal wellbore (red line) is established, and there are six perforation clusters (green balls) within a fracturing stage are set along the wellbore. In the location of each cluster, a hydraulic fracture will initiate and propagate perpendicular to the wellbore. Among the six clusters, Cluster 6 is near the heel of the wellbore, and Cluster 1 is near the toe of wellbore. To model the shale reservoir which contains bedding planes, several horizontal joints are preset in the model to study multiple fracture propagation.
[image: Figure 1]FIGURE 1 | Physical model of horizontal well fracturing with six clusters in a stage.
In 1950s, the plane strain KGD fracture propagation model was proposed by Khristianovic and Zheltov (Khristianovic and Zheltov, 1955). Then, Donstov developed a quick solution for a propagating penny-shaped hydraulic fracture, considering fracture toughness, fluid viscosity, and leak-off (Dontsov, 2016). In order to validate the BDEM-based fracture propagation model, we compared it with analytical model under viscosity-dominated regime. The analytical expression for the fracture width and fracture length can be described as (Huang et al., 2019; Huang et al., 2022):
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where [image: image] is the fracture width, [image: image] is the injection rate, [image: image] is the injection time, [image: image] is distance between a certain position of hydraulic fracture and the injection point, [image: image] is the half fracture length, [image: image] is the Young’s modulus, and [image: image] is the Poisson’s ratio.
The input parameters for model validation are shown in Table 1. Figure 2 shows a comparison between the numerical solution by BDEM and the modeling results of analytical model. The results show that there is good agreement on the fracture width calculated by these two methods, showing that the BDEM model established in this paper is reliable.
TABLE 1 | The input parameters for hydraulic fracturing simulation.
[image: Table 1][image: Figure 2]FIGURE 2 | Comparison between the theoretical solution and the numerical solution for hydraulic fracture width versus fracture position.
4 MODELING RESULTS AND DISCUSSION
4.1 Input parameters
The multiple fracture propagation during hydraulic fracturing process is largely influenced by geological and engineering parameters (Tan et al., 2017; Zhang et al., 2021; Wang et al., 2022b; Guo et al., 2022; Dou and Wang, 2022; Zhou and Yang, 2022; Huang et al., 2023). In this paper, the effects of these parameters including in-situ stress, bedding plane, cluster spacing, perforation number, injection rate and fracturing fluid viscosity on multiple fracture propagation within a stage were investigated using the numerical model established above. A series of numerical simulations (Case A to Case O) of multiple fracture propagation were conducted through changing the value of each parameter separately. Table 2 shows the input parameters of each modeling case. For this study, the basic parameters were taken from the shale oil reservoirs in western China, as shown in Case A in Table 1. In each case, the Young’s modulus of the shale reservoir is set at 46 GPa, and the Poisson’s ratio is 0.224. The Young’s modulus of the barrier layer is set at 51 GPa, and the Poisson’s ratio is 0.263. The minimum principal stress of the barrier layer is 5 MPa larger than that of the shale reservoir. Comparing the results of other cases with that of the base case (Case A), the effect of factors can be analyzed. To study the effect of bedding planes on the multiple fracture propagation, Case F gives the shale reservoir model with strongly cemented bedding planes, where the shear resistance of bedding planes is stronger, and the internal friction angle is set at 30°. Case G gives the shale reservoir model with weakly cemented bedding planes, where the shear resistance of bedding planes is weaker, and the internal friction angle is set at 10°. In the above two cases, the tensile strength of the bedding planes is 6 MPa, and the cohesion of bedding planes is 1.5 MPa.
TABLE 2 | Summary of the input parameters of each modeling case.
[image: Table 2]4.2 Effect of geologic parameters
Based on the input parameters in Table 2, the numerical simulations of Case A to Case O were carried out. The fracture morphology of multiple fracture for each case is as shown in this section, and the variation of flow rate into each cluster is plotted and discussed in this section. In the figures of facture morphologies below, the colors at different fracture positions represent the value of fracture width (aperture).
4.2.1 In-situ stress
In this section, we will study the effect of in-situ stress combination on the multiple fracture propagation under the condition of keeping other parameters constant. Figure 3 shows the fracture morphologies at the end of injection for five different in-situ stress combination states. It can be seen that multiple bi-wing fractures initiated and propagated perpendicular to the wellbore in each case. The geometries of each fracture within a stage are different due to the difference in received fracturing fluid. From Figure 3, the fracture length of the outer two fractures are slightly greater than that of the interior fractures, which means that a wider area is stimulated on both sides within a fracturing stage. In addition, the interior four clusters are suppressed to a certain extent, resulting in significantly smaller fracture width and larger area of inefficient fracture width (less than 1 mm). This phenomenon has been confirmed by some previous studies (Wu and Olson, 2016; Yang et al., 2018), showing that it is caused by competitive fracture propagation due to stress interference and friction effect.
[image: Figure 3]FIGURE 3 | Fracture morphology for five cases with different in-situ stress combination states. (A) Case A, σh/σV/σH: 59/64/69 MPa. (B) Case B, σh/σV/σH: 59/61/69 MPa. (C) Case C, σh/σV/σH: 59/67/69 MPa. (D) Case D, σh/σV/σH: 63/64/69 MPa. (E) Case E, σh/σV/σH: 55/64/69 MPa.
Cases A, B, and C compare the effect of vertical in-situ stress at a horizontal stress difference of 10 MPa. The numerical simulation results show that the fracture geometries obtained by the above three cases are very close, indicating that the vertical stress has little influence on the propagation of vertical fracture in homogeneous reservoirs. On the other hand, Cases A, D, and E compare the effect of horizontal stress difference when the vertical stress stays at 64 MPa. The results show that when the horizontal stress difference is higher, the length of each fracture slightly increases and the width of interior fractures is significantly greater, which means the fractures are more easily to propagate along the maximum principal stress direction under higher horizontal stress difference. The middle two fractures are greatly restrained when the horizontal stress difference is only 6 MPa. In this case, the fracture width of the middle two fractures are smaller, especially the areas near the injection point are not effectively opened. However when the horizontal stress difference reaches 14 MPa, the multiple fracture propagation is comparatively more uniform, indicating that higher horizontal stress difference can reduce the inhibition of interior fractures.
In order to better understand the dynamic propagation process of multiple fractures, the change of flow rate with injection time in each cluster is plotted in Figure 4. The total fluid volume distribution of each cluster for the five different cases is shown in Figure 5. It can be seen that in each case, the two fractures on the outside always receive more fluid than the other four fractures during all the injection process. The flow rate of the outer two fractures increases rapidly first and then decrease gradually. Conversely, the flow rate obtained by the interior four fractures decreases slightly at first, and increases gradually after half of the total fluid is injected. At the end of injection, the flow rate of the outer fractures is obviously larger than that of interior fractures. Taking Case A as an example, the total fluid volume percentage received by the fractures are 20.09%, 16.79%, 13.53%, 13.37%, 15.68%, and 20.54%, respectively. Comparing cases A, B, and C, it can be seen that the vertical stress has little influence on the flow rate distribution, and the flow rate curves of each case are very similar, and these fractures finally receive almost the same volume of fracturing fluid. Comparing cases A, D, and E, we can find the difference between the shapes of each flow rate curve slightly decreases with the increase of horizontal stress difference, and the volume of fracturing fluid received by each fracture is closer under higher horizontal stress difference. When the horizontal stress difference is 14 MPa, the total fluid volume percentage received by the fractures are 19.84%, 16.74%, 13.76%, 13.55%, 15.92%, and 20.19%, respectively. The results verify that the flow distribution of each fracture is more uniform under the condition of higher horizontal stress difference.
[image: Figure 4]FIGURE 4 | Flow rate into each cluster as a function of time for five cases with different in-situ stress combination states. (A) Case A, σh/σV/σH: 59/64/69 MPa. (B) Case B, σh/σV/σH: 59/61/69 MPa. (C) Case C, σh/σV/σH: 59/67/69 MPa. (D) Case D, σh/σV/σH: 63/64/69 MPa. (E) Case E, σh/σV/σH: 55/64/69 MPa.
[image: Figure 5]FIGURE 5 | The total fluid volume distribution of each cluster for five cases with different in-situ stress combination states.
4.2.2 Bedding plane
Some shale reservoirs contain numerous bedding planes with lower strength and the existence of bedding planes will have an influence on the vertical growth of hydraulic fractures. The activation of bedding planes often promotes the formation of a complex fracture network, which is beneficial to increase the stimulated reservoir volume (SRV). In this section, several horizontal bedding planes are preset in the model to investigate the effect of bedding plane on the multiple fracture propagation. Figure 6 shows the fracture morphologies at the end of injection for three different bedding development levels. For comparison, Case A shows the fracture propagation results without bedding planes. It can be seen that for the shale reservoirs with strongly cemented bedding planes, just a few bedding planes are activated by fracturing fluid (Figure 6B). The fractures near the heel of wellbore can connect several bedding planes, but the distance of fracturing fluid flowing through the bedding planes is very short. Moreover, the closer to the toe of the wellbore, the more difficult it is to activate the bedding planes.
[image: Figure 6]FIGURE 6 | Fracture morphology for three cases with different bedding development level. (A) Case A, no bedding plane. (B) Case F, strongly cemented bedding plane. (C) Case G, weakly cemented bedding plane.
On the other side, for the shale reservoir with weakly cemented bedding planes, a lot of bedding planes are effectively activated and opened by the hydraulic fractures, and a fence-like fracture network is generated (Figure 6C). Similarly, the fractures near the heel of wellbore can communicate more bedding planes than the other fractures. It can also be found that the length of each fracture is smaller because of fluid filtration into the bedding planes. Compared with the shale reservoir with no bedding planes, the width of the middle two fractures is obviously lower for the shale reservoir with bedding planes, which indicates that the existence of bedding planes increases the effect of stress interference, even in the bedding planes which are relatively strongly cemented. For the above two cases, the width of activated bedding planes is very low (blue color). This is because the normal stress will decrease and the shear stress increase near the intersection line of the bedding plane when the hydraulic fracture approaches the bedding plane, and the shear failure is more easily to occur at bedding plane when the fracturing fluid flows from the hydraulic fracture to the bedding planes (Zheng et al., 2022). That means the bedding planes will be activated and they will tend to move along the shear direction, however it will not be opened to a great level. Thus, it is suggested that using the proppant with smaller particle size to effectively support the opened bedding planes. For shale reservoirs with bedding planes, as much fracturing fluid as possible should be injected to ensure the propagation of both hydraulic fractures and bedding planes, especially to improve the width of bedding planes.
Figure 7 shows the change of flow rate with injection time in each cluster with different bedding development levels. Compared with shale reservoir without bedding planes, the flow rate obtained by each fracture in shale reservoir with bedding planes is smaller because of fluid filtration into the bedding planes. In addition, the difference of flow rate obtained by each fracture in shale reservoir with bedding planes is greater, which means the existence of bedding planes will promote the non-uniform distribution of flow rates in each fracture. Particularly, the flow rate of the interior four fractures varies greatly, and the amount of fracturing fluid received by the Cluster 3 is far lower than that of other fractures. However, the existence of bedding planes has little influence on the flow rate of the outer two fractures. According to the statistical results of total fluid volume for Case F and Case G (Figure 8), it can be seen that the percentage of flow rates received by the interior four fractures varies more greatly when the bedding plane is more developed. For Case F, the total fluid volume percentage received by the fractures are 21.29%, 15.60%, 10.18%, 14.18%, 17.27%, and 21.47%, respectively. For Case G, the total fluid volume percentage received by the fractures are 21.56%, 15.00%, 10.07%, 14.85%, 16.70%, and 21.82%, respectively.
[image: Figure 7]FIGURE 7 | Flow rate into each cluster as a function of time for three cases with different bedding development levels. (A) Case A, no bedding plane. (B) Case F, strongly cemented bedding plane. (C) Case G, weakly cemented bedding plane.
[image: Figure 8]FIGURE 8 | The total fluid volume distribution of each cluster for three cases with different bedding development level.
4.3 Effect of engineering parameters
4.3.1 Cluster spacing
The above investigations mainly focus on the influence of inherent geologic parameters on the multiple fracture propagation. The parameters that we can control are the engineering parameters such as perforation parameters (cluster spacing and perforation number) and injection parameters (injection rate and fracturing fluid viscosity). In this section, we will study the effect of cluster spacing on the multiple fracture propagation under the condition of keeping other parameters constant. Figure 9 shows the fracture morphologies at the end of injection for three different cluster spacing. It can be seen that the geometry of each fracture within a stage are significantly different under three different clustering spacing (D = 6 m, D = 10 m, and D = 14 m). The interior four clusters are greatly suppressed when the cluster spacing is 6 m. In this case, the fracture length of the interior four fractures is shorter than that of the outer two fractures, although the fracture width is larger. At the same time, the outer two fractures obviously grow preferentially. However, the difference of fracture length of each fracture decreases with the increase of cluster spacing. When the cluster spacing is 14 m, the geometries of different fractures are relatively similar, and the multiple fracture propagation is much more uniform. In this case, the stress interference between adjacent fractures is quite weak. The results show that increasing the cluster spacing is beneficial to the uniform propagation of each fracture within a stage. However, larger cluster spacing means fewer fractures within a stage, which results in that some reservoir areas have not been effectively stimulated. At this time, the distance between some matrix areas and the hydraulic fractures is farther, which makes it difficult for oil to flow from the matrix to hydraulic fractures. How to optimize the treatment parameters to obtain a reasonable fracture geometries without expanding the cluster spacing is an important prerequisite for the optimal design of multi-cluster fracturing.
[image: Figure 9]FIGURE 9 | Fracture morphology for three cases with different cluster spacing. (A) Case H, D = 6 m. (B) Case A, D = 10 m. (C) Case I, D = 14 m.
The change of flow rate with injection time in each cluster is plotted in Figure 10. It can be seen that the overall curve shapes of flow rate in each case differ a lot. The flow rate curves show obvious peaks and troughs when the cluster spacing is 6 m. In this case, the flow rate of outer two fractures increases sharply, while the flow rate of interior fractures becomes smaller. With the fluid injection for a period of time, the outer two fractures gradually begin to receive less fluid, and the middle two fractures receive more fluid. At the end of injection, the flow rate of the middle two fractures is slightly larger than that of other four fractures. During the whole injection process, the flow rate curve of the outer two fractures shows the opposite trend to that of the other four fractures. With the increase of cluster spacing, the curves become flatter. The fracturing fluid received by each fracture within a stage is more similar, indicating that these fractures can propagate more evenly. The total fluid volume distribution of each cluster for the three different cases is shown in Figure 11. The results show that the outer two fractures finally receive much more fracturing fluid than the interior fractures. In addition, the flow volume difference between different fractures decreases with the increase of cluster spacing. When the cluster spacing is 6m, the total fluid volume percentage received by the fractures are 19.23%, 15.98%, 14.36%, 14.87%, 16.62%, and 18.93%, respectively. When the cluster spacing is 14m, the total fluid volume percentage received by the fractures are 19.25%, 16.00%, 15.34%, 15.76%, 14.19%, and 19.46%, respectively. In a word, the flow rate obtained by each fracture is closer with the increase of cluster spacing.
[image: Figure 10]FIGURE 10 | Flow rate into each cluster as a function of time for three cases with different cluster spacing. (A) Case H, D = 6 m. (B) Case A, D = 10 m. (C) Case I, D = 14 m.
[image: Figure 11]FIGURE 11 | The total fluid volume distribution of each cluster for three cases with different cluster spacing.
4.3.2 Perforation number
In this section, we will study the effect of perforation number on the multiple fracture propagation under the condition of keeping other parameters constant. Figure 12 shows the fracture morphologies at the end of injection for three different perforation numbers. It can be seen that the difference of geometry of each fracture within a stage becomes smaller with the decrease of the perforation number. Specially, when the number of perforations in each cluster is greater than 8, the perforation number has an obvious impact on the fracture morphologies. When the perforation number of each cluster reaches 12 (1.5 times of Case A), the length and width of the middle two fractures are significantly smaller than that of the other four fractures. The results can be explained by the theory of limited entry perforation. The perforation hole friction will be increased by reducing the number of perforations. At this time, the resistance of fluid flowing through the holes will increase, and the difference of fluid pressure in the outer and interior fractures will be smaller, thus promoting the uniform propagation of each fracture within a stage. However, comparing Cases J and A, it can be seen that reducing the number of perforations has little effect on the fracture morphologies when the perforation number of each cluster is less than 8. At this time, the influence of perforation friction on fracture propagation is weaker than that of stress interference. In this case, it is necessary to improve the fracture geometries by other measures such as adjusting the cluster spacing. Although the simulation results show that reducing the number of perforations is conducive to promoting the uniform propagation of multiple fractures, significantly reducing the number of perforations will cause high perforation friction and a remarkable increase in wellhead pressure during fracturing treatment. Therefore, the number of perforations should be controlled within a reasonable range.
[image: Figure 12]FIGURE 12 | Fracture morphology for three cases with different perforation numbers. (A) Case J, N = 6. (B) Case A, N = 8. (C) Case K, N = 12.
The change of flow rate with injection time in each cluster is plotted in Figure 13. It can be seen that as the number of perforations decreases, the difference of received fracturing fluid by each fracture is smaller. When the perforation number of each cluster is 6, the total fluid volume percentage received by the fractures are 18.62%, 16.60%, 14.98%, 14.91%, 16.02%, and 18.87%, respectively (As shown in Figure 14). At this time, the flow rate obtained by each fracture within a stage is relatively close. However, the change range of the flow rate curves becomes larger with the increase of perforation number, and the flow rate obtained by each fracture differs a lot during all the injection process. Taking Case K as an example, the number of perforations for each cluster in this case is 12. According to the modeling results, the flow rates of Cluster 1 and Cluster 6 increase rapidly first and then decrease. Different from the simulation results of other cases, the flow rate obtained by these two fractures shows obvious differences due to the effect of wellbore friction. However, wellbore friction plays a small role in other cases. In Case K, the total fluid volume percentage received by the fractures are 24.07%, 18.69%, 7.51%, 9.91%, 13.95%, and 25.88%, respectively (As shown in Figure 14). The results show that increasing the number of perforations can significantly cause the more uneven distribution of flow rate.
[image: Figure 13]FIGURE 13 | Flow rate into each cluster as a function of time for three cases with different perforation numbers. (A) Case J, N = 6. (B) Case A, N = 8. (C) Case K, N = 12.
[image: Figure 14]FIGURE 14 | The total fluid volume distribution of each cluster for three cases with different perforation numbers.
4.3.3 Injection rate
In this section, the effect of injection rate on the multiple fracture propagation is investigated keeping other parameters constant. According to the theory of hydraulic fracture, increasing the injection rate will lead to a higher net pressure in the fractures, thus affecting the distribution of stress field near the wellbore and changing the geometries of fractures. In this paper, three cases with different injection rates are investigated. The injection rates are 6 m3/min, 12 m3/min, and 18 m3/min, respectively. Figure 15 illustrates the fracture morphologies under three different injection rates. The results show that the fracture uniformity within a stage increases with an increase in injection rate, especially compared the case L and case M. When the injection rate is 6 m3/min, the length and width of the outer two fractures are obviously larger than those of the interior fractures, showing remarkable difference of geometric sizes between the outer and interior fractures. For the interior fractures, three of them hardly propagate forward after the initiation, which are greatly restricted, and the other one (Cluster 4) only extends a short distance away the wellbore. When the injection rate increases to 12 m3/min, the fracture length is more evenly distributed. In the case, the width of interior fractures is increased a lot. The comparison between Case M and Case A shows that the fracture length slightly increases, but the width of the middle two fractures is much higher with the increase of injection rate from 12 m3/min to 18 m3/min. In a word, the injection rate has a very significant impact on multiple fracture propagation, and it is beneficial to promote the uniform growth of fractures within a stage by increasing the injection rate.
[image: Figure 15]FIGURE 15 | Fracture morphology for three cases with different injection rates. (A) Case L, Q0 = 6 m3/min. (B) Case M, Q0=12 m3/min. (C) Case A, Q0 = 18 m3/min.
The change of flow rate with injection time in each cluster is plotted in Figure 16. It can be seen that when the injection rate is 6 m3/min, the outer two fracture always receive much more fluid during all the injection process even if the curves of flow rate have a slight downward trend at the final stage. However, only a small proportion of fluid flow into the interior four fractures. The flow rate of three of the four fractures rapidly decreases to nearly zero, which indicates that there will be almost no fluid entering these fractures at that time. However, another fracture (Cluster 4) is less inhibited, and the flow rate is relatively stable at the initial stage and gradually increases at the later. Comparing Cases L, M, and A, it can be seen that much more fluid is received by the interior fractures with the increase of injection rate, and the difference between the shape of each flow rate curve decreases. The results show that the stress interference is weaker under higher injection rate.
[image: Figure 16]FIGURE 16 | Flow rate into each cluster as a function of time for three cases with different injection rates. (A) Case L, Q0 = 6 m3/min. (B) Case M, Q0 = 12 m3/min. (C) Case A, Q0 = 18 m3/min.
The total fluid volume distribution of each cluster for the three different cases is shown in Figure 17. It can be seen that the fluid flows into each fracture more evenly with the increase of injection rate. When the injection rate is 6 m3/min, the percentage of total fluid volume into different fractures are 37.99%, 3.99%, 4.16%, 12.55%, 2.83%, and 38.50%, respectively. The results indicate that the proportion of flow rate of different fractures varies greatly. When the injection rate reaches 12 m3/min, the percentage of total fluid volume into different fractures are 23.10%, 17.88%, 9.65%, 10.28%, 14.30%, 24.79%, respectively. This demonstrates that fluid received by the interior inhibited fractures is significantly improved by increasing the injection rate from 6 m3/min to 12 m3/min, showing increasing injection rate is one of effective measures to improve the uniformity of multiple fracture growth. In addition, the fluid received by the interior fractures can be further increased with the increase of injection rate from 12 m3/min to 18 m3/min. The results show that increasing the injection rate can not only improve the fracture geometries, but also effectively adjust the flow rate received by the fractures. Therefore, the injection rate should be increased as much as possible within the limit of treatment equipment.
[image: Figure 17]FIGURE 17 | The total fluid volume distribution of each cluster for three cases with different injection rates.
4.3.4 Fracturing fluid viscosity
In this section, three cases with different fracturing fluid viscosities are investigated, and the fluid viscosities are 5 cP, 30 cP, and 100 cP, respectively. Figure 18 illustrates the fracture morphologies under three different fracturing fluid viscosities. The results show that the fracture geometry is greatly affected by the fluid viscosity. It can be seen that the increase of fluid viscosity will inhibit the hydraulic fracture to propagate along the direction of the maximum principal stress to a certain extent. However, the fracture width of each fracture is significantly expanded with the increase of fluid viscosity. Comparing Case A and Case N, the length of each fracture decreases in some extent when the fluid viscosity increases from 5 cP to 30 cP. Except that the width of the middle two fractures has hardly changed, the width of the other four fractures increases. Comparing Case N and Case O, the fracture length of each fracture is only slightly decreased when the fluid viscosity increases from 30 cP to 100 cP. The width of the outer four fractures increases largely. However, the width of the middle two fractures only increases a little. By comparison, the generated multiple fractures are more uniform under lower fracturing fluid viscosity. For low-permeability shale reservoirs, the main target is to create long fractures rather than increase conductivity. Therefore, fracturing fluid with lower viscosity is conducive to increase fracture length and multiple fracture uniformity in shale reservoirs, so high injection rate needs to be adopted to increase proppant carrying capacity.
[image: Figure 18]FIGURE 18 | Fracture morphology for three cases with different fracturing fluid viscosity. (A) Case A, [image: image] = 5 cP. (B) Case N, [image: image] = 30 cP. (C) Case O, [image: image] = 100 cP.
The change of flow rate with injection time in each cluster is plotted in Figure 19. The results show that the difference of dynamic flow rate between the fractures increases with the increase of fracturing fluid viscosity. When the fracturing fluid viscosity increases, the proportion of fracturing fluid obtained by the middle two fractures decreases continuously. The total fluid volume distribution of each fracture for the three different cases is shown in Figure 20. It can be seen that when the fluid viscosity is 5 cP, the percentage of total fluid volume into different fractures are 20.09%, 16.79%, 13.53%, 13.37%, 15.68%, and 20.54%, respectively. When the fluid viscosity reaches 100 cP, the percentage of total fluid volume into different fractures are 23.50%, 17.38%, 9.69%, 10.69%, 13.32%, and 25.40%, respectively. This demonstrates that the outer fractures receive more fluid and the interior fractures receive less fluid with the increase of fracturing fluid viscosity. The results indicate that increasing the viscosity of fracturing fluid will aggravate the stress interference and increase the difference of geometric size between different fractures.
[image: Figure 19]FIGURE 19 | Flow rate into each cluster as a function of time for three cases with different fracturing fluid viscosity. (A) Case A, [image: image] = 5 cP. (B) Case N, [image: image] = 30 cP. (C) Case O, [image: image] = 100 cP.
[image: Figure 20]FIGURE 20 | The total fluid volume distribution of each cluster for three cases with different fracturing fluid viscosity.
5 CONCLUSION
The block discrete element method (BDEM) is used to establish a 3D multi-cluster fracturing model of a horizontal well. The effects of various geologic and engineering parameters on the multiple simultaneous fracture propagation within a stage were studied. The suggestions to improve the fracture geometries were proposed according to the modeling results. The main conclusions are as follows:
1) The geometry of each fracture within a stage is different, and the outer fractures generally receive more fracturing fluid than the interior fractures, resulting in the length and width of the outer fracture are generally larger than that of the interior fractures. According to the modeling results, the vertical stress almost has no effect on the geometries of multiple fractures, and higher horizontal stress difference is beneficial to the uniform propagation of multiple fractures, and the width of the middle two fractures is improved with the increase of horizontal stress difference. The existence of bedding planes will aggravate the stress interference effect and decrease the width of the middle two fractures. The activation and propagation along the bedding planes will increase the fluid filtration, resulting in a reduction in hydraulic fracture length.
2) Increasing the cluster spacing can effectively promote the propagation of each fracture, and the inhibition on the interior fractures can be reduced. The difference of received fluid between different fractures decreases with the increase of cluster spacing due to weaker stress interference. The difference of geometry of each fracture becomes smaller with the decrease of perforation number due to effect of limited entry perforation. With the increase of the fracturing fluid viscosity, the fracture length decreases to a certain extent and the fracture width increases significantly. At this time, the squeezing effect of the outer fractures on the middle fractures increases, and the flow rate distribution is much more uneven.
3) For shale reservoirs with bedding planes, a large amount of fracturing fluid should be injected to ensure the propagation of hydraulic fractures and the activation of bedding planes. It is necessary to use the proppant with smaller size to support the bedding planes. Only increasing cluster spacing is not the primary method to promote uniform propagation of multiple fractures because the seepage distance is farther. Reducing the number of perforations is conducive to the even distribution of flow rates, but causing higher treatment pressure. Therefore, cluster spacing and perforation number should be controlled in an appropriate range according to reservoir properties. On the other hand, increasing the injection rate and reducing the viscosity of fracturing fluid are important means to improve the geometry of each fracture.
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Unlike normal-pressure gas wells, wellbore instability is more likely to occur during testing for high-pressure gas wells. Gas acceleration effect exists in gas flow during high-pressure gas well testing, which was ignored in previous wellbore instability analysis. In this paper, the developments of effective circumferential stress and effective radial stress are analyzed in the near-wellbore area of high-pressure gas well, considering the influence of in-situ stress non-uniformity and acceleration effect. To analyze the effective circumferential stress and the effective radial stress more accurately, it is established that the fluid-structure coupling stress field of the finite large thick wall cylinder The flow field considers three cases, namely Darcy’s law, Darcy–Forchheimer model and Darcy-Forchheime model considering gas acceleration. The results show that in-situ stress non-uniformity has a similar influence on tensile failure and shear failure. It is observed that the location of occurring shear failure and tensile failure may not be on the wellbore wall. When the formation fluid is under abnormally high pressure, it is more likely to have a tensile failure, while when the formation fluid is under abnormally low pressure, it is more likely to have a shear failure. The Biot parameter has the same effect on tensile failure and shear failure. These results are helpful to control sand production during testing and production for high-pressure gas wells.
Keywords: acceleration effect, non-uniform in situ stress, wellbore instability, tensile failure, shear failure
1 INTRODUCTION
High-pressure gas reservoirs are characterized by natural fractures, high formation pressure and large variation of a production pressure difference which is on account of depletion production. In the process of gas test production, the non-Darcy characteristic of high speed is the prominent characteristic of high-pressure gas flow, which is not only manifested in the inertial resistance, but also in the significant gas acceleration effect induced by the rapid expansion of the gas volume (Jin et al., 2011a; Chen et al., 2011; Jin et al., 2012). The characteristic makes the spatio-temporal evolution of gas pressure more complex (Jin et al., 2019; Zhang et al., 2021; Hou et al., 2022a; Zhang et al., 2022). Traditionally, the inertial effect of near-wellbore gas flow is simply expressed by adding the Forchheimer inertial drag to Darcy’s Law. However, this description of the inertial effects of compressible fluid flows is incomplete. Wooding (1957) might be the first to add an accelerated-inertial term to the gas momentum equation. The model with the accelerated-inertial term has been discussed in detail for a high-speed compressible flow in porous media (Nield, 1994; Levy et al., 1995; Chang and Hou, 2022). Jiang et al. (2015a; 2015b; 2015c; 2016) finds the reason why the gas acceleration effect was ignored in the past literature and analyzes the importance of the gas acceleration effect in detail. Jin et al. (2011b) establishes a plane radial model considering the acceleration effect and presents a method for quantitative evaluation of the gas acceleration effect. Tensile stress is easy to form in the surrounding rock stress of the wellbore wall considering the acceleration effect by analyzing the fluid-structure coupling stress equation in the infinite thick-walled cylinder. The relationship of effective radial stress under different seepage models is not pointed out. Wellbore instability failure is usually divided into two categories, one is a shear failure, and the other is a tension failure. The current research focuses on shear failure (Zhao et al., 2021; Hou et al., 2022b; Hou et al., 2022c; Warsitzka et al., 2022), while the strength of extension is frequently used in analyzing tensile failure for wellbore instability during testing and production (Tan et al., 2021; Hou et al., 2022d; Sun et al., 2022; Hou et al., 2022e; Huang et al., 2023).
In this paper, we investigate the properties of near-wellbore stress using a set of equations that is built in the finite thick-walled cylinder in the non-uniform in-situ stress field. It is proved that the acceleration effect increases the possibility of tensile and shear failure. It is shown that the two types of failure do not necessarily occur on the wellbore wall. It is also shown that when the formation fluid is under abnormally high pressure, it is more likely to have a tensile failure, while when the formation fluid is under abnormally low pressure, it is more likely to have a shear failure. The Biot parameter has the same effect on tensile failure and shear failure.
2 WELLBORE STRESS DISTRIBUTIONS IN THE FINITE LARGE THICK WALL CYLINDER MODEL
The stratum is assumed to be a uniform isotropic, linear elastic porous material, and the surrounding rock is considered to be in a plane strain state. [image: image] is the horizontal maximum stress and [image: image] is the horizontal minimum stress. The stress distributions for a radially varying pore pressure given by Eqs. (4.51)–(4.52) in the literature (Fjaer et al., 2008) is under the uniform stress field. The wellbore stress under the non-uniform in-situ stress can be obtained by changing both equations according to the theory of elasticity. The new wellbore stress distributions are:
[image: image]
where [image: image] is the poroelastic coefficient, [image: image], and [image: image] is the rock frame Poisson ratio.
When [image: image] is equal to [image: image], Equation 1 will be simplified to Eqs. (4.51)–(4.52) in the literature (Fjaer et al., 2008). The dimensionless stress distributions related to Equation 1 are:
[image: image]
where [image: image], where [image: image], [image: image], [image: image], where [image: image], and [image: image].
The dimensionless effective stress distributions are:
[image: image]
where [image: image] is the Biot parameter.
3 ANALYSIS OF THE INFLUENCE OF ACCELERATION EFFECT ON THE WELLBORE STRESS
The traditional Darcy–Forchheimer model is not suitable for characterizing the flow of high-pressure gas into the well, so the acceleration effect of gas should be considered (Jin et al., 2011; Chen et al., 2011; Jin et al., 202). The acceleration effect of near-wellbore gas can be characterized by the dimensionless quantity [image: image]. After considering the acceleration effect, the three characteristics of gas flow in high-pressure gas wells are:
1) With the decrease of bottomhole pressure, there is a maximum mass flow rate of fluid into the well, [image: image].
[image: image]
2) The gas pressure gradient of the three flow models which are Darcy’s law, the Darcy-Forchheime model and the Darcy-Forchheime model considering gas acceleration has the following relation when the mass flow is the same. The subscript AC stands for the Darcy-Forchheime model considering gas acceleration, DF is the Darcy-Forchheime model, and D points to Darcy’s law.
[image: image]
3) Under the same mass flow rate, the bottomhole pressure of the three models has the following relationship.
[image: image]
3.1 Comparative analysis of effective radial stress
Jin et al. (2011b) believed that the effective radial stress in the near-wellbore zone is more likely to change into tensile stress after considering the acceleration effect, but he did not give the relative size for the effective radial stress of the three flow models. To facilitate the analysis of this relationship, the inhomogeneity of in-situ stress is ignored, i.e., B=0, and the Biot parameter is equal to 1. According to Eq. 3, [image: image] for the three flow models.
The derivative of effective radial stress for Darcy’s law is:
[image: image]
where [image: image].
The derivative of effective radial stress for the Darcy–Forchheimer model can be given by
[image: image]
where [image: image] is constant.
The derivative of effective radial stress for the Darcy–Forchheimer model considering gas acceleration becomes
[image: image]
The difference in derivative of effective stress on the wellbore between Darcy’s law and Darcy–Forchheimer model with the same mass flow rate is:
[image: image]
where, [image: image].
We can obtain [image: image] labeled Equation 11, when [image: image].
The given distance [image: image] must exist. [image: image], when the radius in polar coordinates is between 1 and [image: image], i.e., [image: image], combining [image: image].
The difference in derivative of effective stress on the wellbore between Darcy–Forchheimer model and Darcy–Forchheimer model considering gas acceleration with the same mass flow rate is:
[image: image]
where [image: image], and [image: image].
We can find [image: image], which is marked as Equation 12 when [image: image].
As well, the given distance [image: image] must exist. [image: image], when the radius in polar coordinates is between 1 and [image: image], i.e., [image: image], combining [image: image].
Combining equation 11 and 12, we can get [image: image], when [image: image] and [image: image].
It is quite clear that [image: image] even if [image: image].
Effective radial stress near the wellbore must be a negative value when [image: image]. We can find that the effective radial stress is minimal for the Darcy–Forchheimer model considering gas acceleration because [image: image]. In other words, the tensile stress is minimal for the Darcy–Forchheimer model considering gas acceleration.
According to Equations 7 and 8 and 9, we can obtain [image: image] and the pore pressure gradient plays a decisive role in the effective radial stress by using Equation 5.
To better observe the variation in tensile stress, a case is presented. The mass flow rate, [image: image], equals 0.0412 which is bigger than the maximum between [image: image] equal to 0.0232 and [image: image].given by 0.0245. Set other parameters as follows. [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image]. In the above parameters, the distribution of the stress for the three flow models is illustrated in Figure 1. Firstly, for Darcy’s law, the effective radial stress on the wellbore is zero, which is the minimum in the stress distribution. Secondly, for the Darcy-Forchheimer model, the effective radial stress at r=1.0395 equals −0.0105, which is the minimum. Finally, for the Darcy-Forchheimer model, the effective radial stress is equal to −0.0282 at r=1.0568, which is the minimum, i.e., it is 2.82MPA when the formation pressure is 100 MPa.
[image: Figure 1]FIGURE 1 | The effective radial stress distribution for the three flow models.
3.2 Difference between effective circumferential stress and effective radial stress
For the convenience of comparative analysis, the inhomogeneity of in-situ stress is not considered here, and the Biot parameter is assumed to be one.
From Equation 2, we can conclude that
[image: image]
where [image: image], and [image: image].
When the mass flow rates of the three flow models are the same, the wellbore pressure can be written as [image: image]. Then, we have [image: image] and [image: image].
Because the effective radial stresses on the wellbore for the three flow models are zero, it can be obtained that
[image: image]
It is quite clear that Equation 13 is correct, even if [image: image].
When [image: image], from Equation 3, we have
[image: image]
As long as [image: image], [image: image] and [image: image] are negatively correlated for the same mass flow rate. Then we can conclude that [image: image], where [image: image]. The accelerating flow has the highest difference:
[image: image]
To better observe the variation in the difference between effective circumferential stress and effective radial stress, a case is presented. When the other parameters are set to [image: image], [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image], the difference is shown in Figure 2. The difference between effective circumferential stress and effective radial stress reaches the maximum at r=1, which is equal to 0.6147, for Darcy’s law. It becomes 1.0004 reaching the maximum at r=1.0584 for Darcy–Forchheimer models. Meanwhile, For the acceleration flow, this difference equals 1.0980 at r=1.0063 which is the maximum in the distribution. When the formation pressure is 100MPa, the maximum for the three flow models is 61.47MPa, 100.04 MPa and 109.80 MPa respectively.
[image: Figure 2]FIGURE 2 | Difference between effective circumferential stress and effective radial stress for the three flow models.
4 ANALYSIS OF THE INFLUENCE OF IN SITU STRESS ON THE WELLBORE STRESS
4.1 Comparative analysis of effective radial stress
Since [image: image], we have [image: image]. Thus, the effective radial stress considering the acceleration effect is the monotone-increasing function of [image: image]. When the effective radial stress is negative, the smaller [image: image] is, the greater the tensile stress is, indicating that the formation fluid is under abnormally high pressure, while the tensile stress is greater.
We plot the effective radial stress for [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image] in Figure 3. It shows that the effective radial stress is the minimum at r=1.0568, which is −0.0282 when A=2.2. While A=2.4, the effective radial stress is −0.0191 at r=1.0395 which is also minimum. When A=2.6, the mini effective radial stress is −0.0132 at r=1.0253. When [image: image] and [image: image], we have [image: image].
[image: Figure 3]FIGURE 3 | The effective radial stress distribution the acceleration flow for various [image: image]
Thus, [image: image]. It can be seen that the effective radial stress considering the acceleration effect is a monotone-decreasing function of [image: image]. When the effective radial stress is tensile, the stronger the non-uniformity of in-situ stress is, the smaller the effective radial stress is, that is, the greater the tensile stress is and the maximum tensile stress is obtained in the direction of the maximum horizontal principal stress.
In Figure 4, we plot the effective circumferential stress for [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image]. In the direction of the maximum horizontal principal stress, the minimum effective radial stress is −0.0359 at r=1.0667 when B=0.2. When B=0.4, the effective radial stress is the minimum at r=1.1010, which is −0.0590. When B=0.6, it is the minimum at r=1.1278, which is −0.0859.
[image: Figure 4]FIGURE 4 | The effective radial stress distribution in the acceleration flow for various [image: image]
4.2 Difference between effective circumferential stress and effective radial stress
From Equation 3, the difference between effective circumferential stress and effective radial stress in the acceleration flow is given by
[image: image]
It is obvious that [image: image], so the value, [image: image], is smaller when the formation pressure is from the normal pressure to the abnormally high pressure.
The parameters in Figure 5 are the same as that in Figure 3. When A=2.0, the maximum stress is 0.9014 at r=1.0142. When A=2.4, when r= 1.0036, the value, [image: image], is 1.2963. When A=2.8, [image: image] reaches its maximum value at r=1.004, which is 1.6950.
[image: Figure 5]FIGURE 5 | Difference between effective circumferential stress and effective radial stress in the acceleration flow for various A.
It can be written as [image: image].
When [image: image], [image: image] and [image: image]. Thus, [image: image], for [image: image]. These imply that the greater the stress non-uniform, the greater the value [image: image].
In Figure 6, we plot the difference between effective circumferential stress and effective radial stress in the acceleration flow for [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image]. When B=0.2, the maximum stress is 1.6947 at r=1.0004. When B=0.4, when r=1.0004, the value, [image: image], is 2.0940. When B=0.6, [image: image] reaches its maximum value at r=1, which is 2.4938.
[image: Figure 6]FIGURE 6 | Difference between effective circumferential stress and effective radial stress in the acceleration flow for various B.
5 WELLBORE STABILITY OF UNCASED HOLE IN THE HIGH-PRESSURE GAS WELLS
5.1 Tensile fracture
According to the analysis in section 3.1 of this paper, when the stress of the surrounding rock near the wellbore reaches the tensile strength, the acceleration flow requires less mass flow than the Darcy model and the Darcy-Forhheimer model, that is, the surrounding rock near the wellbore is the first to fail in the s acceleration flow. According to the analysis in section 4.1 of this paper, tensile failure occurs first in the surrounding rock near the wellbore in the direction of maximum horizontal principal stress.
We will assume the Biot parameter [image: image], so [image: image]. Thus, the effective tensile stress depends on the positive or negative sign of the effective radial stress derivative at the wellbore. In other words, the condition for the onset of effective tensile stress is [image: image]. Combining the condition, Equation 9 can be written as
[image: image]
The critical bottomhole pressure, [image: image], for the onset of tensile stress is determined from the above equation.
5.2 Shear failure
It is assumed that the shear failure of rock follows the weak surface failure criterion (Zeng et al., 2021). The Mohr-Coulomb failure criterion for [image: image] is defined as
[image: image]
[image: image]
[image: image]
where [image: image] is the cohesion of the rock, [image: image] is the friction angle of the rock, [image: image] is the cohesion of the weak plane, [image: image] is the friction angle of the weak plane, and [image: image] is the angle between maximum principal stress and weak plane normal, related to the failure mode of the anisotropic mudstone with the weak plane.
Only the case is discussed where [image: image] and weak plane shear failure occurred in the rock. According to the analysis in section 3.2, shear failure occurs first in the surrounding rock of the acceleration flow when the mass flow rate increases and shear failure occurs first in the minimum horizontal direction of the surrounding rock according to the analysis in section 4.2.
Thus, when r=1, Equation 13 can be written as
[image: image]
Thus, [image: image].
The critical bottomhole pressure is proportional to the Biot parameter, that is, when the Biot parameter increases, the mass flow required for shear failure decreases. When the Biot parameter increases, the effective radial stress decreases, the tensile stress increases and the required pore pressure gradient decreases. In other words, when the Biot parameter increases, the mass flow rate required for tensile failure decreases. Therefore, the Biot parameter has the same effect on tensile failure and shear failure.
6 CONCLUSION
Considering the dual effects of non-uniformity of in-situ stress and acceleration effect in the process of seepage, the stress state of surrounding rock suitable for high-pressure gas well and its influence on tensile failure and shear failure in the process of gas test of the high-pressure gas well are analyzed, and the following conclusions are as following.
1) Considering the acceleration effect, the difference between effective circumferential stress and effective radial stress at any flow radius is larger than that in the other two flow models, which is more likely to cause shear failure. The difference between the effective circumferential stress and the effective radial stress does not reach the maximum value at the wellbore wall.
2) The pore pressure gradient plays a decisive role in the effective radial stress. Considering the acceleration effect, the minimum effective radial stress is smaller than that of the other two flow models, which is more likely to lead to tensile failure. The conditional expression of tensile stress generation considering the non-uniformity of in-situ stress is given.
3) The influence of Biot parameter on tensile failure and shear failure is the same.
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Ninety percentage of newly proven natural gas reservoirs of China are mainly unconventional resources, which can be typically developed by multi-stage fracturing horizontal well technology. Two regions typically occur near each fracture after hydraulic fracturing, in which the lower permeability region is considered as the storage source and the higher permeability region as the flow channel. The existed analytical models so far are mainly derived by Laplace transforming. In this paper, an improved practical analytical solution is derived for unconventional gas reservoirs bypassing the Laplace transform and numerical inversion. Through solving material balance equation and adopting the integration, a rate vs. pseudo-time solution in real-time domain can be directly obtained. Five numerical cases are created to verify the accuracy of the proposed analytical solution and the ratio of regular/irregular region pore volume is also proved to be derived reversely by the output parameters, which is significant for the field engineers to evaluate the effect of hydraulic fracturing. Moreover, a field example of a multi-fractured horizontal well in a tight gas reservoir is provided for demonstrate application.
Keywords: analytical model, performance prediction, unconventional reservoir, history matching, hydraulic fracturing
1 INTRODUCTION
Unconventional resources including tight gas and shale gas have become a significant source of global hydrocarbon supply due to advanced reservoir evaluation and drilling/completion/fracturing technology (Clarkson, 2013; Dejam et al., 2018). As for the ultra-low permeability in unconventional reservoirs, the volume fracturing technology is adopted extensively to improve reservoir properties and achieve economic exploitation. Due to the dense distribution of the pre-existing natural fractures, the complex fracture geometry with high permeability will be created around the hydraulic fractures after fracturing operation (Wei et al., 2019; Xia et al., 2019; Liu et al., 2021), which is significant for fluid flow and resource extraction.
In order to make accurate reservoir evaluation, a large number of studies have been conducted for production data analysis. The popular techniques for quantitative production data analysis including empirical methods, numerical methods and analytical models. Firstly, the typical empirical methods, firstly proposed by Arps (1945), have been evolved by many researchers (Fetkovich, 1980; Blasingame et al., 1991; Duong, 2011). These decline curve analysis methods remain commonly used because of their simple and fast empirical regression. However, these methods will result in significant errors especially when applied to unconventional reservoirs. Numerical simulation for unconventional reservoirs has received extensive attention (Cipolla et al., 2010; Ding et al., 2014; Rao et al., 2022). However, it is a time-consuming process and depends on numerous original physical parameters. Compared with the numerical simulation, the analytical methods are models that derive analytically solutions to mathematical models including reservoir behavior as well as flow behavior associated with complex fracture geometry. Therefore, many scholars have focused on analytical models for production data analysis in unconventional reservoirs. Ci-qun (1983) proposed the analytical solution considering the two-dimensional pseudo steady state flow from two matrix blocks to the fracture. Lee and Brockenbrough, (1983) derived a tri-linear model to represent the transient flow behavior within the single fracture in an infinite homogeneous reservoir. Wattenbarger et al. (1998) represented an analytical solution accounting for linear flow in fractures with infinite conductivity applied in tight gas wells. Brown et al. (2011) presented a three-region analytical model considering the hydraulic fracture region, the stimulated region including dense branch fractures as well as the outer region containing low permeability matrix beyond the tip of hydraulic fractures. Stalgorova and Mattar, (2012) also introduced a three-region analytical model to consider complex fracture geometry. The outer region in their model adjacent to the stimulated region, which is the only difference from Brown et al. (2011) model. Stalgorova and Mattar, (2013) extended the three-region model to five-region model. Three outer regions are considered in their model. And it notes that the contribution from the outer regions may be negligible except for very late in the production life of the well. Abbassi et al. (2019) put forward a three-region model considering the transient flow among matrix, vugs and fractures. The analytical relationship for calculating the shape factor between different regions is also presented.
The analytical solutions mentioned above were derived analytically based on Laplace-transform technique and the final solution in real-time domain can be obtained by Stehfest numerical inversion (Stehfest, 1970). Development of a straightforward solution for analytical model considering the complex fracture geometry is still lacking. Ogunyomi et al. (2016) and Qiu andLi, (2018) presented the approximate analytical solutions to the dual-porosity model and triple-porosity model in real-time domain separately by adopting the integration and average pressure replacement. However, their solutions are applicable for tight oil reservoirs because the pressure-dependent properties in their model are not taken into consideration.
In this paper, our goal is to derive a straightforward solution in real-time domain for unconventional gas reservoirs considering complex fractures. Firstly, we define two regions and the high permeability regions contains hydraulic fractures and complex branch fractures as well as the low permeability region which adjacent to the high permeability region contains the matrix. Then the pseudo-variables (Anderson and Mattar, 2005) are introduced to eliminate the non-linearity caused by the pressure-dependent properties of gas. The derivation is based on the integration in real-time domain bypassing Laplace transform and numerical inversion. Lastly, the accuracy of the analytical solution is validated with equivalent numerical model.
2 MODEL DESCRIPTION
In order to improve gas production in unconventional reservoirs, it is necessary to create as much connection between the unconventional gas reservoir and artificial or natural fractures as possible. Therefore, multistage hydraulic fracturing technology is applied to generate the hydraulic fractures and complex fracture networks to improve gas recovery. As shown in Figure 1A, there is a network of branch fractures forming the flow channel within the tight matrix. By virtue of the highly connected and high conductivity of the network of fractures, the oil/gas stored in ultra-tight matrix can flow into the wellbore. The black arrows represent the flow directions. Obviously, the flow in fractures network is complex and it is impossible to describe each flow process using mathematical models. Therefore, we simplified the complex flow system into two-region system, in which the defined high permeability region (Region 1) includes all the fractures and the low permeability region (Region 2) is the aggregated volume of the matrix directly connected to the high permeability region. Because the contribution of regions beyond hydraulic fractures is validated to be negligible after comparing the results of numerical simulation with and without region beyond fractures (Stalgorova and Mattar, 2012; Abbassi et al., 2019). Figure 1B is a 3D schematic of the reservoir with a multi-stage horizontal well, which is the conceptual model for constructing analytical model.
[image: Figure 1]FIGURE 1 | Schematic of a multi-stage fractured horizontal well with complex fractures. (A) The complex fractures after hydraulic fracturing. (B) 3D schematic of a multi-stage fractured horizontal well with two-regions around the hydraulic fractures.
In this paper, our analytical model is derived analytically based on the following assumption.
1. The reservoir is homogeneous, and isothermal.
2. Flow process is linear in each region.
3. Flow is single gas phase.
4. Flow within the hydraulic fracture is neglected for the high-speed gas flow rate.
5. Flow process is under constant bottom-hole pressure.
6. Pressure at the interface between two regions is constant.
7. Gravity effect is neglected.
Once the gas flow reaches the boundary and reservoir average pressure will decrease, and meanwhile the gas properties such as gas viscosity (μ), gas compressibility (Ct) and gas compressibility (Z) is varying with reservoir pressure. Consequently, the gas diffusivity equation will be non-linear which is impossible to derive the analytical solution directly. In order to deal with this problem, the pseudo-pressure and pseudo-time (Anderson and Mattar, 2005) are adopted to linearize the equation. The equations for pseudo-pressure and pseudo-time can be expressed as,
[image: image]
[image: image]
3 MODEL DEVELOPMENT
The system of equations based on the conceptual model is presented below. In the low-permeability region (Region 2), the governing equation for gas flow after substituting the Eqs 1, 2 is expressed as:
[image: image]
Where m2(p) is the pseudo-pressure in region 2, x, y and z are Cartesian coordinates, ta is the pseudo-time for gas flow, k2 and Φ is the permeability and porosity, respectively, of region 2.
The initial condition for the region 2 is equal to initial reservoir pseudo-pressure before the production start.
[image: image]
Where m (pi) is the initial reservoir pseudo-pressure.
The closed boundary is defined for the top and bottom of the reservoir. Therefore, the outer boundary conditions are regarded as no-flow boundaries.
[image: image]
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Considering the symmetry between adjacent hydraulic fractures, the location of x = x2 is also regarded as no-flow boundary.
[image: image]
Continuity of the flux and pressure across the boundaries between two regions is assumed. Therefore, the inner boundary condition can be written as,
[image: image]
Similarly, the governing equation for gas flow in region 1 can be also expressed as,
[image: image]
Where m1(p) is the pseudo-pressure in region 1, x, y and z are Cartesian coordinates, ta is the pseudo-time for gas flow, k1 and Φ is the permeability and porosity in region 1 respectively.
In regard to the whole flow process, the initial condition of two regions is identical. And the constant bottom-hole pressure is assumed. Thus, the pressure is equal to the bottom-hole pressure at the location of x = x0.
[image: image]
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Where m (pwf) is the bottom-hole pseudo-pressure.
The flow in two regions is both 1D linear flow in the x-direction. Therefore, the outer boundary conditions are identical to those of region 2.
[image: image]
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The inner boundary condition based on the continuity of flux at the location of x=x1 is expressed as:
[image: image]
4 ANALYTICAL SOLUTION
The equations mentioned above used for mathematical model are partial differential equations (PDEs). To solve mathematical model analytically, the system of PDEs must be transformed into the system of ordinary differential equations (ODEs). Considering the Laplace transform and numerical inversion are time-consuming, the integration method is adopted in this paper to eliminate the spatial dependences and obtain the ODEs directly. Integrating the governing equation with respect to spatial coordinates for region 2:
[image: image]
The pseudo-time can be moved outside the spatial integral because the pseudo-time is independent of the spatial coordinates. To obtain a simplified equation, we define the average pseudo-pressure and the effective pore volume as:
[image: image]
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Where Vb is the volume of the region and Vp is the pore volume of the region.
Substituting the Eqs 15–17 can be rewritten as:
[image: image]
With the use of the initial and boundary conditions, Eq. 18 can be simplified as:
[image: image]
According to the Darcy’s law, the following applies:
[image: image]
Therefore, Eq. 19 can be rewritten as:
[image: image]
Where Vp2 is the pore volume of region 2 and q2 is the flow rate in region 2.
In region 1, we also apply the integration method to address the diffusion equation as:
[image: image]
After applying the initial and boundary conditions, Eq. 22 can be rewritten as,
[image: image]
Note that the following applies:
[image: image]
Substituting Eqs 9, 16, 34, 38 into Eq. 24 results in:
[image: image]
Where Vp1 is the pore volume of region 1, q1 is the flow rate in region 1.
Obviously, the next step involves the substitution of the average pseudo-pressure with the relationship between the pressure and flow rate. Since it is assumed that gas flows sequentially from region 2 into region 1, a general analytical solution for 1D linear gas flow is derived to solve the problem (Details are provided in Supplementary Appendix SA), which is given by:
[image: image]
Where [image: image] is the average pseudo-pressure, [image: image] is the dimensionless production of the nth mode.
Based on the model assumptions, the average pseudo-pressure in each region can be expressed as:
[image: image]
[image: image]
We define the productivity index (J) and transmissibility (Tr) between region 1 and region 2 as:
[image: image]
[image: image]
Where [image: image] is the average pseudo-pressure in region 1, [image: image] and [image: image] is the initial production rate from the region 1 and region 2 respectively.
Substituting Eqs 27, 28 into Eqs 21, 25 results in:
[image: image]
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Where [image: image] and [image: image] is the initial production rate from the nth mode in region 1 and region 2 respectively.
We can rewrite this set of ODEs in the following matrix form:
[image: image]
Where the initial conditions to solve the system of equations are,
[image: image]
[image: image]
After solving Eq. 33, we can obtain the nth flow rate in combination with the initial conditions. The production rate is the summation of all production rate terms. By converting the summation to an indefinite integral, the analytical solution in real-time domain can be derived below (Details are provided in Supplementary Appendix SB),
[image: image]
Where the defined parameters are expressed as:
[image: image]
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Where [image: image] and [image: image] are both the eigenvalue in the matrix, [image: image] and [image: image] are both the factor in the eigenvector in the matrix, [image: image] and [image: image] is the time constant in region 1 and region 2 respectively.
Based on the final solution in Eq. 36, it reveals that the production rate is related to four variables (productivity index (J), transmissibility between region 1 and region 2 (Tr), time constant in region 1 ([image: image]) and time constant in region 2 ([image: image])). By fitting production data, four variables can be determined and the analytical solution can be applied for performance prediction.
5 MODEL VALIDATION
5.1 Validation against numerical cases
To verify the derived analytical solution, one numerical model contains 35 grid cells in the x-direction, 50 grid cells in the y-direction and only one grid cell in the z-direction is built with Eclipse reservoir simulator and the model parameters are summarized in Table 1. Considering the symmetry of the conceptual model and computational convenience, one-quarter of the region 1 and region 2 around one hydraulic fracture exhibited in Figure 1A is extracted for comparison. A top view of the numerical model is shown in Figure 2, where the first column of grids represents the half-length of the hydraulic fracture and the first row of grids in the x-direction represents the horizontal wellbore only connected with the region 1. The gray region represents region 2, while the blue region represents region 1.
TABLE 1 | Summary of the synthetic numerical model parameters.
[image: Table 1][image: Figure 2]FIGURE 2 | Reservoir grid of the numerical model. The blue grids represent the high-permeability region and the gray grids represent the low-permeability region.
Pressure-dependent properties is considered and linearized using the pseudo-pressure and pseudo-time during the derivation of the new analytical solution. It is essential to transform the results obtained with numerical models into production rate over pseudo-time and then fit the transformed results with the derived analytical solution. A comparison of the production rates obtained with the numerical simulation and our analytical model is shown in Figure 3. The blue dotted line indicates the relationship between the gas rate and pseudo-time whereas the red dotted line indicates that determined from the derived analytical solution. The simulation and analytical results agree well. As shown in Figure 3, four flow regimes are identified. Regime 1 exhibits a half-slope straight line in a log-log plot which represents the transient linear flow in region 1. The permeability in this region is relatively high and hence the time constant in this region is relatively short and equals nearly 4 days. Then, the exponential curve of Regime 2 represents the boundary of region 1 is reached, which is referred to as boundary-dominated flow in region 1 or inner-boundary-dominated flow. Regime 3 exhibits the expected straight line with a half-slope signature. In our model, the permeability of region 2 is low and thus the time constant is relatively long (246 days). Regime 4 experiences outer-boundary-dominated flow, which is caused by the boundary of region 2. Table 2 summarizes the four variables after fitting.
[image: Figure 3]FIGURE 3 | Analysis results in Case 1. (Regime 1: transient linear flow in region 1. Regime 2: boundary-dominated flow in region 1. Regime 3: transient linear flow in region 2. Regime 4: boundary-dominated flow in region 2).
TABLE 2 | Model output parameters after fitting.
[image: Table 2]5.2 Validation for the pore volume ratio
According to Eqs 37, 38 the time constants in region 1 and region 2 are defined to relate strongly with the pore volumes of regions. When Eq. 37 is divided by Eq. 38, we can derive the pore volume ratio of two regions as below:
[image: image]
Substituting the model parameters in Table 2 into Eq. 43, the pore volume ratio can be obtained. We compare it to the given value from the numerical model which is proved correct within the accepted error bound.
[image: image]
The calculated pore volume ratio is nearly equal to the given value in Case 1. To further verify the accuracy of Eq. 43, four more numerical cases are conducted based on the previous numerical model parameters. Table 3 summarizes all the output values from these four numerical cases. Through comparing the given pore volume ratio to the calculated results, the comparison reveals that the accuracy of the calculated results is higher than 95% and thus the model parameters from our new analytical solution can be applied to estimate the pore volume ratio.
TABLE 3 | Summary of model parameters obtained from the four additional numerical cases.
[image: Table 3]6 APPLICATION TO FIELD EXAMPLE
In this section, we apply the practical analytical solution to field data. The Mexico gas well is a ‘near textbook’ quality tight gas well with long production history and high quality data, which is operated under a constant bottom-hole pressure of 920 Psi. Several analyses have shown that the reservoir has an ultra-low permeability less than 0.001 md and there is only one well in this field. The original production data is from Blasingame et al. (2007). First, we transform time into the pseudo-time and then the log-log diagnostic plot of gas rate versus pseudo-time is obtained, which exhibit a half-slope straight line and a nearly unit-slope line in Figure 4A indicating linear and boundary-dominated flow. Since the linear flow lasts for nearly 10,000 days, this linear flow regime is identified as Regime 3 and the boundary-dominated flow represents Regime 4. The next step involved matching our model to the production data. The history matching and forecasting results is shown in Figure 4B. The red marks in Figure 4B indicate the production data and the green marks indicate the analytical solution of the history match. A suitable matching degree is revealed. The four model parameters obtained from the history matching process is summarized in Table 4. Based on these output parameters, we forecast the gas rate until 30,000 days, indicated by the black markers in Figure 4B. The more intuitive results are shown in Figure 4C by Cartesian plots. Meanwhile, we can calculate the ratio of region pore volume by Eq. 43 as Vp2/Vp1=104. The ratio can also be used to explain why only two flow regions can be observed rather than four regimes as seen in the previous numerical models. From the ratio, we can obtain that the volume of high permeability region is far smaller than the matrix region and thus the flow in region 1 with high permeability is too fast to be observed.
[image: Figure 4]FIGURE 4 | Summary of the production profiles in field example. (A) The flow regimes diagnosis. (B,C) The history-matching and forecasting results on a log-log and Cartesian plots.
TABLE 4 | Model output parameters after fitting.
[image: Table 4]7 CONCLUSION
In this paper, a practical analytical model is presented for performance prediction in unconventional gas reservoirs under constant bottomhole pressure. Numerical models were employed to verify the accuracy of derived analytical solution and an excellent agreement was revealed. The following conclusions are drawn:
(1) The proposed analytical solution is derived in real-time domain bypassing Laplace transform and numerical inversion, which is highly suitable for field applications.
(2) Pressure-dependent properties is considered and linearized using the pseudo-pressure and pseudo-time in the analytical model and it is applicable for performance prediction in unconventional gas reservoirs.
(3) The pore volume ratio of different regions can be calculated reversely and the relative error is less than 10%, which is helpful for rapidly evaluating the effect of hydraulic fracturing.
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The failure types of bedding determine the penetration behavior of hydraulic fracture. A stratum model containing bedding was established based on the 3D block distinct element method to explore the penetration behavior of hydraulic fractures with different types of bedding. The mechanics of hydraulic fractures penetrating the shear- failure bedding plane and tensile-failure bedding plane were analyzed. The results showed that the shear-failure bedding plane was more difficult to expand than the tensile-failure bedding plane after the hydraulic fracture turns to bedding plane. The initial stress magnitude controls the expansion difficulty of hydraulic fractures, and the high stress magnitude attenuated penetration behavior. The vertical stress affected the shear failure by increasing the shear strength of the bedding plane. It affected the tensile failure by increasing the initiation stress of the bedding plane. The effect of horizontal stress on the penetration behavior included the influence on the initiation stress of vertical joints and the enhancement of the interference stress on the horizontal bedding plane. The conclusions can provide the guidance for hydraulic fracturing in reservoir with bedding planes.
Keywords: failure types of bedding, penetration behavior, shear-failure bedding plane, tensile-failure bedding plane, stress
1 INTRODUCTION
Bedding planes is widely developed in shale. The penetration behavior of hydraulic fractures refers to the behavior of whether hydraulic fractures can cross the bedding plane. It has an important influence on the network of hydraulic fractures (Zhang et al., 2019; Huang et al., 2020; Tan et al., 2020). If the hydraulic fracture cannot cross the bedding plane, the fracture height is limited. Conversely, if the hydraulic fractures can cross the bedding plane, the hydraulic fracture can connect multiple layers (Tong et al., 2020). The complexity of fracture network requires both fracture height and multiple fracturing (Shicheng et al., 2021). Consequently, it is meaningful to explore the influence of the bedding plane on the formation of fracture network (Xiao et al., 2019).
Previous studies largely focused on the influence factors of penetration behavior of hydraulic fracture. The influence factors can be divided into three types, the stress difference (Warpinski et al., 1982; Huang et al., 2016; Weng et al., 2018), the difference of rock properties (Huang et al., 2018; Xu et al., 2019; Huang et al., 2023), and the weak bedding planes (Tang and Wu, 2018; Xing et al., 2018; Zhang et al., 2022). Some numerical simulation and physical experiments about the penetration behavior of hydraulic fractures showed that the filtration of fracturing fluid into the bedding plane reduces the penetration ability (Ji et al., 2015; Huang et al., 2019; Gao and Ahmad, 2020; Luo et al., 2022). It mainly describes the phenomenon that the bedding planes hindered fracture propagation, but fails to explain the control mechanism of bedding on hydraulic fracture. Actually, the penetration behavior of hydraulic fractures is mainly related to the mechanical behavior of the weak bedding plane. Heng et al. (2021) believe that the penetration behavior of hydraulic fractures is controlled by the mechanical properties of the bedding joint and the local stress state of the fracture tip. And the penetration behavior of hydraulic fractures is a path selection problem. It means that the hydraulic fractures usually propagate along the path with the least resistance. Zhang et al. (2021a) and Zhang et al. (2021b) believe that the stress disturbance induced by weak plane before hydraulic fractures approach the weak bedding plane results in the energy dissipation on the bedding plane. Huang et al. (2022) analyzed the penetration law in the layered rock mass under different regimes based on the particle distinct element method. Zheng et al. (2019) and Zheng et al. (2022) analyzed the evolution of normal stress and shear stress on the bedding plane when the hydraulic fracture approached through the block distinct element method, and identified the discontinuous deformation (slip or shear failure) at the fracture tip as the main reason why the hydraulic fracture could not cross the bedding. Wang et al. (2019) also showed that the increase of shear stress on the bedding plane and the passivation of fracture tip affect the penetration of hydraulic fractures. Tan et al. (2021) proposed the notion of transition zone in the layered formation and investigated the effects of multiple influencing factors on hydraulic fracture vertical propagation behavior based on XFEM-based CZM method. Zhao et al. (2022) given a new pseudo 3D hydraulic fracture propagation model for sandstone reservoirs considering fracture penetrating height. In conclusion, the mechanism of weak bedding plane hindering vertical propagation of fractures has been preliminarily understood, that is, the shear behavior on the bedding plane increases the difficulty of hydraulic fracture penetration. Therefore, the penetration behavior of hydraulic fractures can be determined by stress state at connection point between hydraulic fracture and bedding plane.
The stress state in the formation determines the choice of the path after the hydraulic fracture meets the bedding plane. If the stress field meets the failure criterion of the bedding plane first, the bedding planes open and the hydraulic fracture turns to spread along the bedding plane. If the stress filed meets the failure criterion of the fracture tip, the fractures propagate along the original path and cross the bedding plane. Therefore, the strength of the bedding plane plays an important role in fracture penetration. According to the strength characteristics, the bedding plane can be divided into two categories. They are shear-failure bedding plane (the shear strength of the bedding plane is low) and tensile-failure bedding plane (the tensile strength of bedding plane is low). However, the existing researches mainly focus on the shear failure of bedding plane. There are few discussions about the failure types of bedding plane and penetration behavior of fracture.
Here, the penetration behavior of hydraulic fractures is calculated by the 3D block distinct element method (3D DEM) considering the failure type of bedding plane and in-situ stress conditions. The influence of stress filed on fracture propagation path under different failure types of bedding plane was analyzed. The structure of this paper is as follow. Firstly, the 3D DEM is introduced and the block model with bedding plane is established. Then, the stress evolution of fracture penetration behavior in shear-failure bedding plane is studied. Finally, the stress evolution of fracture penetration behavior in tensile-failure bedding plane is analyzed. In conclusion, this paper analyzes the influence mechanism of bedding failure type and stress state on the penetration behavior of hydraulic fractures, which has important theoretical guiding significance for the hydraulic fracturing construction of layered rock mass.
2 METHOD AND MODEL
2.1 Block distinct element method
The block distinct element method has an advantage in simulating the hydro-mechanic coupling behavior in the fracture. In this paper, the block distinct element method was used to simulate the hydraulic fracturing. The block distinct element describes the discontinuity by a set of distinct blocks. So, it has significant advantages in modeling discontinuities. Each block is subdivided into finite difference elements consisting of tetrahedral regions and nodes. The velocities, displacements and joint forces of all nodes at different time steps follow the Newton’s laws of motion. The discontinuity is expressed by the boundary between blocks. The 3D DEM have been used by Zheng. See literature (Zheng et al., 2019; Zheng et al., 2022) for details about the validation of this method.
(1) The failure of joints
The failure of the joint represents the opening of the fracture. In the block distinct element method, joints are described by contacts. The constitutive model of joint is the Coulomb slip joint model. This model considers shear failure, tensile failure and dilation. During the elastic stage, the contact is described by the normal stiffness and tangential stiffness. The normal behavior of the joint can be expressed as (Tang and Wu, 2018)
[image: image]
The shear behavior can be expressed as:
[image: image]
Where, Ac is the area of contact. ΔFn is the increment of normal force, ΔFis is the shear stress increment, Kn is the normal stiffness, Ks is tangential stiffness, ΔUn is the normal displacement increment, ΔUis is tangential displacement increment.
The maximum normal tensile force of the joint (without slip or cracking) is:
[image: image]
Where, T is the tensile strength.
The maximum shear force allowed by the joint is:
[image: image]
Where, c is the cohesion of the joint and φ is the friction angle.
The contact fails when the stress on the joint equals to its tensile or shear strength. Then the tensile strength and cohesion of the joint equals to zero after failure. Here, the maximum tensile and shear force on the joint plane can be expressed as:
[image: image]
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The instantaneous loss of strength after failure is the “displacement-weaken” behavior of joint plane. Here, the new contact force between the blocks will be updated (assume that the compression is positive). For tensile failure, the update mode of contact force is:
If [image: image], then the normal force [image: image], shear force [image: image].
For shear failure, the update mode of the contact force is:
If [image: image], then the shear force is [image: image].
Where, the shear force is [image: image].
Shear dilation occurs only in the slip mode. Then, the shear displacement increment can be expressed as:
[image: image]
The shear displacement causes the change in normal displacement considering dilation. The relationship can be characterized by the dilation angle ψ. And their relationship is:
[image: image]
Where, ΔUn(dil) is normal displacement considering dilation. Ψ is the dilation angle.
Here, the influence of dilation should be considered in the normal force, and the normal force becomes:
[image: image]
(2) Fluid flow in joints
The fluid flow in the joint follows to the Navier-Stokes equation. When the joint surfaces are approximately parallel non-permeable and the fluid is incompressible, the Navier-Stokes equation can be simplified to the Reynolds equation.
[image: image]
where u= u(xi) is the distance of the two non-permeable surfaces at a point xi on the plane. ϕ, ρ and μ are the head height, fluid density, and fluid viscosity, respectively.
[image: image]
Where, the permeability of a single fracture is u2/12, and the hydraulic conductivity is [image: image].
2.2 Modelling
The essence of the fracture height containment is the interaction between the hydraulic fracture and bedding plane. In order to reveal the behavior of hydraulic fractures before and after encountering bedding, a base model of bedding stratum (shown in Figure 1) is established. The size of model is 1 m*1 m*1 m. It contains two horizontal joints and one vertical joint (shown in Figure 1B). Among them, the vertical joint is set to simulate the preset hydraulic fracture, while the horizontal joints are set to simulate the horizontal bedding plane. The distance between two horizontal joints is 0.3 m. The injection point is located between two bedding planes. Based on the established model, different injection rates and fracturing fluid viscosities can be set according to the experiment plan.
[image: Figure 1]FIGURE 1 | Stratum and joint model. (A) Numerical block model. (B) Numerical joint model.
2.3 Basic parameters
We focus on the influence of failure type of bedding plane and in-situ stress on the penetration behavior of hydraulic fractures. The failure type can be divided into shear failure and tensile failure. The shear-failure bedding plane always has the high tensile strength and low shear strength. Therefore, the shear failure is the main type when the hydraulic fracturing approaches bedding plane. The tensile failure bedding plane always has the high shear strength and low tensile strength. So, the tensile failure is the main failure type. According to their types, the parameters for the shear-failure bedding plane and tensile-failure bedding plane are list in Table 1.
TABLE 1 | Base parameters for two types of bedding planes.
[image: Table 1]In addition to the failure type, the in-situ stress is also of great importance. The stress includes the magnitude and difference of the initial in-situ stress. Consequently, the effects of the stress magnitude and difference are discussed separately with two types of failure. The influence mechanism of horizontal stress and vertical stress variation is also discussed in detail.
Other parameters are set according to the laboratory data and previous literatures. The rock density is 2,600 kg/m3. The rock elastic modulus is 20 × 103 MPa. The pore pressure is 1 MPa. And the Poisson’s ratio is 0.25.
2.4 The stress state at intersection
No matter how the fracture propagates, the hydraulic fracture will eventually encounter the bedding plane at the intersection of the horizontal bedding and vertical joints. Then, the fracture chooses propagation path according to the stress state and strength of the horizontal and vertical joints. So, the stress state is of great significance for the penetration behavior. In order to investigate the stress state before and after the hydraulic fracture meeting the intersection, the different stress states of the vertical joints and horizontal joints at the intersection of the hydraulic fracture in the model are extracted. The details are shown in Figure 2 (Zheng et al., 2022). The solid black line in the figure represents the hydraulic fracture, and the dashed blue line indicates the location of the horizontal bedding plane. Here, the hydraulic fracture has reached but not yet crosses the bedding plane. Next, the hydraulic fracture will continue to expand, it may pass through the bedding plane or be captured by the bedding plane. The right-hand picture in Figure 2 gives the connection between different elements. If the connections (block1 and block3, or block2 and block4) on the horizontal bedding plane are broken, the bedding plane are damaged and the hydraulic fracture is captured by the bedding. If the connections (block1 and block2) in the propagation direction of the hydraulic fracture are broken, the hydraulic fracture crosses the bedding. Based on this, the stresses on the horizontal bedding plane and vertical fracture plane are defined as N-H (normal stress on the horizontal bedding plane), S-H (shear stress on the horizontal bedding plane), N-V (normal stress on the vertical joint) and S-V (shear stress on the vertical joint) respectively. Where S denotes shear stress, N means normal stress, H indicates horizontal bedding plane, and V refers to vertical joint.
[image: Figure 2]FIGURE 2 | Schematic diagram of stress location (Zheng et al., 2022).
3 THE EFFECT OF STRESS ON PENETRATION BEHAVIOR WITH SHEAR-FAILURE BEDDING PLANE
In shear-failure bedding, hydraulic fracture failure mainly includes two forms. One is the tensile failure caused by the tensile stress at the front edge of the hydraulic fracture in the propagation direction. And the other is the shear failure of the bedding under the combined action of normal stress and shear stress on the bedding plane.
The effect of in-situ stress can be analyzed in terms of both the magnitude of the stress and the stress difference. The magnitude of the stress characterizes the initial value of the in-situ stress and its magnitude is mainly influenced by the burial depth of the reservoir. The difference of in-situ stress characterizes the stress difference reflected by tectonic stress in the reservoir. Consequently, the effects of the initial in-situ stress value and the in-situ stress difference on the hydraulic fracture propagation are analyzed separately.
3.1 The effect of initial stress on fracture propagation
3.1.1 Uniform in-situ stress conditions
To investigate the effect of stress magnitude on the hydraulic fracture propagation under uniform stress conditions, we assume that the stress is equal in three directions. Five cases with stress of 5 MPa, 10 MPa, 15 MPa, 20 MPa and 25 MPa are established. The injection rate is 5 mL/s. The fluid viscosity is 10 cp and the injection time is 20 s. Then the above five cases are calculated separately.
The propagation results are shown in Figure 3. In the all 5 cases, the hydraulic fractures fail to cross bedding plane. However, the fracture morphology varies under different stress conditions. When the stress is low (5 MPa), the hydraulic fracture fails to pass through the bedding plane after encountering it. Due to the barrier effect of bedding plane, hydraulic fractures propagate laterally. The hydraulic fractures turn and propagate along the bedding plane, but the extension range is not far. With the increase of in-situ stress, the extension range of hydraulic fractures decreases. In addition, when the stress is 5 MPa, the length of hydraulic fracture is the largest. With the increase of stress, the fracture length becomes shorter. The reduction of extension area on bedding plane and fracture length means that the fracturing volume is reduced. When the stress is 25 MPa, the hydraulic fracture has not yet propagated to the bedding plane under the same liquid injection volume. In conclusion, the initial stress magnitude controls the extension range of hydraulic fractures. Under high stress conditions, the propagation difficulty of hydraulic fractures increases, so the propagation speed of hydraulic fractures slows down and the extension range decreases.
[image: Figure 3]FIGURE 3 | Fracture propagation morphology under uniform in-situ stress.
The magnitude of in-situ stress reflects the burial depth of the reservoir. And the deeper the reservoir, the greater the in-situ stress. Therefore, with the increase of burial depth, the difficulty of propagation increases. To obtain the same extension range, more liquid injection is required. When the stress is different, the fracture extension range is different for the same liquid injection volume. Since the stress induced by the fluid in the formation is caused by fluid compression, the formation pressure will be higher under the condition of high in-situ stress. Therefore, the evolution of injection pressure under different stress states is analyzed in Figure 4. The liquid injection pressure increases with the increase of stress. Therefore, fracturing in deep reservoirs requires higher pressure and higher power equipment.
[image: Figure 4]FIGURE 4 | Fluid injection pressure under uniform in-situ stress.
In conclusion, high stress reservoirs require higher injection pressure. In this simulation, the initiation strength of the five cases is the same, so the fracture initiation is controlled by the stress state. The stress state on the joint is the result of the combined effect of the initial stress field of the formation and the included stress by liquid injection. The formation is compressed and the opening of the fracture is the result of the tension of the fracture surface. Therefore, the opening of the fracture requires the induced stress by liquid injection to overcome the initial stress. Taking N-V stress as an example, the initial N-V is the compressive stress, and the opening of hydraulic fractures requires N-V to change into a tensile state and be greater than the tensile strength of the joint (10 MPa in this cases). Therefore, the larger the initial stress, the larger the range of N-V from compression to tension. This explains why it is more difficult to propagate for hydraulic fractures under high in-situ stress conditions.
Hydraulic fracture propagation is the result of stress action. Its propagation behavior at the bedding plane is determined by the stress state at the intersection of hydraulic fracture and bedding plane. As mentioned above, the failure in the failure of shear-failure bedding is mainly the tensile failure of vertical joints and the shear failure of horizontal beddings. The tensile failure of vertical joints is determined by N-V. According to Coulomb slip criterion of bedding plane, shear failure of horizontal bedding is determined by normal stress (N-H) and shear stress (S-H) on bedding plane. Therefore, the stress curve at the intersection is extracted and summarized in Figure 5.
[image: Figure 5]FIGURE 5 | Stress curve at the intersection of hydraulic fracture and bedding plane. (A) N-V stress. (B) N-H stress. (C) S-H stress. (D) Stress on the bedding.
Figure 5A shows the N-V stress curve at the intersection. According to the figure, the N-V curve can be divided into three stages. The first stage is the slight decrease stage, in which the fracture tip is far from the intersection point. The induced stress caused by hydraulic fractures is small and has little influence on the total stress at the intersection point. The second stage is the rapid decrease stage, in which the fracture tip approaches and finally reaches the intersection point. At this time, the induced stress by hydraulic fracture has a great influence on this point, so the stress curve drops rapidly. According to the minimum value of each curve in Figure 5, the N-V fails to meet the tensile strength of the vertical joint. Consequently, the hydraulic fracture cannot propagate vertically and cross the bedding plane. In addition, the analysis of the starting time of this stage (when the curve starts to drop rapidly) shows that the greater the stress, the later the starting time. The late starting time means that it takes more time for the fracture to meet the bedding plane, which is caused by the slow propagation speed of hydraulic fracture under high stress conditions. The third stage is the gradual recovery stage. In this stage, N-V does not reach the tensile strength of the vertical joint, and the hydraulic fracture turns to the bedding plane. It results that the interference stress of the hydraulic fracture mainly acts on the bedding plane. Therefore, the tensile stress on the stress curve gradually decreases, and it shows a slow recovery on the curve. Finally, the curve finally approaches zero.
Figure 5B shows the N-H stress curve. Similar to the N-V curve, the N-H curve shows a slight decrease at the early stage. When the hydraulic fractures approach the intersection, the stress drops rapidly. When the bedding plane is sheared, the connection at this point is broken. Now, N-H becomes 0. Compared with the initial stage, the N-H has a greater drop than the initial stress. According to the Coulomb slip criterion, if the normal stress on the bedding plane decreases, the shear strength of the plane decreases. In conclusion, the N-H curve is higher under high stress conditions.
Figure 5C shows the S-H stress evolution curve. When the hydraulic fracture is far from the intersection, the value of shear stress is low. With the approaching of hydraulic fracture, the shear stress increases gradually. When the hydraulic fracture reaches the bedding plane, the shear stress increases rapidly. Finally, shear failure occurs at the intersection, and the shear stress decreases. It can be seen from the figure that the maximum shear stress increases with the increase of initial stress.
Figure 5D shows the N-H and S-H stress evolution. The dotted line in the figure is the critical curve for the failure of the bedding plane. The vertical dotted line on the left side of the curve indicates the tensile failure of the bedding plane, while the diagonal dotted line on the right side indicates the shear failure of the bedding plane. It can be seen from the figure that shear failure occurred to the bedding plane in all five cases. It can also be seen from the evolution law of the curve that the normal stress on the bedding plane decreases and the shear stress increases with time. Under low stress conditions (5 MPa and 10 MPa), N-H is in tension when it is damaged. Under high stress conditions (20 MPa and 25 MPa), N-H is under compression when the bedding plane is damaged. From the analysis of stress variation difference, the normal stress reduction value and the shear stress increase value on the bedding plane are higher under high stress conditions. The change of stress requires the supply of injected fracturing fluid, so the difficulty of hydraulic fracture expansion under high stress conditions increases.
3.1.2 Non-uniform in-situ stress condition
The influence of different initial stresses on fracture propagation with uniform in-situ stress has been investigated. Based on the simulation scheme in the previous section, we set the difference between vertical stress and horizontal stress as 5 MPa, and the fluid injection time is increased to 30 s. But other parameters are consistent with those in the previous section. The details about simulation cases are shown in Figure 6.
[image: Figure 6]FIGURE 6 | Fracture propagation with non-uniform stress (difference is 5 MPa).
Figure 6 shows the fracture propagation under non-uniform in-situ stress. In the five cases, due to the difference between the vertical stress and the horizontal stress, the hydraulic fracture can cross the bedding plane. The increase of vertical stress leads to the increase of normal stress on the bedding plane, which improves the shear strength of the bedding plane. From the perspective of initial stress, when the initial stress is low, the hydraulic fracture has a large expansion range and the fracture is uniform and circular. With the increase of initial stress magnitude, the difficulty of hydraulic fracture propagation increases, and the expansion range decreases gradually. In addition, when the initial horizontal stress is 25 MPa, the propagation of the hydraulic fracture is hindered when it meets the bedding plane. The hydraulic fractures first extend along the length of the fractures, and then gradually break through the bedding plane and expand vertically. In conclusion, the initial in-situ stress mainly affects the difficulty of hydraulic fracture propagation. The higher the initial stress is, the slower the propagation speed of hydraulic fracture is under the same construction parameters. Therefore, according to different in-situ stress conditions, appropriate construction parameters should be determined. On the basis of ensuring the shape of hydraulic fractures, parameters such as fluid injection rate should be appropriately increased to improve the efficiency of fracturing construction.
Figure 7 illustrates the injection pressure under different horizontal stress conditions. Similarly, the injection pressure decreases as the fracture propagates. It is easy to know that the injection pressure is positively correlated with the initial stress by analyzing different cases. The higher the initial stress is, the greater the stress difference required for N-V to decrease from the initial value to cracking. It results in the higher induced stress by pressure in fracture. Analysis of the stress differences among the cases demonstrates that the differences between adjacent curves are relatively uniform at the same time point.
[image: Figure 7]FIGURE 7 | Injection pressure change with different horizontal stress σx (difference is 5 MPa).
Figure 8 presents the stress curves at the intersection. Figure 8A illustrates the N-V curve. All the hydraulic fractures cross the bedding plane and propagate along the vertical joints, so N-V is the key factor to determine the fracture propagation. From the figure, N-V are reduced from the initial stress to −10 MPa. By analyzing the curves, it can be obtained that the N-V curve is basically decreased directly to −10 MPa in the rapid decrease stage when the initial horizontal stresses is 5 MPa and 10 MPa. And as the initial stress rises, the falling rate of the N-V curve slows down in the later part of the rapid decrease stage. The duration of the slowing zone increases significantly with the increase of the initial stress. Combined with the change of fracture propagation pattern analyzed in Figure 6, the reason for the slowing down of the interval may be related to the obstruction of hydraulic fractures on the bedding plane. According to the stress curve, the N-V at the intersection has not yet reduced to −10 MPa when the hydraulic fracture approaches the bedding plane. So, the fracture cannot continue to propagate upward. However, due to the high vertical initial stress, the hydraulic fractures also cannot meet the condition of turning toward the bedding. So, the fracture expansion is hindered in vertical and horizontal direction and it can only propagate along the length direction. The N-V at the intersection reduces to −10 MPa when the fracture propagates for a certain length, and at this time the hydraulic fracture crosses the bedding plane. It is noteworthy that the duration of slowing zone increases due to the higher difficulty of fracture propagation under high stress conditions. That means the obstruction of bedding is slight after encountering the bedding plane and hydraulic fracture can cross the bedding plane rapidly when the initial stress is low. While under high stress conditions, the hydraulic fracture is hindered by the bedding plane, and it takes some time for the hydraulic fracture to pass through the bedding plane.
[image: Figure 8]FIGURE 8 | Stress curve at the intersection with different horizontal stress σx. (A) N-V stress. (B) N-H stress. (C) S-H stress. (D) Stress on the bedding.
Figure 8B shows the N-H stress evolution curve. Similar to Figure 5B, N-H stress decreases gradually. However, due to the high initial stress, the lowest value of the stress curve is still greater than 0, which means that the bedding plane is always in compression. When the initial stress is low, the reduction of N-H curve is low. However, due to the low initial value, its minimum value is the lowest. With the increase of initial stress, the reduction of N-H stress increases. However, due to the increase of the initial value, the minimum value of the final N-H stress increases with the increase of the initial stress.
Figure 8C presents the S-H curve. The shear stress has a jump rise when the hydraulic fracture reaches the intersection point. However, it still cannot meet the shear failure strength yet. Consequently, the shear stress remains at a higher value and increases slightly. Similar to the flat phase of N-V, there is also a slightly rising phase in S-H. When the hydraulic fracture crosses the bedding plane, the S-H curve drops suddenly. As can be seen from the figure, the duration of the flat phase becomes longer as the initial stress value rises. This is same as the N-V curve, both are influenced by the fracture barrier effect. That is, the barrier effect of bedding plane on hydraulic fracture is enhanced under high stress conditions.
Figure 8D shows the evolution curves of the normal and shear stresses on the bedding plane. At the low stress condition, the bedding plane reached the condition of shear failure, but the hydraulic fracture did not propagate along the bedding plane due to the presence of stress difference. At high initial stress, the stress on the bedding plane does not reach the shear failure condition. Due to the high initial vertical stress, the bedding plane is always under compression.
3.2 Effect of stress difference on fracture propagation
The effect of the initial stress magnitude was explored in the previous section, and the result shows that the magnitude of the initial stress value affects the propagation difficulty of the hydraulic fracture. The greater the initial stress, the more difficult it is for the hydraulic fracture to propagate. In addition to the initial stress magnitude, stress difference has an important effect on the propagation morphology of hydraulic fractures. Therefore, this section addresses the effect of stress difference. Stress difference refers to the difference between vertical stress and horizontal stress. Changes in both vertical stress and horizontal stress will cause changes in stress difference, so the influence of vertical stress and horizontal stress are analyzed separately here.
3.2.1 Effect of vertical stress
In order to investigate the effect of vertical stress on hydraulic fracture propagation, the horizontal stress was set to 15 MPa and the vertical stress was set to 16 MPa, 17 MPa, 18 MPa, 19 MPa, and 20 MPa, respectively, which means the stress difference was 1–5 MPa. The injection time was 30 s. The hydraulic fracture propagation patterns under different cases are presented in Figure 9. When the vertical stress is low, the stress difference is small and the hydraulic fracture fails to cross the bedding plane, but turns to the bedding plane. Meanwhile, the hydraulic fracture propagates along the length direction. When the vertical stress is high, the stress difference is large and the hydraulic fracture cross the bedding plane directly. In summary, the hydraulic fracture penetration behavior is influenced by the stress difference, and the tendency of hydraulic fracture penetration increases when the difference between vertical stress and horizontal stress grows.
[image: Figure 9]FIGURE 9 | Fracture propagation of different vertical stresses (σx=15 MPa).
Figure 10 illustrates the injection pressure under different cases. The figure shows that the injection pressure curve is basically the same. It can be divided into two groups according to fracture morphology (cross and capture, in Figure 9). The pressure curves of the two groups were basically the same before 15 s. Then the injection pressure of capture is slightly higher than that of the cross during 15 s–30 s. In the same group, the injection pressure increased slightly with the growth of vertical stress, but the difference was not obvious. Hence, if hydraulic fracture mainly propagates in the vertical joints, the injection pressure is mainly controlled by the horizontal stress and is little influenced by the vertical stress. The vertical stress mainly affects the normal stress on the bedding plane. It limits the fracture turning to bedding plane by increase the normal stress on the bedding plane.
[image: Figure 10]FIGURE 10 | Injection pressure with different vertical stresses σz (σx=15 MPa).
Figure 11 shows the stress curve at the intersection. Figure 11A shows the N-V stress evolution curve. The stress curve overlaps before 15 s, indicating that the fracture propagation is controlled by horizontal stress before the hydraulic fracture encounters the bedding plane. During 15–30 s, the fractures can be divided into 2 groups according to their morphologies (cross and capture). The fracture turns to the bedding plane under the condition of low vertical stress, so the N-V can continue to maintain a certain stress and gradually tends to 0. Under the high vertical stress condition (19 MPa and 20 MPa), the hydraulic fracture crosses the bedding plane, that is why N-V becomes 0 directly and the two curves coincide. This is due to the fact that the propagation is not affected by vertical stress when a hydraulic fracture crosses the layer.
[image: Figure 11]FIGURE 11 | Stress curve at intersection with different vertical stresses σz (σx=15 MPa). (A) N-V stress. (B) N-H stress. (C) S-H stress. (D) Stress on the bedding.
Figure 11B shows the N-H stress evolution curve. In the first half of the curve (0–15 s), the difference between the curves remains the same. It results that the minimum value of N-H under low vertical stress is small. Low N-H stress means that the shear strength of the bedding is not high and the bedding is more prone to shear failure resulting in the propagation of hydraulic fractures along the bedding plane. In conclusion, the effect of vertical stress on hydraulic fracture penetration is mainly through influencing the normal stress on the bedding plane, which then influences the shear strength of the bedding plane and finally determines the penetration behavior of the hydraulic fracture. During 15–30 s, the curves can be divided into two groups according to the failure state. However, the stress has no significant effect on the fracture propagation in this stage.
Figure 11C shows the S-H stress evolution curve. The shear stress curves coincide before the hydraulic fractures reach the bedding plane. After the hydraulic fracture meets the bedding plane, the shear stress shows slight difference. Figure 11D shows the stress path on the bedding plane. It can be seen from the figure that in the cases where fractures are captured (vertical stress is 16–18 MPa), the shear stress increases slightly with the increase of vertical stress. However, the main reason for its shear failure is that the low N-H leads to the reduction of the shear strength of the bedding plane. In this case, the shear failure of the bedding can occur under the condition of low shear stress.
In conclusion, the essence of the influence mechanism of vertical stress on the bedding behavior of hydraulic fractures is to change the normal stress on the bedding plane, and then affect the shear strength of the horizontal bedding plane. For bedding plane, the vertical stress is the normal stress on the surface. Under the condition of low stress difference, the vertical stress is small. So, the normal stress on the bedding plane is small. It results in the low shear strength of bedding. Therefore, the bedding plane is prone to shear failure in this case. After the shear failure of the bedding plane, the hydraulic fracture can expand along the bedding plane. In this way, the normal stress on the vertical joint cannot be transferred effectively. Therefore, the hydraulic fractures cannot continue to expand vertically.
3.2.2 Effect of horizontal stress
In addition to the vertical stress, the horizontal stress is another key to the stress difference. In order to analyze the influence of horizontal stress, the vertical stress is set as 15 MPa, and the horizontal stress is set as 14 MPa, 13 MPa, 12 MPa, 11 MPa and 10 MPa respectively, that is, the stress difference is 1–5 MPa. And other parameters are the same as 3.2.1.
Figure 12 presents the fracture propagation under five cases. From the perspective of stress difference, the results are similar to those in Section 3.2.1. Under the condition of low stress difference, the hydraulic fractures fail to cross the bedding plane. And the hydraulic fractures propagate along the bedding plane and mainly along the fracture length. However, under the condition of high stress difference, the hydraulic fractures continue to propagate vertically through the bedding plane. From the perspective of horizontal stress, the reduction of horizontal stress increases the possibility of hydraulic fracture penetrating the bedding plane.
[image: Figure 12]FIGURE 12 | Fracture propagation under different horizontal stresses (σz=15 MPa).
Figure 13 shows the fluid injection pressure under different horizontal stress. As can be seen from the figure, the injection pressure drops with the decrease of horizontal stress. This is because the expansion of hydraulic fractures is mainly in the vertical joint plane, so the injection pressure is mainly related to the normal stress (for vertical joint, the normal stress is horizontal stress) of the fracture plane. Note the difference between adjacent curves at the same time point. At the beginning, the difference between the curves is basically the same. In the later stage (such as 30 s), it is divided into two groups according to the fracture morphology. The maximum spacing is between 11 MPa and 12 MPa. The fracture shape corresponding to 11 MPa is crossing, and the fracture shape corresponding to 12 MPa is captured. According to the pressure difference, the pressure of the hydraulic fracture after penetrating the bedding is low. This shows that the expansion difficulty of hydraulic fracture after penetrating the bedding is lower than that of capture in this case.
[image: Figure 13]FIGURE 13 | Injection pressure with different horizontal stresses σx (σz=15 MPa).
Figure 14 shows the stress evolution curve at intersection. And Figure 14A shows the N-V stress evolution curve. The curves in the figure can be divided into two categories according to the fracture morphology. The hydraulic fracture crosses the bedding plane when the horizontal stress is low (10 MPa and 11 MPa). When the N-V curve is reduced to −10 MPa, the tensile strength of the vertical joint is reached. After fracture cracking, the joint connection fails and the normal stress becomes 0. The stress is not reduced to −10 MPa when the horizontal stress is high because of the high initial value of N-V. At this time, the bedding plane meets the shear failure, so the hydraulic fracture turns toward the bedding plane. Consequently, the mechanism of horizontal stress on hydraulic fracture penetration is mainly the evolution of N-V stress. When the horizontal stress is low, the reduction value of N-V from the initial value to the failure criterion is small. On the contrary, when the horizontal stress is high, the initial stress of N-V is high, which rises the range of stress reduction and makes it difficult for the hydraulic fracture to continue vertical propagation.
[image: Figure 14]FIGURE 14 | Stress curve at intersection with different horizontal stresses σx (σz=15 MPa). (A) N-V stress. (B) N-H stress.
Figure 14B shows the N-H curve. It can be seen from the figure that the lowest value of the curve before failure decreases with the increase of horizontal stress. This shows that the higher the horizontal stress is, the greater the reduction of N-H. According to Figure 13, the higher the horizontal stress, the greater the injection pressure. Stress disturbance was caused by fracturing fluid injection. The N-H reduction is the result of induced stress by injection. Therefore, the high horizontal stress leads to a large decrease of N-H. Under low horizontal stress, N-H only decreases slightly. This leads to high N-H. According to Coulomb slip theory, high N-H means high shear strength of bedding plane. Here, the difficulty of shear failure of bedding plane increases. It results in an increase in the probability of hydraulic fracture crossing the bedding plane.
The influence of horizontal stress on N-V and N-H are comprehensively considered. On the one hand, low horizontal stress results in low initial value of N-V. The low N-V reduces the tensile strength of vertical joints. This is conducive to the vertical propagation of hydraulic fractures. On the other hand, low horizontal stress leads to a higher value of N-H, which increases the shear strength of the bedding plane and is not conducive to the hydraulic fracture turning to the bedding plane. In conclusion, low horizontal stress is conducive to hydraulic fracture penetration.
4 THE EFFECT OF STRESS ON PENETRATION BEHAVIOR WITH TENSILE-FAILURE BEDDING PLANE
The fracture propagation law of shear-failure bedding plane is analyzed above. Combined with stress analysis, it can be seen that the normal stress on the bedding plane decreases gradually in the process of hydraulic fracture propagation. With the decrease of stress, the bedding plane changes from compression to tension. If the tensile strength of bedding plane is low, tensile failure may occur on the bedding plane. Therefore, the analysis of tensile failure bedding is carried out to explore the influence mechanism of stress on the fracture propagation law in tensile-failure bedding plane. There are two main propagation modes of hydraulics fractures in the tensile-failure bedding model. One is the tensile failure of the vertical bedding plane. The hydraulic fracture propagating vertically and crosses the bedding plane in this model. Another is the tensile failure of the bedding plane. The hydraulic fractures will turn and propagating along the bedding plane in this model.
4.1 The effect of initial stress magnitude on fracture propagation
Studies have shown that the initial stress magnitude has a significant impact on fracture morphology. In order to analyze the influence of initial stress on fracture morphology, the difference between horizontal stress and vertical stress is set to 2 MPa. The initial horizontal stress is 20 MPa, 15 MPa, 10 MPa and 5 MPa respectively. The injection rate is 5 mL/s. The viscosity of fracturing fluid is 1 cp. And the injection time is 25 s. The results of the above 4 cases are shown in Figure 15.
[image: Figure 15]FIGURE 15 | Fracture morphology of different initial stress.
The results show that the initial stress affects the fracture propagation. When the initial horizontal stress is 20 MPa, the hydraulic fracture cannot cross the bedding plane, and the fractures mainly propagating along the length direction and the fracture height is limited. When the initial horizontal stress is 15 MPa, the hydraulic fracture crosses the bedding plane and continues to propagate vertically. As the initial horizontal stress decreases, the fracture morphology changes, and the hydraulic fracture cannot cross the bedding plane. The hydraulic fracture turns and spreads along the bedding plane. When the initial horizontal stress is 5 MPa, the range of fracture is obviously larger than that of 10 MPa. From the perspective of fracture range, it is affected by the initial stress. The higher the initial stress is, the smaller the fracture range is. This is consistent with the conclusion in the shear-failure bedding plane. In addition to the influence on the propagation range, the initial stress value also affects the fracture morphology. A small initial stress value will increase the tendency of hydraulic fractures to be captured. From the analysis of fracture aperture, it can be seen that the increase of initial stress will increase the aperture. As discussed in last section, the initial stress affects the fluid pressure in the fracture. The greater the pressure in the fracture, the greater the fracture deformation. For this kind of bedding, the stress difference is not the only factor that affects the fracture penetration behavior. When fracturing is carried out in reservoirs with different burial depths, the stress of the formation shall be evaluated in detail. Then fracturing design is carried out according to different initial stresses.
Stress is the essence of fracture propagation. And in the simulation of tensile-failure bedding, it is mainly the vertical propagation of hydraulic fracture (tensile failure) and the tensile failure of horizontal bedding. Therefore, only the normal stress at the intersection should be analyzed. The stress evolution curves of the four cases are extracted respectively, and the results are shown in Figure 16.
[image: Figure 16]FIGURE 16 | Stress curves of different initial stress values. (A) σx = σy = 20 MPa, σz = 18 MPa. (B) σx = σy = 15 MPa, σz = 13 MPa. (C) σx = σy 10 MPa, σz = 8 MPa. (D) σx = σy = 5 MPa, σz = 3 MPa.
It can be seen from the figure that in the early stage of hydraulic fracture propagation, the normal stress N-H and N-V are in a slow decline stage. When the hydraulic fracture approaches the bedding plane, the normal stress enters a rapid decline stage. Figure 16A shows the stress evolution curve with an initial horizontal stress of 20 MPa. After the hydraulic fracture encounters the bedding plane (after the rapid decline stage, about 14 s later), the N-H stress on the bedding plane does not reach −3 MPa (tensile strength for tensile-failure bedding), and N-V does not drop to −10 MPa (tensile strength for vertical joint). Therefore, both tensile failures will not occur. Due to the high shear strength of the bedding plane, shear failure will not occur, so the fracture is limited to the bedding plane and can only propagate in the length direction. At this stage, both N-H and N-V decrease slowly, and when one stress meets the failure criterion, the hydraulic fracture continues to propagate outward. According to the curve in the figure, N-V can reach −10 MPa. Therefore, it can be predicted that under this case, the hydraulic fracture will eventually cross the bedding plane and continue to propagate vertically.
Figure 16B shows the stress curve under the condition that the horizontal stress is 15 MPa. In those cases, the stress does not meet any failure criterion after the hydraulic fracture meets the bedding plane. So, N-H and N-V enter the slightly decline stage. Finally, the N-V reaches −10 MPa, and the hydraulic fracture crosses the bedding plane.
Figure 16C is the stress evolution curve with an initial horizontal stress of 10 MPa. Due to the low initial stress, the N-H has been reduced to-3 MPa in the rapid decline stage. So, the tensile failure of the bedding plane occurs. Then the fracturing fluid enters the bedding plane, and the hydraulic fracture continues to propagate along the bedding plane.
Similarly, Figure 16D shows the stress curve under the condition that the initial horizontal stress is 5 MPa. N-H first decreases to −3 MPa, tensile failure occurs on the bedding surface, and hydraulic fractures propagate along the bedding plane. Comparing Figures 16C, 16d, the latter has a shorter initial time. There are two reasons for it. First, fractures are easy to expand under low stress conditions. Second, the initial value of N-H is small, and the required reduction range to reduce to—3 MPa is small.
The cross or captured of hydraulic fractures is related to the decrease of N-H and N-V. The higher the initial stress, the greater the required reduction range to reach the critical stress. Figure 17 analyzes the initial values, minimum values and stress drops of N-H and N-V under different cases. According to the figure, and the decreases of N-H and N-V increased with the increase of initial stress. Therefore, the increase of initial stress will increase the difficulty of fracture failure. By comparing N-H and N-V, it can be seen that the reduction of N-V is greater than that of N-H. Combined with the stress curve, when the initial horizontal stress is 20 MPa and 15 MPa, the reduction rate of N-H is smaller than that of N-V. Therefore, N-V first reaches the failure condition, and the hydraulic fracture will directly cross the bedding plane. When the initial horizontal stress is 10 MPa and 5 MPa, both N-H and N-V are in the rapid reduction stage, and the initial value of stress is low. N-H can reach—3 MPa in the rapid reduction stage, so the bedding is first subject to tensile failure. In conclusion, the internal reason for the influence of initial stress on the behavior of hydraulic fracture penetration is that the lower initial stress can ensure that the N-H stress has reached the tensile strength of the bedding plane in the rapid reduction stage.
[image: Figure 17]FIGURE 17 | Stress drop under different cases (stress difference is 2 MPa). (A) Stress change of N-H. (B) Stress change of N-V. (C) Stress drop of different cases.
4.2 Effect of stress difference on fracture propagation
4.2.1 Effect of vertical stress
The stress difference has a significant effect on the penetration behavior of hydraulic fractures. In order to analyze the influence of vertical stress on the behavior of hydraulic fractures, the horizontal stress is set to 10 MPa, and the vertical stresses are 6 MPa, 8 MPa, 10 MPa and 12 MPa, respectively. The corresponding stress differences (the vertical stress minus the horizontal stress) are −4 MPa, −2 MPa, 0 MPa and 2 MPa. The injection time is set to 15 s, and other parameters are consistent with above. Fracture propagation morphology under four cases is shown in Figure 18.
[image: Figure 18]FIGURE 18 | Fracture morphology with different vertical stresses.
The forms of hydraulic fractures are different with different vertical stress. When the vertical stress is small (6 MPa and 8 MPa), the hydraulic fractures propagate along the bedding plane. When the vertical stress is large (10 MPa and 12 MPa), the hydraulic fractures propagate vertically through the bedding plane. This shows that with the increase of vertical stress, the difficulty of hydraulic fracture turning to bedding plane increases. And the vertical stress affects the aperture of the fracture. The smaller the vertical stress, the smaller the maximum aperture of the fracture.
Comparing the morphology of captured fracture in shear-failure bedding (e.g., Figure 3; Figure 9; Figure 12) and tensile-failure bedding (e.g., Figure 15; Figure 18), the former will still propagate in the direction of fracture length after shear failure on the bedding plane, while the propagation distance on the bedding plane is shorter. The fracture morphology of the latter tends to extend along the bedding plane, and the fracture length is shorter than shear-failure type. This is related to the failure form of both. The failure mode of shear-failure type bedding is shear failure. However, the fractures may not open after the shear failure of bedding. When the pressure inside the fractures overcomes the normal stress of the fracture surface, the fracture opens. The shear stress caused by hydraulic fractures mainly acts near the intersection line. The shear stress far away from the intersection line decreases, which cannot cause the shear failure of the bedding plane. In addition, the tensile strength of the bedding is high, and the bedding is difficult to meet the requirements of tensile failure. Therefore, the fractures are limited between bedding planes and can only extend along the length direction. In tension-failure bedding, the failure mode of bedding is tension failure. And the fracturing fluid directly enters the bedding plane after failure. The tensile strength of the bedding plane is low, so the fluid pressure in the bedding plane can ensure the fracture expansion. Even because the strength of bedding plane is far lower than that of rock mass, bedding plane has become the main channel for hydraulic fracture expansion.
According to the stress evolution curves (summarized in Figure 19), N-H is divided into two categories according to the fracture morphology. When the vertical stress is low, the N-H curve can be divided into slightly reduction stage, rapid reduction stage and flat stage. Firstly, before the hydraulic fracture reaches the bedding plane, the induced stress of N-H is small, and the curve shows a slow decline. When the hydraulic fracture approaches the bedding plane, the N-H decreases rapidly due to the induced stress caused by the fracture. When it is reduced to −3 MPa, the fracture opens due to tensile failure of bedding plane. Then the N-H becomes 0. When the bedding plane is opened, the fracturing fluid enters the bedding plane. Because of the low tensile strength of the bedding plane, the hydraulic fractures propagate along the horizontal bedding plane. When the vertical stress is large, N-H is always greater than −3 MPa, so no tensile failure occurs on the bedding plane.
[image: Figure 19]FIGURE 19 | Stress evolution curve at intersection with different vertical stress σz (σx=σy=10 MPa). (A) N-H stress. (B) N-V stress.
The analysis of the N-V curve shows that before the hydraulic fracture meets the bedding plane (about 7 s), the stress curves coincide. After encountering the bedding plane, N-H is reduced to −3 MPa during rapid reduction stage due to the small initial N-H of the low vertical stress, resulting in bedding failure and fracture deflection. Therefore, N-V cannot be further reduced. However, when the vertical stress is high, the initial N-H is high, and the N-H is still greater than-3 MPa after the rapid reduction stage. The bedding plane is not destroyed, and the N-H enters the slow reduction stage. Therefore, N-V can continue to decline. When N-V drops to −10 MPa, the hydraulic fractures propagate vertically.
In conclusion, the effect of vertical stress on the penetration behavior of hydraulic fractures is mainly to affect the initial value of N-H. When the vertical stress is low, the initial value of N-H is small. Therefore, it is easy for the bedding plane to change from compression to tension. On the contrary, when the vertical stress is high, the initial value of N-H is large, and the compressive stress on the bedding is large. So, it is difficult to change from compression to tension. If the bedding plane is not subject to tensile failure, the hydraulic fracture will expand vertically. In a word, with the increase of vertical stress, hydraulic fractures are easier to cross the bedding.
4.2.2 Effect of horizontal stress
Horizontal stress is another key factor causing stress difference. In order to analyze the influence of horizontal stress on fracture propagation, the vertical stress is set to 10 MPa. And the horizontal stresses are 8 MPa, 10 MPa, 12 MPa and 14 MPa, respectively. The difference between vertical stress and horizontal stress is 2 MPa, 0 MPa, −2 MPa and −4 MPa, respectively. The injection time is 15 s, and the other parameters are the same as the previous section. The results are shown in Figure 20.
[image: Figure 20]FIGURE 20 | Fracture morphology under different vertical stresses.
According to the figure, when the horizontal stress is small (8 MPa and 10 MPa), the hydraulic fractures cross the bedding plane. As the horizontal stress increases (12 MPa and 14 MPa), the hydraulic fractures are captured by the bedding plane. Combined with the stress evolution curve (Figure 21), when the horizontal stress is small, the initial value of N-V is low. Therefore, the pressure in the fracture required for the vertical propagation of the fracture is small. The decrease of N-V required for vertical fracture propagation is small, which leads to the small induced stress by hydraulic fractures. However, the initial value of N-H is the same, and the N-H cannot be reduced to −3 MPa under low stress conditions. So, the bedding plane will not be damaged. Owing to the low initial value of N-V, the hydraulic fracture first reaches −10 MPa, resulting in vertical propagation of hydraulic fracture. On the contrary, if the horizontal stress is high, the fracture pressure during the vertical propagation is large. High pressure leads large induced stress, resulting in the N-H decreasing to −3 MPa at first. Then, the hydraulic fractures will propagate along the bedding plane.
[image: Figure 21]FIGURE 21 | Stress curve at intersection with different horizontal stress σx (σz =10 MPa). (A) N-H stress. (B) N-V stress.
To sum up, the influence of vertical stress on fracture morphology is mainly on the initial value of N-H. The higher vertical stress leads to the increase of the initial normal stress on the bedding plane, which increases the opening difficulty of the bedding plane. The influence of horizontal stress is divided into two aspects. On the one hand, horizontal stress affects the initial value of N-V, lower horizontal stress results in lower initial N-V value and less stress reduction required for N-V. On the other hand, if the horizontal stress is small, the vertical propagation difficulty of hydraulic fracture is low. So, the fracture pressure is small. Then the induced stress by pressure is small. As a result, the reduction of N-H is small and cannot meet the tensile criterion of bedding plane. It can be concluded that the increase of vertical stress or the decrease of horizontal stress will increase the tendency of hydraulic fractures crossing the bedding.
5 CONCLUSION

(1) According to the failure characteristics of the bedding plane, it can be divided into shear-failure bedding and tensile-failure bedding. The shear-failure bedding mainly considers the shear failure behavior on the bedding plane. While the tensile-failure bedding mainly focuses on the tensile behavior on the bedding plane. The failure characteristics of the two are also different. After the shear failure of the bedding plane, it is difficult for the bedding plane to maintain the shear failure, so the hydraulic fracture will propagate in the length direction. However, the tensile strength of tensile failure bedding plane is small in tensile-failure bedding. So, the bedding plane is the dominant path of fracture propagation, and the length of hydraulic fractures is shorter than the shear-failure bedding.
(2) The initial stress mainly affects the difficulty of hydraulic fracture propagation. The inherent mechanism is that the normal stress on the fracture needs to be reduced from the initial stress to the failure stress during the fracking. Therefore, the greater the initial stress, the greater the stress reduction required for fracture propagation. Therefore, the effect of initial stress on the fracture penetrating is summarized as follows: the smaller the initial stress is, the smaller the barrier effect of bedding plane on the hydraulic fracture penetration.
(3) The vertical stress mainly affects the normal stress on the bedding plane. For the shear-failure bedding plane, the vertical stress determines the shear strength of the bedding plane by affecting the normal stress on the bedding plane. The smaller the vertical stress, the lower the shear strength of the bedding plane. For tensile-failure bedding planes, vertical stress affects the difficulty of tensile failure of bedding planes. When vertical stress is small, the difficulty of tensile failure of bedding planes decreases. In consequence, the low vertical stress is conducive to the propagation of hydraulic fractures along the bedding plane, and the fractures are easier to be captured.
(4) The horizontal stress affects normal stress on vertical bedding planes. The large horizontal stress increases the difficulty of vertical propagation of hydraulic fractures. So, the increase of horizontal stress will aggravate the difficulty of hydraulic fracture crossing the bedding. In addition, due to the increase of the pressure in the fracture, the induced stress increases. Then, the stress reduction on the bedding plane increases, which reduces the difficulty of the failure of the bedding plane and is conducive to the hydraulic fracture turning to the bedding plane.
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CO2 geological storage (CGS) is considered to be an important technology for achieving carbon peak and carbon neutralization goals. Injecting CO2 into deep unminable coal seams can achieve both CGS and enhance coalbed methane (ECBM) production. Therefore, the deep unminable coal seams are considered as promising geological reservoirs. CO2 exists in a supercritical CO2 (ScCO2) when it was injected into deep unminable coal seams. The injection of ScCO2 can induce changes in the seepage characteristics and microstructure of deep water-bearing coal seams. In this study, typical bituminous coal from Shenmu, Shanxi Province was used to investigate the effects of ScCO2 on seepage characteristics, pore characteristics, and mineral composition through experiments such as seepage tests, low-temperature liquid nitrogen adsorption, and X-ray diffraction (XRD). The results indicate that ScCO2 treatment of dry and saturated coal samples caused a significant increase in clay mineral content due to the dissolution of carbonates, leading to the conversion of adsorption pores to seepage pores and an improvement in seepage pore connectivity. Therefore, the Brunauer-Emmett-Teller (BET) specific surface area and pore volume of the two coal samples both decreased after ScCO2 treatment. Moreover, the permeability of dry and saturated coal samples increased by 191.53% and 231.71% at 10 MPa effective stress respectively. In semi-saturated coal samples, a large amount of dolomite dissolved, leading to the precipitation of Ca2+ and CO32- to form calcite. This caused pore throats to clog and macropores to divide. The results show that the pore volume and average pore size of coal samples decrease, while the specific surface area increases after ScCO2 treatment, providing more space for gas adsorption. However, the pore changes also reduced the permeability of the coal samples by 32.21% and 7.72% at effective stresses of 3 MPa and 10 MPa, respectively. The results enhance our understanding of carbon sequestration through ScCO2 injection into water-bearing bituminous coal seams.
Keywords: bituminous coal, in situ stress, supercritical CO2, seepage characteristics, pore characteristics, mineral composition
1 INTRODUCTION
Massive CO2 emissions contribute to the global greenhouse effect, which in turn causes a series of climate catastrophes. Scholars worldwide have proposed many carbon reduction options in response (Liu et al., 2019; Li X. et al., 2022; Xu et al., 2022), including carbon geological storage (CGS), which has gained recognition as an effective way to achieve CO2 sequestration and reduce greenhouse gas emissions (Wang Y. et al., 2021; Liu et al., 2021). In particular, CO2 injection into deep unminable coal seams offers a promising geological reservoir for simultaneous CO2 storage and coalbed methane (CBM) recovery (Chiquet et al., 2007; Li et al., 2009; Zepeng et al., 2022). CO2 exists in the form of ScCO2 when the depth of the coal seams exceeds 800 m, and the pressure and temperature exceed the critical conditions of 7.38 MPa and 31°C (Zhang et al., 2017). Injection of ScCO2 into coal seams, especially those containing water, can cause significant modifications to the pore and fracture structure of the coal due to mineralization reactions between ScCO2-H2O and minerals. These changes can impact permeability and adsorption capacity in turn (Dawson et al., 2011; Wang Z. et al., 2022). Scholars have conducted extensive research on the interaction of ScCO2 with coal. ScCO2 geochemical reaction experiment on typical high-rank coal of Qinshui Basin was conducted and it is found that ScCO2 dissolved minerals and change the porosity, pore volume and specific surface area of coal (Du et al., 2018). The seepage test before and after CO2 adsorption were conducted to found that CO2 adsorption increases the permeability anisotropy of coal due to the high permeability adsorption sensitivity of low permeability cleats and the low permeability adsorption sensitivity of high permeability bedding (Niu et al., 2018). Xiaolei Wang et al. treated coal with subcritical CO2 and ScCO2, respectively, and found that the solubility of minerals in ScCO2-treated coal is stronger. Furthermore, the total pore volume and BET specific surface area of coal gradually increase with the increase of CO2 intrusion pressure (Wang X. et al., 2022). Yugang Cheng et al. studied the effects of subcritical and supercritical CO2 on the pore structure of coal and found that the porosity and pore volume of coal showed an inverted “U” shaped change which first increased and then decreased with the increase of CO2 pressure (Cheng et al., 2021). M.S.A. Perera et al. conducted adsorption experiments of coal at different CO2 pressures, indicating that the maximum swelling of coal occurs within 3–4 h after CO2 injection. And the swelling strain increases while the permeability decreases as CO2 pressure increases (Perera et al., 2011).
Several studies have highlighted the important role of water in geochemical interactions (Li et al., 2019). Renxia Jiang et al. conducted a ScCO2-H2O interaction experiment on coal to investigate the effect of ScCO2-H2O on the primary mineral composition of coal. And the study found that ScCO2 effectively improves the solubility of various elements of coal in water (Jiang et al., 2019). Ruihui Li et al. conducted ScCO2 soaking experiments on bituminous coals with varying moisture contents and investigated the modification of pore characteristics and microcrystalline structure of bituminous coals with the effect of ScCO2 under different moisture conditions (Li R. et al., 2022). Guodong Cui et al. injected water and CO2 into rock samples, respectively, to investigate the effects of water and CO2 injection on minerals. The results indicated that mixing the injected water with the original formation water results in significant mineral precipitation, while acidification resulting from the injection of CO2 leads to the dissolution of some minerals and the precipitation of dolomite, altering the composition of the formation water (Cui et al., 2021). Shasha Gao et al. studied the effect of CO2-H2O interaction on the pore structure and mineral composition of coal. The results show that the pore structures of coal become more complex due to the geochemical reaction between CO2-H2O and carbonate minerals, and the fractures expands and develops after CO2-H2O treatment which is positive for permeability (Gao et al., 2022). Yao Song et al. analyzed the influences of the ScCO2–H2O coupling effect on the microstructures of low-rank coal samples and found that mineral dissolution increases as the CO2 pressure increases, resulting in an increase in porosity and macropore ratio in the coal samples (Song et al., 2020).
Although the effects of ScCO2 on the pore structure and mineral composition of coal have been extensively studied, most experiments are based on soaking treatment. The hydrological and in situ stress conditions of actual coal seams are not be considered (Mirzaeian et al., 2006; Qu et al., 2012; Song et al., 2020; Gao et al., 2022). Therefore, this paper conducted ScCO2 injection experiments on bituminous coal with varying water saturation under in situ stress to investigate the influence of ScCO2-H2O interaction on coal seepage characteristics, pore characteristics, and mineral composition through seepage, low-temperature liquid nitrogen adsorption, and XRD experiments. The findings of this study provide a theoretical guideline for CO2 geological storage (CGS) and CO2-enhanced coal bed methane recovery (CO2-ECBM).
2 MATERIAL AND METHODS
2.1 Coal samples
The experiments in this study utilized typical bituminous coal samples from Ningtiaota coal mine, Yulin City, Shanxi Province. The coal was taken from Yan’an Formation. The coal samples were as shown in Figure 1.
[image: Figure 1]FIGURE 1 | Location of coal samples collection.
Upon on-site collection, the coal was immediately wrapped with plastic and transported to the laboratory. Subsequently, it was cored, polished, and processed into standard cylindrical samples of 50 × 100 dimensions. And the experiments were repeated 2–3 times to ensure the validity of the experimental results. Coal is a natural organic rock with anisotropy. The coal samples used in the tests were all sampled perpendicular to the bedding direction in order to avoid the influence of coal anisotropy on the experimental results (Perera et al., 2011). And the coal samples are depicted in Figure 2.
[image: Figure 2]FIGURE 2 | The coal samples from Ningtiaota coal mine.
2.2 Seepage test
The coal samples were divided into different groups based on their water saturation levels achieved through soaking for varying periods of time before the ScCO2 treatment. The specific group numbers and treatment conditions are presented in Table 1.
TABLE 1 | The groups and treatment conditions of coal samples.
[image: Table 1]The coal rock rheology seepage system which was independently developed by the laboratory to simulate the geological environment was used to conduct the seepage tests. And the experimental equipment is illustrated in Figure 3.
[image: Figure 3]FIGURE 3 | The experimental equipment of seepage test.
Seepage tests were conducted at different axial and confining pressures namely 2.8 MPa and 5.5 MPa as well as 9.8 MPa and 12.5 MPa respectively. The seepage gas pressure was maintained at 3.1 MPa to study changes at different effective stresses. The effective stress acting on the coal sample was calculated using the Terzaghi effective stress formula (Liu Z. et al., 2020):
[image: image]
Where [image: image] is the average effective stress, MPa; [image: image] is the axial stress, MPa; [image: image] is the confining pressures, MPa; [image: image] is the inlet pressure, MPa; [image: image] is the outlet pressure, MPa.
The steady-state test method was used in the experiments. For compressible gases, the expansion of fluid can affect the measurement of permeability. Assuming that the permeation of gas through the sample is an isothermal process and that the ideal gas law is applicable. So the gas permeability was calculated according to Darcy’s law (Liu X. et al., 2020):
[image: image]
Where [image: image] is the permeability, mD; [image: image] is the gas flow rate, cm3/s; [image: image] is the atmospheric pressure, 0.1 MPa; [image: image] is the cross-sectional area of the sample, cm2; [image: image] is the length of the sample, m; [image: image] and [image: image] are the inlet and outlet pressures, MPa.
The experimental procedure was conducted as follows: (1) The coal sample was placed in the reaction chamber and the temperature was raised to 35°C. The effective stress was adjusted to 3 MPa and 10 MPa, respectively. Helium (He) was injected to measure the initial permeability of the bituminous coal before ScCO2 treatment. (2) The He injection was stopped, and the axial and radial stress were adjusted to 10 MPa to simulate geological conditions at a depth of 1,000 m underground (Du et al., 2020). Then, ScCO2 of 8 MPa was injected after discharging the residual gas. Previous studies have pointed out that the maximum expansion strain occurs within 3–4 h after CO2 injection, so an 8-hour period is sufficient to investigate the effect of ScCO2-H2O on coal. And the coal samples were left to fully absorb and react for 8 h (Cheng et al., 2021). (3) After complete CO2 adsorption and desorption of the coal samples, step (1) was repeated to measure the permeability of the coal sample after ScCO2 treatment.
2.3 Low temperature liquid nitrogen adsorption test
The low temperature liquid nitrogen adsorption tests were conducted by using a fully automated multistation specific surface area and pore size analyzer, Quadrasorb 2 MP, manufactured by Conta Instruments, USA. Prior to the experiments, the coal samples were processed into 60–80 mesh powder and then pretreated by drying and degassing at 110°C for 24 h. The tests were used to measure the specific surface area, pore size distribution, and pore volume of the coal samples.
2.4 XRD test
The mineral components of the coal samples were analyzed by using a high efficiency conventional powder X-ray diffractometer from Spectris, the Netherlands. The coal samples were ground into a powder of 200 mesh size and were pretreated prior to the experiments. The crystallographic information of the coal samples was obtained by scanning angles ranging from 5°–80° with a scanning time of 20 min.
3 RESULTS AND DISCUSSSION
3.1 Permeability characteristics
He seepage tests were performed on bituminous coal samples with varying water saturation levels before and after treatment to examine the effects of ScCO2-H2O on permeability characteristics. Figure 4 presents the measured permeability values.
[image: Figure 4]FIGURE 4 | Permeability of the coal samples before and after ScCO2 treatment at different effective stresses. (A) 3 MPa effecitve stress, (B) 10 MPa effective stress.
Figure 4 indicates that the permeability of bituminous coal is primarily influenced by the moisture content of the coal samples prior to ScCO2 treatments (Zhang X. et al., 2019). Specifically, the permeability of coal samples declines from 0.226 mD to 0.144 mD with the increase of water saturation at 3 MPa effective stress. Similarly, the permeability of coal samples drops from 0.040 mD to 0.028 mD as water saturation increases at 10 MPa effective stress, which aligns with earlier research findings (Pan et al., 2010). The decline can be attributed to the combination of seepage channels such as the pores blockage by water and the squeezing effect caused by internal water absorption expansion (Teng et al., 2017; Talapatra et al., 2020). Moreover, the permeability of coal samples decreases due to compression of the seepage channels caused by increased stress as effective stress increases, which was the result of the continuous closure of pores and fractures as the effective stress increases (Niu et al., 2019).
In order to describe the changes of coal samples’ permeability before and after ScCO2 treatment better, the permeability change index [image: image] of coal samples is defined as follows:
[image: image]
Where, [image: image] is the permeability before ScCO2 treatment, mD; [image: image] is the permeability after ScCO2 treatment, mD; [image: image] is the permeability change index, %.
Upon comparing the permeability of coal samples before and after ScCO2 treatment, it is evident that the permeability of samples B and D increased after CO2 treatment. The permeability of sample B increased from 0.226 mD to 0.269 mD at 3 MPa effective stress with the growth rate of 19.09%. Similarly, the permeability of sample D increased from 0.144 mD to 0.178 mD at 3 MPa effective stress with a growth rate of 23.81%. The physical-chemical reactions of ScCO2 on the minerals of coal samples such as dissolution and extraction resulted in the widening of pores and fractures and improved pore connectivity, leading to an increase of permeability (Zhang G. et al., 2019). Moreover, the permeability of sample B increased from 0.040 mD to 0.118 mD at 10 MPa effective stress with a growth rate of 191.53%, and sample D’s permeability increased from 0.028 mD to 0.093 mD with a growth rate of 231.71%. The [image: image] of sample D is much higher than that of sample B. Because the increase in moisture in the coal samples promotes the dissolution of internal minerals, which broadens and connects the pores better. Moreover, the [image: image] of coal samples at 10 MPa effective stress was found to be much higher than the [image: image] at 3 MPa effective stress. Because the cracks in the coal samples are largely closed as the effective stress increases. Therefore, the permeability of coal samples is controlled by pores at high effective stress, while it is controlled by fractures at low effective stress. The contact area between ScCO2-H2O and pore surface is larger, the reaction is more sufficient, and the pore connectivity is better. Therefore, the growth of permeability is more obvious at high effective stress.
Additionally, Figure 4 shows that the permeability of sample C decreases after ScCO2 treatment. There are two possible reasons for the phenomenon. Firstly, the in situ stress conditions may have caused the collapse of the pores in the coal samples, leading to the blockage of seepage channels despite the modification of pore fissures by ScCO2. Secondly, ScCO2 treatment may have caused the generation of new mineral precipitations in sample C, which could have blocked the pore channels and had a negative impact on the permeability.
3.2 Pore characteristics
Coal is a naturally occurring organic rock with a dual pore structure that is influenced by various factors such as the freeze-thaw effect, effective stress and the action of ScCO2 (Huang et al., 2017; Li et al., 2020; Chen et al., 2022). The pore structure is considered to be the most significant factor affecting the efficiency of ECBM and the stability of CGS (Wang et al., 2015; Zhang et al., 2020). The strong interaction of ScCO2-H2O and coal results in significant changes in the pore structure (Pan et al., 2018). The low temperature liquid nitrogen adsorption tests were conducted on coal samples before and after ScCO2 treatment to investigate the effect of ScCO2 on the pore characteristics of water-bearing coal samples. The adsorption and desorption capacity at different relative pressures were measured, and important parameters such as adsorption-desorption isotherms, pore size distribution, pore volume, specific surface area, and average pore size were calculated (Yi et al., 2012; Ni et al., 2020; Liu et al., 2022).
Experiments were conducted on both the original coal (sample A) and the ScCO2-treated coal (samples B, C and D), and the resulting adsorption-desorption curves are displayed in Figure 5. The curves demonstrate varying trends, which can be classified into two types based on their morphological characteristics as defined in this paper.
[image: Figure 5]FIGURE 5 | Low temperature liquid nitrogen adsorption-desorption curve. (A) sample A, (B) sample B, (C) sample C, (D) sample D.
Type A is characterized by a sharp decrease in the desorption branch at the relative pressure of 0.9–1.0, followed by a slow decrease as the relative pressure decreases. Then there is a certain decreasing inflection point at the relative pressure of about 0.5. When the relative pressure is below 0.1, the adsorption and desorption branches are not closed, and the distance between them is relatively small (Figures 5A, B, D). This type is caused by the existence of permeable pores with open ends and ink bottle type pores in the coal samples.
Similar to Type A, type B is characterized by a sharp decrease in the desorption branch at the relative pressure of 0.9–1.0, followed by a slow decrease as the relative pressure decreases. Then there is a certain inflection point at the relative pressure of about 0.5. When the relative pressure is below 0.1, the adsorption and desorption branches are not completely closed, and the distance between them is relatively large (Figure 5C). This type is caused by the development of pore narrow crevice pores, ink bottle pores, and permeable pores with open ends of the coal samples.
Based on Kelvin’s capillary coalescence theory, we used the BJH pore size analysis model to analyze the pores in the paper, which is widely accepted (Hu et al., 2021). The pore size distribution of the coal samples was plotted with BJH pore size (W) as the horizontal coordinate and the differential of pore volume to pore size (dV/dW) as the vertical coordinate, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Pore size distribution characteristics of the coal samples.
The pore size distribution curves of the four coal samples in Figure 6 show similar trends that most pores falling within the 1–10 nm size range, and two main peaks observed between 2–5 nm and 5–8 nm. Additionally, there are several small peaks in the 10 nm range for three of the coal samples. As can be seen from Figure 6, the pore sizes of samples B and D tend to increase, while the pore sizes of sample C tend to decrease. Coal pore sizes can generally be categorized into adsorption pores (<100 nm) and seepage pores (>100 nm) (Mou et al., 2021). And the adsorption pores can be divided into coagulation-adsorption pores (10–100 nm) and absorption pores (<10 nm) further (Ni et al., 2020). The results in Figure 6 indicate that the pore size distribution of coal samples changed significantly after ScCO2 treatment. Consequently, the volumes of adsorption pores and coagulation-adsorption pores for each of the four coal samples were calculated and are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Adsorption pore volume of coal samples. (A) Adsorption pores, (B) Coalescence-adsorption pores.
As depicted in Figure 7, the pore volumes of the four coal samples display distinct changes. Samples B and D show a decrease in the adsorption pore volumes, while sample C exhibits an increase. Conversely, the volumes of the coalescence-adsorption pore of samples B and D increase, while sample C shows a decrease. These findings indicate that the pores of coal samples undergo transformations after ScCO2 treatment, where the pore size of samples B and D increases while the pore size of sample C decreases. Based on the changes in pore size, the samples can be categorized as either pore broadening type (samples B, D) or pore shrinkage type (sample C). The trend in pore changes in coal samples is consistent with the permeability changes discussed earlier. The BJH pore size analysis model was employed to determine the average pore size, pore volume, and specific surface area of the four coal samples. The specific parameters are presented in Figure 8.
[image: Figure 8]FIGURE 8 | Pore parameters of coal samples. (A) BET surface area, (B) Pore volume, (C) Average diameter of pores.
Figure 8A shows that the specific surface area of samples B and D decreased after ScCO2 treatment compared to raw coal (sample A) before ScCO2 treatment. This is caused by the conversion of adsorption pores into seepage pores in coal samples, which is not conducive to gas adsorption. In contrast, the specific surface area of sample C increased after ScCO2 treatment, providing more space for CO2 adsorption and improving the stability of CO2 sequestration.
It is evident that the pore volumes of samples B, C, and D decreased to varying degrees in Figure 8B. The decrease in pore volumes of the three coal samples is caused by axial and radial stress compression during ScCO2 treatment. Then the transformation effect of ScCO2 on coal is enhanced as the water content increases, and the pore volume of coal samples is restored to a certain extent. Therefore, the pore volume of coal samples continuously increases as the water content increases.
Figure 8C illustrates that the average pore size of sample B increases, while the average pore size of samples C and D decreases. This trend is opposite to that of the specific surface area due to the fact that the small pores provide more specific surface area than large pores.
The results above indicate that ScCO2 promotes the development of seepage pores in dry and water saturated coal samples, leading to an increase in permeability and enhancement of CBM extraction efficiency. Furthermore, ScCO2 causes the transformation of macropores into micropores and small pores of the half-saturated coal samples, providing more space for CO2 adsorption and improving the capacity of CO2 sequestration.
3.3 Mineral composition
XRD tests were performed on the four coal samples. The resulting data were analyzed by Jade 6 software to determine the mineral composition of the different water-saturated coal samples, which is shown in Figure 9. The analysis reveals that the minerals present in the raw coal samples include 25.1% calcite (CaCO3), 20.0% dolomite (CaMg (CO3)2), 15.1% quartz (SiO2), 2.3% pyrite (FeS2), and 37.5% clay minerals, with illite (K3Fe4Si14Al7O40(OH) 8) and kaolinite (Al2Si2O5(OH)4) accounting for 11.2% and 26.3% of the clay minerals, respectively.
[image: Figure 9]FIGURE 9 | Mineral content changes.
As shown in Figure 9, the ScCO2 treatment resulted in a decrease in the content of carbonate minerals and an increase in the content of clay minerals in samples B, C, and D. This can be attributed to the strong dissolution reaction of carbonate minerals which are more sensitive to acidic environments (Zhang K. et al., 2019; Fatah et al., 2021; Ozotta et al., 2021). Although clay minerals can also be dissolved, the reaction rate is relatively slow, leading to an increase in their content. Specifically, the dolomite in sample B was violently dissolved, while calcite was slowly dissolved, resulting in a relatively higher content of the remaining minerals. Similarly, the violent dissolution of calcite led to a relatively higher content of other minerals in sample D. The reaction above promoted the expansion of pores in samples B and D and improved the connectivity of pores. Therefore, their adsorption pores decrease and permeability increases.
Notably, the content of dolomite in sample C decreased significantly, while the content of calcite increased. This can be explained by the fact that the water in sample C reduced the pH value of the solution compared to sample D, intensifying the dissolution of dolomite. However, the large amount of Ca2+ and Mg2+ generated by the dolomite reaction could not be completely dissolved by the water in coal sample C. Moreover, the solubility of Ca2+ is lower than that of Mg2+, causing Ca2+ to combine with CO32- to precipitate as new calcite and increase the relative content of calcite. Moreover, a large amount of newly formed calcite precipitates in key seepage channels such as pore throats, dividing the original pores, resulting in an increase in BET specific surface area and a decrease in permeability.
3.4 Reaction mechanism
The combination of ScCO2 and water generates H2CO3, which has strong extraction and corrosion effects on coal. Consequently, the microstructure of coal samples with different water saturation changes drastically after ScCO2 treatment, leading to changes of permeability. The transformation mechanism is illustrated in Figure 10.
[image: Figure 10]FIGURE 10 | Reaction mechanism. (A) Before ScCO2 treatment, (B) After ScCO2 treatment, (C) Semi-saturated coal sample.
There is a series of geochemical reactions minerals in coal after ScCO2 injection, and the specific reactions are as follows (Wang Z. et al., 2021; Ozotta et al., 2021):
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Dolomite in the coal samples undergoes significant dissolution after ScCO2 treatment, while the dissolution rate of clay minerals is relatively slow, resulting in an increased content of clay minerals. The content of quartz increases as the water saturation increases, although it does not undergo any significant reaction. This can be attributed to two reasons: (1) the dissolution of clay minerals produces new quartz minerals; (2) the violent dissolution of carbonate minerals leads to the relative increase in the content of quartz due to a decrease in the content of carbonate minerals.
In Figure 10B, it can be observed that the injection of ScCO2 results in significant dissolution of carbonate minerals in samples B and D. This dissolution widens the original pores and fractures, transforms the micropores into macropores, and improves the connectivity of seepage channels, thus enhancing the permeability of the coal samples. The formation of H2CO3 due to the CO2-H2O reaction in sample D leads to a lower pH and faster dissolution rate of carbonate minerals. Additionally, the presence of sufficient water increases the solubility of Ca2+ and Mg2+ which promotes the reaction progress and increases the connectivity of seepage pores further (Jiang et al., 2019). Therefore, the permeability growth of sample D is higher after ScCO2 treatment comparing to sample B. However, this reaction also results in a reduction of initial adsorption pores and BET specific surface area, which is negative for CO2 adsorption and stable storage.
In Figure 10C, it is shown that the dissolution of dolomite in sample C results in a substantial increase in Ca2+ and Mg2+. However, the water in the sample C is unable to dissolve these ions completely comparing to sample D. As a result, the Ca2+ combines with CO32− in the solution, leading to the precipitation of calcite. The newly formed calcite aggregates in the original seepage channels and pore throats, obstructing the seepage channels and reducing the size of the original macropores. This leads to a decrease in the pore size and an increase in the specific BET surface area of the coal samples. Consequently, the permeability of sample C decreases. However, the increased BET specific surface area provides more sites for CO2 adsorption.
The fractures in coal samples are closed at high stress conditions, and the permeability is controlled by the seepage pores. However, the contact area between the ScCO2 and pores surface is greater comparing to fractures, and the reaction is more efficient, resulting in better transformation effects. Therefore, the seepage growth of coal samples at high stress conditions is higher.
4 CONCLUSION
The ScCO2-H2O reaction experiments on coal samples with varying water saturation levels at in situ stress were conducted. Then the seepage tests, low temperature liquid nitrogen adsorption tests, and XRD tests was conducted to analyze the changes of the samples before and after treatment. The key findings are summarized below:
(1) ScCO2 treatment significantly increases the permeability of both dry and water saturated coal samples at in situ stress conditions, which is more effective for water saturated coal samples. The growth rates of permeability as the effective stress increases due to the improved pore transformation. However, the permeability of semi-saturated coal samples decreases after ScCO2 treatment due to the effects of stress compression and seepage channel blockage caused by new mineral precipitation.
(2) The low temperature liquid nitrogen adsorption tests revealed that ScCO2 treatment effectively increased the pore size of dry and water saturated coal samples. And the pore volume of coal samples increases as the moisture content increases. However, ScCO2 treatment significantly increased the size of adsorption pores in semi-saturated coal samples, which provided more space for CO2 adsorption.
(3) XRD analysis showed that ScCO2 treatment makes the carbonate mineral content decrease and silicate minerals content increase in coal samples, which facilitated pore connectivity. Although the dissolution of dolomite increased the pore size of semi-saturated coal samples, the newly formed calcite and quartz clogged the pore throats and divided the pores, leading to a reduction in seepage pores.
(4) The experimental and analytical results show that the reaction mechanism of coal samples with different moisture content after ScCO2 injection is different. ScCO2 effectively improves the pore connectivity of dry and water saturated coal samples. This effect is even greater for saturated coal samples. Although the pores of semi saturated coal samples have been expanded after ScCO2 treatment, the newly formed minerals such as quartz and calcite have a negative impact on pore connectivity and permeability.
The study compared the changes of mineral composition, pore structure, and permeability of coal samples with different water saturations before and after ScCO2 treatment, and the change mechanism of bituminous coal with different water saturations was analyzed, which is significant for CGS and ECBM. However, the explanation for the change of semi-saturated bituminous coal after ScCO2 treatment is still unclear. Therefore, it is necessary to further analyze the change rules and mechanisms of bituminous coal with different moisture content under the action of ScCO2 in detail.
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Enhanced geothermal systems (EGSs) are expected to be one of the most promising methods of supplying energy to meet the world’s increasing energy demand. However, little attention has been paid to the influence of the number of production wells on the heat extraction performance of an EGS. A series of numerical simulations is organized in this work with three cases: Case 1 (one production well), Case 2 (two production wells), and Case 3 (three production wells). The results indicate that a slight temperature difference exists among the three simulation cases at the planes X-Y (Z = 0) and Y-Z (X = 0), while Case 1 ensures a greater cooling area, and the more production wells, the smaller the cooling area during the heat extraction in plane X-Z (Y = 0). In addition, the continuous injection of cooling water from the injection well and its arrival at different reference points enable the temperature at each point to declining with a variable amplitude of variation. This work also sets an efficiency (ef) to investigate the temperature variation in the EGS, where Case 1 exhibits a similar variation as Case 2, which is also similar to Case 3. It is hoped that this work will play a guiding role in EGS-related exploration and exploitation.
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1 INTRODUCTION
Global energy consumption has experienced a sharp increase under the rapid development of the global economy, accompanied by the desire for green and low-carbon processes (Olasolo et al., 2016; Zheng et al., 2018; Zheng et al., 2019; Cheng et al., 2021; Zhao et al., 2022). In this context, unconventional oil/gas resources, such as shale oil/gas and tight sandstone gas, and clean energy, such as solar energy, wind energy, and enhanced geothermal systems (EGS), have emerged (Liu et al., 2017; Kumari and Ranjith, 2019; Hao et al., 2021; Lin et al., 2021; Steffen et al., 2021). Among them, the EGS is assumed to have the potential to meet the increasing global energy demand as it is theoretically considered to be an infinite resource that is cheaper than conventional fuels and globally available (Lu, 2018; Zhao et al., 2023). This renewable energy resource needs to be supported by highly effective development. As an emerging technique, EGS has the advantage of promoting clean and low-carbon energy; therefore, much attention has been given to this technique, including attempts to guide EGS toward a commercially viable platform, including technology validation, cost reduction, and improved performance (Lu, 2018). Accordingly, many studies have revealed some sound and recognized achievements (Fairley et al., 2010; Olasolo et al., 2016).
EGS is no longer a new concept. It is also known as an engineered geothermal system. The terms hot dry rock (HDR) and hot sedimentary aquifers have been applied in previous research (Kuriyagawa and Tenma, 1999; Christ et al., 2017; Lu, 2018). Regarding the EGS-related work, preliminary investigations on the construction of an artificial geothermal reservoir and heat exchange and transport have been organized (Zhu et al., 2010; Feng et al., 2012). The heat extraction process in an EGS in the Songliao Basin of northeast China over 30 years was addressed, and the main influencing parameters were discussed (Huang et al., 2014; Huang et al., 2015). The variable EGS outcomes in long-term operation processes under different geological conditions were predicted (Chen et al., 2013a; Chen et al., 2013b). In addition, Gan et al. (2021) and Spycher and Pruess (2010)studied the EGS using CO2 instead of water as a working fluid. The fracture network simulation methodologies were used to analyze the hydraulic fracturing process for an EGS reservoir (Wang and Zhang, 2011). Although these studies focused on different points, they have one thing in common: they all used numerical modeling. Having reviewed previous achievements in EGSs, it is noted that little attention has been paid to the influence of the number of production wells on the heat extraction performance, which may limit the deployment of the relative locations of injection wells for working fluid and production wells for heat extraction.
In recent years, numerical approaches have been widely adopted in geological resources research, especially for those working on an engineering scale, which is rarely conducted in an ordinary experimental setup (Fairley et al., 2010; Cheng et al., 2021; Liu et al., 2021; Zhao et al., 2021). In this work, numerical modeling is introduced to simulate the heat extraction process from an EGS system in which the number of production wells is set as a variable to evaluate their influence on the heat extraction performance. Here, the efficiency of heat extraction is also compared under different operating conditions for a quantitative investigation into how the number of production wells affects the heat extraction from an EGS. This numerical investigation is conducted on an engineering scale, offers a fresh perspective, and will provide guidance to a certain degree to the field of EGS-related exploration and exploitation.
2 NUMERICAL MODEL DESCRIPTIONS
On an engineering scale, this numerical work uses an HDR model with a size of X: 400 m × Y: 400 m × Z: 400 m, and the EGS is placed in the center of it with a size of X: 250 m × Y: 250 m × Z: 150 m (Figure 1). The roof and bottom of this simulated reservoir have a buried depth of 300 m and 600 m, respectively. To discuss how the number of production wells influences the heat extraction performance, an injection well and a production well are deployed in the EGS. Three cases are organized here, in which each model has one injection well with a 50 m length, and the coordinate of its midpoint is X: −100 × Y: 0 × Z: 0 (Figure 2). The origin point is located at the center of this EGS, as shown in Figure 1. Case 1 has one production well, and the coordinate of its midpoint is X: 100 × Y: 0 × Z: 0; Case 2 has two production wells, and the coordinates of its midpoints are X: 100 × Y: 50 × Z: 0 and X: 100 × Y: −50 × Z: 0, respectively (Figure 2). For Case 3, three production wells are set, and the coordinates of the midpoints are X: 100 × Y: 50 × Z: 0, X: 100 × Y: 0 × Z: 0, and X: 100 × Y: −50 × Z: 0, respectively (Figure 2).
[image: Figure 1]FIGURE 1 | Numerical model used in this work.
[image: Figure 2]FIGURE 2 | Description of the modeling cases for the EGS injection well platform.
3 GOVERNING EQUATIONS FOR MODEL DEVELOPMENT
3.1 Model assumptions
To simulate the process of heat extraction from HDR, a 3D thermo-hydro-mechanical (THM) coupling model is developed in this study using several assumptions regarding fluid flow and heat transfer (Aliyu and Chen, 2017; Ye et al., 2021; Zhou et al., 2022; Huang et al., 2023).
(1) In the heat extraction process, water is utilized as the working fluid and exists in liquid form in the pores.
(2) The original EGS is treated as saturated with water. Fluid flow in the matrix is laminar flow and yields Darcy’s law.
(3) Fourier’s law describes the heat transfer process in the matrix. Local thermal equilibrium is assumed between the working fluid and rock mass.
These assumptions are widely set forth in the numerical studies of EGSs (Lu, 2018; Zhao et al., 2023) and are treated as reasonable conditions.
3.2 Governing equations
The primary governing equations of this model for the simulated process of heat extraction are as follows (Sun et al., 2019; Han et al., 2020; Aliyu and Archer, 2021; Tan et al., 2021; Yu et al., 2021; Zinsalo et al., 2021; Zhou et al., 2022; Zhao et al., 2023):
In the seepage field, the working fluid flow in the porous medium is described by the mass conservation law. In Eq. 1.,
[image: image]
where S is the storage coefficient of the rock matrix, Pa−1; p is the pore pressure, Pa; t is the time, s; q is the Darcy velocity, m/s; qf is the Darcy velocity in the fracture, m/s; and Qf is the source, 1/s.
In addition, the expressions of q are determined by Darcy’s law.
[image: image]
where k is the permeability of the rock matrix, m2; μf is the dynamic fluid viscosity, Pa·s; ρw is the fluid density, kg/m3; g is the gravitational acceleration, m/s2; and z is the unit vector in the vertical direction.
In the temperature field, the heat exchange between the rock surface and the cryogenic fluid is described by the local thermal equilibrium. The temperatures of the solid and the liquid are the same at each position. Then, based on the energy conservation law, the governing equations of the temperature field are written as [27]:
[image: image]
where T is the temperature, K; cp,w is the heat capacity of the fluid, J/(kg·K); Qf,E is the heat source, W/m3; (ρcp)m is the effective volumetric heat capacity of the matrix, J/(m3·K); and λm is the effective thermal conductivity of the matrix, W/(m·K).
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where φ is the porosity of the matrix; ρs is the solid density, (kg/m3); cp,s is the solid heat capacity, J/(kg·K); and λs and λw are the thermal conductivities of the solid and the fluid, respectively, W/(m·K).
3.3 Effect of temperature on the properties of water
Some physical properties of water are determined by the temperature, such as the dynamic fluid viscosity (μf), the heat capacity (cp,w), the thermal conductivities (λw), and the density (ρw). The relationships between the temperature and the physical properties are expressed as follows (Sun et al., 2019; Han et al., 2020; Aliyu and Archer, 2021; Yu et al., 2021; Zinsalo et al., 2021; Zhou et al., 2022; Zhao et al., 2023):
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The initial and boundary conditions of the numerical model mentioned in this work are listed in Table 1, and all modeling cases were run for 30 years during this simulated process. The primary reservoir physical parameters are exhibited in Table 2. Here, the initial/boundary conditions and properties are referred to from previous achievements (Sun et al., 2019; Han et al., 2020; Aliyu and Archer, 2021; Yu et al., 2021; Zinsalo et al., 2021; Zhou et al., 2022; Zhao et al., 2023).
TABLE 1 | Initial and boundary conditions employed for the simulations.
[image: Table 1]TABLE 2 | Physical properties of the reservoir.
[image: Table 2]4 MATHEMATICAL RESULTS AND DISCUSSION
The temperature is an important parameter to evaluate the heat extraction performance of an EGS (Majorowicz and Grasby, 2010; Rodriguez et al., 2013; Fallah et al., 2016; Guo et al., 2018; Yang et al., 2021). Therefore, in this work, the temperature of the EGS system is introduced to compare the heat extraction performance during the EGS utilization, where water is adopted as the working fluid. Here, the overall situation of the temperature in the whole EGS is investigated, and then three reference points in the EGS are set to determine the detailed variation for specific operation cases. Then, the temperature changes in the whole system for three simulated cases are compared.
4.1 Overall temperature variation tendency in an EGS for variable simulated cases
In this 3D numerical model, three planes were selected to demonstrate the variation tendency of temperature in the EGS: plane X-Y (Z = 0), plane Y-Z (X = 0), and plane X-Z (Y = 0); the coordinate system is shown in Figure 1. Here, these three planes are selected to show the temperature variation tendency in different directions for different simulated cases in this work.
1) X-Y plane
The X-Y plane is a slide that is perpendicular to the wellbore of the injection/production well. This work is set to investigate the temperature variation in the horizontal direction of the EGS. For all operation cases, the cooling area increases with time after water is injected into the injection well, and there is a tendency for the area to be extended from the injection well to the production well (Figure 3). However, by comparison, no matter the number of production wells (1, 2, or 3), the temperature variation in the X-Y plane seems to have a similar extension tendency, in which the difference is not obvious among all simulated cases. This could be due to two reasons: 1) for each case, the amount of injected water is the same in this numerical process, where the injection rate stabilizes at 10 kg/s, and 2) the low permeability of the EGS means that the injected, relatively low-temperature water does not travel far to hardly transport large-scale and makes the water seepage affected by the water extracted from the production well. From an intuitive perspective, the number of production wells barely affects the horizontal temperature variation for an EGS that is not fractured.
2) X-Z plane
[image: Figure 3]FIGURE 3 | Temperature variation in the X-Y plane (Z = 0) during the heat extraction (coordinate system is shown in Figure 1).
The X-Z plane is a slide that penetrates the injection well and the EGS center, where Y = 0 in Figure 2. Here, this perspective is introduced to investigate the temperature variation along the direction from the injection well to the production well as shown in Figure 4. Generally, the cooling area increases after the injection, and this area tends to spread in the direction of the production well. Similar to the situation in the X-Y plane (Figure 3), the difference between the three simulations is not obvious in the X-Z plane. The reason for this phenomenon is similar to the analysis for the X-Y plane investigation.
3) Y-Z plane
[image: Figure 4]FIGURE 4 | Temperature variation in the X-Z plane (Y = 0) during the heat extraction (coordinate system is shown in Figure 1).
The Y-Z plane is a slide with the X value set to 0 in the coordinate system in Figure 1, which is across the center of the EGS. From the exhibit in Figure 5, the continuous injection of water from the injection well enables the cooling area to increase with time. In addition, the area involved among the three cases differs under the condition of injecting the same amount of water from the injection well but with different production well settings. Compared with the aforementioned X-Y plane and the X-Z plane, there is a clear difference in temperature variation among the three cases, where one production well ensures a larger cooling area, and the more production wells, the smaller the cooling area during the heat extraction. Furthermore, because the difference between the X-Y plane and the X-Z plane is not obvious, it could be speculated that the temperature variation difference induced by the production well mainly occurs in the Y-Z plane, and this variation could cause the volume difference in the cooled rock during the heat extraction.
[image: Figure 5]FIGURE 5 | Temperature variation in the Y-Z plane (X = 0) during the heat extraction (coordinate system is shown in Figure 1).
4.2 Variation of temperature at reference points in an EGS for variable simulated cases
To further exhibit the temperature variation in different simulation cases, three reference points are chosen to quantitatively investigate the dynamic change in temperature during heat extraction. Here, the reference points are (X = 100: Y = 50: Z = 25), (X = 100: Y = 0: Z = 25), and (X = 100: Y = −50: Z = 25), using the coordinate system shown in Figure 1. The temperature variations at three representative points are shown in Figures 6–8, respectively.
[image: Figure 6]FIGURE 6 | Variation of reference point temperature at (X = 100: Y = 50: Z = 25) (coordinate system is shown in Figure 1).
[image: Figure 7]FIGURE 7 | Variation of reference point temperature at (X = 100: Y = 0: Z = 25) (coordinate system is shown in Figure 1).
[image: Figure 8]FIGURE 8 | Variation of reference point temperature at (X = 100: Y = −50: Z = 25) (coordinate system is shown in Figure 1).
The temperature varies sparingly in the first ∼3 years at each reference point for every simulation case (Figures 6–8) because the injected cooling water has not yet arrived at that point and the hot water extracted from the production well slightly affects the EGS temperature. Afterward, with the continuous injection of cooling water and its arrival at the reference points, the temperature there begins to decline with a variable amplitude of variation. At the point where (X = 100: Y = 50: Z = 25), for Case 1, the temperature experiences a small variation during the total heat extraction period because the water pressure difference between the injection well and the production well drives the cooling water to flow toward the production well. Therefore, in Case 1, point (X = 100: Y = 50: Z = 25) receives little of the injected cooling water, and the temperature there remains almost constant (Figure 6). However, for Case 2 and Case 3, the injected cooling water arrives at point (X = 100: Y = 50: Z = 25) because the hot water extracted from the production well induces the cooling water seepage toward this point. In Case 2, more cooling water flows to the point (X = 100: Y = 50: Z = 25) than in Case 3. This phenomenon occurs because the injected cooling water tends to flow toward the production well due to the fluid pressure difference, and more cooling water flows toward the point (X = 100: Y = 50: Z = 25) in Case 2 because the middle production well in Case 3 has a tendency to shunt the injected cooling water (Figure 6).
As for the point where (X = 100: Y = 0: Z = 25) in the three cases, the temperature variation follows a similar rule and undergoes a similar tendency (Figure 7). This is because, at the point where (X = 100: Y = 0: Z = 25), the cooling water has a similar seepage space and flow condition to reach this point, indicating that the fluid pressure difference between the injection well and the point (X = 100: Y = 0: Z = 25) is similar in both simulation cases in this work. Moreover, for point (X = 100: Y = −50: Z = 25), the temperature variation there (Figure 8) is similar to the phenomenon at the point where (X = 100: Y = 50: Z = 25) (Figure 6), and the mechanism is also similar to the previous one.
4.3 Attenuation process of temperature in the whole EGS
In this work, following the previous work (Zhao et al., 2023), a heat extraction efficiency (denoted as ef) is introduced to investigate the attenuation process during the temperature variation in the EGS, which represents the heat recovery divided by the total heat stored in the EGS and yields:
[image: image]
where VS means the heat extraction zone in the EGS, T0 is the initial temperature, and Tinj is the injection temperature of the fluid (namely, the cooling water).
According to Eq. 10, the ef performance for each numerical case is exhibited in Figure 9. Per the calculation results (Figure 9), little difference is demonstrated among the variable simulations. For all cases, the ef tends to increase faster during the first 15 years and experiences a relatively slower increase during the last 15 years. During the heat extraction process, Case 1 and Case 2 show a similar variation regarding the ef, while Case 3 has a slightly lower ef than Case 1 and Case 2. This phenomenon is unexpected because the temperature difference in representative slides or points exhibited a difference among the three cases (Figures 5–8). Therefore, this work speculates that there is a complicated coupling process in the EGS regarding the temperature variation during the heat extraction process that will require more attention.
[image: Figure 9]FIGURE 9 | Heat extraction efficiency (ef) over 30 years of numerical simulations for each case.
5 CONCLUSION
This work reports on three cases to investigate the influence of the number of production wells on the heat extraction performance of an EGS system. The temperature variation with respect to the representative slides and reference points is systematically investigated for Case 1, Case 2, and Case 3. Furthermore, the ef is introduced and defined to represent the temperature variation of the EGS. Accordingly, the following points are made:
For the plane X-Y (Z = 0), plane Y-Z (X = 0), and plane X-Z (Y = 0), the temperature variation during the heat extraction process from the EGS is hardly different among the three simulation cases at the plane X-Y (Z = 0) and plane Y-Z (X = 0). Moreover, the results show that one production well (Case 1) ensures a larger cooling area, and the more production wells in a field (Case 2 and Case 3), the smaller the cooling area during the heat extraction in the X-Z plane (Y = 0).
Based on the investigation of the points of (X = 100: Y = 50: Z = 25), (X = 100: Y = 0: Z = 25), and (X = 100: Y = −50: Z = 25), the continuous injection of cooling water and its arrival at the reference points allow the temperature at each point to begin to decrease with a variable amplitude of variation. Relatively, the difference of temperature variation at points (X = 100: Y = 50: Z = 25) and (X = 100: Y = −50: Z = 25) is greater among three numerical cases, while that at point (X = 100: Y = 0: Z = 25) is smaller.
Regarding the ef, Case 1 exhibits the same variation as Case 2, which is also similar to that of Case 3. This indicates that the number of production wells during the heat extraction has little influence on the ef for an EGS, even though temperature differences exist on the representative slides or reference points. This issue may be due to a complicated coupling process, and this possibility requires additional investigation.
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Introduction: Simulating oil and water flow in shale reservoirs is challenging due to heterogeneity caused by fractures. Conventional grid-based methods often have convergence issues. We propose a new approach using fractal theory and meshless methods to accurately model flow.
Methods: A mathematical model describing oil-water flow in fractured horizontal shale wells was developed. The meshless weighted least squares (MWLS) method was used to numerically solve the model. Modeling points were placed flexibly, informed by fractal theory.
Results: The MWLS solution aligned well with reference solutions but had enhanced flexibility. Comprehensive analysis showed the effects of modeling parameters like fracture properties on production.
Discussion: The proposed methodology enabled accurate prediction of shale oil production. Convergence was improved compared to grid-based methods. The flexible modeling approach can be tailored to specific reservoir conditions. Further work could expand the model complexity and types of reservoirs.
Keywords: shale reservoir, oil-water flow, MWLS method, multi-fractured horizontal well, reservoir simulation
1 INTRODUCTION
Shale oil is an unconventional type of oil found in organic-rich black shale or nanoscale pores in shale. With vast reserves distributed worldwide, shale oil has become the most promising unconventional oil resource for development. However, shale oil reservoirs exhibit low matrix pore permeability and significant heterogeneity (Jia et al., 2019). Consequently, low fracture flowback rates often occur during the flowback process (Zhang et al., 2019), making accurate prediction of the oil and water flow in shale reservoirs crucial (Daneshy, 2004; Bertoncello et al., 2014; Su et al., 2016).
Due to the multi-scale nature and complex fluid distribution in shale oil reservoirs, traditional Darcy flow equations are insufficient for accurately depicting their flow characteristics. Researchers have adopted apparent porosity and permeability models to characterize the unique migration mechanisms in shales. These models can be grouped into three primary categories: Javadour models (based on fracture aperture) (Javadpour, 2009; Akkutlu et al., 2015; Singh and Javadpour, 2016), Civan models (based on the Knudsen number) (Civan, 2010; Wu et al., 2015; Song et al., 2016), Civan models (based on the Knudsen number) (Mason et al., 1983; Li et al., 2017; Zeng et al., 2017). In the study of oil behavior within nanopores, researchers have explored the use of organic/inorganic apparent porosity models. These models offer a valuable approach to characterize the oil state within nanopores, considering the influence of both organic and inorganic components. By incorporating the concept of apparent porosity, researchers aim to gain a deeper understanding of the distribution and behavior of oil within these nanoscale spaces (Sheng et al., 2019; Sheng et al., 2020). Furthermore, integrating the conventional dual-medium model with apparent permeability/porosity models has been found to provide a more accurate depiction of shale oil flow behavior (Sheng et al., 2018).
The heterogeneity of porosity and permeability in shale oil reservoirs poses challenges for numerical simulation, such as high computational costs and poor convergence (Li et al., 2023). Conventional grid-based finite difference methods are complex and not suitable for complex boundary conditions. Wei (Wei et al., 2021a) proposed a discontinuous discrete fracture model for coupled flow and geomechanics and used the finite element method to optimize the reservoir stress evolution (Shiming et al., 2022) and fracturing schemes for encrypted wells throughout the drilling-fracturing-producing wells (Wei et al., 2021b). Finite element meshes may experience severe distortion, requiring remeshing, which increases computational time and significantly affects accuracy. Describing complex geometric computational domains becomes cumbersome as further mesh refinement complicates preprocessing. Finite difference/volume methods are known for their accuracy; however, they have limitations when it comes to grid uniformity. High-precision difference schemes are often designed for regular Cartesian grids, which poses challenges when dealing with complex boundaries or reservoirs with intricate geological conditions. As a result, handling such situations becomes difficult using traditional finite difference/volume methods (Rao et al., 2020; Rao et al., 2022). Given the limitations of conventional numerical methods in simulating shale oil reservoirs, the meshless method emerges as a promising and efficient alternative. This method entails positioning points throughout the reservoir area to precisely delineate the intricate boundary of the shale oil reservoir. In this manner, the meshless technique develops a potent numerical model to emulate the movement of oil and water inside the shale oil deposit.
Introduced by Lucy in 1977, the Smoothed Particle Hydrodynamics (SPH) method is a mesh-free approach that has found success in addressing astrophysical problems. This method has been widely utilized in the simulation of various astrophysical phenomena, showcasing its effectiveness in capturing complex dynamics and fluid behavior without relying on traditional meshes (Lucy, 1977). Radial Basis Function (RBF) interpolation is an effective approach for generating smooth, continuous approximations of scattered data. In this technique, a collection of radial basis functions, such as Gaussian or multiquadric functions, are employed to estimate the solution at any point within the domain (Wright, 2003). The Element-free Galerkin (EFG) method is a meshless alternative to the Galerkin method, which is widely used in finite element analysis. Utilizing moving least squares (MLS) approximation, EFG constructs shape functions and integrates the PDE’s weak form throughout the domain. This method is applicable to both linear and nonlinear problems. (Belytschko et al., 1995). Li (Yu-kun, 2007) proposed the Mesh-Free Weighted Least Squares (MWLS) method, which has been recognized for its high accuracy and excellent stability, particularly in generating a symmetric coefficient matrix. Unlike the Galerkin method, the MWLS method does not require Gaussian integration, making it more efficient. Xu and Rao (Rao et al., 2021; Xu et al., 2021) applied the MWLS method to study shale gas water seepage problems, analyzing the influence of weight functions and nodes in the MWLS method. However, they did not specifically analyze the characteristics of shale oil.
In this paper, the concept of fractal permeability is introduced, and a numerical model is developed to simulate oil and water flow in a fractured horizontal well situated in a fractal shale oil reservoir. The Mesh-Free Weighted Least Squares (MWLS) method is employed to solve the problem. Additionally, a comparative analysis is conducted to evaluate the impacts of fracture distribution patterns, initial water saturation, and reservoir reconstruction degree on reservoir utilization scope and production performance. Through this analysis, insights are gained into the effective utilization and production performance of reservoirs under different conditions.
2 EQUATIONS FOR THE MESHLESS METHOD IN MODELING OIL-WATER FLOW IN SHALE OIL RESERVOIRS
The meshless technique employs a collection of field nodes distributed across the computational domain’s boundary and body to delineate the boundary and the domain itself. Because these field nodes do not form any mesh, this technique can overcome the constraints of the finite difference approach, which necessitates a Cartesian mesh, as well as the finite element approach, which demands high-quality mesh production and remodeling.
The meshless method unfolds in three primary stages:
Step 1. Field Nodes in Meshless Techniques for Conveying Field Variable Values
Within the meshless approach, field variable values, encompassing unknown functions, are expressed by the nodal values assigned to field points. The precision of the computation is directly impacted by the concentration of these field points, which are typically spread evenly across the domain.
Step 2. Localized Approximation of Field Variables in Meshless Techniques
In meshless techniques, where a grid is not utilized, the field variables at a specific point x=(x1,x2) within the computational domain are approximated through interpolation using the field node values within the localized superconductive area centered around that point. This approach enables accurate estimation of field variable values at arbitrary locations, ensuring precise representation of the underlying physical phenomena.
[image: image]
Where, n denotes quantity of field nodes within a specific point’s local support domain x, ui signifies the nodes’s value of the ith field node; Us is The vector composed of the values at each field node; and φi(x) represents the shape function associated with the ith node in the support region of a given point x.
Step 3. Deriving Nodal Values of the Unknown Function in Meshless Techniques
Through the application of localized field variable approximations, the derivation of the shape function is done for the field points. The MLS approach is proficient in providing a shape function of high continuity across the overall problem sphere. Generally, when considering a global optimization problem, MLS simplifies the attainment of a globally optimal solution. Consequently, this paper leverages the MLS approach for the local approximation of field variables. In the scope of MLS, the approximation of the unknown function u(x) within x’s influence domain is performed.
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Here, x represents the position in space of every node within the support region [image: image] of the node under consideration, [image: image] operates as the principle basis function, m denotes the count of basis functions, and [image: image] denotes the vector of coefficients tied to the location coordinates. In the context of the MLS approximation [image: image], The decision on coefficients ensures the validity of the approximation function [image: image] optimally approximates the function to be solved in terms of the least squares within the [image: image] of the node under review. These coefficients minimize the weighted norm in Eq. 3.
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Where n represents the quantity of nodes held in the support domain of the weight function [image: image], and ui indicates the nodal parameter at the location x equals to xi.The necessary condition of making Eq. 3 minimum is
[image: image]
That is,
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In which,
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Then a(x) is:
[image: image]
On substituting Eq. 6 into Eq. 2, it leads us to the conclusion that
[image: image]
In this context, Φ(x) represents a vector built from shape functions, determined by
[image: image]
So φ i(x) is defined as
[image: image]
It is important to note that while the shape function constructed on the basis of the point interpolation local approximation method possesses the Kronecker property, its usage of the local support domain fails to ensure compatibility throughout the entire domain.
2.1 Oil-water flow model of shale oil reservoir
In the geologic model for fractured horizontal wells within shale oil reservoirs, a binary porosity medium is proposed, comprised of two parts: the matrix substance and the fracture web. The matrix substance functions as the primary storage space, while the fracture network operates as the main channel for shale oil. Both oil and water have the capacity to move within the fractures, however, only oil has the ability to flow within the matrix. The dual-porosity model encompasses both the matrix and fracture systems: the former is the chief repository for shale oil, and the latter is the primary passage for it. Three basic assumptions are taken into account:
(1) The flow of oil-water takes place in the fracture system, while solely single-phase shale oil migrates towards fractures in the matrix, disregarding the flow within the matrix system;
(2) The influence of gravity and capillary forces is disregarded;
(3) Fluids exhibit minor compressibility, while rock material remains incompressible.
2.1.1 Flow model for the matrix system
Adhering to the principles of mass conservation and the Darcy flow equation, the oil flow equation within the matrix can be articulated as follows:
[image: image]
where μo denotes the oil viscosity, in mPa·s; ρo denotes the oil density, in kg/m³; kapp represents the matrix apparent permeability, in mD; pm refers to the matrix pressure, in MPa; pf signifies the fracture network pressure, in MPa; φapp stands for the matrix apparent porosity and t denotes time; [image: image] denotes the interfacial flow coefficient, 1/m2.
The fracture system under scrutiny in this study is planar, possessing a uniform fracture spacing equal to 12/Lm, where Lm corresponds to the length of the matrix rock block’s side.
2.1.2 Flow model for the fracture system
Considering the principle of mass conservation along with Darcy’s law of flow, the equation for the water phase within a fracture system can be expressed as follows:
[image: image]
The oil flow within the fracture is described as follows:
[image: image]
where ρw signifies the water’s density, kg/m3; krw, kro denote the relative permeability of water and oil, respectively, mD; kf represents the fracture’s permeability, mD;μw is the water’s viscosity, mPa•s; pwf is the pressure within the water phase of the fracture, in MPa; φf is the fracture’s porosity; Sw and So indicate the water and oil saturations within the fracture, respectively; Qmo is the mass flow rate, as shown in Eq. 14,
[image: image]
Characteristics of the fracture system, like porosity and permeability, can be articulated as follows:
[image: image]
[image: image]
in this context, x denotes the distance from the origin, measured in meters (m), and xw refers to the hydraulic fracture’s width, also measured in meters (m). The parameters [image: image] and kw represent the starting point’s porosity and permeability, respectively, in the matrix and fracture system medium, stated in millidarcies (mD). Df is utilized to depict the fracture system medium’s geometric attributes, capturing the fractal fracture’s geometric nuances and intricacy. The anomaly diffusion index of the fracture system medium is conveyed by [image: image].
2.1.3 Supporting equations
For the purpose of this analysis, capillary forces are not considered. Therefore, the pressure of the oil within the fracture system equilibrates with the pressure of the water phase, resulting in the flow of only oil within the matrix system. Consequently, the pressures within the fracture and the matrix are denoted by Pf and Pm, respectively.
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Initial:
[image: image]
2.2 Model solution
The meshless method, which is based on the weighted residual technique, utilizes the moving least squares (MLS) strategy to construct the approximation function. The governing equation is discretized using the least square method, resulting in the development of MWLS, a meshless technique. For a comprehensive understanding of the MWLS, please refer to the cited literature. (Yu-kun, 2007).
By reorganizing Eqs 11–13, we can derive the subsequent Eq. 18.
[image: image]
In the process of executing MWLS for inferential purposes, the problem domain, represented by Ω, and its boundary, denoted by Г, undergo discretization through the use of n points. The fracture system’s pressure and water saturation are then modeled by meshless approximate functions, established courtesy of MLS, which can be expressed following the template of Eq. 19.
[image: image]
where [image: image] is a shape function, [image: image].
By replacing Eq. 18-①) with Eq. 19 from above, the residual can be derived, as depicted in Eq. 20.
[image: image]
Thus, the computational scheme of MWLS for determining the pressure in the fracture system unfolds as follows:
[image: image]
In Eq. 21, [image: image] and [image: image] symbolize the penalty functions for the boundary conditions. By identifying the least value of Eq. 21 and transposing it into a discrete format, we arrive at Eq. 22:
[image: image]
By transforming Eq. 22 into matrix system and taking into account the freedom of [image: image] , we derive Eq. 23.
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Among them:
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Eq. 24 provides the fracture’s pressure at the t+1 time step. This value is then utilized in Eq. (18-②) for substitution. Subsequently, the MLS method is employed to construct an approximate equation for the Sw in the fracture. Ultimately, Eq. 24 is derived:
[image: image]
Eq. 24 provides the fracture’s Sw at the next time step.
The variables and parameters involved are as follows:
[image: image]
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The matrix system’s pressure can be determined using a similar approach. By inserting the fracture system’s pressure at the next time step into formula (18-③), the final MWLS equation can be derived:
[image: image]
Eq. 25 provides the matrix’s pressure at the next time step.
The variables and parameters involved are as follows:
[image: image]
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Where s represents the number of points used for calculations; Let n represent t the total number of points used for calculations within the neighborhood Ω, and let ni (i = 1,2) represent the total number of points used for calculations on boundary Γi.
3 EXAMINING AND CONFIRMING THE ACCURACY OF COMPUTATIONAL EXAMPLES
3.1 Model validation
A field case was constructed to validate the model’s accuracy, considering the fractal features in a shale oil reservoir where the horizontal well is fractured. The reservoir area are 500 m × 400 m × 10m, with the model and layout depicted in Figure 1. The corresponding physical properties of the reservoir can be found in Table 1. Due to its superior continuity and higher computational accuracy, we used the Gaussian formulation as the weighting function in the grid-independent approach. The layout scheme used is 50 × 40, and a node spacing of 3 times (30 m) is used for the node influence domain.
[image: Figure 1]FIGURE 1 | Model figure.
TABLE 1 | Parameters of reservoir.
[image: Table 1]This study incorporated Table 1 data into the oil-water flow fractal shale reservoir model to obtain daily oil production variations. This paper set a result calculated using EDFM as the reference solution. The results were then compared to those of a reference solution, as shown in Figure 2. The proposed method closely matched the reference solution, demonstrating its reliability, accuracy, and high computational efficiency. Furthermore, Figure 3 presents the pressure distribution at different times, showing that the matrix pressure gradually decreases during production. Although there were some discrepancies between the reference solution and the MWLS results, these errors fall within acceptable bounds and can be attributed to inherent differences between the approaches.
[image: Figure 2]FIGURE 2 | WOPR.
[image: Figure 3]FIGURE 3 | The Distribution of fracture pressure. (A) MWLS, 1 day; (B) Refence solution, 1 day; (C) MWLS, 50 day; (D) Refence solution, 50 day; (E) MWLS, 100 day; (F) Refence solution, 100 day.
3.2 Sensitivity analysis of nodal influence domain
After applying the theories and solutions mentioned earlier, a sensitivity analysis of the nodal influence domain is conducted to evaluate its impact on the accuracy of meshless method computations. The solution of the flow of oil and water in horizontally fractured wells. is used to verify the validity of the method. While the MWLS method is inherently precise, the accuracy of its results is also dependent on the process of choosing the nodal influence domain. The optimal parameter values vary depending on the specific problem at hand.
Consequently, the nodal influence domain was chosen to be 2, 3, 4, and 5 times the nodal spacing (10 m), with the initial water saturation is 0.25 while keeping other parameters constant. By doing so, the established mathematical model is further validated and analyzed to ensure its reliability and applicability in solving real-world problems associated with the flow of oil and water in horizontally fractured wells.
Figure 4 demonstrates the variation curves of daily oil and water production for different nodal influence domains. The calculated results demonstrate varying levels of consistency when the nodal influence domain is set at 2, 3, 4, and 5 times the nodal spacing. This suggests that the method is characterized by good stability and convergence in its calculations. This validates its effectiveness and robustness for simulating the flow of oil and water in horizontally fractured wells. Figure 5 shows the crack pressure distribution at 100 days for different nodal influence domains. The calculated crack pressure distributions do not differ significantly under different conditions. When the influence domain size is 5 times the nodal spacing, the pressure drop area is marginally larger than that for the influence domain size of 2, 3, and 4 times the nodal spacing. However, the overall difference is less than 2% because the area of pressure drop increases slightly with the size of the influence domain.
[image: Figure 4]FIGURE 4 | Comparsion of production. (A) Oil production; (B) Water production.
[image: Figure 5]FIGURE 5 | The distribution of frature pressure under different node influence domains. (A) 2; (B) 3; (C) 4; (D) 5.
3.3 Sensitivity analysis of initial Sw
The initial Sw level is a crucial factor affecting shale oil production. To investigate the impact of different initial Sw levels on reservoir recovery and fractured well production while keeping other parameters constant, data from Table 1 were utilized. The initial Sw values were set at 0.35, 0.45, 0.55, and 0.65. Figure 6 illustrates the pressure in the reservoir for different initial levels of Sw after 100 days of production. It is evident that an increase in the initial Sw level leads to a reduction in the pressure difference between the matrix and fracture in the reservoir. This underscores the importance of accurately modeling and understanding initial Sw when simulating and predicting shale oil production. At an initial Sw of 0.35, the matrix pressure in the upper part of the model is about 30 MPa at 100 days, while at this value of 0.65, the matrix pressure in the upper part of the model is only about 26 MPa.
[image: Figure 6]FIGURE 6 | Pressure distribution under different initial Sw. (A) Swi = 0.35; (B) Swi = 0.45; (C) Swi = 0.55; (D) Swi = 0.65.
In Figure 7, the Sw distribution in the reservoir at 100 days are shown for different initial Sw levels. When the initial Sw is set at 0.35, the Sw at the fracture increases slightly to 0.3506 after 100 days. However, as the initial Sw level increases, the Sw at the fracture decreases after 100 days. This phenomenon is mainly due to the increase in Sw, which results in a significant rise in water flow capacity. Accurately modeling and predicting the behavior of oil-water flow in shale reservoirs requires an understanding of the relationship between initial Sw and its impact on fracture Sw over time.
[image: Figure 7]FIGURE 7 | Fracture Sw distribution under different initial Sw. (A) Swi = 0.35; (B) Swi = 0.45; (C) Swi = 0.55; (D) Swi = 0.65.
In Figure 8, the fluid production under different initial Sw conditions is displayed. As the initial Sw increases, there is less free oil stored in the fractures and reservoirs. Consequently, the initial oil production is significantly reduced when the initial Sw is higher. Moreover, higher Sw reduces the relative permeability of the oil phase, hindering oil flow within the reservoir. Thus, larger initial Sw levels result in lower daily oil production and higher daily water production. For instance, when the initial Sw is set at 0.65, the initial daily well water production rate can reach 1024 m³/day. Understanding these relationships is crucial for optimizing reservoir management and production strategies.
[image: Figure 8]FIGURE 8 | Production of different initial water saturation conditions. (A) Oil production; (B) Water production.
3.4 Sensitivity analysis of fracture half-lengths
We investigate the effects of different fracture half-lengths on the proposed model by setting the values to 100 m, 150 m, 200 m, 250 m, and 300 m, while keeping other parameters unchanged. This analysis helps to understand how variations in fracture half-length and SRV influence the production performance and recovery efficiency in shale oil reservoirs.
Figure 9 displays the pressure distribution field for different fracture half-lengths at 100 days. Increasing the fracture half-length results in a more rapid and extensive drop in matrix pressure. For instance, with a fracture half-length of 100 m, the matrix pressure in the upper part of the reservoir was maintained at 30 MPa, while at a fracture half-length of 300 m, it decreased to 27 MPa.
[image: Figure 9]FIGURE 9 | Pressure distribution of different fracture half-lengths. (A) 100 m; (B) 150 m; (C) 200 m; (D) 250 m; (E) 300 m.
Figure 10 depicts the comparison curves of daily and cumulative oil production for various fracture half-lengths. Daily oil production rises with an increase in the fracture half-length, as shown in Figure 10A. Figure 10B indicates a positive correlation between cumulative oil production and fracture half-length, mainly due to the larger stimulated reservoir volume and pressure ripple area as the fracture half-length increases. Despite this, the incremental gain in cumulative oil production diminishes as the fracture half-length increases. For example, when the fracture half-length is 100 m, the cumulative oil production for 100 days is 8075 m3. When the fracture half-length is extended to 150 m, the cumulative oil production increases by 1556 m3 to reach 9631 m3. However, when the fracture half-length is increased from 250 m to 300 m, the increase in cumulative oil production is only 602 m3.
[image: Figure 10]FIGURE 10 | WOPR and FOPT of different fracture half-lengths. (A) WOPR; (B) FOPT.
3.5 Effects of fracture numbers
There are multiple factors affecting oil well productivity, among which the number of fractures is one of the key factors. The optimization of fracture numbers is also an important aspect of design of hydraulic fractures for horizontal wells. By fixing fracture half-length at 200 m, setting the initial Sw at 0.65, we change the number of fractures to 2, 3, 4, and 5, keeping other parameters consistent with the previous example.
The pressure distribution at 100 days for different fracture numbers is displayed in Figure 11. The relationship between the number of fractures and the pressure in the reservoir is evident, with an increase in fractures leading to a more rapid decline in pressure and a larger affected area. For example, when there are 2 fractures, the matrix pressure at the upper end of the reservoir can still be maintained at 25 MPa. However, when there are 5 fractures, the matrix pressure at the upper end of the reservoir is only 20 MPa. Figure 12 presents the changes in production capacity under different fracture numbers. Figures 12A, B display the wopr and wwpr curves, respectively, indicating that as the number of fractures increases, the corresponding WOPR and WWPR also increase. Figure 12C shows the FOPT curve, which is also shows a positive correlation with the number of fractures, but the rate of increase is diminishing. Increasing the number of fractures from 2 to 4 results in a 1.28-fold increase in cumulative oil production. However, increasing the number of fractures from 4 to 5 only leads to a 1.05-fold increase in cumulative oil production.
[image: Figure 11]FIGURE 11 | Pressure distribution at 100 days. (A) 2 fractures; (B) 23 fractures; (C) 4 fractures; (D) 5 fractures.
[image: Figure 12]FIGURE 12 | Production capacity analysis. (A) WOPR; (B) WWPR; (C) FOPT.
4 CONCLUSION

1) A mathematical model for oil-water fractal diffusion in fractured horizontal wells considering fracture network heterogeneity was developed and numerically solved using the MWLS method. Field example validation confirmed the model’s accuracy.
2) The impact of nodal domains in MWLS method was explored. The method shows robust stability. With an expanding nodal influence domain, the calculated results converge towards true values.
3) Employing the model, we examined the effects of initial Sw and reservoir modification on reservoir utilization and production. Increasing initial Sw increases oil flow resistance, hence reducing oil production. During reservoir modification, expanding fracture half-length and count enhances oil production, but with diminishing growth rate.
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In order to study the dissolution-diffusion process and mechanism of CO2 in multi-component crude oil, a model of multi-component crude oil system with octane as the main component and 16 other alkanes as a compound was constructed by using molecular dynamics simulation method. We estimated the CO2 density distribution in crude oil model and the shift in crude oil model volume change. We then investigated the microscopic influence mechanism of CO2 dissolution-diffusion on the volume expansion of crude oil by simulating the action of CO2 dissolution-diffusion in the multi-component crude oil model. Based on the variation law of mean square displacement between crude oil molecules, the dissolution and diffusion coefficients of CO2 were predicted, and the influence of CO2 dissolution-diffusion on crude oil mobility was analyzed. It is found that temperature intensifies the molecular thermal motion and increases the voids between alkane molecules, which promotes the dissolution of CO2 and encourages CO2 molecules to transmit, making the crude oil expand and viscosity decrease, and improving the flow ability of crude oil; with the enhancement of given pressure, the potential energy difference between the inside and outside of the crude oil model becomes larger, and the voids between alkane molecules become larger, which is favorable to the dissolution of CO2. Nevertheless, the action of CO2 molecules’ diffusing in the crude oil sample is significantly limited or even tends to zero, besides, the mobility of crude oil is affected due to the advance of external pressure. The mechanism of CO2 dissolution and diffusion in multi-component crude oil is revealed at the microscopic level, and provides theoretical guidance for the development of CO2 flooding.
Keywords: CO2, dissolution-diffusion, multi-component crude oil system, molecular dynamics simulation, mobility
1 INTRODUCTION
CCUS, the abbreviation for Carbon Capture Utilization and Storage technology, has been developed in recent years with the global attention to greenhouse gas emissions and other ecological issues. CCUS technology is not only effective in improving global warming, but also significant for achieving zero carbon emissions by 2050. According to the International Energy Agency, CCUS technology will achieve 38% of the emission reduction in the chemical and engineering industry and is expected to contribute about 14% of the CO2 emission reduction by 2050 (Mi and Ma, 2019; Jin and Chen, 2020; Qin et al., 2020; Zhang et al., 2022). CCUS technology can be further divided into oil and gas reservoir utilization (CCUS-EOR/EGR), chemical utilization, and biological utilization depending on the utilization method. CCUS-EOR technology is to inject the captured CO2 into a reservoir in the development stage with complete geological structure and adequate basic information, to enhance the recovery of crude oil through CO2 flooding and to achieve CO2 burial (Ku et al., 2023). This technology is not only highly economically viable, but also has a wide range of applications and a very promising future.
Overseas CO2 flooding originated in the 1950s (Whorton et al., 1952). In the 1980s, it was gradually applied in the oil field and began to be promoted commercially. Since 2000, the globe concern about environmental issues and the continuous development of engineering technology have further promoted the innovation of CO2 flooding technology (Shen and Liao, 2009). Around the 1960s, China started to pay close attention to CO2 flooding technology and conducted indoor flooding experiments, and carried out field tests in layer 4-7 of PuⅠin Daqing oilfield and in the eastern transition zone of Sanan; during the 1990s, Jiangsu Fumin oilfield carried out experiments on CO2 huff and puff (Chen et al., 2011). Before entering the 21st century, due to the lack of understanding and experimental support for this technology, coupled with the lack of CO2 gas sources in China and serious gas channeling in the oilfield experiments, the development of CO2 flooding technology in China had been slow (Gao et al., 2014; Zhao et al., 2017; Li, 2018). Over past 10 years, the internal CO2 flooding and storage field tests had made a remarkable progress which had three phases: pre-experiments, extended tests and industrial application, with increasingly abundant types of reservoirs and scales of tests, achieving certain results and accumulating some practical experience (Luo et al., 2013). Among all enhance oil recovery (EOR) technologies, the most well-known and effective way to enhance the oil production efficiency is to inject CO2 into the reservoir, furthermore, the injected CO2 can achieve the goal of CCUS energy saving and emission reduction (Yuan et al., 2020). The reasons in terms of mechanism why CO2 flooding can enhance oil recovery is that the solution of CO2 in the crude petroleum causes volume expansion of crude oil and increases oil saturation in the pore; in addition, CO2 can diffuse easily inside oil and water, giving the opportunity that the CO2 can redistribute and stabilize the balance of phase system, which acts an effective part in the relative permeability of oil and water (Hu et al., 2017; Guo et al., 2018; Jia et al., 2019; Li et al., 2019; Li, 2020; Jia et al., 2021).
To take into account the limitations of the complex dissolving and diffusing action of CO2 inside oil and water, and the inability of indoor experiments to simulate the microscopic oil drive efficiency of CO2, the author chose the molecular dynamics simulation method to carry out the research. Molecular dynamics simulation is a non-quantum mechanical method to work out problems at the molecular level based on the fundamental theory of classical Newtonian mechanics. The calculation process mainly relies on the position or average configuration of the nucleus to establish the required force field function to describe the molecular structure and energy, which is a more widely used calculation method, and it has certain advantages in analyzing the changes of microscopic properties such as intermolecular forces and molecular morphology. A crude oil system model which contains multiple alkane components is constructed and the action of dissolution-diffusion of CO2 in the multi-component crude oil model is simulated by applying the simulation method of molecular dynamics in this article. The CO2 density distribution in crude oil as well as the volume change of crude oil are calculated, and the microscopic impact mechanism of CO2 dissolution-diffusion on the volume expansion of crude oil is further analyzed. The dissolution and diffusion coefficients of CO2 were predicted based on the variation law of mean square displacement between crude oil molecules, and the impact of CO2 dissolution diffusion on crude oil mobility was analyzed. The mechanism of CO2 dissolution-diffusion in multi-component crude oil is revealed at the microscopic level, and provides theoretical guidance for the development of CO2 flooding.
2 CONSTRUCTION OF THE MULTI-COMPONENT CRUDE OIL SYSTEM MODEL
Primarily based on the results of laboratory determination of the chemical compositions of crude oil, a model of crude oil was constructed within our paper, the crude oil model is mainly composed of octane, including 17 kinds of alkane components such as methane and ethane (Table 1), the density at 20°C of this model is 0.82 g/cm3. The Visualize module in Material Studio software was used to build a model of each alkane molecule in the crude oil component (as shown in Figure 1). In addition, a molecular model of CO2 (shown in Figure 2) was constructed for subsequent simulation of the CO2 motion in the crude oil model (Jia et al., 2021).
TABLE 1 | Oil composition analysis data.
[image: Table 1][image: Figure 1]FIGURE 1 | Typical molecular model of components of oil. (A) methane (B) octane.
[image: Figure 2]FIGURE 2 | CO2 molecular model.
In accordance with the established molecular models of alkanes and CO2 above, the geometry and energy optimization of each molecular model were carried out and the optimized the molecular model structure was obtained by using the Forcite component, as shown in Figure 3. Figure 4 indicated that we used the Construction tool which is belong to the Amorphous Cell Tools component to build the multi-component crude oil molecular system model in accordance with the experimental testing consequences of crude oil components with the dimensions of 42.67 × 42.67 × 42.67 Å3 and the density of it is set to 0.82 g/cm3 in accordance with the real crude oil density. To ensure that the properties of the system remain unchanged during the simulation process, the crude oil system model is therefore subjected to three-dimensional periodic boundary conditions. CO2 was added to the multi-component crude oil molecular system model, and the temperature were set to 313 K, 353 K, 393 K and the pressure were set to 10–50 MPa, in units of 10 MPa respectively in order to be similar to the reservoir properties. This part is a preparation for the research of the action of the CO2 dissolution and diffusion in crude oil under different reservoir conditions. It should be noted that the idea of establishing the model is also applicable to other multi-component fluids including two phases of oil and gas or three phases of oil, gas and water, but it needs to be further determined according to experimental results and research objectives. Multi-component fluids are more reasonable in real formation fluid characterization and simulation.
[image: Figure 3]FIGURE 3 | Typical molecular model of components of oil after geometric and energy optimization (A) methane (B) octane.
[image: Figure 4]FIGURE 4 | Multicomponent oil system model.
3 SIMULATION METHOD AND VALIDATION
Author used the BIOVIA Material Studio 2019 software package for molecular dynamics simulations. First, the geometric and energy optimization of the multicomponent crude oil model was performed using steepest descent method to obtain the optimized structures for different temperature and pressure conditions. After that, the kinetic equilibrium was performed, and the force field parameters for both CO2 and n-alkanes were assigned using the COMPASS force field developed by Sun et al. which is suitable for organic molecules and inorganic covalent bond molecular systems, and its potential energy function form is expressed as:
[image: image]
where the first previous four terms show the bonding energy and the last two terms denote the non-bonding interaction energy. The non-bonding interaction energy can be represented by the Lennard-Jones 9-6 potential and the Coulomb electrostatic potential. The Lennard-Jones 9-6 potential describes the potential energy due to the weak repulsive and gravitational forces of the van der Waals force. Its specific form is:
[image: image]
[image: image]
where ij denotes an atomic pair, Eij is the potential well depth, rij0 is the zero potential distance of the atomic pair, and r is the distance between two atoms.
The other kinetic simulation parameters are: the canonical ensemble (NVT), temperature control using the Nosé-Hoover method, with the temperature set to 313, 353, and 393 K respectively; after that, the isothermal isobaric system synthesis (NPT) is selected, with the pressure set to 10–50 MPa, in units of 10 MPa, respectively, and the Berendsen method for pressure control. All other parameters were consistent in both equilibria, including: Ewald and Atom Based ways were adopted for electrostatic interaction as well as van der Waals interaction, separately. The dynamic simulation of 1 ns (1,000,000 steps) was performed with a step size of 1 fs at a distance of 1.25 nm. The consequences of the simulation procedure were exported every 1,000 steps which divided into two parts, the first part including 400 ps, they were applied to maintain the balance of the system, and the other part containing 600 ps was utilized for collecting the density data in whole system.
The way in which we calculate the crude oil molecular system density at a temperature of 20°C is to apply the simulation of molecular dynamics, afterwards, we compared it with the US NIST database, as shown in Figure 5. The difference between the value of crude oil system density as determined via molecular dynamics simulation that used in our article and the density value of reference given by NIST database is slight, which indicating that the established multi-component crude oil system model and procedure of simulation are reasonable.
[image: Figure 5]FIGURE 5 | Comparison of octane density values in oil models under different temperature and pressure conditions.
4 DISSOLUTION DIFFUSION COEFFICIENT AND CRUDE OIL MOBILITY
Zhao et al. (2016a) used a PVT instrument to measure the solubility change of CO2 in crude oil and formation water under reservoir conditions respectively and express those changes through curve representation. It was found that with the enhancement of reservoir pressure, the ability of CO2 solution in both oil and water enhanced, and the ability of CO2 solution within oil phase was about 7 times that in water.
Ao et al. (2019) studied the dissolution and diffusion law in crude oil and brine layer by using the pressure depletion method, and found that the reservoir pressure, temperature and brine concentration all directly affect the dissolution process of CO2 in brine layer. The higher the salt concentration in the brine layer, the lower the CO2 dissolution and the slower the diffusion rate.
At a certain temperature, the adsorption isotherm is plotted by calculating the number of small molecules adsorbed in the periodic box at different pressure points, which represents the relationship between the concentration of adsorbed gas and its partial pressure p at a certain temperature. Where the slope of the adsorption isotherm for a pressure value of 0 is the dissolution coefficient S (Jin et al., 2020; Jia et al., 2023):
[image: image]
where S is the dissolution coefficient, dimensionless. This factor represents the maximum number of grams of solute dissolved in 100 g of solution at a given temperature and pressure.
The dissolution coefficient decreases with the increasing temperature. While determining the dissolution rate and final CO2 dissolution in crude oil is the diffusion coefficient, the larger the diffusion coefficient, the larger the diffusion flux, which determines the gas distribution in the reservoir at different times and affects and improves the physical characteristics of crude oil (Chen et al., 2010). Grogan and Pinczewski (1984) established a mathematical model for the diffusion coefficient under atmospheric pressure conditions by directly observing the interfacial movement of the oil or water phase during CO2 diffusion. Renner (1988) used artificial cores to test the coefficients of CO2 and rich gas diffusing motion in crude oil at high pressure. Riazi (1996) used the pressure drop method to study the diffusion coefficients between gas and crude oil (Zhang et al., 2000). Wang (1996) systematically described the CO2 mixed-phase drive diffusion percolation equation, molecular diffusion coefficient and physical dispersion coefficient models and related experimental determination methods (Li et al., 2001; Fu et al., 2003). Zhao et al. (2016b) proposed an approximate calculation model of the variable diffusion coefficient applicable to the pressure drop method, but the effect of crude oil expansion on diffusion was not considered. In response to the inability of previous authors to comprehensively consider the impacts of varying temperatures and pressures on the diffusion of dissolved CO2 in crude oil in indoor experiments. This paper takes advantage of molecular dynamics simulations at the microscopic level to carry out simulation studies.
The diffusion coefficient in this paper is calculated from the mean square displacement and is mainly expressed as (Jin and Chen, 2019; Jin et al., 2020):
[image: image]
where Nα denotes the diffusion of atoms in the system and ri(t) represents the displacement vector of molecule i from 0 to time t. The diffusion coefficient is obtained from the best trend line of the MSD curve y = ax + b. It is specifically obtained from the following equation:
[image: image]
According to the Strokes-Einstein formula, different diffusion coefficients of CO2 lead to different viscosities of crude oil and ultimately different crude oil fluidity. The two show an inverse relationship, mainly calculated by the following equation:
[image: image]
where T represents the simulated temperature, α represents the molecular radius of CO2, which is approximately 1.65 × 10−8 cm, k denotes the Boltzmann constant, which is 1.38 × 10−23 J/K, D denotes the diffusion coefficient, as well as μ represents the crude oil viscosity.
The dissolution and diffusion coefficients of CO2 were calculated mainly by Material Studio software. In the simulation process, the software will count the specific dissolution amount of CO2 at different times, and according to these dissolution amounts, the dissolution coefficient of CO2 at different times can be calculated. The diffusion coefficient was calculated by calculating the change of Mean Square Displacement of CO2 over a period of time, and then solving the diffusion coefficient according to linear regression fitting.
5 RESULTS AND DISCUSSION
5.1 The density distribution of CO2
Figure 6 shows the distribution state of CO2 dissolution density in the model of crude oil system that we set up under various temperature and pressure conditions. The red part represents the concentration distribution of CO2 molecules dissolved in different systems. We count the specific distribution density of CO2, as shown in the following figure. At the same temperature, with the enhancement of pressure, the dissolving amount of CO2 within the crude system also increases, and the dissolution density distribution of CO2 in the crude oil system model enhances. Meanwhile, the ability of CO2 solubility increases as the temperature rises at the same pressure. This is because of the existence of vast voids among alkane molecules. With the change of external conditions, the movement of CO2 molecules is intensified, prompting it to enter the voids between alkane molecules.
[image: Figure 6]FIGURE 6 | Dissolution density distribution of CO2 in oil system model under varying temperature and pressure conditions (A) 313 K-10 MPa (B) 313 K-50 MPa (C) 353 K-10 MPa (D) 353 K-50 MPa (E) 393 K-10 MPa (F) 393 K-50 MPa.
5.2 The expansion law of crude oil model
Since the action of the dissolution of CO2 into crude oil was done, it promotes the expansion of crude oil. However, the change of external temperature and pressure will make the volume of crude oil model show different variation rules. We calculated the volume of the crude oil model after CO2 dissolution under different reservoir conditions and found that: the pressure increases, the crude oil system model is compressed and becomes smaller. And the increase of temperature causes the crude oil model to expand further and become larger in volume. We calculated the system change rate of crude oil system model under different temperature and pressure conditions, as demonstrated in Tables 2, 3, 4 below:
TABLE 2 | Volume change of oil system at 313 K.
[image: Table 2]TABLE 3 | Volume change of oil system at 353 K.
[image: Table 3]TABLE 4 | Volume change of oil system at 393 K.
[image: Table 4]Figure 7 reveals the trends of the volumes of the crude oil system models before and after dissolving CO2 under varying thermal and pressure conditions. As the pressure increases, the crude oil system model is compressed and the volume of each model decreases. After dissolving CO2, the volume change rate of the crude oil model reduces linearly, and the volume change rate of each model is comparable to which in the undissolved CO2 model and smaller than that of the undissolved CO2 model. The interpretation for this phenomenon is that the potential energy difference value from the inner to outer system becomes smaller after CO2 enters the space between alkane molecules through dissolution and diffusion. At the critical point of dissolution and diffusion, these systems will be in dynamic equilibrium and the influence of external environment becomes weak.
[image: Figure 7]FIGURE 7 | The correlation between the volume change rate and pressure of oil system model before and after CO2 dissolution at different temperatures. (A) Before CO2 dissolution. (B) After CO2 dissolution.
As the temperature increases, the crude oil system model expands and becomes larger in volume. From the simulation results at 313, 353, and 393 K, the average swelling rate of the crude oil model before dissolving CO2 molecules is 4.01% per 40 K increase.
The average swelling rate after dissolving CO2 molecules was 4.82% (Figure 8). The increase in temperature promotes the dissolution and diffusion of CO2 molecules while also prompting the crude oil model to undergo expansion. It is attributed to the enhancement of temperature results in the rise of molecules kinetic energy, the increase of distance between molecules, the increase of space between alkanes, and the extension of the crude oil model system. The enhancement in CO2 molecules kinetic energy makes it easier to enter into the gaps between alkane molecules, resulting in the increase in dissolution and diffusion ability. As a result, the dissolved amount of CO2 also increases.
[image: Figure 8]FIGURE 8 | Volume change rate of oil system model before and after CO2 dissolution under different temperature and pressure conditions. (A) Before CO2 dissolution. (B) After CO2 dissolution.
5.3 The prediction of dissolution-diffusion coefficients
Firstly, the density distribution of alkane molecules was calculated, and the distribution of CO2 density in the models that we established under various conditions was obtained by simulation to predict the CO2 dissolving coefficients in the crude oil system and use the coefficients to figure the diffusion coefficient of multi-component crude oil molecules. Figure 9 shows the mean-square displacement (MSD) versus simulation time for the crude oil system model under different pressure conditions. Based on the gradient of the MSD curves, the diffusion coefficients of multicomponent crude oil were calculated as shown in Table 5.
[image: Figure 9]FIGURE 9 | The relationship between molecular mean azimuth movement of oil molecular and simulation time under different temperature and pressure conditions. (A) 313 K- Before CO2 dissolution (B) 313 K-After CO2 dissolution (C) 353 K-Before CO2 dissolution (D) 353 K-After CO2 dissolution (E) 393 K-Before CO2 dissolution (F) 393 K-After CO2 dissolution.
TABLE 5 | Diffusion coefficient of oil before and after dissolving CO2.
[image: Table 5]The external pressure has an impact on the volume change rate of the crude oil system model, making it fall off with the pressure increasing, it is due to the decrease of diffusion coefficient before and after the dissolution of CO2. The diffusion coefficients after dissolving CO2 are all larger than those before dissolving CO2, and the diffusion coefficients at all temperature regimes decrease with increasing pressure, among which: the diffusion coefficients for the 313 K regime decrease from 0.3255 × 10−4 cm2/s at 10 MPa to 0.2202 × 10−4 cm2/s at 50 MPa and from 0.3559 × 10−4 cm2/s at 10 MPa to 0.2533 × 10−4 cm2/s at 50 MPa respectively; the diffusion coefficients of the 353 K system decreased from 0.4864 × 10−4 cm2/s at 10 MPa to 0.3462 × 10−4 cm2/s at 50 MPa and from 0.5415 × 10−4 cm2/s at 10 MPa to 0.4081 × 10−4 cm2/s at 50 MPa respectively; the diffusion coefficients of the 393 K system decreased from 0.6696 × 10−4 cm2/s at 10 MPa to 0.5101 × 10−4 cm2/s at 50 MPa and from 0.7137 × 10−4 cm2/s at 10 MPa to 0.5485 × 10−4 cm2/s at 50 MPa respectively.
The molecular kinetic energy and the diffusion coefficient going up while the temperature rises. For example, the diffusion coefficients at 10 MPa pressure increased from 0.3255 × 10−4 cm2/s at 313 K to 0.6696 × 10−4 cm2/s at 393 K and from 0.3559 × 10−4 cm2/s at 313 K to 0.7137 × 10−4 cm2/s at 393 K before and after dissolving CO2, respectively. From these data and analysis in Figure 9, it is able to be indicated that the coefficients of diffusion of the crude oil system after dissolving CO2 is generally larger than that before dissolution. This is because the dissolved CO2 occupies the voids of alkane molecules, thus reducing the interaction forces between alkane molecules.
5.4 The influence mechanism of crude oil flow law
The diffusion coefficient of multi-component crude oil before and after dissolving CO2 is calculated, and the variation of crude oil viscosity can be further calculated according to Eq. 7. The coefficient of diffusion is inversely proportional to the viscosity. The increase of temperature and the dissolution of CO2 can reduce the viscosity of crude oil and improve the fluidity of crude oil, but the effect of temperature is stronger. Moreover, the increase of temperature accelerates the diffusion of CO2 molecules into the matrix, which is conducive to the adsorption of CO2 on the wall and the displacement of crude oil (Lashgari et al., 2019; Chen et al., 2011).
The increase of pressure will increase the intermolecular force of crude oil, inhibit the diffusion, and slightly enhance the crude oil viscosity. However, the enhancement of pressure will promote the dissolution of CO2, and minish the crude oil viscosity to a certain extent. In general, the increase of pressure will have a weak viscosity reduction effect. Although the increase of pressure will inhibit the diffusion of CO2 in the crude oil, more CO2 will enter the reservoir to achieve reservoir acidizing to solve plugging, and also improve permeability and flow capacity (Jia et al., 2021; Gao et al., 2023).
6 CONCLUSION
In this paper, we established a multi-component model close to the real formation crude oil and employed molecular dynamics simulations to investigate the dissolution and diffusion process of CO2 in the crude oil systems, and its influence on the mobility of crude oil was examined. By establishing a multi-component crude oil model consistent with the results of experiments, the dissolution-diffusion procedure of CO2 in multi-component crude oil at 313 K, 353 K, 393 K and 10–50 MPa, in units of 10 MPa were simulated. Our aims were to quantitatively characterize the density distribution of CO2 dissolved in crude oil, reveal the mechanism of crude oil expansion and improvement of the crude oil mobility due to CO2 dissolution and diffusion, and systematically analyze the effects of temperature and pressure on the dissolution and diffusion of CO2. In addition, the research ideas in this manuscript are also applicable to the molecular dynamics simulations of other fluid models. We expect that our study will provide some insights into the mechanism of CO2-EOR and provide some ideas for molecular dynamics simulations. The following conclusions were obtained:
1) By simulating the reservoir status including temperature and pressure, the dissolving process of CO2 in multi-component crude oil was observed as well as the density distribution of CO2 was analyzed; with the change of temperature or pressure, the movement of CO2 was intensified and driven into the interstices of alkane molecules.
2) The variation of crude oil volume since dissolving CO2 and the mechanism of varying temperature and pressure on the expansion of crude oil were analyzed. It is concluded that both temperature and pressure promote the action of CO2 dissolving in petroleum, as well as the crude volume expansion along with temperature enhancing, while compression occurs while the pressure increasing.
3) The coefficient of crude oil diffusion before and after CO2 dissolution is predicted. The variation trend of diffusing coefficient before and in the back of CO2 dissolving in crude oil is analyzed, and the impact mechanism of temperature and pressure on diffusing coefficient is clarified.
4) The effects of temperature, pressure as well as CO2 dissolving on the fluidity of crude oil are studied by combining the variation of diffusion coefficient and SE equation. The increase of temperature and the dissolution of CO2 can lower the crude oil viscosity and improve the fluid ability of crude oil, but the influence of temperature is stronger. The increase of pressure will have a weak viscosity reduction effect.
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Steam flooding is an important thermal recovery method for heavy oil reservoirs, and convective heating technology is used to fracture oil shale reservoirs with good results. This paper reviews the main prediction methods, optimization approaches for steam flooding performance, and its application in fractured oil shale reservoirs. The prediction methods include experimental, numerical simulation, and statistical models. These provide insights into steam override, heat transfer, and production dynamics. To optimize steam flooding, parameters like quality, temperature, injection rate, and allocation need to be coordinated based on reservoir conditions and monitoring data. Real-time injection control, economic analysis, and sweep efficiency improvements should also be considered in optimization workflows. Although progress has been made, more field studies are needed to establish systematic optimization practices utilizing advanced technologies. This review summarizes the key developments in steam flooding modeling and optimization, providing a reference for further research and field applications.
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1 INTRODUCTION
Steam flooding is an important thermal recovery technique that uses heat to mobilize and produce heavy and viscous crude oil. It helps reduce oil viscosity through various mechanisms and improves recovery from depleted or marginal reservoirs. This paper reviews key developments in modeling and optimizing steam flooding performance for conventional heavy oil as well as applications in fractured reservoirs like oil shale. Prediction methods provide insights into complex heat and fluid flow dynamics during steam flooding. Various technical parameters need to be optimized based on reservoir conditions to improve project economics. Convective heating technologies have been applied in fractured reservoirs including oil shale with good results. Further studies on systematic optimization workflows are still needed to maximize the potential of steam flooding (Rao et al., 2022; Xu et al., 2022). This review summarizes progress in this area to provide a reference for future research and field applications.
2 STEAM FLOODING RESERVOIR PREDICTION METHODS
The main methods for dynamic prediction of steam flooding development are mine-site experimental method (Zhao, 2020), numerical simulation method (Falta et al., 1992; Mozaffari et al., 2013), and statistical model method (Shafiei et al., 2013). The mine-site experimental method mainly summarizes the steam overriding phenomena in the block based on the production situation of the block, combined with geological characteristics, and analyzes some rules of steam overriding (Sander et al., 1991). Lauwerier (1955) was the first scholar to start the theoretical research on steam flooding and make some progress. Through his studies on reservoir heat transfer problems such as injecting steam and other hot fluids, he obtained the laws of reservoir heat transfer in the reservoir and near the injection wells. Langeheim and Marx proposed a classic mathematical model for steam injection and thermal oil recovery by viscosity reduction. This became the theoretical basis for subsequent scholars to study thermal oil recovery by steam. Through Langeheim and Marx’s theory, the speed of heat penetration, cumulative heated area, and the economic limit of injecting heat into an ideal reservoir at a constant temperature rate can be roughly estimated (Marx and Langenheim, 1959).
Ramey (1959) further expanded the above steam flooding theoretical model in 1959. Ramey changed the original fixed steam injection rate to variable steam injection rate, which was Ramey’s major contribution to steam flooding theory. Willman et al. (1961) derived an equation that can roughly estimate the heating radius under a fixed steam injection rate. This method was used to predict the required steam injection rate for a fixed steam volumetric flow rate in radial flow reservoirs.
The research results of the above scholars assume that the temperature distribution in the reservoir is step-wise, dividing the fluid flow regions in the steam flooding process into hot and cold zones. This theoretical assumption was broken by Mandl-Volek (1969)’s innovation on physical models in 1969. The model incorporates heat exchange at the steam front in the steam flooded reservoir, and introduces the concept of “critical time” into the model. Based on Mandl-Volek’s theory, Myhill-Stegemeier (1978) proposed a set of steam front displacement theories through in-depth research. The premise of this method assumes that the oil displacement is equal to the crude oil production. If the calculation is based on this assumption, the results will be biased high.
Through sensitivity analysis of various parameters on the Kern River block, Gomma (1980) established a new steam flooding model. His analysis revealed the relationship between key parameters such as formation thickness, net to gross ratio, and initial oil saturation for this type of steam flooded reservoir. The calculation formula can be used to obtain reservoirs with similar fluid properties or physical similarities to the Kern River block. However, this method is only applicable to reservoirs similar to the Kern River block.
Based on the theoretical foundations of the above models, Jones (1981) proposed a mathematical model for one-dimensional steam flooding. The Jones model combines 3 empirical coefficients from actual field production to predict steam flooding production dynamics. However, the empirical coefficients of this model can only be applied to reservoirs with similar properties to the Kern River field. To apply it to other oilfields, the empirical coefficients must be history matched against actual field data to obtain accurate coefficients.
Considering steam override, Farouq Ali (1982) proposed a steam flooding model based on the Van Lookeren model theory. The most obvious advantage is the use of the principles of conservation of mass and energy. It considers heat loss without relying on empirical data. However, the shortcoming is that some parameters of this model are difficult to obtain, and temperature has a significant impact on relative permeability. Therefore, the experimental results hardly reflect the real situation. To facilitate screening and evaluating reservoirs for suitability of applying steam flooding for improved oil recovery, Aydelotte and Pope (1983) constructed a simplified predictive model for steam flooding. This model expanded the Van Lookeren model and designed a more general computer program.
Neuman C.H. (Neuman, 1975; Newman, 1975; Neuman, 1985) proposed a new model. This model assumes that the steam zone grows vertically and considers steam override. Miller-Leung (Miller and Leung, 1985) divided the reservoir into three zones - the steam zone, condensation zone and cold oil zone, and established a predictive steam flooding model considering steam override. The model established by Torabzadeh-Kumar (Torabzadeh et al., 1990) has standardized the historical dynamics of the same or similar oilfields. However, the relationship between normalized recovery factor and injected steam was fitted using polynomials. Kohei Miura and Jin Wang (Miura and Wang, 2012) proposed a simplified analytical model for predicting cumulative steam-oil ratio during steam assisted gravity drainage process (Figure 1).
[image: Figure 1]FIGURE 1 | Schematic of oil shale in-situ retorting technology by superheated steam injection (MTI) (Kang et al., 2020).
3 STEAM FLOODING PRODUCTION OPTIMIZATION
With the advancement of steam flooding technologies for heavy oil recovery, optimizing steam flooding performance has received increasing attention in both academic research and field applications (Alvarez and Han, 2013; Dong et al., 2019). The key objectives of steam flooding optimization are to maximize heat efficiency, improve sweep efficiency, delay steam breakthrough time, and enhance oil production in an economic manner (Kirmani et al., 2021). This requires optimizing multiple technical parameters throughout the entire process from pilot design to late field development (Huang et al., 2018). Recent studies have proposed various approaches to optimize steam injection parameters based on reservoir conditions (Shin and Polikar, 2007). Dong et al. (2019) optimized quality and temperature of high pressure steam injection for a deep reservoir and achieved higher oil rates than normal pressure. Sun et al. (2017) optimized injection rate to balance heat efficiency and oil production.
With the help of monitoring technologies like distributed temperature sensing (DTS), real-time injection control and optimization has become viable. Patel et al. (2018) designed a closed-loop approach to continuously optimize steam rate based on DTS data and simulator predictions. Teletzke et al. (2010) adjusted injector-producer spacing based on monitoring to mitigate steam override issues. These practices have proven effective in increasing sweep efficiency and reducing steam loss.
To address reservoir heterogeneity, steam allocation optimization has been applied. Yan et al. (2018) optimized zone-based steam allocation with a multi-objective genetic algorithm and improved Net Present Value. Such optimization helps utilize steam energy more efficiently. Economic analysis should be incorporated in steam flooding optimization. Kannah et al. (2021) performed economic evaluation on various steam operational strategies. The optimal strategy balances oil rate, heat efficiency and project life to maximize profitability. Economic optimization helps justify optimization practices and improve overall field development value.
Steam quality is the mass fraction of the vapor to the liquid phase (Guo et al., 2022). It represents a dimensionless number between 0 and 1 indicating the amount of water converted to steam. Steam quality affects displacement efficiency as well as viscosity reduction and other mechanisms, which helps determine optimal flooding conditions (Srochviksit and Maneeintr, 2016). Compared to high injection rates, lower injection rates but higher steam quality can increase recovery to a greater extent (Al Shaibi and Al Abri, 2018). Steam optimization utilizes proper steam allocation to increase oil production in a cost-effective monitoring program, while maintenance, variation in steam quality and restricted steam distribution have negatively impacted steam flooding (Castrup, 2019). Based on these studies, a proper and optimized steam injection scheme can be recommended that activates recovery mechanisms by adjusting steam quality and temperature. This research helps select injection schemes that consider the challenges of steam flooding and maximize total field production from heavy oil reservoirs under economic conditions.
In summary, optimizing steam flooding requires coordinating multiple technical parameters over the entire project life based on continuous monitoring and updated reservoir data. More field studies are still needed to establish robust and systematic optimization workflows with the aid of advanced technologies.
4 APPLICATION OF STEAM FLOODING IN FRACTURED OIL SHALE RESERVOIRS
An important technique for developing oil shale reservoirs is convective heating technology, which uses high-temperature fluids to heat the oil shale in situ. Several heating and production wells are first drilled in the oil shale formation, and hydraulic fracturing is used to interconnect the heating and production wells (Wei et al., 2021a; Wei et al., 2021b; Shiming et al., 1305). Then the positions of the production and heating wells are alternated periodically. High-temperature fluids are injected into the oil shale layer through the heating wells, heating up the oil shale formation and thermally cracking kerogen to generate oil and gas. The produced oil and gas are carried out to the surface by the cooler fluids or condensed water through the production wells. The cracking and release of pyrolysis gases from the oil shale generates numerous microfractures, which helps improve the matrix permeability of the oil shale and enhance flow channels (Fan et al., 2010). Compared to electrical heating for in-situ development, the in-situ development of oil shale using fluid heating is more complex, requiring consideration of more factors in numerical simulation. These factors include heat transfer, temperature field, pressure field, fluid flow, and the influence of fractures.
Kang et al. (2008) studied in-situ development techniques for oil shale using steam injection heating, and performed coupled analysis of the fluid flow, temperature, and chemical fields. Li (2017) carried out numerical simulation studies on the temperature field, kerogen concentration, and oil production during steam injection in-situ development of oil shale. Based on hydraulic fracturing to connect the injection and production wells in oil shale formations, Wang (2011) performed simulation analysis of steam injection heating techniques for oil shale. The effects of fracture position on oil shale heating were discussed, but only two-dimensional reservoirs were simulated.
Xue (2007) discovered through numerical simulation that using high temperature and high pressure steam can effectively pyrolyze oil shale and carry away the generated shale oil. High temperature and high-pressure steam can also significantly increase the number of fractures inside the oil shale, improving its permeability. Jiang et al. (2015) performed numerical simulation studies on nitrogen gas injection from production wells for heating and heat transfer. Based on extending the functions of open-source fluid simulation software from Los Alamos National Laboratory in the US, Kelkar (Kelkar et al.) carried out numerical simulation studies of coupled thermal-hydrological-mechanical-chemical processes during in-situ conversion and production, and provided some simple simulation examples. Zhao (2013) performed coupled thermal-flow-solid simulations of the interaction processes between oil and gas components during underground co-gasification of oil shale and coal, obtaining the evolution laws of underground temperature fields and coupling characteristics in the co-gasification process. Li (2017) used CMG numerical simulation software to simulate oil shale pyrolysis experiments, designed the model as a dual-porosity geological model. The kerogen decomposition chemical reactions used an alternative reaction mechanism, simplifying the decomposition process into three chemical reaction equations. Based on IFCD technology, Liu (2019) combined experimental research with numerical simulation to summarize the physical property evolution laws of oil shale during heating. The temperature, stress and strain field variations in the oil shale layer during in-situ development were also analyzed.
5 RESULTS
This review summarizes key developments in modeling and optimizing steam flooding performance. Prediction models provide insights into complex dynamics like steam override and heat efficiency. Optimizing parameters such as quality, temperature, injection rate and allocation can improve performance based on reservoir conditions. Real-time injection control and dynamic optimization enabled by monitoring technologies have been implemented. Economic analysis is vital for justifying optimization practices. Convective heating shows potential in fractured reservoirs like oil shale, by thermally cracking kerogen and enhancing permeability. Further studies are needed to develop systematic optimization workflows using advanced technologies. This review of modeling and optimization advances provides a valuable reference for steam flooding research and applications.
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‘ T (days) | 8
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‘ T 0.102
‘ qi (Mscf/D) 16,980
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Paramets Value

Model dimension (X x Y x Z) (ft) 150 % 400 x 10

Initial pressure (psi) 2,500
Bottom-hole pressure (psi) 500

Viscosity (cp) 00174
Compressibility (107 psi™') 9.75
Porosity I 006

Permeability of Region 2 (mD) 00005

Permeability of Region 1 (mD) 1

Volume in Region 2 (10 ft") 18
Volume in Region 1 (10* ft') 2
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