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Recent technological advances are significantly 
enhancing ones ability to image the interplay 
of neuronal activity, metabolism, and the 
associated vascular response with high spatial 
and temporal resolution. This Research 
Topic will cover these recent technological 
advances as well as the impact they have had 
on understanding the coupling of neuronal, 
metabolic, and vascular responses.

We invite contributions to highlight new 
original research and to provide a forum 
for discussion of hot neurovascular topics. 
Potential contributions include, but are not 
limited by the following examples: 

- Development and application of novel optical technologies for imaging of neuronal, 
metabolic and vascular activity. Examples include 2-Photon Microscopy, Optical Coherence 
Tomography, and Second Harmonic Microscopy.
- Intravital imaging of metabolites such as NADH and flavoproteins 
- Application of optical methods for manipulation of neuroglial circuits and vascular 
architectonics 
- Development of novel Magnetic Resonance contrasts for noninvasive imaging of blood flow, 
volume, and oxygen consumption. 
- Application of imaging tools for studying of neurovascular dysfunctions such as stroke, 
vascular dementia and Alzheimer’s Disease 
- Hypotheses, Perspectives, Commentaries and Opinions with regards to the body of recent 
publications that utilize imaging tools for investigation of neurogliovascular communication 
and the regulation of cerebral blood flow
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but also well-controlled manipulations (Allegra Mascaro et  al., 
2010; Kleinfeld et al., 2011) crucial for testing causality rather than 
simply establishing a correlation between measurement parameters 
(that does not automatically imply that one of the parameters drives 
the other). Moreover, the present collection of papers reaches well 
beyond the current state of knowledge, defining important ques-
tions and roadmaps for future research (Buxton, 2010; Cauli and 
Hamel, 2010; Hamilton et al., 2010; Vazquez et al., 2010; Kleinfeld 
et al., 2011; Lin et al., 2011).

For us, Neurovascular Imaging is a lifetime-long affair that 
combines the magic of imaging (“seeing is believing”) with the 
enigma of neurovascular communication waiting to be resolved, 
and the excitement of basic discovery with satisfaction of the 
usefulness/medical relevance of the results. We hope that the 
present collection of papers will be of particular encouragement 
for the young people in the field. The Neurovascular Imaging 
train is on a fast track toward genuine understanding of neu-
rovascular and neurometabolic mechanisms with outstanding 
clinical importance.
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In this e-book we present a collection of papers submitted to 
Frontiers in Neuroenergetics in response to the “Special topic” ini-
tiative titled “Neurovascular Imaging.” Advances in imaging tech-
nology, both optical and MRI based methods, traditionally have 
played (and continue playing) a major role in the advancement 
of neuroscience in general and in the understanding of cerebral 
blood flow and metabolism in particular. Therefore, our initial 
intent was to highlight the technological advances and impact they 
had on neurovascular/neurometabolic research, including descrip-
tion of the key biological results. However, it was the last aspect of 
our proposal – the biological results – that was met with the most 
overwhelming enthusiasm. Thus, while improvements of imaging 
technology are featured in the majority of the included articles, 
the main focus is on using those technological advances to better 
understand neurovascular and neurometabolic coupling.

So, what does it take to make significant progress in under-
standing of this coupling? First, as in every study in this e-book, 
it requires a team of investigators armed with state-of-the-art 
measurement tools and a novel (“transformative”) approach, 
a.k.a. imagination. Second, one has to recognize the limitations 
of their measurement tools and consider the measurement theory 
– the relationship between the experimental “observables” and the 
underlying physiological parameters (Harris et al., 2010; Lindauer 
et  al., 2010; Logothetis, 2010; Vanzetta and Slovin, 2010). For 
example, although BOLD fMRI measures deoxyhemoglobin, 
one has to consider both intra- and extravascular contributions 
to the signal and effects of vessel size, which vary as a function 
of the magnetic field of an MRI scanner. Likewise, one has to 
account for specific experimental conditions producing a biologi-
cal behavior that might or might not translate to the intact brain 
situation (Filosa, 2010). Finally, merely the number of physiologi-
cal parameters, which interact to produce a biological behavior, 
necessitates the use of computational modeling (Buxton, 2010). 
In particular, a solid theoretical framework is required to bridge 
between micro- and macroscopic levels of description – a criti-
cal step for translation of basic science observations in healthy 
brain (Cauli and Hamel, 2010; Hamilton et al., 2010; Saka et al., 
2010; Sirotin and Das, 2010; Vazquez et al., 2010; Kleinfeld et al., 
2011) and in experimental disorders (Luckl et al., 2010) to human 
studies (Koch et al., 2010; Lindauer et al., 2010; Obrig et al., 2010; 
Lin et al., 2011).

With the continuing development of optical (Akkin et al., 2010; 
Gregg et al., 2010; Hu and Wang, 2010; Srienc et al., 2010) and MRI 
(Harel et al., 2010; Hyder et al., 2010; Lin et al., 2011) imaging tech-
nology, and the steadily increasing availability of specific fluorescent 
and MR-visible indicators (Barros, 2010), our ability to probe the 
biological mechanisms underlying functional hyperemia is on a 
steep rise. Importantly, new methods allow not only measurement, 
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including optical methods (Dunn et al., 2005; Grant et al., 2009; 
Roche-Labarbe et al., 2010) and tissue oxygenation measurements 
in animal studies (Caesar et al., 2008; Piilgaard and Lauritzen, 2009; 
Thomsen et al., 2009), also exploit the change in blood or tissue 
oxygenation due to the mismatch of CBF and CMRO

2
 changes as 

a biomarker of altered neural activity.
Because oxygenation changes depend on the relative changes in 

CBF and CMRO
2
, a quantitative interpretation of BOLD signals, 

and also other functional neuroimaging signals related to blood 
or tissue oxygenation, is fundamentally limited until we better 
understand brain oxygen metabolism and how it is related to blood 
flow. While there has been a large research effort focused on the 
links between neural activity and blood flow, our understanding of 
oxygen metabolism changes is limited by the intrinsic difficulty of 
measuring CMRO

2
. However, the complexity of oxygenation signals 

also has a positive side: the fact that oxygenation signals are sensitive 
to both CBF and CMRO

2
 changes offers the possibility of estimat-

ing CMRO
2
 changes when these measurements are combined with 

additional measurements of CBF. In fact, a quantitative interpreta-
tion of oxygenation-based signals offers the best hope we have for 
measuring dynamic changes in CMRO

2
 (Herman et al., 2009). This 

is intrinsically a multimodal imaging approach, and a key required 
element to make it work is a theoretical framework that accurately 
relates our measured signals to the underlying physiology.

Introduction
A brief neural stimulus produces a rapid and robust increase of 
cerebral blood flow (CBF), as illustrated in Figure 1A. Although this 
phenomenon is the basis for most current functional neuroimaging 
methods, it is still not clear what physiological function this serves. 
The CBF response is quite strong, with the fractional CBF change 
typically ∼2–4 times larger than the associated fractional change 
in the cerebral metabolic rate of oxygen (CMRO

2
). A useful way of 

describing this effect is that the oxygen extraction fraction (OEF) – 
the fraction of delivered oxygen that is extracted from the blood 
and metabolized – decreases with increased neural activity. This 
counterintuitive result, first reported by Fox and Raichle (1986), 
is surprising because at rest CBF and CMRO

2
 appear to be tightly 

coupled, with a relatively uniform OEF across the brain despite a 
wide regional variation of blood flow (Gusnard and Raichle, 2001). 
Fortunately for the field of functional neuroimaging, the increase of 
local blood oxygenation with activation produces a small increase 
of the signal measured with functional magnetic resonance imaging 
(fMRI) because of the magnetic properties of deoxyhemoglobin, 
with higher deoxyhemoglobin levels tending to reduce the MR 
signal. Decreased deoxyhemoglobin due to the drop in OEF with 
activation then leads to an increase of the MR signal, the blood 
oxygenation level dependent (BOLD) response (Kwong et al., 1992; 
Ogawa et al., 1992; Buxton, 2009) (Figure 1B). Other techniques, 
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This review focuses on the problem of interpreting 
oxygenation-based signals, the challenges involved in measuring 
CMRO

2
 in general, and what is needed to put oxygenation-based 

estimates of CMRO
2
 on a firm foundation. The importance of 

developing a solid theoretical framework is emphasized, both as an 
essential tool for analyzing oxygenation-based multimodal meas-
urements, and also potentially as a way to better understand the 
physiological phenomenon that lies at the heart of BOLD-fMRI: 
the mismatch of CBF and CMRO

2
 changes with activation.

The problem: Can we interpret oxygenation-based 
signals as a quantitative reflection of 
physiological activity?
Functional MRI based on mapping the BOLD response has devel-
oped into a widely used and sensitive tool for mapping patterns 
of activation in the human brain. Sophisticated statistical meth-
ods have been developed to identify significant signal changes 
associated with a stimulus, and these detected changes are taken 
as evidence for a change in neural activity at that location (with 
the caveat that the changes in deoxyhemoglobin may be domi-
nated by downstream venous vessels that could be displaced from 
the precise site of neural activity change). This robust mapping 
approach addresses the basic question: where does activity occur? 
However, an important challenge facing functional neuroimaging 
is to move beyond mapping to meaningfully address the question 
of quantifying the activity change. This is a distinctly different, and 
much harder, problem than simply identifying where a change 
has occurred.

The key question is: does the magnitude of the BOLD response 
quantitatively reflect the magnitude of the underlying physiological 
changes? There are two primary effects that could alter the BOLD 
signal even for the same underlying change in neural activity: the 
baseline CBF state, and the coupling of CBF and CMRO

2
 changes. 

The BOLD response has a ceiling, corresponding to complete 
removal of deoxyhemoglobin, and so the amount of deoxyhemo-
globin present in the baseline state sets the possible dynamic range 
for the BOLD response (Brown et al., 2003). This baseline effect 
could be an important confounding factor when studying disease 
populations, where the baseline CBF and CMRO

2
 may be altered 

by medications or by chronic aspects of the disease process itself 
(Fleisher et al., 2009). The second effect, that has received less atten-
tion to date, is that the BOLD response is sensitive to the exact 
coupling of CBF and CMRO

2
 (Ances et al., 2008; Herman et al., 

2009). That is, methods sensitive to blood or tissue oxygenation 
depend on the relative balance of the changes in CBF and CMRO

2
. 

Increased neural activity drives increases in both blood flow and 
oxygen metabolism, but these physiological changes drive blood 
oxygenation in opposite directions.

The magnitude of the BOLD response thus depends on the 
CBF/CMRO

2
 coupling ratio n, defined as the ratio of the frac-

tional change in CBF to the fractional change in CMRO
2
 for a given 

stimulus. This would not be a problem for interpreting the BOLD 
response if n is fixed. For example, a simple picture would be that 
increased neural activity requires increased energy metabolism, and 
the increased CMRO

2
 then drives an increase in CBF in a fixed ratio. 

However, a large body of evidence supports an alternative view 
that aspects of neural signaling, such as neurotransmitter release, 
nitric oxide (NO) generation, extracellular potassium changes, 
and activation of arachidonic acid pathways, can either dilate or 
constrict the blood vessels (Attwell and Iadecola, 2002; Hamel, 
2006). In particular, the astrocytes, with processes projecting to 
both neuronal synapses and blood vessels, are thought to play a 
key role in detecting synaptic activity and modulating blood flow 
(Iadecola and Nedergaard, 2007; Koehler et al., 2009). In short, it is 
likely that the rapid control of CBF is driven by fast feed-forward 
mechanisms related to the neural activity itself, rather than feed-
back mechanisms related to energy metabolism. In other words, 
it appears that CBF and CMRO

2
 changes are driven in parallel by 

neural activity.
This raises the critical question: which aspects of neural activity 

drive CMRO
2
, which drive CBF, and are they always in the same 

ratio? The energy cost of neural activity is primarily in restoring 
ionic gradients following neural signaling, fueled by increased ATP 
consumption, and the ATP is replenished by the oxidative metabo-
lism of glucose (Attwell and Laughlin, 2001). The focus here is on 
O

2
 metabolism, because CMRO

2
 is the relevant metabolic rate that 

combines with CBF to alter blood and tissue oxygenation. Clearly, 
though, CMRO

2
 requires glucose metabolism, because glucose is 

the substrate that is oxidized. Positron emission tomography (PET) 
studies typically find that the fractional change of the cerebral 
metabolic rate of glucose (CMRGlc) more closely follows the frac-
tional CBF change and is larger than the fractional CMRO

2
 change 

(Fox et al., 1988). However, the link between CBF and CMRGlc 
is not tight, in that CMRGlc changes occur even when the CBF 
response is blocked (Cholet et al., 1997), and a recent study found 

Figure 1 | CBF and BOLD responses to a brief stimulus in human 
subjects. (A) Two seconds of finger tapping evoke a strong CBF change in 
primary motor cortex, measured here with an arterial spin labeling (ASL) MRI 
method. (B) The CBF change is accompanied by a local increase in blood 
oxygenation, giving rise to the BOLD response measured with fMRI. Because 
of the nature of the measurements, BOLD-fMRI has intrinsically higher 
sensitivity than ASL, despite the small magnitude of the signal changes. Data 
from Miller et al. (2001).
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For measuring CMRGlc there is also an accepted standard based 
on injection of radioactively labeled deoxyglucose, a chemically 
modified form of glucose (Sokoloff et al., 1977; Phelps et al., 1981). 
Deoxyglucose is taken up from the blood like glucose and binds 
to the enzyme hexokinase, the first step in the glycolysis pathway. 
However, because of the structural difference between glucose and 
deoxyglucose, the latter cannot proceed to the later stages of gly-
colysis, and essentially sticks in the tissue. By waiting sufficiently 
long for unmetabolized deoxyglucose to diffuse back into blood 
and clear from the tissue, the remaining radioactive label in tissue 
directly reflects the local rate of metabolism of deoxyglucose, and 
can be quantified by also measuring the arterial concentration curve 
of the agent during delivery. This approach is applied in humans 
with PET using deoxyglucose labeled with 18F, a positron emit-
ting radionuclide. As with microspheres for CBF measurement, 
the reason this technique works so well is that a single measure-
ment of the tissue concentration of the agent directly reflects the 
metabolic rate.

Oxygen dynamics in the tissue can be measured by injecting 
labeled O

2
, either with 15O for PET detection (Mintun et al., 1984) 

or 17O for NMR detection (Arai et al., 1990, 1991; Fiat and Kang, 
1992, 1993). However, deriving CMRO

2
 from such measurements 

is surprisingly difficult. The essential problem is that one cannot 
tell whether the detected oxygen nucleus is in O

2
, and thus not 

metabolized, or in water, and thus metabolized. Imagine measuring 
tissue concentration as a function of time during and following 
an injection of labeled O

2
. Initially, the labeled oxygen nucleus 

detected in the tissue will be in the form O
2
. Because the solubility 

of O
2
 in extravascular tissue is very low compared to blood due to 

hemoglobin binding, most of the labeled oxygen is in the blood 
compartment of the tissue, so that cerebral blood volume (CBV) 
strongly affects the measured concentration of labeled oxygen. Over 
time some of the initially delivered O

2
 will diffuse back to the blood 

without being metabolized and clear from the tissue. Another com-
ponent will enter the mitochondria and be converted to water by 
oxygen metabolism. The labeled water will eventually diffuse to 
the blood and clear from the tissue. However, as blood continues 
to circulate the labeled water will be delivered back to the tissue, at 
a rate that depends on CBF, so that now the labeled oxygen enters 
as water as well as O

2
. In short, the kinetics of the labeled oxygen 

nucleus depends strongly on CBF and blood volume in addition to 
CMRO

2
, and there is no point in time when the tissue concentration 

cleanly reflects CMRO
2
 alone.

For this reason, the current standard method for measuring 
CMRO

2
 with PET requires three separate measurements follow-

ing injection of 15O labeled O
2
, water, and carbon monoxide (for 

blood volume measurement), and analysis of the dynamic tissue 
concentration curves within a theoretical framework that accounts 
for the combined effects of CMRO

2
, CBF and CBV on the observed 

tracer kinetics (Mintun et al., 1984). In addition, temporal sampling 
of arterial blood is needed to measure the arterial time course of 
labeled O

2
 and labeled water. Even with these combined measure-

ments it is still necessary to assume that there is no back flux of 
unmetabolized O

2
 from tissue to blood, specifically that all the O

2
 

that leaves the capillary is metabolized. For both PET and NMR 
studies a number of ideas have been proposed for simplifying 
these measurements, but each of these is sensitive to particular 

an uncoupling of CBF and CMRGlc related to inhibition (Devor 
et al., 2008). A larger fractional change in CMRGlc compared to 
CMRO

2
 suggests that there is some degree of aerobic glycolysis and 

a corresponding generation of lactate despite an abundance of 
available oxygen (Prichard et al., 1991). The term aerobic glyco-
lysis emphasizes the distinction to anaerobic glycolysis, in which 
reduced O

2
 availability prevents oxidative metabolism of the 

pyruvate created by glycolysis, and the pyruvate is subsequently 
converted to lactate. When oxygen is not available, glycolysis can 
provide a source of ATP. However, glycolysis alone generates less 
than 1/15 of the ATP generated by full oxidative metabolism, so 
the additional ATP generated by the aerobic glycolysis in the well-
oxygenated healthy brain is a small fraction of the increased ATP 
generated by the smaller increase of oxidative metabolism. It is 
still unclear how aerobic glycolysis fits into the metabolic side of 
neural activation (Paulson et al., 2010), particularly because the 
contribution to energy metabolism is small. The rest of this review 
focuses on CMRO

2
, with the assumption that it is not limited by 

the availability of glucose.
It is likely that CMRO

2
 simply responds as needed to match ATP 

production to ATP consumption, so that the increase of CMRO
2
 

reflects the overall energy cost of the evoked neural activity. In 
contrast, if the CBF response is driven by feed-forward mechanisms 
related to the neural signaling itself, this opens the possibility that 
the coupling index n is not fixed. As discussed below, a number of 
studies suggest that n varies regionally and even within the same 
region as the stimulus changes. Typical values are in the range 
n  ∼  2–4, and unfortunately this is a range in which the BOLD 
response magnitude is expected to be sensitive to the exact value of 
n. For example, theoretical calculations indicate that for the same 
CMRO

2
 change (and by assumption the same overall evoked neural 

activity), the BOLD response magnitude differs by 100% for n = 2 
compared with n = 3 (Ances et al., 2008).

The challenging task of measuring CMRO2
Measuring CMRO2 with labeled oxygen
In contrast to CMRO

2
, there are relatively direct and robust ways 

to measure CBF and CMRGlc. For these measurements, techniques 
have been developed in which a single agent is injected, allowed 
to distribute through the brain, and a single measurement of the 
concentration of the agent then provides a direct measure of the 
appropriate physiological quantity (CBF or CMRGlc). The accepted 
standard for CBF measurements is a microsphere experiment, in 
which labeled microspheres are injected arterially. Because the 
microspheres are too large to pass through the capillaries, they 
stick in the tissue, and the local concentration of microspheres then 
directly reflects the local CBF. With an appropriate measurement 
of the injected arterial bolus, the local CBF can be quantified in 
absolute units of ml blood/ml tissue/min. While microspheres are 
not used in human subjects, microsphere techniques provide the 
classic “gold standard” for validating other methods for measuring 
CBF. For human studies with MRI, pulsed arterial spin labeling 
(ASL) methods approach the ideal microsphere experiment because 
the delivery of magnetically labeled blood is measured only ∼1.5 s 
after creation of the labeled blood in the arteries, so there is little 
time for the labeled blood to pass through the capillary bed and 
clear from tissue (Buxton, 2005).
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with a separate measurement of CBF then provides an estimate of 
baseline CMRO

2
. When this measurement is done in the sagittal 

sinus the result is a whole-brain CMRO
2
 estimate, but if this tech-

nique can be adapted for regional measurements it will provide 
important information on the distribution of baseline CMRO

2
. 

Even as a whole-brain measurement, baseline venous oxygenation 
can account for a significant amount of the variance of the BOLD 
response between subjects (Lu et al., 2010). The second method 
exploits a detailed model of how R

2
 changes with time as the MR 

signal decays, with the essential assumption that the additional 
signal decay in a gradient echo measurement compared with a spin 
echo measurement is entirely due to the effects of deoxyhemoglobin 
(Yablonskiy and Haacke, 1994; He and Yablonskiy, 2007; He et al., 
2008). With additional assumptions about properties of the tissue 
compartments, this approach gave estimates of baseline O

2
 extrac-

tion fraction that are in good agreement with PET measurements. 
As these methods mature they may provide an important comple-
ment to the dynamic methods discussed below by providing the 
link between fractional and absolute changes in CMRO

2
.

An essential component of BOLD and tissue pO
2
 methods is 

a theoretical framework that accurately relates CBF and CMRO
2
 

changes to the measured oxygenation signal. Modeling these physi-
ological variables, in terms of how they relate to each other and in 
terms of how they relate to the imaging signals, is an active area 
of research (Valabregue et al., 2003; Buxton et al., 2004; Gjedde, 
2005a,b; Huppert et al., 2007, 2009; Uludag et al., 2009; Zheng et al., 
2010). To clarify how such a theoretical framework can be used to 
estimate CMRO

2
 changes, we focus here on the simple theoretical 

framework defined in Table 1, which relates, CBF, CMRO
2
, the 

BOLD signal, and tissue pO
2
. In this framework, changes in CBF 

and CMRO
2
 are related to the BOLD response by Eqs 1,2, and to the 

tissue pO
2
 response by Eqs 1, 3, and 4. In this framework, Eq. 1 is 

the most solid, essentially just reflecting mass balance. The product 
of flow and arterial O

2
 concentration is the rate of delivery of O

2
 

to the capillary bed, and multiplying by the fraction of delivered 
O

2
 that is metabolized gives CMRO

2
. The remaining equations, 

however, represent specific models.

Modeling the BOLD response
Equation 2 is a model for the BOLD response proposed by Davis et al. 
(1998), based on physical reasoning and Monte Carlo simulations. 
This is a simple model of a complex phenomenon, and yet this model 
has proven to be more robust than one might have thought given 
the restrictive assumptions that went into its derivation. Although 
originally derived just from consideration of extravascular signal 
changes, it captures the basic behavior of more detailed models 
that include additional effects (discussed below). The model reflects 
the primary dependence of the BOLD signal on changes in the O

2
 

extraction fraction, but also includes an additional term in f that is 
intended to model the effect of blood volume changes on the BOLD 
signal as a power law relation with CBF, with an empirical exponent 
α = 0.4 (Grubb et al., 1974). The role of blood volume changes in 
modulating the observed BOLD response is somewhat subtle, and 
we still do not have a satisfactory understanding. In principle, blood 
volume changes could influence the BOLD response by changing 
the local total deoxyhemoglobin in tissue independently of a change 
in blood oxygenation. That is, blood oxygenation determines the 

assumptions of the model (Ohta et al., 1992; Zhu et al., 2002, 2005, 
2006; Ibaraki et al., 2004; Zhang et al., 2004; Kudomi et al., 2007, 
2009). In short, the complexity of these studies reflects the intrinsic 
difficulty of measuring local O

2
 metabolism, and emphasizes the 

need for an accurate theoretical framework to integrate the differ-
ent measurements. Furthermore, as with all studies using injected 
tracers, the assumption is that the physiology is in a steady-state 
throughout the measurement so that the observed dynamics of the 
agent reflect the dynamics of the injected bolus and its transport to 
tissue. For this reason the measurements of CMRO

2
 are necessarily 

steady-state rather than dynamic. Despite the complexities of the 
technique, PET measurement of CMRO

2
 is now being done at a 

number of institutions, although usually as a baseline measurement 
in different clinical conditions. Applications looking at brain activa-
tion in healthy subjects are less common (Mintun et al., 2002).

Another NMR approach for measuring CMRO
2
 exploits a par-

ticular magnetic property of 17O: when incorporated into a water 
molecule, it acts as a relaxation agent, altering the relaxation times 
of hydrogen nuclei. Furthermore, this effect can be modulated by 
applying a radiofrequency pulse at the 17O resonance frequency 
(Ronen and Navon, 1994; Ronen et al., 1997, 1998). In this way 
the presence of 17O labeled water can be detected with standard 
proton MRI as a change in relaxation rate. However, when the 17O 
is incorporated into an O

2
 molecule it does not have this relaxation 

property. This creates the interesting scenario in which 17O inhaled 
as O

2
 is not visible with standard proton MRI until the 17O has been 

incorporated into water by O
2
 metabolism in the mitochondria. 

The rate of appearance of labeled water is then proportional to 
local CMRO

2
. To quantify this, however, requires additional meas-

urement of the arterial input function (concentration of the label 
in arterial blood), and accounting for recirculation of the labeled 
water. Despite early interest in this approach, it has not been widely 
used to date due to the complexity involved in addressing these 
issues (similar to issues in the PET studies described earlier), com-
bined with the high cost of 17O, although a recent study has extended 
the method to larger animals (Mellon et al., 2009).

Measuring CMRO2 from blood or tissue oxygenation
The alternative to the more classical tracer kinetics approaches 
described above is to use blood or tissue oxygenation in combina-
tion with a measurement of CBF to estimate a change in CMRO

2
. 

This section focuses on the calibrated-BOLD approach, the primary 
method used in human studies, and tissue pO

2
 measurements used 

in animal studies. These two approaches are primarily sensitive to 
changes in CMRO

2
. Although these methods are not as sensitive 

to the baseline CMRO
2
 value, they provide the best opportunity 

available to measure the dynamics of CMRO
2
.

Before discussing these methods, though, it is important to 
note briefly that two recent alternative MRI approaches have been 
proposed that potentially could provide estimates of baseline abso-
lute CMRO

2
. Both focus on the question of estimating the venous 

oxygenation through its effect on the transverse relaxation rate 
R

2
. With TRUST, the signal in a draining vein such as the sagittal 

sinus is isolated with an approach similar to ASL, and the trans-
verse relaxation rate R

2
 is measured (Lu and Ge, 2008; Xu et al., 

2009). From calibration studies in blood samples, R
2
 varies with O

2
 

saturation. Combining this estimate of venous O
2
 concentration 
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a signal difference due to an exchange of one volume for another 
carrying a different signal is amplified in the VASO technique for 
measuring blood volume changes, by nulling the magnetization of 
blood to increase the intrinsic signal difference between the intra-
vascular and extravascular spaces (Lu et al., 2003), although the full 
mechanisms of signal change with VASO are likely more complicated 
(Donahue et al., 2006, 2009). Although this effect is much weaker in 
the BOLD response, it is good to remember that the BOLD response 
is not purely oxygenation-dependent.

The BOLD signal model in Eq.  2 contains two additional 
parameters, β and M. The exponent β was derived from Monte 
Carlo simulations of spins diffusing around magnetized cylinders 
(Boxerman et  al., 1995b), and essentially captures the idea that 
the same amount of deoxyhemoglobin has less of an effect on the 
BOLD signal change when it is in capillaries compared to when 
it is in larger veins (Ogawa et al., 1993). The source of this effect 
is the random movement of water molecules due to diffusion. It 
happens that the magnitude of motion of a water molecule during 
an experiment is comparable to the diameter of a capillary, so near 
the smallest vessels each molecule will sample a range of field offsets. 
Because all the water molecules are essentially sampling the same 
range of field offsets, the net phase dispersion when the net signal 
is measured is not as great as it would be if the molecules had not 
moved around. The net phase dispersion translates directly into 
the measured signal change, so the signal change is larger around 
larger vessels, where diffusion is less important because of the larger 
spatial scale of the field offsets. From numerical simulations, β = 1.5 
approximately captures these effects for 1.5 T, decreasing to a value 
near 1 at high fields. Although this simple model ignores several 
effects, such as intravascular signal changes (Boxerman et al., 1995a) 
and volume exchange effects, it agrees reasonably well with models 
that explicitly include these effects (Buxton et al., 1998, 2004; Obata 
et al., 2004; Leontiev et al., 2007).

The parameter M is an overall scaling factor that essentially 
depends on the amount of deoxyhemoglobin present in the baseline 
state, as well as details of the image acquisition method such as the 
field strength and echo time (Davis et al., 1998; Buxton et al., 2004). 
This parameter sets the maximum possible BOLD signal ampli-
tude for that region of brain, corresponding to complete removal 
of deoxyhemoglobin. That is, it is important to remember that 
the BOLD response has a ceiling, and that ceiling is reflected in 
M. Unlike the parameters α and β, which are usually assumed to 
be constant, the parameter M must be measured for each brain 
location for the particular experimental acquisition. This is done 
in the calibrated-BOLD approach introduced by Davis et al. (1998) 
by also measuring the BOLD and CBF responses to breathing CO

2
. 

The CBF response is measured with an ASL technique (Detre et al., 
1992; Wong et al., 1997) and the essential idea is to exploit the fact 
that the ASL signal depends just on CBF changes, while the BOLD 
signal depends on CBF and CMRO

2
 changes. Mild hypercapnia 

is thought to produce a large change in CBF without changing 
CMRO

2
 (Sicard and Duong, 2005) (although there is still some 

controversy about this assumption; Zappe et al., 2008), and Eq. 2 is 
used to calculate M for a particular brain region with the assump-
tion that r = 1. With M estimated, the measured CBF and BOLD 
responses to stimulus activation are used with Eq. 2 to derive an 
estimate of r, the fractional change in CMRO

2
.

deoxyhemoglobin concentration in blood, but total deoxyhemo-
globin also depends on the volume of the blood compartments 
that contain partially deoxygenated blood. This is usually thought 
of as “venous” blood, but really also includes capillary and to some 
extent arteriolar blood, because it is thought that arteriolar blood is 
already slightly deoxygenated. Blood volume changes also can affect 
the measured BOLD response by a pure exchange of volumes, an 
effect that is not related to blood oxygenation. For example, a blood 
volume increase on the arterial side should have little effect on total 
deoxyhemoglobin, but if the increased blood volume occurs at the 
expense of a reduced extravascular volume, then the measured signal 
could change due to an intrinsic signal difference between the blood 
and the extravascular material that is displaced. This basic effect of 

Table 1 | Simple theoretical framework for estimating CMRO2 from 

multimodal measurements.

Theoretical Framework

Variables

    f = CBF normalized to baseline

    r = CMRO2 normalized to baseline	

    s = BOLD signal normalized to baseline

    E = O2 extraction fraction

    pC = mean blood pO2 (mmHg)

    pT = mean tissue pO2 (mmHg)

Required baseline  parameters (typical values)

    E0 = 0.4	

    pT0 = 25 mmHg	

Model parameters 

    α = 0.4 (blood volume effects)	

    β = 1.5 (intravascular signal changes, diffusion)

    M = local scaling factor, determined by calibration

    p50 = 26 mmHg (O2-hemoglobin 50% saturation)

    h = 2.8 (Hill exponent)

Model equations

    (1) Mass balance:

	 r
E
E

f=
0

    (2) BOLD signal (Davis et al., 1998):

	 s M f
E
E

= −


















1
0

α
β

    (3) Blood/tissue O2 gradient:

	 r
p p

p p
C T

C T

= −
−0 0

    (4) Mean blood pO2 (Gjedde, 2005a,b):

	 p p
EC

h

= −



50

12
1

/

The equations describe: (1) Mass balance for O2, expressed in terms of variables 
normalized to their baseline values; (2) Davis model for the BOLD signal, with 
the parameter α describing effects of blood volume changes, and β approxi-
mating differential diffusion effects around large and small vessels estimated 
from Monte Carlo simulations; (3) Assumption that the tissue/blood pO2 gradient 
increases to match a change in CMRO2, and that this gradient is determined 
solely by the difference of the mean O2 concentrations in blood and tissue (no 
capillary recruitment); and (4) Expression for mean blood pO2 assuming the Hill 
equation for the O2-hemoglobin saturation curve, with exponent h and half-sa-
turation at a pO2 of p50, and assuming that the pO2 corresponding to half of the 
total extracted O2 is the mean value for blood.

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 June 2010  | Volume 2  |  Article 8  |  12

Buxton	 Brain oxygen metabolism

producing a more pronounced undershoot of the BOLD response. 
This is just a simulated example, but it illustrates that the modeling 
framework predicts that relatively subtle differences in the CBF 
and CMRO

2
 responses can produce transient features of the BOLD 

response that are similar to those that often have been reported 
(Perthen et al., 2008).

Modeling tissue pO2 changes
In addition to signals related to blood oxygenation there is growing 
interest in using signals related to tissue oxygenation in animal mod-
els, including traditional microelectrode methods as well as newer 
methods (Ndubuizu and LaManna, 2007). Interestingly, though, 
blood and tissue oxygenation signals are not equivalent, and the 
theoretical framework helps to clarify the differences. The simple 
theoretical framework for interpreting tissue pO

2
 shown in Table 

1 is adapted from the work of Gjedde (2005a), although framed in 
a slightly different way (discussed below). The model is based on 
three key assumptions: (1) With increased activity there is no capil-
lary recruitment, so the vascular geometry stays the same. Increased 
CMRO

2
 requires an increased gradient of O

2
 concentration between 

A useful way to look at the role played by the BOLD model 
is that it allows us to draw contours of equal BOLD response in 
a plane defined by the fractional CMRO

2
 change on the x-axis 

and the fractional CBF change on the y-axis. Figure 2A shows an 
example for M = 0.08 (i.e., an 8% ceiling on the BOLD response 
magnitude). If the value of M is not known, these contours would 
reflect equal but unknown increments of the BOLD response. Note 
that the non-linearity of the BOLD signal model primarily affects 
the spacing of the contour lines, while each contour is reasonably 
linear. If we are willing to assume that Eq. 2 holds for dynamic 
as well as steady-state changes (more on this question below), a 
hypothetical trajectory of CBF and CMRO

2
 responses to a brief 

stimulus can be plotted in this plane along with the resulting BOLD 
response. An example is shown in Figure 2. Both CBF and CMRO

2
 

are assumed to exhibit a smoothed response, with two features 
added to illustrate how transients of the BOLD response could 
occur. The first feature is that the CMRO

2
 response has a slightly 

faster rise time than the CBF response, producing an initial dip of 
the BOLD response. The second feature is a slight undershoot of 
the CBF response after the stimulus before it returns to baseline, 

Figure 2 | Theoretical curves derived from the theoretical framework in 
Table 1. (A) Equations 1 and 2 define contours (in red) of equal BOLD signal 
change in the CBF/CMRO2 plane, here illustrated for M = 8%. The contour of 
zero BOLD response has a slope slightly greater than 1 because of the way 
blood volume effects are included. (B) Equations 1, 3, and 4 define contours (in 
blue) of equal tissue pO2 change, calculated with the assumption that at baseline 
pTO2 = 25 mmHg. (C) Hypothetical CBF and CMRO2 responses to a simple 
stimulus are shown. These two responses define a trajectory in the CBF/CMRO2 
plane, shown in (A,B) as the black curve. The points on the curve represent 

equal time increments in the evolving CBF and CMRO2 curves in (C). (D) The 
resulting BOLD and tissue pO2 responses are shown for the CBF and CMRO2 
responses in (C). Note that in this example the CBF and CMRO2 responses are 
approximately in the ratio 2:1 (i.e., n ∼ 2), and this causes the trajectory to pass 
over and under the zero change contour of pTO2, leading to the complex 
dynamics in (D). In addition, the CBF response was constructed with a weak 
post-stimulus undershoot to illustrate that this can create a more pronounced 
undershoot in the BOLD signal. In this example the ratio of the undershoot to 
the peak response is only ∼8% for CBF, but ∼30% for the BOLD response.
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The tissue pO
2
 model allows us to draw contours of equal tis-

sue pO
2
 in the plane defined by the fractional changes in CMRO

2
 

and CBF (Figure 2B). One clear feature of these contour lines is 
that they are distinctly different from the contours of the BOLD 
response. Specifically, the line of constant BOLD signal and the line 
of constant tissue pO

2
 have different slopes. This means that there 

is a range of possible CBF and CMRO
2
 responses, lying between 

the two zero change contour lines, where the BOLD response and 
the tissue pO

2
 response will have opposite signs (a negative tissue 

pO
2
 response occurring with a positive BOLD response). Again 

assuming that this model accurately describes dynamic changes 
as well as steady-state changes, the predicted variation of tissue 
pO

2
 for the hypothetical CBF and CMRO

2
 responses is shown in 

Figure 2D. Note that this response is quite complicated, with a more 
pronounced initial dip compared with the BOLD response, and a 
positive response that only begins after the end of the stimulus. 
This complex response shows features similar to the interesting 
variety of tissue pO

2
 responses that have recently been reported 

for different stimuli in animal models, including relatively simple 
positive responses to a strong stimulus (Ances et al., 2001), a pro-
nounced initial dip (Offenhauser et al., 2005) and complex wig-
gles and slow post-stimulus undershoots (Thompson et al., 2003, 
2004). The source of the complexity of the pO

2
 response is that the 

simulated CBF and CMRO
2
 responses have a ratio of about 2:1, and 

this means that the trajectory of the response passes back and forth 
across the zero contour of the tissue pO

2
 response. This is consist-

ent with the pO
2
 measurements of Thompson and colleagues, in 

which all of the pO
2
 fluctuations they reported were less than ∼5% 

of the baseline pO
2
. The potentially important implications of this 

are discussed further below.

Improving and validating the theoretical framework
Validating the accuracy of the models
The discussion above illustrates that an appropriate modeling 
framework can play two important roles. First, it provides a way 
to combine multimodal measurements (in this case CBF and BOLD 
responses, or CBF and tissue pO

2
 responses) to make a quantitative 

estimate of the CMRO
2
 response. Second, it provides a framework 

for exploring how different responses (e.g., BOLD and tissue pO
2
) 

will co-vary or diverge under different conditions. In particular, 
the theoretical framework brings out significant quantitative 
differences in the BOLD and tissue pO

2
 responses that are not 

intuitively obvious. Examples are the predictions that: (1) a slight 
post-stimulus undershoot of CBF can produce a much more pro-
nounced undershoot of the BOLD response; (2) there are possible 
changes in which the BOLD and tissue pO

2
 responses will have 

opposite sign; and (3) the tissue pO
2
 response can be significantly 

more complicated than the underlying CBF and CMRO
2
 responses 

or the accompanying BOLD response. However, the theoretical 
framework outlined here is really just the starting point, and a 
number of possible limitations have to be tested, and the theoretical 
framework revised accordingly.

The BOLD signal model has several potentially important limi-
tations. Although it was argued above that the current model is 
more robust than one might conclude from the restrictive assump-
tions involved in its derivation, this needs to be further tested. 
In particular, the most important aspect to nail down is the role 

blood and tissue, and if the vessel geometry is fixed this increased 
gradient must be due to an increased difference between blood 
and tissue pO

2
 values, leading to Eq. 3. (2) The O

2
 saturation Y of 

hemoglobin as a function of pO
2
 is described by the Hill equation 

with exponent h and half-saturation value p
50

, the pO
2
 at which 

hemoglobin is 50% saturated: Y = 1/[1 + (p
50

/pO
2
)h]. The values 

for h and p
50

 for human blood in Table 1 are taken from Mintun 
et al. (2001), but Gjedde (2005a) has suggested using higher values 
of p

50
 = 35 mmHg and h = 3.5 to approximate the Bohr effect. (3) 

The mean blood pO
2
 driving diffusion into the tissue is the value 

derived from the Hill equation when the total O
2
 concentration is 

halfway to the full extraction fraction from the blood given by E. 
Equations 1, 3, and 4 effectively provide two relationships between 
the four physiological variables CBF, CMRO

2
, E and tissue pO

2
. In 

this way measuring any two of these variables allows one to calculate 
the remaining two from the equations. Specifically, measuring tissue 
pO

2
 and CBF allows calculation of CMRO

2
 and E.

At first glance the formulation in Table 1 may seem surprising, 
because it does not include any of the microscopic parameters 
that are usually introduced in analyzing O

2
 diffusion into tissue 

(Gjedde, 2005a; Caesar et al., 2008). For example, the classic Krogh 
cylinder model is framed in terms of parameters such as the O

2
 

diffusion constant, capillary radius and capillary spacing (Mintun 
et al., 2001). Instead, the goal here was to define the framework in 
terms of macroscopic variables, with introduction of as few micro-
scopic variables as possible, because the microscopic parameters 
may not be well known. For example, the exact value of the O

2
 

diffusivity does not enter the equations because it is assumed to be 
constant and effectively cancels out from Eq. 3. Instead of referenc-
ing the model parameters to microscopic parameters, the model is 
anchored by specifying baseline values of the macroscopic variables. 
In this case, one must specify E and tissue pO

2
 in the baseline state, 

and combined with Eq. 3 this gives the baseline mean blood pO
2
. 

The key difference between the current formulation, and the previ-
ous formulation used to interpret pO

2
 measurements (Caesar et al., 

2008; Piilgaard and Lauritzen, 2009; Thomsen et al., 2009), is that 
this approach allows one to relate fractional changes in CMRO

2
 to 

pO
2
 without assuming values for microscopic variables, while the 

previous formulation focused on relating pO
2
 to absolute CMRO

2
, 

which requires accurate knowledge of microscopic O
2
 diffusivity.

In short, the formulation in Table 1 exploits the general phe-
nomenon of levels of description: not all of the variables that 
need to be specified in a microscopic modeling framework will 
carry through to affect macroscopic parameters. By anchoring the 
model to assumptions about the baseline values of the macro-
scopic parameters we essentially fine-tune the relevant microscopic 
parameters to produce that baseline state, without ever introducing 
those microscopic parameters explicitly. Importantly, this approach 
also effectively allows the model to be adjusted to the human brain 
without having to assume that microscopic parameters measured 
in animal models carry through precisely to humans. In this case, 
there are a number of PET measurements of E in human subjects 
that suggest a baseline value of 0.4 is reasonable. For baseline tis-
sue pO

2
 there is considerable variability in the tissue (discussed 

further below), and the “typical” value given in Table 1 is consistent 
with recent measurements in animal models (Ances et al., 2001; 
Thompson et al., 2005).
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of the flow change, and not on the details of how the flow change 
is evoked. A key question that needs to be addressed is whether this 
relationship is the same for CBF changes induced by hypercapnia 
and neural activity.

In contrast to α and β, the value of M is critical. In general, the 
Davis model is robust because many of the physiological variables 
that could have a strong effect on the BOLD response magnitude 
are essentially lumped into the parameter M. This includes physi-
ological parameters, such as baseline venous blood volume and 
hematocrit, but also aspects of the image acquisition, such as echo 
time and field strength, and even the way that a region of interest 
is selected for averaging. For this reason, the value of M must be 
measured in each experiment, and a dangerous pitfall is to assume 
a value of M reported in the literature and apply it to data collected 
in a different way (Chiarelli et al., 2007b; Leontiev et al., 2007; Lin 
et al., 2008).

The tissue pO
2
 model also has a number of simplifying assump-

tions that need to be tested. Clearly this model ignores many of 
the complexities of O

2
 transport in blood, such as a shift of p

50
 as 

CO
2
 diffuses into the blood, although these may be approximated 

by an appropriate choice of p
50

 and h (Gjedde, 2005a). Perhaps the 
most important question, though, is: Can the macroscopic effects 
be described in terms of the average pO

2
 values in blood and tis-

sue? That is, even for the simplest microscopic model, the Krogh 
cylinder, blood and tissue pO

2
 values have a large spatial variability 

(Mintun et al., 2001), and experimental measurements show a wide 
range of pO

2
 values, raising the question of whether it is even mean-

ingful to talk about a mean tissue pO
2
 (Ndubuizu and LaManna, 

2007). Note, though, that the relevant question is not whether pO
2
 

is uniform in tissue, which would be a possible assumption that 
could be used to derive Eq. 3. Instead, the question is whether a 
much more detailed microscopic description leads to predictions 
for the macroscopic variables that differ significantly from the pre-
dictions of the simpler macroscopic models. A promising avenue 
for addressing questions like these is to construct detailed models 
of the vascular tree from animal imaging data and use such realistic 
geometries to calculate oxygen transport (Fang et al., 2008). These 
simulations also should include known effects of blood transport, 
such as the shift of p

50
, and so need to model CO

2
 production and 

clearance simultaneously with O
2
 transport and consumption. In 

addition, such simulations could also test assumptions of the PET 
models used for estimation of CMRO

2
, particularly the significance 

of the assumption of zero back flux of unmetabolized O
2
 from the 

tissue. While such modeling is computationally demanding, it is 
not out of reach, and recent studies are encouraging.

Dynamic responses
One of the exciting aspects of oxygenation-based methods, com-
pared with tracer methods, is the possibility of measuring dynamic 
CMRO

2
 changes. However, the theoretical framework described 

in Table 1 is based on steady-state relationships, and it is an open 
question whether these equations are accurate for dynamic studies. 
For example, Eq. 1 is intrinsically a steady-state equation because 
the net extraction fraction is the result of the full passage of the 
blood through the vascular bed, which requires a finite time. To 
deal with this issue, more detailed models are required that care-
fully take into account the dynamics of different compartments, 

played by blood volume changes (at all levels of the vascular tree) 
on the observed BOLD response. In applying the Davis model the 
exponent α = 0.4 is almost always used, with the assumption that 
this captures the volume change of blood compartments containing 
deoxyhemoglobin (primarily venous). However, this value origi-
nally came from whole-brain measurements of total blood volume 
changes in an animal model. A more recent study using PET meth-
ods in human subjects found larger values (as high as α = 0.64) 
(Rostrup et al., 2005), and a recent study in humans with the VASO 
technique also found values as high as α ∼ 0.6 (Lin et al., 2008, 
2009). It should be noted, though, that the VASO technique meas-
ures an absolute total blood volume change with activation, and a 
baseline value for blood volume must be assumed to estimate α. 
However, these methods measure total blood volume changes, and 
the primary quantity we need for interpreting the BOLD response 
is the venous volume change. A recent study using a novel method 
specifically sensitive to the venous blood found α ∼ 0.2 (Chen and 
Pike, 2009a), smaller than the previously reported values for total 
blood volume but still greater than 0.

A number of investigators are attacking the question of deter-
mining the volume changes in different vascular compartments 
with a variety of techniques in animal models. Two photon micro-
scopy studies, which allow direct visualization of the vessels and 
accurate measurement of vessel diameters in the upper 0.5 mm 
of cortex in rats and mice, have found that the volume changes 
are primarily on the arterial side, with relatively small changes in 
venous blood volume (Hillman et al., 2007). In addition, a number 
of MRI techniques have been developed to estimate volume changes 
in different vascular compartments, but it remains a challenging 
task to clearly isolate specific compartments from each other and 
from confounding flow effects. Several of these studies in animal 
models also found that most of the blood volume change is on the 
arterial side (Kim and Kim, 2006; Kim et al., 2007). More studies 
are clearly needed to clarify how blood volume changes with acti-
vation, but a working model based on these results is that most of 
the change is arterial, with smaller fractional changes in the venous 
and possibly the capillary compartments.

As noted above, the parameter β was initially introduced to 
approximate the net effect of smaller and larger vessels in describing 
the extravascular BOLD effect. It turns out fortuitously that this 
form also gives a reasonable description of the BOLD response 
when intravascular signal changes and volume exchange effects are 
included (Buxton et al., 2004; Leontiev et al., 2007). For this reason 
it may be better to look at β as a parameter that captures multiple 
effects, and no longer think of it in terms of the original derivation. 
A more detailed model of the BOLD response including multiple 
vascular compartments and effects could be used to estimate the 
value of β that maximizes the accuracy of the Davis model.

Although the concerns about which values of α and β should be 
used need to be addressed, it turns out that estimates of fractional 
CMRO

2
 change in a calibrated-BOLD experiment are relatively 

robust to uncertainties in α and β. The primary reason for this 
is that if the same model is used to analyze both the hypercapnia 
experiment and the activation experiment, the calculation is par-
tially self-correcting (Davis et al., 1998; Ances et al., 2008). However, 
this robustness is based on the assumption that the relationship 
between volume changes and flow just depends on the magnitude 

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 June 2010  | Volume 2  |  Article 8  |  15

Buxton	 Brain oxygen metabolism

other studies using different techniques have not found evidence 
for a slow recovery of blood volume (Lu et al., 2004; Hillman et al., 
2007; Frahm et al., 2008). The BOLD post-stimulus undershoot in 
the absence of a slow venous recovery could be due a slow recovery 
of CMRO

2
 as noted above, although there is no direct evidence for 

this. Instead, this explanation remains when the possibilities of a 
slow blood volume recovery or a CBF undershoot are excluded. 
However, Figure 2 suggests that a weak undershoot of CBF would 
be sufficient to explain a more substantial BOLD undershoot, 
and in practice it may be difficult to exclude such a possibility 
because of the noise in the measurements. In short, an important 
physiological question that needs to be resolved in establishing a 
theoretical framework is whether blood volume changes are being 
accurately modeled.

Current experimental measurements of the 
coupling of CBF and CMRO2
In addition to PET studies of the coupling of CBF and CMRO

2
 

(Fox and Raichle, 1986; Fox et al., 1988; Marrett and Gjedde, 1997; 
Ito et al., 2005), several groups have adopted the calibrated-BOLD 
approach and reported values of the CBF/CMRO

2
 coupling index n 

in the range of about 2–4 (Davis et al., 1998; Hoge et al., 1999; Kim 
et al., 1999; Kastrup et al., 2002; St Lawrence et al., 2003; Stefanovic 
et  al., 2004, 2005; Uludag and Buxton, 2004; Fujita et  al., 2006; 
Chiarelli et al., 2007a; Leontiev and Buxton, 2007; Leontiev et al., 
2007; Ances et al., 2008, 2009; Perthen et al., 2008; Restom et al., 
2008; Lin et al., 2009). Other studies have used the framework of 
the calibrated-BOLD approach to argue that CBF and CMRO

2
 are 

coupled in a similar way in deactivations and activations (Shmuel 
et al., 2002; Stefanovic et al., 2004, 2005; Uludag et al., 2004; Pasley 
et al., 2007).

Figure 3 shows a sampling of current data in human subjects 
using either PET or calibrated-BOLD techniques. The plotted 
points are representative values from the studies, and the symbols 
used reflect the brain area and the technique. Also plotted are lines 
of constant values of n, the ratio of the CBF and CMRO

2
 changes. 

Note that the word “coupling” is used here simply to describe the 
empirical ratio n, and does not necessarily imply a direct mecha-
nistic link between CBF and CMRO

2
. Instead, current ideas point 

to CBF and CMRO
2
 being driven in parallel by neural activity. For 

reference to Figure 2, the contour predicted for constant tissue 
pO

2
 also is plotted.

There is a considerable spread of the coupling ratios, with most 
measurements lying in the range n ∼ 2–4. The calibrated-BOLD 
measurements show the highest changes in CBF and CMRO

2
, and 

this could be due to reduced partial volume averaging of gray mat-
ter signals with the improved spatial resolution of MRI compared 
with PET. Overall, though, there does not appear to be a strong 
difference in the coupling ratio n between calibrated-BOLD and 
PET measurements. The original observation of the CBF/CMRO

2
 

mismatch by Fox and Raichle is one of the largest values of n found 
(∼6), but later PET studies found n ∼  2 in other brain regions. 
Undoubtedly, some (perhaps most) of the variance in these data 
is due to the different methods used. However, there is a trend in 
this data for motor/somatosensory data to have the highest values 
of n, basal ganglia to have the lowest values, and visual areas to lie 
in the middle.

or explicitly consider an extended vascular network (Boas et al., 
2008). While such models may be too complex for routine use, they 
would provide a valuable test-bed for validating simpler models, 
such as the framework described here, and guide the development 
of more accurate macroscopic models that capture the dynamics. 
For these reasons, the dynamic curves in Figure 2 should be con-
sidered as suggestive of what the dynamics might look like, because 
they were calculated by assuming that the steady-state relationships 
apply at each time point, and this needs to be tested with the more 
detailed models.

In addition to these basic questions regarding the modeling, it 
is still an open question whether there are transient physiological 
changes that are not captured by the simple theoretical frame-
work. There is a reasonable consensus that the initial dip of the 
BOLD response reflects a faster rise of CMRO

2
 compared to CBF 

(Malonek and Grinvald, 1996; Devor et al., 2003), and the current 
framework captures that possibility (see Figure 2). However, there 
is no consensus on whether the post-stimulus BOLD undershoot 
is a neural, vascular or metabolic effect. Intriguing recent evidence 
suggests a neuronal modulation of the undershoot (Sadaghiani 
et al., 2009), but it has more commonly been hypothesized to be a 
biomechanical (Buxton et al., 1998; Mandeville et al., 1999; Chen 
and Pike, 2009b) or metabolic effect (Frahm et  al., 1996, 2008; 
Lu et  al., 2004. If the undershoot is due to a mismatch of CBF 
and CMRO

2
, then the current framework will capture the effect. 

For example, the undershoot could be due to a slow recovery of 
CMRO

2
 combined with a fast recovery of CBF, or a fast recovery 

of CMRO
2
 combined with an undershoot of CBF (the latter pos-

sibility is illustrated in Figure 2). However, another possibility is 
that transients of blood volume and blood flow are different, so 
that blood volume recovers slowly even though CBF and CMRO

2
, 

and thus intrinsic blood oxygenation, have returned to baseline. 
This effect is not captured by the current theoretical framework, 
because Eq. 2 assumes a fixed relationship between blood flow and 
blood volume given by a power law. For this reason, it is important 
to determine empirically whether this effect occurs.

Early MRI studies using MION, a magnetic agent that labels 
the blood plasma, found a slow recovery of blood volume with 
a duration that matched the BOLD post-stimulus undershoot 
and was longer than the recovery time of CBF (Mandeville et al., 
1998). This observation prompted two similar models – the balloon 
model (Buxton et al., 1998) and the delayed compliance model 
(Mandeville et  al., 1999) – hypothesizing that a slow recovery 
of venous blood volume, elevating total dexoyhemoglobin even 
though blood oxygenation had returned to baseline, could account 
for the BOLD post-stimulus undershoot. Later studies with MION 
and higher spatial resolution found that the slow recovery of blood 
volume was primarily in the middle layers of cortex (Yacoub et al., 
2006; Zhao et al., 2007). Interestingly, though, the BOLD under-
shoot was present in the upper layers as well as the middle layers. 
This suggests that while a slow venous volume recovery could be a 
contributing factor, particularly in the middle layers, it cannot be 
a general explanation. The presence of a BOLD undershoot in the 
upper layers without a slow blood volume recovery suggests that 
there is also an alteration of blood oxygenation, presumably due 
to a mismatch of CBF and CMRO

2
 in the post-stimulus period 

(Yacoub et al., 2006). In contrast to the MION studies, though, 
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In short, the variability of n poses a significant problem for the 
interpretation of BOLD signals. Specifically, the relative value of 
BOLD responses cannot be taken as a quantitative reflection of the 
relative values of the underlying physiological changes. Variability 
of n is consistent with the current idea that neural activity drives 
CBF and CMRO

2
 in parallel, and emphasizes the critical importance 

of understanding exactly which aspects of neural activity drive CBF 
and which create a demand for higher CMRO

2
.

Open questions
The phenomenon that a brief neural stimulus produces a robust, 
but delayed, increase of CBF (Figure 1) lies at the heart of many 
functional neuroimaging techniques, and yet we still do not have a 
clear picture of the mechanisms involved, or even of the physiologi-
cal function served by this response: why is it so large, why is it so 
fast, and does it have anything to do with oxygen metabolism? The 
experimental data, integrated within the theoretical framework, 
may provide a possible explanation. These questions are considered 
in this section, emphasizing the idea that tissue pO

2
 may be the key 

to understanding CBF/CMRO
2
 coupling.

Why is the CBF change so large?
As noted above, recent studies of the tissue pO

2
 response with neural 

activation have found interestingly complex wiggles. However, step-
ping back from these detailed fluctuations, a remarkable finding is 
that the fluctuations are relatively small. For example, with a visual 
stimulus in a cat model Thompson et al. (2003, 2004) found pO

2
 

fluctuations that were all less than about 5% of the baseline pO
2
. 

Other studies with electrical stimulation in rats have found larger 
variations of ∼20% (Ances et al., 2001; Offenhauser et al., 2005), 

In a study specifically comparing simultaneous activation of 
basal ganglia areas with a motor task and visual areas with a visual 
stimulus, Ances et al. (2008) found a significantly higher value of 
n in visual cortex (n ∼ 2.3) compared to basal ganglia (n ∼ 1.7). At 
first glance this degree of difference does not sound like it should 
be too important, but the effect on the BOLD response was striking. 
The ratio of the BOLD responses for these two tasks was ∼7, even 
though the ratio of the CMRO

2
 responses was only ∼2. Interestingly, 

this failure of the BOLD response to accurately reflect the under-
lying CMRO

2
 change was not due to a difference in the value of 

the scaling parameter M between the two regions, but rather due 
to the difference in n. The CBF response to hypercapnia was also 
larger in the visual area compared to basal ganglia, in parallel with 
the larger value of n associated with neural activation, suggest-
ing a generally greater responsiveness of the blood vessels in the 
visual areas. This data, in addition to the other data in Figure 3, 
suggests that the coupling ratio n may vary between brain regions 
within the same subject. In addition, recent experiments suggest 
that n varies within visual cortex with the frequency of a visual 
stimulus (Lin et al., 2008) and with time for a sustained stimulus 
(Lin et al., 2009).

Positron emission tomography studies have been reported 
with a wide variation in the coupling of CBF and CMRO

2
, 

including extreme cases of no change in CMRO
2
 with an activa-

tion CBF (Kuwabara et al., 1992), as well as variability with the 
duration (Mintun et al., 2002) or frequency (Vafaee et al., 1999; 
Vafaee and Gjedde, 2000) of a visual stimulus. Taken together, 
the available data suggest that n may vary between regions, and 
even within a region it may vary with stimulus amplitude or 
other characteristics.

Figure 3 | Experimental measurements of CBF/CMRO2 coupling in 
human brain. PET measurements are indicated by open symbols, and 
calibrated-BOLD measurements are indicated by filled symbols. Different 
symbol shapes are used for different brain areas, as indicated. Lines of 
constant n are shown as dashed lines, and the solid red curve is the contour 

of constant tissue pO2 calculated from the theoretical framework and shown 
in Figure 2B. The fact that the points are all well above the line n = 1 produces 
the BOLD effect with activation. A speculation discussed in the text is that 
the function served by a large value of n is to prevent a fall in tissue pO2 as 
CMRO2 increases.
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One clear function of blood flow is to deliver the substrates of 
energy metabolism, glucose and oxygen, and clear the waste prod-
ucts, carbon dioxide and heat. Metabolic rates are usually expressed 
as moles per minute per gram of tissue, but it is useful to consider 
these rates referenced to a unit volume of tissue, rather than a 
unit mass, and the metabolic rate is then a concentration divided 
by time (mM/min). In the adult human brain, a typical glucose 
metabolic rate is about 0.3 mM/min (Chugani et al., 1987), and a 
typical concentration of glucose in brain is about 2 mM at normal 
plasma glucose levels (Gruetter et al., 1998). The time constant for 
depleting the glucose is thus on the order of several minutes, sug-
gesting that the regulation of blood flow on a time scale of seconds 
is not required to support glucose metabolism. Furthermore, if the 
O

2
 supply was somehow abruptly stopped but CMRGlc continued 

at the normal rate, lactate would accumulate at a rate of about 
0.6 mM/min, so a change of lactate concentration of only 1 mM 
would take on the order of 90 s to grow.

The CMRO
2
 is higher, about 1.6 mM/min (Ito et al., 2004), 

and the tissue concentration of O
2
 is lower. If the tissue pO

2
 

is ∼25 mmHg, a solubility of 0.0013 mM/mmHg gives an extravas-
cular O

2
 concentration of only ∼0.03 mM. Arterial blood has an 

O
2
 concentration of about 9 mM, so for a typical tissue blood 

volume fraction of 5% and a roughly 70% average hemoglobin 
saturation the intravascular O

2
 content in tissue is about 0.26 mM. 

The total O
2
 concentration in an element of tissue then is about 

0.3 mM, with most of that in the blood compartment. The time 
constant for depleting the available O

2
 is then on the order of 

10  s, much shorter than the equivalent time for depletion of 
glucose. Excluding the O

2
 in blood within a tissue element, the 

O
2
 concentration associated with baseline tissue pO

2
 would be 

depleted in ∼1 s at the baseline metabolic rate, providing some 
support for applying the steady-state theoretical framework to 
dynamic changes.

Blood flow also carries away CO
2
 and heat. Because CO

2
 rapidly 

equilibrates with bicarbonate ions, the total pool of CO
2
 in the brain 

is quite large, ∼25 mM. The CO
2
 production rate is close to the O

2
 

consumption rate, ∼1.6 mM/min, so the time constant for chang-
ing total CO

2
 is on the order of 10 min. Conceivably, though, pH 

changes could begin to become important on a shorter time scale, 
and a possible role for CO

2
 in the post-stimulus undershoot has 

recently been proposed (Yucel et al., 2009). If the heat produced 
by the metabolic reactions is not dissipated, the temperature of the 
brain could rise to a level that could impair brain function. About 
440 kJ of heat is released per mole of O

2
 metabolized, and the heat 

capacity of water is ∼4.2  J/g/°C (Yablonskiy et  al., 2000). If the 
heat of metabolism was not cleared, the temperature would rise 
only ∼0.1°C in 40 s. Thus, while clearance of heat is an important 
function, it does not appear that this requires the fast CBF response 
observed with neural stimulation.

In short, if energy metabolism increased without a change in 
CBF, the time scales for significant changes in the concentrations 
of glucose, lactate, and CO

2
, as well as the temperature rise due to 

added heat, appear to be too long to require a fast CBF response, 
or to provide the signal for increasing CBF. On the other hand, the 
time scale for changes in pO

2
 is comparable, although perhaps a bit 

longer, than the observed CBF response, suggesting that a fast CBF 
response is necessary to prevent a drop of tissue pO

2
.

but conceivably the stimuli used were exceptionally strong com-
pared to normal physiological stimuli. In parallel to these animal 
studies, the PET and calibrated-BOLD studies shown in Figure 3 
indicate that the CBF/CMRO

2
 coupling ratio n is ∼2–4. The theo-

retical framework in Table 1 shows that these different experimental 
results are consistent with a simple picture: the observed CBF/
CMRO

2
 coupling ratio is approximately what is required to main-

tain a constant tissue pO
2
 (the contour of constant pO

2
 is plotted 

in Figure 3). Furthermore, the theoretical pO
2
 curve in Figure 2 

illustrates that complex fluctuations of tissue pO
2
, but of small 

magnitude, can occur as the dynamic curves of CBF and CMRO
2
 

response pass over and under the contour of constant pO
2
 in the 

CBF/CMRO
2
 plane.

This observation suggests the hypothesis that the existence of 
the BOLD effect – the apparent mismatch of CBF and CMRO

2
 

changes – could be the result of a homeostatic mechanism acting 
to prevent a fall of tissue pO

2
 despite changes in the metabolic rate. 

Based on the theoretical framework in Table 1, a CMRO
2
 increase 

of 20% with no change in CBF would lead to a 30% drop of tissue 
pO

2
, while a CBF change ∼2.5 times larger than the CMRO

2
 change 

would preserve tissue pO
2
 ∼25 mmHg. An earlier idea for why n is 

large was that O
2
 delivery is limited at baseline (Gjedde et al., 1991; 

Buxton and Frank, 1997), motivated by the previous assumption 
of the PET methods that the pO

2
 in tissue is near 0 so that back 

flux of O
2
 from tissue to blood is negligible (Mintun et al., 1984). 

In that case, because tissue pO
2
 cannot drop, and because there is 

no capillary recruitment, the only way to increase the O
2
 gradient 

from blood to tissue is to increase the blood pO
2
 by decreasing E. 

Valabregue et al. (2003) pointed out that relaxing the assumption 
of zero tissue pO

2
 gave more flexibility for CBF and CMRO

2
 to 

vary, and the pO
2
 measurements cited above support the idea that 

tissue pO
2
 is reasonably high. The current argument is in a sense 

an extension of the original oxygen limitation hypothesis, but now 
in terms of a non-zero tissue pO

2
 that is prevented from dropping 

lower, rather than a zero tissue pO
2
 that cannot drop. The required 

value of n needed to maintain tissue pO
2
 decreases for higher values 

of baseline tissue pO
2
.

Why is the CBF change so fast?
The argument above addresses the question of why n is large, but 
does not necessarily address why the CBF response is so fast. The 
dynamic example in Figure 2 essentially assumes that the time 
constants for adjustments of blood and tissue oxygenation are 
on the order of 1 s, and this needs to be tested with more detailed 
models, as discussed above. As a start in this direction, it is use-
ful to estimate the time constants for different aspects of energy 
metabolism as a guide to whether these components would require 
a fast CBF response, and whether they could potentially provide 
a rapid signal to drive the CBF response. It’s important to note 
that these time scales do not describe how quickly the glucose or 
O

2
 metabolic rates could change. Both metabolic rates are likely 

to be able to change on a very short time scale with no changes in 
the concentrations of glucose or oxygen, through changes in the 
activity of rate-limiting enzymes. Instead, these time constants 
reflect the speed with which an abrupt change in metabolic rate 
would translate into a change in concentration of the metabolic 
substrates or products.
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the neurons that produce NO have been isolated to a class of 
inhibitory GABA-ergic interneurons (Estrada and DeFelipe, 1998). 
This is an example of a mechanism that has an inhibitory effect 
on the neuronal population, and yet also increases blood flow. 
Adenosine is another prime example, reducing neuronal excitability 
while also acting as a vasodilator (Dirnagl et al., 1994; Haydon and 
Carmignoto, 2006). At first glance, this counterintuitive behavior 
is puzzling if the goal is to match blood flow to the level of neural 
activity. However, this combined effect makes sense as a protection 
against a potentially dangerous drop in tissue pO

2
, by both increas-

ing delivery and decreasing demand for O
2
. Both effects would 

serve to raise tissue pO
2
. This is consistent with the idea of oxygen 

conformance, that a primary defense of an organism when faced 
with hypoxia is to reduce the ATP consumption and O

2
 metabolic 

rate (Hochachka et al., 1996).
The existence of mechanisms that drive neural activity down 

while increasing CBF suggests the possibility that a greater involve-
ment of inhibitory activity could be associated with larger values 
of n. However, we should be cautious in interpreting these studies: 
the identification of a particular mechanism in simple preparations 
does not necessarily mean these mechanisms are dominant or even 
invoked in vivo. For example, interneurons also release neuropep-
tide Y (Abounader and Hamel, 1997), a vasoconstrictor, and astro-
cytes can trigger both vessel dilation and constriction (Zonta et al., 
2003; Mulligan and MacVicar, 2004; Blanco et al., 2008), and we 
have no clear picture of how these different potential mechanisms 
are integrated into a responsive system in vivo. Nevertheless, the 
possibility of significant variations in CBF/CMRO

2
 coupling related 

to inhibition is a potentially fruitful direction for future research.
In summary, the data and the theoretical modeling suggest the 

hypothesis that the underlying function served by n ∼ 2–3 is to 
approximately maintain tissue pO

2
 at a constant level. However, 

feed-forward mechanisms driven by the neural activity itself, 
such as NO production, are likely required to achieve the fast CBF 
response necessary to prevent a fall in pO

2
. Furthermore, the spe-

cific interplay of different aspects of the evoked activity, such as the 
degree of evoked inhibitory activity, could alter the CBF/CMRO

2
 

coupling ratio. This speculative scenario needs to be tested with 
detailed studies in animal models of the specific aspects of neural 
activity that drive CBF changes, and how these relate to the overall 
energy demands of the full evoked activity. Finally, it is interesting to 
note that the hypothesis that tissue pO

2
 is approximately conserved 

during neural activation is consistent with a broader evolution-
ary hypothesis. Baseline pO

2
 levels in tissue are similar to what is 

thought to have been the atmospheric level of O
2
 two billion years 

ago, when the machinery of oxidative metabolism evolved. It has 
been hypothesized that organisms try to preserve this level of O

2
 

in tissues as a balance between too little, limiting O
2
 metabolism, 

and too much leading to increased generation of reactive oxygen 
species and potential cellular damage (Massabuau, 2003).

Conclusions
The basic picture of blood flow and oxygen metabolism being 
driven in parallel by neural activity – rather than a serial connection 
with neural activity driving energy metabolism which then drives 
blood flow changes – creates a significant challenge for interpret-
ing many brain imaging signals in a quantitative way. The central 

What drives the CBF change?
The arguments above raise two key questions: why does the 
brain need to preserve tissue pO

2
, and what mechanisms could 

be involved in maintaining it? At first glance, it appears that the 
normal pO

2
 level (∼25 mmHg) is much higher than it needs to be, 

given that the effective K
m

 for cytochrome oxidase, the O
2
 con-

centration where O
2
 availability limits CMRO

2
, is below 1 mmHg 

(Gnaiger et al., 1998). That is, it appears that CMRO
2
 should not 

be affected by transient dips in tissue pO
2
. However, there are two 

potential reasons why a higher pO
2
 may be important for healthy 

brain function. The first is that there are many other reactions for 
which O

2
 is a substrate, and these have much larger K

m
 values than 

cytochrome oxidase (Vanderkooi et al., 1991; Erecinska and Silver, 
2001). For these reactions, fluctuations of tissue pO

2
 could affect 

the reaction rate. A second possible reason why maintaining a high 
tissue pO

2
 may be important is related to the thermodynamics of 

energy metabolism. The Gibbs free energy (∆G) available from 
oxidative metabolism of glucose depends on the O

2
 concentration. 

This ∆G must be sufficiently negative to offset the strong positive 
∆G required to produce ATP from ADP and Pi. If the ∆G of oxi-
dative metabolism is reduced because of low tissue pO

2
, there will 

be a point where CMRO
2
 cannot proceed unless the ∆G related 

to producing ATP also is reduced. This would be a reduction of 
the phosphorylation potential, the ratio [ATP]/[ADP][Pi]. This 
phenomenon was observed in cell cultures, where even though 
the rate of O

2
 metabolism could be maintained down to very low 

levels of pO
2
, the phosphorylation potential began to decrease at 

much higher levels (Wilson et al., 1979).
In the last decade there has been a surge of research on the 

mechanisms by which cells sense their oxygen level and respond 
with a wide range of physiological changes, particularly the cascade 
of events that follows stabilization of hypoxia-inducible factor-1 
(HIF-1, Semenza, 2009). While often considered in the context of 
responses to hypoxia, it is interesting to note that some of the inter-
mediate reactions are sensitive to the pO

2
 at higher levels (Ward, 

2008), and recent work suggests that these mechanisms may play 
a role in normoxia as well as hypoxia (Semenza, 2009). While it is 
conceivable that a pO

2
 feedback system may be involved in driv-

ing the acute CBF changes with activation, it is not clear that these 
mechanisms could operate effectively on the time scale of a few 
seconds. Such mechanisms, like other metabolic influences, may 
operate on a longer time scale to match CBF with energy demands. 
For this reason, the immediate trigger for the CBF increase most 
likely operates in a feed-forward fashion, with aspects of neural 
activity triggering an initial response that is then modulated by 
slower feedback responses. A great deal of experimental evidence 
has supported a role for astrocytes in modulating CBF, acting as 
both an integrator of local synaptic activity and an effector of blood 
flow change (Iadecola and Nedergaard, 2007). However, it is still 
not clear whether astrocyte responses are fast enough to drive CBF 
changes on a time scale of seconds, as the time scale observed for 
vascular responses in slice preparations is much longer than what 
is observed in awake humans (Koehler et al., 2009).

One mechanism that has been observed to respond quickly 
enough to drive the CBF response is the production of NO (Buerk 
et al., 2003). While NO is produced by vascular and endothelial 
mechanisms, it also is produced by neurons. Interestingly, though, 
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the axial resolutions. The axial resolution of PAT depends on time-
resolved ultrasonic detection. It is directly related to the transducer 
bandwidth, which is usually linearly proportional to the center fre-
quency of the transducer, f

0
. Thus, better axial resolution is achieved 

with greater f
0
, i.e., the axial resolution is inversely proportional to 

f
0
. The maximum penetration depth is also inversely proportional 

to f
0 
because the acoustic attenuation is approximately linearly pro-

portional to f
0
. Within the optical penetration limit, the relative axial 

resolution – defined as the ratio of the penetration depth to the 
axial resolution – is roughly a constant of 200 (the slope of the red 
line in Figure 1), considered high enough to provide good-quality 
images (Wang, 2009). The lateral resolution of PAT is from optical 
or ultrasonic focusing, which depends on the center wavelength of 
the optical illumination or the acoustic detection and can deteriorate 
in the presence of strong optical or acoustic scattering of biological 
tissues. Besides the capability of multi-scale imaging with a single 
modality, PAT enables label-free vascular imaging with a high signal-
to-noise ratio (SNR) by capitalizing on the optical absorption of 
endogenous hemoglobin, the primary carrier of oxygen in the blood. 
This unique feature allows PAT to avoid possible alterations to the 
intrinsic hemodynamics caused by exogenous angiographic agents 
(Hu and Wang, 2010) and, more importantly, to delineate vascular 
networks perfused with red blood cells (RBC), the functional vas-
cular subset supporting neuronal activities and tissue metabolism 
(Hu et al., 2010). This article is mainly focused on the technical 
advantages of PAT for neurovascular imaging, supported with pilot 
studies. Potential prospects and associated technical challenges are 
also presented.

Technical basis of PAT for neurovascular imaging
Three major embodiments
Similar to most of biomedical imaging modalities, PAT is an excita-
tion-probing process. The typical photoacoustic excitation source is 
a nanosecond short-pulsed laser, although an intensity-modulated 
continuous-wave laser can also be used to produce photoacoustic 
signals (Maslov and Wang, 2008). Endogenous or exogenous optical 

Background and motivation
Advances in brain imaging and sensing have greatly facilitated the 
understanding of neuronal activity and energetics. One classic tech-
nique is to use a microelectrode to directly record the activity of 
cortical neurons. However, this procedure is invasive, thereby lim-
iting the number of recordings and discouraging chronic studies. 
Alternatively, the relationship between local neuronal activities and 
subsequent changes in cerebral hemodynamics, which is referred to 
as neurovascular coupling, has been widely used as a non-invasive 
pathway to study brain functions (Malonek and Grinvald, 1996; 
Wang et al., 2003). Clinical neuroimaging modalities (Girouard and 
Iadecola, 2006) [such as magnetic resonance imaging (MRI) and 
positron emission tomography (PET)] and high-resolution optical 
microscopy technologies (Devor et al., 2007; Srinivasan et al., 2009) 
[such as two-photon microscopy (TPM) and optical coherence tom-
ography (OCT)] provide insights into neurovascular coupling at 
two distinct spatial scales. Photoacoustic tomography (PAT), a fast-
growing technology capable of multi-scale imaging (Wang, 2009), is 
able to bridge the resolution and penetration gaps between clinical 
modalities at the organ level and optical microscopy technologies 
at the cellular level. Utilizing diffraction-limited optical focusing, 
optical-resolution photoacoustic microscopy (OR-PAM), a new 
embodiment of PAT, has achieved cellular (Hu et  al., 2010) and 
even subcellular resolution (Maslov et al., 2010) in vivo. With more 
relaxed acoustic focusing, millimeter penetration with a tissue level 
resolution and centimeter penetration with an organ level resolu-
tion have been demonstrated by acoustic-resolution photoacoustic 
microscopy (AR-PAM) and macroscopy (AR-PAMac), respectively 
(Zhang et  al., 2006; Song and Wang, 2007). Despite higher eco-
nomic and computational expenses, ultrasound array based pho-
toacoustic computed tomography (PACT) (Gamelin et al., 2008; 
Zemp et al., 2008) can improve the temporal resolution enough to 
enable real-time monitoring of acute hemodynamics while main-
taining a similar penetration-to-resolution ratio. Figure 1 illustrates 
the high scalability of PAT, from the subcellular to the organ level. 
“Resolution” in the horizontal axis represents both the lateral and 
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absorbers (i.e., pigments or chromophores) in biological tissues 
are excited by the deposited photons, inducing thermal expansion. 
Consequently, these photoacoustic sources emit ultrasonic waves 
(referred to as photoacoustic waves). The photoacoustic waves are 
then detected by a high-frequency ultrasonic transducer to form 
a volumetric mapping of the spatially distributed photoacoustic 
sources, which are related to the optical absorption or molecular 
properties of the tissue (Wang, 2008b).

According to the mechanisms of optical illumination and ultra-
sonic detection, PAT for neurovascular imaging can be classified 
into three major embodiments: PACT, AR-PAM and OR-PAM. 
Figure 2 shows their schematics, along with representative label-free 
cerebral vascular images acquired by each embodiment. In PACT 
(Figure  2A-1), a pulsed laser beam from a wavelength-tunable 
laser system is expanded and homogenized to provide uniform 
illumination covering the entire region of interest (ROI). A circular-
scanning single-element ultrasonic transducer (Wang et al., 2003) 
or a stationary transducer array (Li et al., 2010) is placed around 
the tissue to receive photoacoustic waves. With a generalized inverse 
spherical Radon transform, the spatial distribution of the photoa-
coustic sources can be reconstructed within the limits of acoustic 
resolution (Xu and Wang, 2006). Alternatively, the computational 
reconstruction can be avoided by point-scanning the dual foci of 
optical illumination and ultrasonic detection, which is referred 
to as photoacoustic microscopy (PAM). In PAM, the optical and 

Figure 1 | Multi-scale photoacoustic tomography with consistent 
imaging contrasts. SM-PAM: sub-micron photoacoustic microscopy (Maslov 
et al., 2010); OR-PAM: optical-resolution photoacoustic microscopy (Maslov 
et al., 2008); AR-PAM: acoustic-resolution photoacoustic microscopy (Zhang 
et al., 2006); OD-PACT: optical-detection-based photoacoustic computed 
tomography (Zhang et al., 2008a); AR-PAMac: acoustic-resolution 
photoacoustic macroscopy (Song and Wang, 2007); C-PACT: circular 
photoacoustic computed tomography (Ku and Wang, 2005).

Figure 2 | Three major embodiments of PAT for label-free cerebral vascular 
imaging. (A-1) Schematic of PACT. (A-2) Schematic of dark-field AR-PAM. 
(A-3) Schematic of OR-PAM. (B-1) PACT image of the cortical vasculature in a 
living adult rat with both the scalp and the skull intact. Excerpted from (Wang 

et al., 2003). (B-2) Dark-field AR-PAM image of the cortical vasculature in a living 
adult mouse with both the scalp and the skull intact. Excerpted from (Stein 
et al., 2008). (B-3) OR-PAM image of the cortical vasculature in a living adult 
mouse with the scalp removed and the skull intact. All scale bars are 1 mm.
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The initial state of the experimental animal was hyperoxia, which 
served as a baseline. Then, the animal was subjected to three iso-
lated hypoxic challenges by switching the inhalation gas from pure 
oxygen to hypoxic gas (5% O

2
, 5% CO

2
, and 90% N

2
). According 

to the mouse cortex image (Figure 3A), a cross section contain-
ing five major vessels (Figure 3B) was selected for hemodynamic 
imaging. A pixelwise normalization of the cross-sectional image 
acquired at a HbR-dominant wavelength (561 nm) to the oxygen-
insensitive reference image acquired at an isosbestic wavelength 
(570 nm) was used to measure the hemodynamic response (Stein 
et al., 2009). The normalized dynamic oxygenation profile for each 
of the five vessels (Figure 3C) clearly shows a dramatic increase 
(13–28%) in the ratiometric photoacoustic signal in response 
to each hypoxic challenge, which indicates the deoxygenation 
of hemoglobin.

Taking advantage of the single-RBC resolution and sensitivity 
of OR-PAM, we can also accurately trace hemodynamic changes 
in microvessel diameter, such as vasomotion and vasodilation 
in response to tissue oxygen variation (Figures 3D–G) (Hu 
et al., 2009b). Similar to the oxygenation dynamic monitoring 
experiment, a cross section containing an arteriole–venule pair 
was selected according to the sO

2
 mapping acquired using dual-

wavelength OR-PAM measurements (A1 and V1 in Figure 3E) 
for a 70-min monitoring. During the cross-sectional monitor-
ing, the physiological state of the animal was switched between 
hyperoxia and hypoxia (indicated by the red and blue time seg-
ments, respectively, in Figure 3F) by alternating the inhalation gas 
between pure oxygen and hypoxic gas (5% O

2
, 5% CO

2
, and 90% 

N
2
). Vasomotion under hyperoxia and vasodilation under hypoxia 

are clearly represented by the diameter oscillation and expansion 
of the vessel cross section, respectively (Figure 3F). Compared 
with arteriole A1, venule V1 had a much weaker vasomotion but 
a similar oscillation frequency (Figure 3G).

Besides the above two important hemodynamic parameters 
that are closely associated with neuronal metabolism, blood flow is 
also a key parameter in the study of neurovascular physiology and 
diseases, such as stroke. Recently, blood flow measurement using 
Doppler photoacoustics has been actively studied (Brunker and 
Beard, 2010; Fang et al., 2007a,b; Fang and Wang, 2009; Yao and 
Wang, 2010). The photoacoustic Doppler effect was first observed 
in small light-absorbing particles flowing in clear media (Fang 
et al., 2007a) and later extended to tissue-mimicking phantoms 
(Brunker and Beard, 2010; Fang et al., 2007b; Fang and Wang, 
2009) and in vivo (Yao and Wang, 2010). Doppler photoacoustics, 
similar to traditional photoacoustics, involves both optics and 
ultrasound. Whenever there is a relative motion between the pho-
toacoustic source and the ultrasonic transducer, the detected pho-
toacoustic signal undergoes a Doppler frequency shift. Doppler 
photoacoustics bridges the spatial gap between Doppler optics 
and Doppler ultrasound. Because RBCs have a much higher 
optical absorption than the extravascular background (Wang, 
2008a) it also can potentially lower background noise and increase 
detection sensitivity.

The cerebral metabolic rate of oxygen consumption (CMRO
2
) 

is essential for investigating brain functions and visualizing neu-
ronal activities. Combining the currently available photoacoustic 
measurements of HbT, sO

2
, vessel diameter, and blood flow, PAT 

ultrasonic foci are configured coaxially and confocally, and the 
lateral resolution is dominated by the more tightly focused part. In 
AR-PAM, ultrasound detection is tightly focused to achieve a rela-
tively high spatial resolution in the optical diffusive regime (Wang 
and Wu, 2007). Figure 2A-2 illustrates the most mature version of 
AR-PAM with dark-field optical illumination (Zhang et al., 2006). 
In the dark-field system, a pulsed laser beam is reshaped by a coni-
cal lens to form a ring pattern and then is weakly focused beneath 
the tissue to overlap the tight ultrasonic focus. The optical focus is 
2 mm in diameter, which is much wider than the 50-μm ultrasonic 
focus; moreover, the optically dark zone above the tissue surface 
is ideal for placing the ultrasonic transducer in the acoustic/opti-
cal confocal configuration. To provide more detailed insight into 
neurovascular coupling, we can further refine the spatial resolution 
of PAT down to the capillary level, where the PAM technology is 
referred to as OR-PAM (Hu et al., 2009a). In Figure 2A-3, a diffrac-
tion-limited bright-field optical illumination, which is ten times 
smaller in diameter than the acoustic focus, is adopted to achieve 
optical resolution. A home-made acoustic-optical beam splitter, 
consisting of two right-angle prisms and a thin layer of silicone oil 
in between, aligns the optical illumination and the acoustic detec-
tion (Maslov et al., 2008). With OR-PAM, cortical microvasculature 
as small as single capillaries can be clearly resolved in a living adult 
mouse through the intact skull (Figure 2B-3). However, the tissue 
penetration of OR-PAM is restricted to ∼1 mm due to the high 
optical scattering, and therefore the scalp needs to be removed. 
Taking advantage of the tissue property that ultrasonic scattering 
per unit path length is 100–1000 times weaker than optical scat-
tering, AR-PAM is able to penetrate both the scalp and the skull of 
an adult mouse, at the expense of spatial resolution (Figure 2B-2) 
(Stein et  al., 2008). With a reduced ultrasonic frequency, PACT 
can even penetrate through the scalp and skull of an adult rat 
(Figure 2B-1) (Wang et al., 2003).

Label-free photoacoustic imaging and monitoring of 
hemodynamics
For label-free vascular imaging, PAT senses the two major endog-
enous chromophores in the blood stream, oxyhemoglobin (HbO

2
) 

and deoxyhemoglobin (HbR). Taking advantage of the oxygenation 
dependence in the optical absorption spectrum of hemoglobin, PAT 
at multiple (at least two) optical wavelengths can quantify the rela-
tive concentrations of HbO

2 
and HbR within single blood vessels, 

and subsequently the oxygen saturation (sO
2
) and the total relative 

concentration (HbT) of hemoglobin (Hu et  al., 2009a; Hu and 
Wang, 2010). Alternatively, relative HbT can also be directly meas-
ured by using a single isosbestic point in the hemoglobin absorp-
tion spectra, where the molar extinction coefficients of HbR and 
HbO

2 
are equal and thus the photoacoustic signal reflects the HbT 

but not the sO
2
. Among the mainstream neuroimaging modalities, 

only near-infrared spectroscopy (NIRS) and blood-oxygen-level-
dependent (BOLD) MRI can assess sO

2
 with endogenous con-

trasts. However, NIRS suffers from poor spatial resolution, and 
BOLD MRI is sensitive only to HbR (Ogawa et al., 1990; Bunce 
et al., 2006).

Figures 3A–C show non-invasive AR-PAM monitoring of 
blood-oxygenation dynamics in a living mouse cortex under 
hypoxic challenge (both the scalp and the skull were kept intact). 
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scanning position and lasted for 4.5  s. Subtracting the control 
image without whisker stimulation from the functional image 
with whisker stimulation produced a functional map of the vascu-
lar response evoked by the whisker stimulation. The PACT-imaged 
vascular patterns (in gray in Figure 4) in the activated regions 
match well with the functional differential signals (in blue and 
red in Figure 4), indicating that the functional signals detected 
by PACT did represent the hemodynamic changes induced by 
whisker stimulation. It is worth pointing out that with higher-
resolution systems, such as OR-PAM, the activity of individual 
barrels may be visualized.

Intravital imaging of amyloid plaques
Amyloid plaques are hypothesized to play a major role in the 
pathogenesis of Alzheimer’s disease (AD), but the underlying 
mechanisms are still elusive and need extensive animal studies. 
Although clinical neuroimaging technologies such as PET have 
improved the diagnosis of AD (Klunk et al., 2004), their spatial 
resolutions are inadequate for imaging subtle microscopic changes 
due to AD progression or treatment. OR-PAM, capable of detecting 

has the potential to become the first single modality that enables 
independent quantification of CMRO

2
 at high spatial resolution 

without the use of an exogenous contrast agent (Wang, 2008a).

Pilot studies
Cerebral vascular responses to whisker stimulation
In rodent models, barrels of the somatosensory cortex are spatially 
and functionally discrete, each corresponding to a single contralat-
eral whisker, forming an ideal system for the study of neurovascular 
coupling. In one of the very first neurovascular studies using pho-
toacoustics, Wang et al. (2003) used a single-element transducer 
based PACT system to observe the hemodynamic counterparts of 
neuronal activities in response to mechanical stimulation of the 
whisker pad of a rat.

As shown in Figure 4, to maximize the hemodynamic response 
due to whisker stimulation, all whiskers on the right side of the 
rat snout were deflected simultaneously at a distance of 10 mm 
from the whisker pad, with a stimulation frequency of 10  Hz 
and an oscillation amplitude of 8 mm. The whisker stimulation 
started 0.5  s before the photoacoustic data collection at each 

Figure 3 | In vivo label-free photoacoustic monitoring of hemodynamics in 
rodent models. (A–C) AR-PAM monitoring of blood-oxygenation dynamics in a 
living mouse cortex under hypoxic challenge. Excerpted from (Stein et al., 2009). 
(A) Photoacoustic image of the mouse cortex vasculature through the intact scalp 
and skull. The red dashed line indicates the area over which the cross-sectional 
scanning was performed. (B) A representative cross-sectional image along the red 
dashed line in (A). (C) Ratiometric photoacoustic signals generated by a pixelwise 
normalization of the HbR data acquired at 561 nm to the oxygen-insensitive 
reference data acquired at 570 nm. (D–G) OR-PAM monitoring of vasomotion and 

vasodilation in response to switching the physiological state between hyperoxia 
and hypoxia. Excerpted from (Hu et al., 2009b). (D) Structural image of a nude 
mouse ear in vivo acquired at 570 nm. (E) Vessel-by-vessel sO2 mapping of the 
same region using dual-wavelength measurements at 570 and 578 nm. The 
calculated sO2 values are shown in the color bar. A1 indicates a representative 
arteriole; V1 indicates a representative venule; the yellow dashed line shows the 
position of the cross-sectional scan. (F) Changes in the arteriolar and venular 
diameters in response to switching the physiological state. (G) Close-up of the 
boxed region in (F). Scale bars are 500 μm in (A) and (B), and 50 μm in (D) and (E).
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not only endogenous but also exogenous optical absorption con-
trasts with superb sensitivity and cellular level resolution, provides 
a potential solution.

Recently, we validated OR-PAM imaging of amyloid plaques 
with established fluorescence microscopy and TPM (Hu et  al., 
2009c). For in vitro validation, a Congo red-stained brain section 
from a 10-month-old APPswe/PS1dE9 (APP/PS1) mouse was first 
imaged using conventional fluorescence microscopy (Figure 5A). 
Then, a 1 × 1 mm2 ROI (enclosed by a red dashed box in Figure 5A) 
was imaged by OR-PAM for comparison (inset, Figure 5A). All the 
amyloid plaques visualized using fluorescence microscopy were also 
observed with OR-PAM, suggesting that OR-PAM has the sensitiv-
ity and spatial resolution required to image amyloid plaques. For 
in vivo validation, a 10-month-old APP/PS1 mouse was injected 
with Congo red through the cisterna magna. Twenty-four hours 
after injection, an open-skull cranial window was created over the 
parietal cortex, and dye labeling was confirmed by fluorescence 
microscopy (Figure 5B). A ROI (enclosed by a yellow dashed box 
in Figure 5B) containing a variety of amyloid plaques and blood 
vessels was selected for dual-wavelength (523 and 570 nm) imaging 
with OR-PAM, followed by imaging with TPM. Images acquired 
using OR-PAM and TPM were directly compared, revealing excel-
lent correlation in plaque distribution (arrows in Figures 5C,D). It 
should be noted that the imaged plaque sizes are slightly different 
in the two imaging modalities, which is likely due to the differences 
in imaging contrast and sensitivity between the two techniques. 
However, since each plaque can serve as its own reference, measures 
of relative plaque growth are expected to be similar.

Some other photoacoustic studies on neurovascular disease 
and physiology, such as epilepsy and hindpaw stimulation in 
rodent models, are not covered here (Stein et  al., 2008; Zhang 
et al., 2008b).

Prospects and challenges
Providing high-sensitivity label-free vascular imaging and charac-
terization at multiple spatial scales, PAT holds the potential to play 
an important role in neurovascular studies. Several future prospects 
and associated challenges are envisaged.

Figure 4 | In vivo PACT image of the cerebral vascular response to right-side whisker stimulation in an adult rat model, acquired with both the scalp and 
the skull intact. The hemodynamic response due to whisker stimulation is shown in blue and red and is superimposed on the cortical vascular image shown in gray. 
Excerpted from (Wang et al., 2003).

Figure 5 | (A) Entire hippocampus of a Congo red-stained brain section from 
a 10-month-old APP/PS1 mouse imaged using conventional fluorescence 
microscopy. Inset: OR-PAM image of the red-boxed region for comparison. 
(B) Exposed cortical region of a Congo red-injected 10-month-old APP/PS1 
mouse imaged using conventional fluorescence microscopy through a cranial 
window. The region of interest marked by the yellow dashed box was imaged 
by TPM in (C) and dual-wavelength OR-PAM in (D), respectively. In (D), amyloid 
plaques are colored blue and blood vessels are colored yellow. Arrows indicate 
plaques. All scale bars are 100 μm. Excerpted from (Hu et al., 2009c).
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(i)	 Real-time PAT. Potential methods include galvanometer 
based optical-scanning OR-PAM (Xie et  al., 2009), voice 
coil based mechanical-scanning AR-PAM (Harrison et al., 
2009), and ultrasound array based non-scanning PACT 
(Gamelin et  al., 2008; Li et  al., 2010). Although the tem-
poral resolution of PAT has been advanced to as fast as 
∼1  frame/s (Li et  al., 2010), it is still not fast enough to 
catch some fast neurovascular responses. Two major bot-
tlenecks are the rates of data acquisition and laser repeti-
tion (Hu and Wang, 2010).

(ii)	 CMRO
2 

quantification. For a localized vascular system, we 
can estimate the relative CMRO

2
 using

CMRO sO HbT sO HbTin
in in in 2

out
out out out2 2∝ ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅[ ] [ ] ,A v A v 	 (1)

where sOin/out
2 , [ ]HbT in/out, Ain/out, and vin/out are the sO

2
, relative HbT, 

cross-sectional area, and flow velocity of the feeder/draining ves-
sels of the local system, respectively (Wang, 2008a). As discussed in 
Section “Technical basis of PAT for neurovascular imaging”, all the 
above parameters are measurable via PAT. A major technical chal-
lenge in CMRO

2 
quantification is the fluence compensation in the 

sO
2
 calculation (Hu and Wang, 2010). In PAT, the detected signal 

amplitude is proportional to the product of local optical absorption 
coefficient and optical fluence. The wavelength dependences of opti-
cal fluence must be compensated for before we can apply the known 
optical absorption spectra of HbR and HbO

2
 to calculate sO

2.
 Poor 

fluence compensation can lead to inaccuracy (Stein et al., 2009).
(iii)	 Multimodal imaging. Established neuroimaging techno-

logies, such as TPM and MRI, provide fruitful anatomical, 
functional, or molecular information that is highly comple-
mentary to photoacoustic contrasts. Taking advantage of the 

high scalability of PAT, it would be convenient and powerful 
to fuse PAT and the existing neuroimaging technologies into 
a multi-contrast system.

(iv)	 Effective absorption contrast agents. Although low-quantum-
yield fluorochromes can be used as photoacoustic contrast 
agents for molecular imaging (Razansky et al., 2007), SNR is 
usually presented as a limiting factor due to the unoptimized 
optical absorption property. For instance, although OR-PAM 
has demonstrated in vivo transcranial imaging of single 
capillaries (Hu et  al., 2009a), which are similar to or even 
smaller than the size of amyloid plaques in rodent models, 
transcranial imaging of amyloid plaques still requires further 
improvements in the optical absorption of amyloid-specific 
dyes (Hu et al., 2009c). To extend the scope of PAT from neu-
rovascular coupling to more general neuronal activities, we 
must develop more effective absorption contrast agents.

In conclusion, PAT bridges the spatial gap between biological 
microscopy and clinical imaging. Both the spatial resolution and 
the tissue penetration of PAT are highly scalable. The combination 
of scalability and endogenous hemoglobin contrast enables label-
free, multi-scale, multi-parameter vascular imaging, making PAT 
a promising tool for neurovascular study.
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However, the role and properties of oxygen delivery and consump-
tion have remained unclear. For instance, steady-state increases in 
oxygen delivery have been consistently observed to exceed the state-
state increases in oxygen consumption by a ratio between 2 and 3 
(Uludag et al., 2004). It is this disproportionate ratio that is exploited 
to image brain function in humans and animals using methods 
like BOLD fMRI. Fueling our lack of understanding is the fact that 
neural activity is a highly dynamic process and dynamic measure-
ments of oxygen consumption (and delivery) have been largely 
unavailable. As a result, the use of blood oxygenation methods to 
interpret and quantify brain function remains uncertain. Because 
these processes are not simple and many important variables are 
not routinely measured, models have been employed to explore, 
interpret and quantify the dynamics of this process (Zheng et al., 
2002; Valabregue et al., 2003; Huppert et al., 2007; Boas et al., 2008). 
However, the dynamic properties of tissue oxygen consumption with 
changes in brain function have been difficult to measure, leaving 
this portion of the model to educated assumptions.

A thorough understanding of cerebral oxygen delivery and con-
sumption is important not only to understand this fundamental 
metabolic process but also for the quantification of the changes 
in blood oxygen saturation which are then used to calculate the 
changes in tissue oxygen metabolism. This physiological param-
eter can be very useful in research and clinical studies to assess the 
functional state of tissue. In this work, we will overview the current 

Introduction
The wide-spread use of imaging methods that are sensitive to the 
cerebral oxygenation level of blood, such as blood oxygenation-level 
dependent functional magnetic resonance imaging (BOLD fMRI), 
has sparked significant interest in the properties and role of oxygen 
delivery and consumption in the brain, particularly during changes 
in brain function. In general, oxygen is transported to the brain by 
blood and it is delivered to tissue at the capillary level by diffusion. 
In tissue, oxygen diffuses until it is used up in cellular mitochon-
dria. With increases in neural activity, the cerebral metabolic rate of 
oxygen consumption (CMRO2

) increases (Herscovitch et al., 1985; 
Fox et al., 1988; Fiat et al., 1993; Davis et al., 1998; Kim et al., 1999; 
Mayhew et al., 2000; Hyder et al., 2001; Shulman et al., 2001; Boas 
et al., 2003). In addition, the delivery (or supply) of oxygen to tis-
sue also increases through increases in cerebral blood flow (CBF) 
(Buxton and Frank, 1997; Davis et al., 1998; Hyder et al., 1998; Kim 
et al., 1999; Lauritzen, 2001; Zheng et al., 2002). The increase in CBF 
is produced at least in part by the dilation of feeding arteries, and 
hence, increases in cerebral blood volume (CBV) have also been 
observed (Berwick et al., 2005; Vanzetta et al., 2005; Hillman et al., 
2007; Kim et al., 2007). This general picture appears to be coherent 
because it is expected that increases in neural activity (e.g., synaptic 
transmission and firing rate) require additional energy, which is sup-
plied by increases in oxidative metabolism. As a result, blood flow 
increases to satisfy the consumption (or demand) of tissue oxygen. 
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knowledge of functional oxygen delivery and consumption and 
introduce recent findings to explore the role of the large delivery 
of oxygen to tissue and the temporal dynamics of oxygen con-
sumption. Specifically, previously reported data from our group 
(Vazquez et al., 2010) will be used in combination with a model of 
the transport of oxygen to aid in the investigation of these questions. 
These data will also be used to explore the impact of vascular wall 
PO2

 measurements on the longitudinal gradient of oxygen along 
the cerebro-vascular tree. Preliminary findings of the functional 
changes in tissue PO2

 as a function of depth over superficial layers 
will also be explored. Lastly, preliminary findings of the dynamic 
changes in cellular oxidative metabolism with evoked function 
obtained using flavoprotein autofluorescence imaging (FAI) are 
also presented.

Background
The mammalian brain is very sensitive to the amount of oxygen. 
This is exemplified by the disruption of brain function within min-
utes after discontinuing oxygen supply (e.g., respiratory arrest). 
Oxygen in air is present at a concentration of 20.9% under standard 
temperature and pressure (i.e., 25°C and 1 atm). It is transported 
from air to the lungs by respiration and it dissolves in blood where 
it mostly binds hemoglobin in red blood cells. The ability of a 
medium such as blood (plasma) to dissolve oxygen is described 
by Henry’s Law and the solubility coefficient (α), which has been 
determined to be 1.39 ×  10−3 mM/mmHg (Popel, 1989). In the 
lungs, the inspired oxygen tension is about 150 mmHg under stand-
ard body temperature and pressure (i.e., 37°C and fully saturated 
water vapor gas), setting an upper bound for the oxygen tension of 
blood. A single hemoglobin molecule is able to bind four oxygen 
molecules such that the total concentration of oxygen in blood 
depends mostly on the concentration of hemoglobin, although free 
oxygen dissolved in blood plasma, reported as the partial pressure 
or tension of oxygen in blood, also contributes a small amount. 
The affinity of oxygen to hemoglobin depends on the blood oxygen 
tension and it is described by the oxygen dissociation curve (ODC) 
(Popel, 1989; Jensen, 2004). It is worth noting that the ODC is 
influenced by temperature, pH and carbon dioxide tension (the 
latter two compose the Bohr effect). A common expression for 
the ODC is the Hill equation (Eq. 1) which is parametrized by 
the P

50
 (the oxygen tension at which blood hemoglobin is 50% 

saturated by oxygen) and the Hill coefficient (h). The kinetics of 
the association and dissociation of oxygen from hemoglobin have 
been determined to take tens of milliseconds under normal condi-
tions (Gibson et al., 1955; Popel, 1989). Hence, if an instantaneous 
equilibrium is assumed, the total concentration of blood concentra-
tion can be described by Eq. 1 as the sum of the oxygen dissolved 
in plasma (C

p
) and the oxygen bound to hemoglobin, where [Hb] 

is the concentration of hemoglobin in blood. Using the values in 
Table 1, an arterial oxygen tension of 100 mmHg would correspond 
to a dissolved oxygen concentration (C

p
) of 0.14 mM and a total 

oxygen concentration (C
c
) of 6.56 mM.

C C
P

C

c p

p

h= +

+










4

1 50

[ ]Hb

α

	
(1)

A relatively simple model can be used to describe the transport 
of oxygen by conservation of mass assuming that a single vascular 
compartment with a linear axial and radial oxygen gradient is a 
reasonable approximation (Eq. 2 and Figure 1) (Valabregue et al., 
2003). In this fashion, the average amount of oxygen (represented 
by the product of the compartment’s volume V

c
 and the average 

oxygen concentration C
c
) is described by the average amount of 

oxygen entering the compartment upstream (CBF C
a
), the amount 

of oxygen leaving the compartment down-stream (CBF C
v
) and 

the amount of oxygen delivered to tissue (represented by the right-
most term in Eq. 2). In the latter term, the transport of oxygen 
out of the vascular space (orthogonal to the direction of flow) is 
related to the product of the oxygen permeability and surface area 
of exchange (PS

c
) (see Table 1). Similarly, the average amount of 

oxygen in a tissue compartment (represented by the product of 
the tissue compartment volume V

t
 and the average tissue oxygen 

concentration C
t
) can be simply described by the difference between 

the amount entering the tissue compartment and the amount of 
oxygen consumed (CMRO2

) (Eq. 3). A more in-depth description 
of this model (Eqs 1–3) and its assumptions can be found in (Popel, 
1989; Valabregue et al., 2003).

Vessel: V
dC t

dt
t C t C t PS C t C tc

c
a v c p t

( )
( ) ( ) ( ) ( ) ( )= −( ) − −( )CBF 	 (2)

Tissue: V
dC t

dt
PS C t C t tt

t
c p t

( )
( ) ( ) ( )= −( ) − CMRO2

	 	(3)

Cerebral oxygen tension is classically measured using polaro-
graphic oxygen microelectrodes (Fatt, 1976; Siesjö, 1978). A 
significant advantage of this method is that it can quantify 
the absolute tension of free dissolved oxygen with good spa-
tial resolution (typical volumes of about 10  μm in radius or 
greater). A significant disadvantage of this method is its single 
point measurement and invasiveness since the electrode must be 
physically placed at the desired sampling location. In addition, 
the measurement of intra-vascular PO2

 is generally limited to 
the surface of blood vessels which may not necessarily indicate 
the intra-vascular PO2

, especially for larger arteries where the 
vascular wall is thick (a promising new method might overcome 
some of these shortcomings (Yaseen, et al., 2009)). Although 
other methods can be used to measure oxygen tension (e.g., 
phosphorescence quenching), most reports overviewed below 
used oxygen microelectrodes to measure oxygen tension in blood 
vessels and tissue.

Table 1 | Parameter values used for the model described in Eqs 1–3.

Parameter	 Value	 Remarks

[Hb]	 1.72 mM	 Vazquez et al. (2010)

α	 1.39 × 10−3 mM/ mmHg	 Popel (1989)

P50	 38 mmHg	 Gray et al. (1964)

h	 2.73	 Valabregue et al. (2003)

CBF0	 150 ml/min	 Kim et al. (2007)

PSc	 612 ml/min	 Medium-to-small arterial  

		  vessel compartment
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Oxygen Delivery
Oxygen is transported to the brain by the arterial vasculature and 
most of the blood oxygen is exchanged into tissue in cerebral capil-
laries by diffusion. Therefore, a longitudinal or axial oxygen con-
centration gradient exists between cerebral arteries and veins. In 
addition, the venous (or down-stream) concentration of oxygen 
directly depends on the flow rate. A few reports of the arterial and 
venous cerebral oxygen tension in the literature show that the largest 
drop in vascular PO2

 occurs in tissue across capillaries (17 mmHg) 
(Vovenko, 1999) and between pre-penetrating pial arterioles and 
post-emerging pial venules (44 mmHg; Figure 2, Small Artery to 
Small Vein locations, or SmArt to SmVen, respectively).

Interestingly, the gradient of oxygen is decreasing along the 
traversal of blood within the arterial tree becoming significantly 
lower in small pre-penetrating pial arterioles (Vovenko, 1999; 
Vazquez et al., 2010). Specifically, in a report by Vovenko (1999) 
the resting arterial oxygen tension dropped by 23 mmHg prior to 
entering the capillaries. In a recent study by our group (Vazquez 
et al., 2010), the arterial oxygen tension dropped by 11 mmHg in 
the pial surface prior to the arteries penetrating into the cortex 
(Figure 2, medium to small artery locations). Similar measure-
ments in other tissues (e.g., muscle) have also shown a similar 
efflux of oxygen from arterial vessels (Duling and Berne, 1970). 
In many studies, vascular PO2

 measurements are made at the ves-
sel wall, which underestimates the intra-luminal vascular PO2

.  A 
conventional correction to PO2

 measurements at the vessel wall 
considers the wall thickness and the gradient of oxygen across the 
wall (Ivanov et al., 1999). In a study by Duling and Berne (1970) 
these two parameters were measured in cerebral arteries and they 
found an average PO2

 gradient of about 1 mmHg/μm and an average 
wall thickness of 15% of the intra-luminal diameter. These find-
ings were used to perform a zero-order correction of our arterial 

Figure 1 | Simplified diagram of the transport of oxygen from blood to 
tissue. The model in Eqs 2 and 3 consists of a vessel compartment and a 
tissue compartment, respectively, where the amount of oxygen per unit time is 

conserved in each compartment. The model implemented in this work 
assumed a linear intra-vascular oxygen gradient to be a reasonable 
approximation.

Figure 2 | Average resting cerebral PO2
 gradient in tissue and pial 

vasculature (solid black line). PO2
 measurements were obtained from the 

vessel wall and the intra-vascular PO2
 (corrected) was estimated using oxygen 

gradient and wall thickness estimates from the literature (dashed black line). 
The average vessel diameter is also presented (solid red line) with its 
corresponding axis on the right. In the horizontal axis, “Lar” was used to 
denote the largest visible branch of the targeted pial artery (“Art”) and vein 
(“Ven”). These locations are also referred to as large artery and large vein, 
respectively. “Sm” was used to denote the targeted pre-penetrating arterial 
branch (also called small artery) and post-emerging venous branch (small vein). 
“Med” was used to denote the branch location of measurement between the 
“Lar” and “Sm” locations in each artery and vein (also referred to as medium 
artery and medium vein). Error bars indicate the standard error (n = 6, 6, 9, 9, 
9, 6, and 6 for LarArt, MedArt, SmArt, Tissue, SmVen, MedVen, and LarVen, 
respectively). This data was adapted from Vazquez et al. (2010).

PO2
 measurements obtained at the vessel wall and, as a result, the 

longitudinal PO2
 gradient along the arterial tree slightly steepened 

to 16 mmHg (from 101.8 to 85.8 mmHg, Figure 2). In addition, 
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of 3 Hz, amplitude of 1.5 mA, total duration of 20 s, repeated every 
80  s. These parameters have been shown to produce consistent 
neural responses and robust hemodynamic responses (Masamoto 
et al., 2009). CBF was measured using a laser Doppler flowmeter 
(LDF) and it was observed to increase by 44 ± 12% (n = 9; stand-
ard error reported unless otherwise stated) over the last 10 s of 
the stimulation period, in part due to increases in the vascular 
diameter of arteries of about 5%. More importantly, PO2

 was meas-
ured in pial arteries, pial veins and tissue locations using oxygen 
microelectrodes and, upon stimulation, vascular PO2

 was observed 
to increase in pial arteries and veins at all the locations sampled 
(Figure 3). The average arterial oxygen tension was observed to 
increase by 4 ± 1 (n = 6), 5 ± 1 (n = 6) and 11 ± 2 mmHg (n = 9) 
at the large, medium and small pial artery locations, respectively, 
during the last 10 s of the stimulation period. Note that the arte-
rial longitudinal gradient decreased on average from 16 mmHg 
at rest to 10 mmHg during stimulation conditions. The average 
venous PO2

 was observed to increase by 7 ± 2 (n = 9), 7 ± 2 (n = 6) 
and 5 ± 2 mmHg (n = 6) at the small, medium and large pial vein 
locations, respectively. Temporally, the earliest average increase in 
vascular PO2

 was observed in medium and small pial arteries.
In summary, the longitudinal arterial PO2

 gradient was observed 
to decrease with increase in function. This is due, at least in part, 
to the functional increase in CBF. In general, an increase in arterial 
oxygen tension will also increase the extra-vascular oxygen tension 
(Figure 1). To investigate the mechanism(s) behind the decrease in 
the longitudinal arterial PO2

 gradient, our experimental data were 
used in combination with the model in Eqs 1 and 2 to estimate the 
required increases in extra-vascular PO2

 to describe the data. For this 
exercise, the LDF data was assumed to represent CBF, the medium 
artery PO2

 was used to represent the input PO2
 of the vascular com-

partment (C
a
) and the tissue PO2

 was used as an estimate of the 
extra-vascular PO2

 (C
t
). The model was then used to compare the 

predicted output PO2
 (C

v
) with the measured small artery PO2

 data 
(Figure 1). The values considered for the parameters of the model 
are listed in Table 1. Considering only the steady-state changes, 
it was calculated that a large increase in the extra-vascular PO2

 is 
necessary to describe the small artery PO2

 data (output) and lower 
resting extra-vascular PO2

 levels. Recall that the tissue PO2
 level was 

measured in these experiments at a depth of 300 μm which includes 
capillary exchange (Figure 4, top panel, and Table 1). The change 
in the extra-vascular PO2

 was calculated to decrease as the resting 
extra-vascular PO2

 level increased.
Another possibility is that the extra-vascular PO2

 level does not 
change and that the increases in CBF (i.e., blood velocity) impact 
the permeability of oxygen. Under these assumptions, the relative 
change in PS was calculated to significantly drop with increases in 
CBF and this decrease grows as the resting extra-vascular PO2

 level 
increases (Figure 4, bottom panel). Decreases in oxygen perme-
ability with increases in blood flow have been reported (Tsai et al., 
2003; Lamkin-Kennard et al., 2004; Chen et al., 2006), though not 
of this magnitude. To determine which mechanism(s) contribute 
to significant hyper-oxygenation in arteries, it is necessary to assess 
the baseline PO2

 at the pial surface as well as the magnitude of super-
ficial tissue PO2

 changes with increased brain activity, if any. The 
PO2

 of tissue is known to be heterogeneous, including that of the 
pial surface. This has been attributed to the relative heterogeneous 

the study by Vovenko, was performed under a microscope at high 
magnification using sharp microelectrodes that were carefully posi-
tioned inside the vessel wall in close proximity to the luminal space 
to avoid this potential source of error. In both studies a significant 
decrease in arterial PO2

 was observed, hence showing that, similar 
to other tissues, cerebral arteries are indeed permeable to oxygen. 
The significance of this arterial oxygen gradient is that it allows for 
the control of the delivery of oxygen to down-stream vasculature 
through increases in blood flow.

It has been long hypothesized that this delivery of oxygen by the 
arterial vasculature serves to satisfy the metabolic demands of vascular 
cells and also the demands of surrounding tissue (Tsai et al., 2003). 
However, recall that the total efflux of oxygen depends on that bound 
to hemoglobin and the ODC. In arteries, PO2

 is relatively high but the 
total amount of oxygen transported to tissue is not as large as that 
in capillaries. Nonetheless, measurements of the radial arterial PO2

 
gradient beyond the vascular wall have shown that the oxygen tension 
in tissue surrounding arteries is significantly larger than the PO2

 in 
capillaries (Duling et al., 1979; Sharan et al., 2008). This gradient was 
observed to take tens of micrometers to equilibrate with the average 
tissue oxygen tension. These findings indicate that sufficient oxygen 
escapes arterial blood and reaches surrounding tissue for consump-
tion and that capillaries are not the sole source of oxygen delivery. 
However, the functional role of this source of oxygen is unclear.

Lastly, after the passage of blood through arteries and capillaries, 
it enters the venous vasculature where it continually pools with blood 
from other cortical areas as the branching order decreases. In con-
trast to the arterial vasculature, no significant differences in oxygen 
tension were reported along the venous tree although significant 
variability in the oxygen tension within the draining venous tree 
was reported (Vovenko, 1999; Vazquez et al., 2010). Interestingly, 
both studies by Vovenko and our group reported a larger average 
PO2

 in the largest sampled venous location compared to the smallest 
sampled venous location (by 3–5 mmHg) although these differences 
were not statistically significant. To account for potential errors stem-
ming from vascular wall measurements, the radial oxygen gradient in 
veins was measured to be 0.1 mmHg/μm (Vovenko, 1999; Tsai et al., 
2003). In addition, the venous vascular wall is thinner than that of 
arteries (about 10% of the venous lumen diameter) (Burton, 1954). 
These values were also used to perform a zero-order correction of 
the venous PO2

 measurements and small increases in the venous PO2
 

were obtained (Figure 2). Such increases in venous PO2
 have also been 

reported in other tissues (Tsai et al., 2003). In the brain, this increase 
in venous PO2

 has been attributed to the presence of arterio-venous 
shunts and the draining of blood from other parts of the brain with 
different metabolic demands (Tsai et al., 2003). 

Arterial PO2
 Changes During Increased Neural Activity

It is well-known that increases in neural activity induce increases in 
CBF and that this dynamic process is responsible for the hyper-ox-
ygenation of both tissue and the down-stream venous vasculature. 
However, changes in arterial oxygenation with increases in neural 
activity had not been investigated. To this end, our group investi-
gated the impact of evoked neural activity on arterial, tissue and 
venous PO2

 in the isoflurane-anesthetized rat (Vazquez et al., 2010). 
The neural stimulus consisted of electrical stimulation of the rat’s 
forelimb with the following parameters: 1 ms pulses at a frequency 

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 June 2010  | Volume 2  |  Article 11  |  34

Vazquez et al.	 Brain oxygen delivery and consumption

estimate of the tissue CMRO2
 response, both the upstream arte-

rial PO2
 and the intra-cortical area of exchange (by way of an 

increase in CBV) need to increase in order to fully describe the 
measured changes in tissue PO2

 (Vazquez et al., 2008). The data and 
simulation work in that study found that the delivery of oxygen 
required a peak increase of 14 mmHg in tissue PO2

 to describe 
the data. The increase in oxygen delivery can be allocated as con-
tributions from CBF increases alone (6  mmHg for a constant 
input oxygenation), increases in the input arterial oxygenation 
(4 mmHg for an increase of 10 mmHg in arterial PO2

) and other 
mechanisms (4 mmHg), such as an increase in exchange area. The 
data in Figure 3 shows similar increases in arterial oxygenation 
and the residual increase in oxygen delivery can be attributed to 
increases in exchange area (CBV). In fact, functional increases 
in intra-cortical blood volume have been measured using MRI 
in similar experiments (Kim et al., 2007). Alternatively, another 
mechanism to increase the delivery of oxygen can be through a 
shift in the ODC due to pH increases and the binding of CO

2
 to 

hemoglobin (i.e., the Bohr effect). To examine this mechanism, 
our previous simulation work was expanded to consider the pos-
sibility of shifts in the blood P

50
 (Eq. 1) as the sole source of the 

increases in tissue oxygen delivery (i.e., no arterial PO2
 or exchange 

distribution of capillaries, arteries and veins in the brain (Popel, 
1989; Tsai et al., 2003). Nonetheless, preliminary tissue PO2

 meas-
urements at the pial surface and deeper in tissue performed in 
our laboratory have shown that the surface PO2

 level is higher than 
that at 300 μm in depth, but the functional increase in tissue PO2

 
is somewhat smaller at the surface compared to deeper in tissue 
(Figure 5). Other reports in the literature have also found a higher 
tissue PO2

 near or at the pial surface (Masamoto et al., 2004; Sharan 
et al., 2008). Therefore, we conclude that the increase in arterial PO2

 
requires a decrease in the arterial permeability of oxygen in addition 
to the increase in CBF which contribute to the hyper-oxygenation 
of surrounding tissue.

Tissue Oxygen Delivery During Increased Neural Activity
The increase in arterial oxygen tension supplies the sub-serving 
tissues with a relatively large amount of oxygen. Computer simu-
lation work performed by our group determined that, given an 

Figure 3 | (Top) Change in oxygen tension at sampled large, medium 
and small pial arteries (labeled LarArt, MedArt, and SmArt, respectively) 
due to evoked somato-sensory stimulation (gray bars) relative to their 
respective pre-stimulation level. The small pial artery measured consisted 
of a pre-penetrating arterial branch just prior to its intra-cortical penetrating 
location over the activate area. The medium and large locations sampled 
consisted of the parent branches of the sample small artery sampled. 
(Bottom) Change in oxygen tension at the vessel wall of sampled small, 
medium and large pial veins (labeled SmVen, MedVen, and LarVen, 
respectively) relative to their respective pre-stimulation level. Similar to the 
small artery location, the small pial vein location was selected just after its 
intra-cortical emerging location over the active area and the medium and large 
vein locations corresponded to parent branches. The corresponding baseline 
PO2

 for each location sampled is reported in the legend. Error bars indicate the 
standard error (n = 6, 6, 9, 9, 9, 6, and 6 for LarArt, MedArt, SmArt, Tissue, 
SmVen, MedVen, and LarVen, respectively). This data was adapted from 
Vazquez et al. (2010).

Figure 4 | (Top) Model prediction of the increase in the extra-vascular 
PO2

 (Ct) necessary to represent the increase in medium artery PO2
 (input, 

Ca) and small artery PO2
 (output, Cv) considering the measured increase in 

CBF and a constant PSc (Eq. 2, Figure 1). A higher extra-vascular PO2
 level 

requires a smaller activation-evoked increase in extra-vascular PO2
 to describe 

the data (i.e., small artery PO2
). (Bottom) Model prediction of the decrease in 

PSc (i.e., oxygen permeability) necessary to describe the increase in medium 
and small artery PO2

 during increased neural activity while maintaining the 
extra-vascular PO2

 level constant.
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spiking activity. Thompson et al. (2003) measured the changes in 
tissue oxygen tension and spiking activity with visual stimulation 
in the primary visual cortex of cats. They showed that increases in 
spiking activity to preferred-oriented visual stimuli were accompa-
nied by decreases in tissue oxygen tension due to a dominant meta-
bolic response. On the other hand, this CMRO2

-driven decrease 
was not evident during the presentation of non-preferred orien-
tation visual stimuli which did not elicit significant changes in 
spiking activity.

Changes in Tissue PO2
 Induced by Changes in CMRO2

The dynamic changes of tissue oxygen tension can be measured using 
oxygen microelectrodes as done by Thompson and others (Ances 
et al., 2001; Thompson et al., 2003; Masamoto et al., 2003). However, 
this method does not directly measure the functional changes in 
CMRO2

 because the tissue oxygen tension is also manipulated by 
the concomitant CBF response. Because CMRO2

 and CBF modulate 
the oxygen tension of tissue in opposite fashion, the dynamics of 
oxidative metabolism have been difficult to measure even when 
using oxygen specific methods such as oxygen microelectrodes. One 
solution to overcome this difficulty is to suppress the evoked CBF 

area increases). The results from this simulation show that an 
average increase in P

50
 from 38 to 43.7  mmHg was necessary 

to fully describe the measured changes in tissue PO2
 (Figure 6). 

Under resting conditions, arterio-venous differences in blood pH 
and PCO2

 are about −0.05 and 6 mmHg, respectively (Vovenko, 
1999), which would in turn increase the P

50
 of blood by about 

1.5 mmHg (Severinghaus, 1979). Measurements of the changes in 
cerebral pH and/or PCO2

 with function are necessary to determine 
if this mechanism contributes to the delivery of oxygen to tis-
sue. Interestingly, this mechanism has also been proposed as that 
responsible for the slight increases in the venous PO2

 longitudinal 
gradient (Tsai et al., 2003).

Oxygen Consumption
Oxygen in tissue is consumed in mitochondria as part of oxidative 
metabolism. Although this metabolic pathway yields much more 
energy than glycolysis, the role of oxidative metabolism in satisfy-
ing the energetic needs of neural tissue during increased function 
has been extensively debated (Shulman et al., 2001). This is partly 
due to the lack of adequate methods to directly measure oxida-
tive metabolism. For example, methods such as O15-PET and O17-
NMR are directly sensitive to CMRO2

 but require a steady-state of 
exogenous label to reach tissue (Herscovitch et al., 1985; Fiat et al., 
1993). Nonetheless, these and similar techniques have been used to 
show measurable increases in oxidative metabolism with increases 
in neural activity (Hyder et al., 2001; Rothman et al., 2003). Much 
of the scientific interest to measure functional changes in cerebral 
metabolism stem not only from its physiologically relevant role 
in maintaining function, but also in part due to its sensitivity to 

Figure 5 | Preliminary measurements of the increase in tissue PO2  that 
result from increases in somato-sensory stimulation at two different 
depth locations: at the cortical surface (0 μm, blue line) and 300 μm 
below the surface (green line). In this experiment, the stimulation period 
was significantly shorter (3 s), hence the changes in PO2

 were not as large as 
those in Figure 3. Although these functional responses were not obtained 
simultaneously, CBF changes were recorded at both depths using LDF and 
the evoked CBF responses were essentially the same. The P sO2

 at the surface 
was about 10 mmHg larger than that at 300 μm depth.

Figure 6 | Effect of the blood P50 (Eq 1) on the delivery of oxygen to 
tissue. A 15% increase in P50 (top panel) was found to represent the tissue PO2

 
data (middle panel; Vazquez et al., 2008). (Bottom panel) The estimated 
changes in P50 were temporally similar to the changes in CBF measured in that 
study although lagged the CBF response (measured using LDF) by about 1.5 s 
at 50% amplitude. Increases of this magnitude are not likely to be 
physiological; however, this mechanism may contribute to the hyper-
oxygenation of tissue during increases in neural activity.
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(blue lines in Figures 7A,B). In fact, the CMRO2
-driven decreases in 

tissue PO2
 under suppressed-CBF conditions (blue line in Figure 7C) 

appear to be slower than the evoked CBF response measured by LDF 
under control conditions (green line in Figure 7C). In addition, the 
magnitude of the decreases in tissue PO2

 due to evoked increases in 
CMRO2

 was found to be very well correlated with the field poten-
tial responses of individual stimuli (Masamoto et al., 2008). These 
data were supplied to the model described by Eqs 1–3 to estimate 
the dynamic changes in CMRO2

. The results obtained showed that 
the calculated CMRO2

 dynamics lagged changes in CBF by 2.2  s 
(measured as the time-to-50% peak during the response onset) 
(Vazquez et al., 2008). Collectively, these results suggest that tem-
poral dynamics of the average CMRO2

 response are as slow as those 
of the hemodynamic response, if not slower.

Dynamics of Cellular CMRO2
 Changes Measured Using FAI

In general, two methods are known to be sensitive to the cellular 
oxidative metabolic rate, both of which are light-based and inva-
sive. One relies on the absorption of light by cytochrome-c, a mito-
chondrial protein responsible for transporting electrons between 
complexes III and IV in the electron transport chain of the TCA 
cycle (Chance, 1968). The other relies on the fluorescence of tissue 
proteins that also participate in cellular metabolism. Much of the 
intrinsic fluorescence of living tissues, or autofluorescence, stems 
from the reduced form of the coenzyme nicotinamide adenine dinu-
cleotide (NADH) and the oxidized form of flavin adenine dinucle-
otide (FAD) (Chance, 1968; Huang et al., 2002). These proteins are 
directly involved in the TCA cycle as proton carriers for the electron 
transport chain where NADH and FADH

2
 are oxidized to NAD and 

FAD, respectively. While NADH is fluorescent, NAD+ is not, and the 
metabolic rate could be assessed by decreases in the fluorescence 
of NADH (Huang et al., 2002; Reinert et al., 2004). Different from 
NADH, its analog FADH

2
 is not fluorescent, but its oxidized form 

(FAD, also called flavoprotein) is fluorescent; hence, increases in 

response. For this purpose, our group implemented an experimental 
condition which relies on the administration of a clinical vasodilator, 
sodium nitroprusside (sNP) (Fukuda et al., 2006; Nagaoka et al., 
2006; Masamoto et al., 2008). This agent dilates the vasculature effec-
tively suppressing evoked increases in CBF (and CBV) due to neural 
stimulation. However, the delivery of this agent significantly reduces 
the systemic blood pressure (its intended clinical use). To verify that 
this agent does not disrupt neural function, measurements of local 
field potential and spiking activity with evoked stimulation prior to, 
during and after the administration of the agent were performed. 
These experiments showed that the evoked spiking and local field 
potential activity during the agent administration was not signifi-
cantly different than the activity prior to or after agent administra-
tion (Fukuda et al., 2006; Masamoto et al., 2008).

Our group has used this suppressed-CBF condition to investi-
gate the CMRO2

 response properties to evoked neural activity. In 
these experiments, BOLD fMRI and optical imaging of intrinsic 
signal (OIS) were used to represent the oxygenation of blood, and 
oxygen microelectrodes to represent the oxygenation of tissue, in 
anesthetized rats and cats (Fukuda et al., 2006; Nagaoka et al., 2006; 
Moon et al., 2007; Masamoto et al., 2008). OIS was implemented 
using 620 nm transmitted light which is sensitive to the absorp-
tion of light by deoxygenated hemoglobin and therefore has simi-
lar sensitivity to BOLD fMRI. In one of these reports (Masamoto 
et al., 2008), both tissue PO2

 and OIS were measured during evoked 
somato-sensory stimulation for 10 s under control and suppressed-
CBF conditions in the isoflurane-anesthetized rat. Somato-sensory 
stimulation under control conditions evoked an increase in CBF of 
48 ± 10% (n = 5; measured using LDF), while under suppressed-CBF 
conditions, the magnitude of the CBF response was significantly 
diminished, showing increases of 3–4% over baseline. More impor-
tantly, under suppressed-CBF conditions, the dynamic decreases in 
tissue PO2

 and in blood oxygenation (measured by OIS) induced by 
increases in CMRO2

 were considerably slow, taking over 10 s to peak 

Figure 7 | Averaged tissue PO2
 (A) and blood oxygenation ((B), OIS) 

changes to forelimb somato-sensory stimulation (1 ms, 1.2 mA electrical 
pulses delivered at 6 Hz for 10 s indicated by gray bars) under control 
(red lines) and suppressed-CBF conditions (blue lines). (C) Normalized time 

series (baseline to peak) show that the CBF response under control 
conditions measured by LDF is faster than CMRO2

-induced blood 
oxygenation (OIS) changes. This data was adapted from Masamoto  
et al. (2008).
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OIS (using 610 nm wavelength light) was estimated to be about 
450 μm, suggesting that metabolic imaging is more specific to the 
neuronal activation sites than hemodynamic imaging. Collectively, 
these studies have demonstrated the sensitivity and feasibility of 
this method to map functional metabolic responses in vivo. This 
method was recently implemented in our laboratory to investigate 
the temporal dynamics of the CMRO2

 response.
Preliminary FAI experiments have been performed in our 

laboratory during somato-sensory stimulation in isoflurane-
anesthetized rats. The goal of these experiments is to determine 
the temporal evolution of the functional CMRO2

 response with 
increases in neural activity. Hence, these experiments have been 
carried out under suppressed-CBF conditions to avoid potential 
artifacts stemming from the stimulation-evoked vascular (CBF 
and CBV) response. Images were acquired using an epi-fluores-
cence microscope with filtered excitation light of 470 ± 20 nm and 
emission band at 525 ± 25 nm at 10 frames per second. Somato-
sensory stimulation at a frequency of 12  Hz for 4  s shows that 
the FAI signal increase (brightening) is localized to the forelimb 
somato-sensory area and that it is sustained during the stimula-
tion period (Figure 8). More importantly, FAI vascular response 
artifacts have been mitigated under suppressed-CBF conditions as 
evidenced by the gray-background intensity of the blood vessels. 
Therefore, we believe that the data presented, are mostly sensitive 
to the changes in the cellular oxidative metabolic rate. To further 
investigate the temporal differences between tissue and blood oxy-
genation signals driven by changes in CMRO2

, FAI and OIS signals 
were measured in separate experiments using a longer stimulation 
period (15 s of forelimb stimulation at a frequency of 3 Hz). The 
FAI signal showed very fast temporal changes reaching 90% of peak 
amplitude within 1.5 s of stimulation onset and a rise time constant 
of 0.5 s for the onset portion of the response (Figure 9, left panel). A 
sustained plateau period was observed in the FAI response followed 
by a decrease during and after the stimulation period. By contrast, 
the changes in blood oxygenation measured by OIS showed slower 
temporal changes, reaching 90% of the peak decrease in 5 s with a 
rise time constant of 1.9 s (Figure 9, right panel). This method and 
the properties of the measured FAI responses are currently under 

the metabolic rate can be assessed by increases in the fluorescence 
of FAD (Hassinen and Chance, 1968; Huang et al., 2002; Reinert 
et al., 2004). More importantly, FAD fluorescence changes in vivo are 
generally larger and easier to detect than that of NADH, although 
its concentration in tissue is lower (Reinert et al., 2004).

Flavoprotein autofluorescence measurements were pioneered by 
Dr. Britton Chance and has been extensively used to investigate mus-
cle function and ex vivo cellular function in various tissues (Chance 
et al., 1962, 1979; Garland et al., 1967; Chance, 1968; Shuttleworth 
et al., 2003; Kasischke et al., 2004; Skala et al., 2007). Recently, FAI 
was adapted by several groups to image brain functional metabolism 
in vivo. Shibuki et al. (2003) implemented and verified the signal 
source of this method in rat brain slices and in vivo. They stimulated 
the rat cortex directly with a metal electrode and observed large 
sub-linear increases in FAD fluorescence as a function of stimulus 
frequency (as large as 20% for 100 Hz stimuli). They also used a 
more natural mechanical stimulus of the hind limb (50 Hz vibra-
tion) that lasted 1 s and produced increases in FAD fluorescence of 
about 3% in the somato-sensory cortex. The increase in fluorescence 
peaked 1 s after stimulation onset and was followed by an equally 
large decrease in signal that took longer to subside. They hypoth-
esized that the signal decrease was due to the stimulus-evoked CBF 
(and CBV) response that absorbed the FAD fluorescence emission. 
To investigate this possibility, they applied a nitric oxide inhibitor 
(NG-nitro-l-arginine) topically onto the cortex to reduce the CBF 
response and this condition indeed reduced the magnitude of the 
negative portion of the autofluorescence response. In another study, 
Reinert et al. (2004) studied FAI in the cerebellar cortex of mice 
using direct electrical stimulation and also found large increases in 
FAD fluorescence that were followed by a significant and prolonged 
decrease in fluorescence. They attributed this bi-phasic response 
to a time-dependent change in the metabolic cascade (a fast initial 
oxidation of FAD followed by a larger overall reduction in FAD) and 
to different metabolic contributions from neurons and glial cells. 
Lastly, Husson et al. (2007) demonstrated the use of FAI to map the 
orientation domains in the cat visual cortex. In this study, the spatial 
specificity of the orientation map obtained by FAI was estimated 
to be about 300 μm while the specificity of the map obtained by 

Figure 8 | Average FAI and OIS image sequence during somato-sensory 
stimulation of the rat forelimb (electrical pulses delivered at a frequency 
of 12 Hz for 4 s) under suppressed-CBF conditions. Each frame shown 
consists of the average of 10 consecutive images (effective resolution of 1 s;  

the time of the last image averaged indicated under each image) that  
have been subtracted from an average pre-stimulation image. Frames  
with a red-dot on the top-right corner indicate frames acquired during 
stimulation.
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increases in CMRO2
 have been consistently observed. Moreover, 

the temporal evolution of the tissue PO2
 changes are consistently 

slower than the neurally-evoked changes in CBF elicited by the 
same stimulus under normal conditions. Preliminary experiments 
performed using FAI indicate that cellular oxidative metabolism 
changes at a faster rate than the average changes in tissue and blood 
oxygenation. This may be due to the small volume occupied by 
mitochondria, but formal experiments are necessary to determine 
the relationship between cellular oxidative metabolism and blood 
oxygenation. Nonetheless, this method shows great promise at elu-
cidating the functional properties and dynamics of CMRO2

.
The findings described in this work have considerable implica-

tions for the quantification of the changes in CMRO2
 (and blood 

oxygen saturation) from hemoglobin-based imaging techniques 
like BOLD fMRI and deoxygenated hemoglobin-weighted OIS. 
The models used to calculate CMRO2

 from blood oxygenation data 
typically assume that arterial blood is fully saturated with oxygen 
and that the delivery and consumption of oxygen is rapid such that 
changes in venous blood oxygen saturation reflect the changes in 
tissue oxygen consumption. In this review, experimental support is 
presented for arterial oxygen saturation levels that are high but not 
100%, particularly at the level of intra-cortical arteries. It is our opin-
ion that for typical fMRI studies, where voxel sizes span millimeters, 
an arterial oxygen saturation level near 100% is probably a reasonable 
assumption. However, for intra-cortical voxels in higher resolution 
studies (e.g., voxel sizes of hundreds of micrometers), the arterial 
oxygen saturation level has dropped significantly and the assumption 
of fully saturated arterial blood may introduce significant errors to 
the CMRO2

 calculation. This can be potentially corrected if the input 
oxygen saturation is known. Notwithstanding, lower-resolution cali-
brated fMRI studies or ROI-wide analyses of calibrated fMRI data are 
not likely to be significantly impacted by this source of error. Another 
potential issue is that of blood volume changes. Traditionally, arte-
rial blood was thought to be fully saturated with oxygen and does 
not contribute a BOLD signal change regardless of arterial blood 
volume changes, such that only changes in venous blood volume 
and saturation contribute to the BOLD signal (Buxton et al., 2004; 
Davis et al., 1998; Kim et al., 1999). There is a growing consensus 
that the changes in arterial volume are significantly larger than those 
of venous volume (which, like capillary blood volume, appear to be 

investigation in our laboratory. To summarize, the temporal evo-
lution of the activation-evoked changes in FAI under suppressed-
CBF conditions is significantly faster than that of OIS or tissue PO2

 
signals (Figure 7), indicating that the changes in cellular oxidative 
metabolism are indeed rapid and take significantly longer to be 
reflected in the average oxygen tension of tissue and blood.

Concluding Remarks
Increases in neural activity evoke increases in both CBF and CMRO2

. 
These increases have been thought to reflect the metabolic demands 
of tissue. However, in terms of oxidative metabolism, the delivery 
of oxygen largely exceeds the consumption of oxygen in tissue. 
The delivery of oxygen is driven by the increases in CBF and its 
associated increases in CBV, but additional mechanisms are neces-
sary to describe observations of tissue oxygen delivery. Arterial blood 
is highly saturated with oxygen and measurements of the vascular 
oxygen tension have shown that a relatively large amount of oxygen 
diffuses out of arteries prior to capillaries. This oxygen gradient along 
the arterial vasculature allows the mechanisms regulating CBF to 
also regulate the delivery of oxygen to sub-serving areas. In addition, 
neurally-evoked increases in CBF are also accompanied by increases 
in the arteriolar oxygen tension. This increase in arterial oxygenation 
contributes not only to the down-stream delivery of oxygen to tissue, 
but also to delivery of additional oxygen to extra-vascular spaces sur-
rounding the arterioles. The supply of arterial oxygen to tissue has 
been hypothesized as necessary to homogenize the distribution of 
tissue oxygen. Nonetheless, other mechanisms beyond the increase 
in CBF and upstream oxygenation are necessary to fully describe 
the delivery of oxygen to tissue during evoked neural activity. While 
measurements of the tissue oxygen tension with increases in neural 
activity indicate that the role of CBF is not to maintain a constant 
average tissue oxygen tension, it is possible that the transient increases 
in tissue oxygen are necessary to maintain a minimum intra-cellular 
oxygen tension. Further study is necessary to determine the role of 
oxygen delivery to tissue with changes in neural activity, particularly 
in combination with the temporal dynamics of CMRO2

.
The dynamics of tissue oxygen consumption have been difficult 

to measure because CMRO2
 and CBF modulate the oxygenation of 

tissue in opposite fashion. By suppressing the neurally-evoked CBF 
response, functional decreases in tissue oxygen tension elicited by 

Figure 9 | Changes in oxidative metabolism induced by somato-sensory 
stimulation (3 Hz for 15 s) as detected in tissue and blood oxygenation 
using FAI (left panel) and OIS (right panel), respectively. These time series 

were averaged over a ROI covering the forelimb area in one animal. The FAI 
signal reached 90% peak in less than 2 s, while OIS signal took about 5 s to 
reach 90% peak.
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Tissue P o2 Depth Experiments
An optical imaging experiment (620 ± 5 nm transmitted light) was 
initially performed to map the somato-sensory area for PO2

 micro-
electrode placement (Vazquez et al., 2010). Tissue PO2

 measure-
ments were performed using an oxygen microelectrode (APOX, 
Unisense, Aarhaus, Denmark) with tip diameter of 30 μm. The 
oxygen microelectrode was penetrated as close as possible to the 
activation focus location to a depth of 300  μm perpendicular 
to the cortical surface using a micromanipulator. A LDF probe 
(Perimed, Stockholm, Sweden) was placed over the cortical sur-
face covering the tissue PO2

 probe location. The changes in tissue 
PO2

 and LDF were recorded during somato-sensory stimulation 
(1 ms pulses at 1.5 mA for 3 s at a frequency of 6 Hz repeated 
every 35 s, 10 times) at this depth (300 μm) and also at the cortical 
surface (0 μm). The oxygen microelectrode was calibrated before 
and after each experiment with 0%, 21%, and 100% oxygen in 
saline solution at 37°C. In addition, the stability of the current 
reading was checked before and after each experiment to ensure 
reliable measurements. 

FAI and OIS Experiments
Flavoprotein autofluorescence images were acquired over a 
5.5 × 4.1 mm2 area using an epi-fluorescence macroscope (MVX-10, 
Olympus, Tokyo, Japan) and a digital cooled-CCD camera 
(CoolSnap HQ2, Photometrics, Princeton, NJ, USA) during soma-
to-sensory stimulation of the rat forelimb. A mercury lamp light 
source coupled to a low-noise power supply (Opti-quip, Inc.) was 
used. The transmitted light was filtered between 450 and 490 nm 
while the camera recorded the fluorescence emission between 500 
and 550 nm at 10 frames per second. Images were acquired under 
suppressed-CBF conditions, which required the intra-venous infu-
sion of sNP (2 mg/kg in saline) (Masamoto et al., 2008). The infu-
sion rate of the sNP was adjusted to maintain a mean arterial blood 
pressure between 40 and 45 mmHg over the course of the stimula-
tion experiment. Two different forelimb stimulation experiments 
were performed: (1) 1 ms, 1.5 mA pulses at a frequency of 12 Hz for 
4 s every 16 s repeated 10 times; (2) 1 ms, 1.5 mA pulses every 3 Hz 
for 15 s every 45 s repeated eight times. The infusion of the agent 
was terminated after approximately 30 min. FAI experiments were 
followed by optical imaging OIS experiments. Oblique light guides 
transmitting filtered red light (620 nm) were used for illumination 
and a matching barrier filter was placed prior to the camera. Prior 
to averaging, a ROI was outlined over the skull or dental acrylic to 
regress out unwanted fluctuations stemming from fluctuations in 
the light source from all the acquired images. The data from all the 
trials in an experiment were then averaged and a ROI time series 
were generated. The activation area ROI was obtained by threshold-
ing a difference image obtained by averaging the images 2 s prior 
to stimulation onset and the two images obtained 2 s immediately 
after stimulation onset.
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small) (Lee et al., 2001; Kim et al., 2007; Vazquez et al., 2010). As a 
result, changes in arterial volume (and saturation) likely contribute a 
BOLD signal change. The impact and/or necessity of arterial BOLD 
signal contributions to traditional calibrated fMRI models needs to 
be investigated. Lastly, the temporal scale of the changes in cellular 
oxidative metabolism (as indicated by FAI) and blood oxygenation 
(as indicated by OIS and PO2

) is significantly different, even though 
the temporal changes between tissue PO2

 and blood oxygenation are 
closer. These findings suggest that calculated CMRO2

 values using 
traditional calibrated fMRI models over transition regions are largely 
underestimated with respect to cellular oxidative metabolism, but to 
a lesser extent with respect to the average oxygenation of tissue. At 
least several models have been published that incorporate an arterial 
compartment and non-steady CMRO2

 dynamics (Zheng et al., 2005; 
Huppert et al., 2007; Uludag et al., 2009). The error introduced by 
these assumptions needs to be evaluated to determine appropriate 
models that can accurately quantify the changes in tissue CMRO2

.

Materials and Methods
The experimental methods for the vascular PO2

 measurements are 
reported in Vazquez et al. (2010), and those of the tissue PO2

 measure-
ments recorded under control and suppressed-CBF conditions are 
reported in Masamoto et al. (2008) and Vazquez et al. (2008). Only 
new, previously unreported studies are described in this section. 
Five male Sprague-Dawley rats were used in this work (n = 2 for 
the tissue PO2

 depth experiments and n = 3 for the FAI experiments) 
following an experimental protocol approved by the University 
of Pittsburgh Institutional Animal Care and Use Committee. The 
experimental procedure used was similar to our previous studies 
(Masamoto et al., 2008; Vazquez et al., 2010). Briefly, the animals 
were initially anesthetized using isoflurane (5% for induction, 2% 
for surgery), nitrous oxide (50–65%) and oxygen (35–50%) for 
intubation and placement of catheters in the femoral artery and 
femoral vein. The respiration rate and volume were controlled using 
a ventilator. After intubation, the animals were placed in a stere-
otaxic frame and the skull was exposed over the somato-sensory 
area. A well was made using dental acrylic surrounding an area 
5 mm × 7 mm on the left side of the skull, centered 3.5 mm lateral 
and 1.5 mm rostral from Bregma. The skull in this area was then 
removed using a dental drill. The dura matter was resected and the 
CSF fluid was released around the fourth ventricle area to minimize 
herniation. The well and the CSF release areas were then filled 
with 1.0% agarose gel at body temperature1. Two needle electrodes 
were placed in the right forepaw between digits 2 and 4 for electri-
cal stimulation. The anesthesia and breathing mixture were then 
changed to isoflurane (1.2–1.4%), oxygen (∼10%) and air (∼90%) 
for experimental recording. Rectal temperature was maintained at 
37°C throughout with a DC temperature control module. The arte-
rial blood pressure, respiration rate, heart rate, rectal temperature, 
end-tidal CO

2
 tension and isoflurane level were monitored and 

recorded using a polygraph data acquisition software.

1This preparation opens the possibility of oxygen in room air being supplied throu-
gh the craniotomy. In our experiments, we observed while placing the PO2 probes 
that the PO2 gradient would settle close to the pial surface PO2 level a few hundred 
micrometers over the cortical surface.  In addition, in placing the PO2 probes over 
the superior surface of arteries, the PO2 reading would increase prior to the probe 
reaching an artery.  These observations indicated that a significant amount of oxy-
gen is not likely supplied through the craniotomy.
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have highlighted commonalities between the processing of complex 
auditory stimuli and features of speech (Kushnerenko et al., 2001; 
Benasich et al., 2006). More specifically, the well established later-
alization of language processing has been discussed in the light of 
a potentially more basic specialization of the respective second-
ary auditory cortices (Zatorre et al., 2002; Poeppel et al., 2008). 
In this vein influential theories have been put forward, based on 
experimental findings which show double dissociations of audi-
tory feature analysis, such as spectral vs. temporal complexity 
(e.g., Schonwiesner et al., 2005) or slow vs. fast modulations of 
the auditory input (e.g., Boemio et al., 2005). With regard to the 
question concerning the contribution of biologically endowed vs. 
use-dependent shaping of the brain’s language network, a close 
relation between the processing of complex auditory features and 
speech perception allows for an integrative view: acquisition of 
language builds on a neurobiological ability to process complex 
auditory stimuli with high precision while the specific language is 
environmentally shaped.

We proceed based on the fact that language and auditory 
processing are interrelated by speech and focus our review on the 
development of speech perception. Recent studies provide evi-
dence that auditory feature analysis is already highly developed 
at birth (DeCasper and Prescott, 2009; Sambeth et al., 2009), but 

Introduction: Acquisition of Language Competence
Language is considered a specific human faculty, which is universal 
with respect to features such as compositionality, arbitrariness of 
signs and recursion (Hauser et al., 2002). Beyond such universal 
features, common to all human languages, competence in a spe-
cific spoken language requires one to recognize phonological and 
prosodic features, to have knowledge about lexico-semantic rep-
resentations, and to master specific syntactic rules (Cutler et al., 
1983). In addition, languages are embedded into a social context, 
and their use is shaped by metalinguistic cultural conventions. Thus 
the acquisition of language implies that both: (i) humans are bio-
logically endowed with the faculty of language and (ii) the acquisi-
tion of their specific native language(s) critically depends on social 
interaction (Bonatti et al., 2002; Kuhl et al., 2003; Kuhl, 2007). An 
important input for infants in social interaction is speech. Although 
language competence goes beyond speech perception, infants can 
use auditory regularities in speech to find anchors enabling the 
acquisition of language. Investigating the neuronal underpinnings 
of speech processing may hence delineate a framework in which 
both, universal – potentially inborn – prerequisites and specifi-
cally acquired regularities mutually shape language competence 
(Dehaene-Lambertz et al., 2006). Studies from a number of disci-
plines, including linguistics and psychology but also neuroimaging 
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is substantially modified by the specific language exposure within 
the first months of life. Additionally, there is ample evidence that 
the language acquisition process is bidirectional, in that language 
competence shapes the interpretation of ambiguous auditory sig-
nals, as has been shown in cases of conflicting visual–auditory input 
(Campbell, 2008; Bristow et al., 2009). Building on the research of 
the neuronal underpinnings of language acquisition, the scope of 
our contribution is to give a comprehensive account of recent work 
using optical imaging investigating speech processing in infants. 
Besides the methodological focus on this non-invasive tool we out-
line studies in the context of segmentation based on acoustic fea-
tures. Generally segmentation denotes the ability to find structure 
in spoken language, which represents a more or less continuous 
auditory stream. Segmentation allows the listener to identify single 
words but also phrases and syntactic structure. While segmenta-
tion is relevant for the ease at which the language-competent lis-
tener decodes the auditory stream, it is a mandatory first step for 
the prelinguistic infant. Segmentation is initially based on specific 
“anchors” provided by auditory cues in the speech signal.

Methodological considerations: Why do we focus 
on optical imaging?
Traditionally neuro- and psycholinguistic research has been dom-
inated by electrophysiological approaches. This stems from two 
properties of the EEG (and in part MEG) technique: (i) exquisite 
temporal resolution in the range of milliseconds and (ii) compara-
tively low experimental constraints (Friederici, 2004; Huotilainen 
et  al., 2008). The former allows for the monitoring of tempo-
rally sequential sub-processes in language comprehension, and is 
therefore essential to construct models of hierarchical and paral-
lel processing steps. The latter can be considered a prerequisite 
to extend neuro- and psycholinguistic research to developmental 
issues (Friederici, 2005). As an example, EEG recordings can provide 
reliable information on whether, a prelinguistic infant is sensitive 
to linguistically relevant features and can additionally test hypoth-
eses that predict a temporal succession of steps affording linguistic 
operations (Benasich et al., 2002; Friederici, 2005; Kooijman et al., 
2005; Oberecker et al., 2005; Mannel and Friederici, 2009). There 
are, however, substantial limitations. For instance, localization 
of the neuronal activity elicited by linguistic contrasts is difficult 
when relying on EEG recordings. Some components of the event-
related potentials are typically seen over the central electrodes, such 
as the N400, essentially reflecting lexico-semantic access. This is 
counterintuitive given the broad evidence for a lateralization of 
the language network (Lau et al., 2008). Hence when using EEG 
the assignment of a language-specific component to a cortical area 
is somewhat arbitrary – in some instances even with respect to 
lateralization. Often topography serves to differentiate components 
rather than an anatomical ascription. Also while electrophysiologi-
cal approaches are very powerful in detecting brief processes in 
the range of 10–1000 ms, the integration over a longer time frame 
requires less robust analytical approaches such as DC-EEG or the 
analysis of oscillatory activity in the recorded signal (Hald et al., 
2006). Both a better localization of the activation and the integra-
tion over longer time frames are features of the vascular based 
techniques. Hence the advent of functional magnetic resonance 
imaging (fMRI) using BOLD-contrast has led to an enormous 

boost in neurolinguistic research (Bookheimer, 2002; Gernsbacher 
and Kaschak, 2003). The technique allows us to investigate exact 
functional–anatomical relations in the language network and has 
successfully demonstrated that part of the ambiguity of EEG-based 
assumptions may resolve when assuming a much wider network 
to be activated by the language input (Pulvermuller et al., 2009). 
With respect to auditory presented tasks, however, instrumental 
noise of the scanner poses a very different challenge. Surprisingly, 
the comprehension of speech is quite robust. Competent listeners 
will extract linguistically relevant information even in very noisy 
environments and cochlear implant wearers extract almost the full 
linguistic content of spoken language from a very limited number 
of spectral bands transmitted to the auditory system by the device 
(Moore and Shannon, 2009). Nonetheless, interfering scanner noise 
may well be a crucial factor, especially with respect to studies in 
which the differentiation of subtle acoustic features such as pho-
neme discrimination is in the focus of interest. Also, concerning 
the emergence of language competence, fMRI approaches in infants 
are limited to a rather small number of research labs, in part due to 
ethical considerations (Dehaene-Lambertz et al., 2002). It therefore 
comes by no surprise that alternative methodologies such as non-
invasive optical imaging have been used in a number of recent 
studies investigating language acquisition during infancy (Pena 
et al., 2003; Bortfeld et al., 2009; Hull et al., 2009).

Optical imaging, relying on the principles of near-infrared spec-
troscopy (NIRS), requires a comparatively simple set-up, which 
allows for measurements also in preterm infants, neonates, and 
infants (Aslin and Mehler, 2005; Lloyd-Fox et al., 2010). For an 
example see Figure 2E. The methodology is completely silent, per-
mitting a near natural presentation of auditory stimuli by the lack 
of instrumental noise. Additionally, the simultaneous acquisition 
of EEG without any interference is of specific importance to the 
field (Koch et al., 2006, 2009; Telkemeyer et al., 2009), since many 
domains of language processing have been reliably mirrored in 
differential EEG components.

The assessment of neuronal activity by optical imaging is based 
on the vascular response much like PET and fMRI (Villringer and 
Dirnagl, 1995). Compared to fMRI it has a coarse spatial resolu-
tion in the range of centimeters (but see Zeff et al., 2007). This is 
comparable to the estimated lateral resolution of EEG. However, 
as opposed to EEG, the attribution of the signal to the underlying 
cortical area is reliable. Spatial depths resolution of optical imaging 
is limited by physical principles of light propagation in highly scat-
tering media (Obrig and Villringer, 2003). Even novel approaches 
to enhance topographical resolution are restricted to the cortical 
surface and provide no information on subcortical signal changes 
or activations in mesial cortical areas, which are distant from the 
brain’s surface. Optical imaging systems to supply a rough depth 
resolution using multiple distance measurements or time resolved 
spectroscopy have been used in infants (Hebden and Austin, 2007) 
and adults (Liebert et al., 2004, 2005), but have not been applied 
in cognitive tasks. Optimization of the technology is mandatory to 
allow for an even broader application in the field (Zeff et al., 2007; 
White et al., 2009).

For the application in language research, most groups have used 
monitors, which can detect changes in the concentrations of oxygen-
ated and deoxygenated hemoglobin (∆HbO, ∆HbR). The sum of both 
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it has been demonstrated that in most instances the increase in 
blood flow overcompensates the oxygen demand (Fox and Raichle, 
1986). A focal hyperoxygenation, including a decrease in HbR, is 
therefore expected in an “activated” area.

There is an on-going discussion regarding whether HbO, HbT, 
or HbR changes will better reflect “activation” in an optical imag-
ing study. This discussion becomes even more heated when it 
comes to interpreting the findings in infants and neonates, since 
a number of reports have suggested that in early infanthood the 
vascular response may follow substantially different rules due 
to a different metabolic rate of oxygen in non-myelinated brain 
tissue (Kusaka et  al., 2004; Marcar et  al., 2004; but Colonnese 
et al., 2008). Additionally, the fact that many studies have shown 
increases in HbO without corresponding decreases in HbR has 
been used to advocate the methodology’s sensitivity to activations 
which would be “silent” in an fMRI-study (but see Figures 2A–C). 
The comparative study simultaneously assessing optical imaging 
and BOLD-contrast in infants of different ages is missing. Hence, 
it seems appropriate to report both compounds irrespective of 
whether both or only one compound yields the hypothesized effect. 
In our review we consider studies reporting increases in HbO 
and HbT and/or decreases in HbR as an indicator of an activa-
tion in the underlying cerebral tissue (see Figure 1). We mark the 
parameter on which statistics were performed in brackets. When 
linking results of optical imaging studies to the much larger body 
of vascular imaging based on BOLD-contrast fMRI, it should be 
acknowledged that an area in which HbR does not decrease does 
not easily correspond to an area showing an activation (increase 

changes results in changes in total hemoglobin concentration in the 
sampled volume (∆HbT = ∆HbO + ∆HbR). Due to their differential 
absorption spectra in the near-infrared spectrum (600–950 nm) the 
two hemoglobins can be differentiated when light attenuation is meas-
ured at two or more wavelengths. This can be perceived as an extension 
of the well-known fact that fully oxygenated (arterial), and partially 
deoxygenated (venous) blood differ in color. By solving a simple 
equation-system the changes in attenuation at the different wavelengths 
are transformed into hemoglobin concentration changes based on the 
Beer-Lambert approach (Cope and Delpy, 1988). Methodologically 
this is a rather conservative approach (see Figure 1).

The translation of the measured quantities into a physiologically 
meaningful signal needs to be mentioned (see also Lloyd-Fox et al., 
2010). In brief, the vascular imaging community has adopted the 
term “activation” for an increase in regional cerebral blood flow 
(rCBF). The underlying assumption is that an increase in neuronal 
activity generates an increased metabolic demand, which is met by 
the increase in blood flow. It is important to note that this tight 
neurovascular coupling has been demonstrated in a large number 
of studies using various techniques both invasively in animals and 
also non-invasively in adult humans (Lauritzen and Gold, 2003; 
Iadecola, 2004; Logothetis and Wandell, 2004). For optical imaging, 
the increase in blood flow is reflected by an increase in oxygenated 
and total hemoglobin (HbO↑, HbT↑), the latter corresponding to 
blood volume and a decrease in deoxygenated hemoglobin (HbR↓), 
resulting from an increase in blood flow velocity. The decrease 
in HbR is less intuitive, since the consumption of oxygen in an 
activated area intuitively would yield an increase in HbR. However, 

Figure 1 | Principles of non-invasive optical imaging: Optical probes are 
fixed to the head defining the sampling volume (pink ellipse). Measuring 
changes in attenuation at two or more wavelengths allows to calculate changes 
in the concentration of HbO, HbR. An increase in HbO and/or a decrease in HbR 
indicate cerebral activation. Physiologically this pattern results from an increase 
in regional cerebral blood flow (rCBF) consisting of an increase in blood flow 
velocity (rCBFv) and volume (rCBV). The increase in rCBF overcompensates the 

demand in oxygen (Fox and Raichle, 1986). An increased “washout” of HbR 
results from increased rCBFv. This decrease in HbR is the major source of fMRI 
BOLD-contrast increases (Steinbrink et al., 2006). The change in total 
hemoglobin concentration (HbT = HbR + HbO) correlates with blood volume 
(CBV), which can be assessed by positron emission tomography (PET). Notably 
the assessment of electrophysiological markers of activation by EEG or MEG 
(right side of graph) is undemanding as demonstrated in a neonate in Figure 2E.
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instances yield a decrease in a BOLD-contrast study and would 
thus be termed “deactivated” or “negative BOLD-contrast” (Wenzel 
et al., 2000). Increases in both HbO and HbR in response to a 
stimulus will require a new model for neurovascular coupling. In 
other words, such a scenario means that a blood-volume based 
methodology will term the area “activated”, while a correspond-
ing BOLD-contrast fMRI study may yield a “deactivation” in the 
very same area.

The complexity and potential ambiguity of the different 
response modalities including the vascular response, the elec-
trophysiological response and even the behavioral measure of 
looking times calls for multimodal approaches. Such approaches 
may broaden our knowledge on the relation between neuronal, 
vascular, and behavioral response parameters and will definitely 
strengthen our confidence in the response seen in either of 
the methodologies.

in BOLD-contrast; Kleinschmidt et  al., 1996; Steinbrink et  al., 
2006)1. If HbR increases and HbO decreases this would in most 

Figure 2 | Examples of optical imaging results in infants and neonates. 
(A–C) Time-courses of HbO and HbR in three different age groups. Note that the 
response pattern is similar in all three studies though magnitude differs. 
(A) Neonates’ response to structured noise. Here the statistics on HbR↓ yielded 
a lateralized response (adapted with permission from Telkemeyer et al., 2009). 
(B) Response to sentences in 10-month-old infants. In this study HbO↑ yielded 
the effects shown in (D) (adapted with permission from Homae et al., 2007). 
(C) Response to hummed sentences in 4-year-old children. HbO↑ and HbR↓ 
showed statistically significant results (adapted with permission from 

Wartenburger et al., 2007). (D) Topographical information is available when using 
probe arrays (24 volumes over each hemisphere; adapted with permission from 
Homae et al., 2007). The results show the differential activation to normal vs. 
flattened speech in two age groups (10 and 3 months). Note that the 
lateralization changes sides (red: lager response amplitude for flattened speech 
than normal speech; blue: normal > flattened; results are based on HbO↑). 
(E) Simultaneous assessment of EEG and optical imaging in a neonate as used 
in (Telkemeyer et al., 2009). (Permission from the infant’s parents to show the 
picture was obtained.)

1BOLD-contrast stems from two major effects. The larger effect is the extra- to in-
travascular field gradient largely caused by concentration changes of paramagnetic 
HbR in the vessel. The second effect is due micro-inhomogeneities in the vessel 
itself. The latter depends on the ratio of HbR and HbO in the vessel, or saturation. 
Thus, theoretically, an isolated increase in blood volume could yield an increase in 
BOLD-contrast (i.e., inflow of HbO into the voxel while concentration of HbR re-
mains constant). Such scenarios cannot be easily explained by any of the proposed 
models of rCBF changes in an activated area. These models describe the complex 
interplay between blood flow velocity, blood volume, oxygenation, and the BOLD-
contrast (Mandeville et al., 1999; Buxton et al., 2004; Stephan et al., 2004). An in-
crease in HbR could only elicit a positive BOLD-contrast in scenarios of an extreme 
increase in blood volume, which is even less compatible with any of these models. 
In most cases an increase in deoxy-Hb will correspond to a decrease in BOLD, si-
gnaling “deactivation” (Wenzel et  al., 2000). For a detailed discussion of models 
to explain the interdependence of BOLD, blood flow, and the local hemoglobin 
concentrations please refer to Steinbrink et al. (2006).
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(Gleitman and Wanner, 1982). The time scale on which proso-
dic pitch variation conveys auditory cues to segment the speech 
stream spans over a wide range. While sentential prosody acts 
over a period of seconds, other cues like stress, also conveying 
suprasegmental information, may develop in a matter of hun-
dreds of milliseconds (see Figure 3). Some aspects of the neu-
ronal correlates of prosodic processing and its development in 
infancy are discussed in the paragraph “Optical Imaging Studies 
on the Neural Correlates of Suprasegmental Processing”.

(ii)	 While acoustic cues supplied by prosody segment the speech 
stream into larger units, the differentiation of single words 
is also aided by acoustic cues acting on a much shorter time 
scale. These cues can be based on the specific phonemic inven-
tory of a given language, since it provides constraints of how 
segments within the auditory stream are ordered to constitute 
single lexico-semantic entries (i.e., words). Phonemes are the 
smallest units that distinguish meaning (e.g., /pit/ vs. /bit/ differ 
only in the initial distinctive phoneme). The linguistic infor-
mation conveyed by such language-specific regularities is also 
termed “segmental.” As is illustrated in Figure 3 the duration 
of such cues is much shorter than those provided by sentential 
prosody and can reach down to ∼10 ms (see Figure 3). Studies 
that deal with such sublexical cues and their relevance for spe-
ech processing are discussed in the paragraph “Optical Imaging 
Studies on the Neural Correlates of Segmental Processing3.”

Segmentation and its relevance for language 
acquisition
Apart from the methodological focus, why do we focus our review 
of studies on language acquisition in the context of acoustic seg-
mentation? When we listen to speech we are confronted with a 
continuous auditory stream. On the contrary, all languages follow 
hierarchical principles, which are conventionalized in each language 
by specific rules. To decode the meaning of speech, it is mandatory 
to identify single words, phrases, and sentences. During language 
acquisition this process is initially guided by acoustic cues aiding 
the segmentation into smaller units. We here differentiate between 
two levels of such acoustic cues. These two levels differ temporally 
with respect to the length on which the auditory feature acts (see 
Figure 3). Linguistically, they largely convey cues relevant either for 
suprasegmental or segmental information (see Figure 5).

(i)	 Sentential prosody – the melodic pitch and durational varia-
tion at the sentential level – supplies acoustic cues to chunk 
the auditory input into sentences and phrases. Since prosodic 
features act across a number of segments, the linguistic infor-
mation conveyed is also termed “suprasegmental.” Such proso-
dic grouping of lexical items in a sentence is relevant also for 
the language-competent adult. However, language-competent 
listeners will also strongly rely on syntactic rules2. On the con-
trary, during language acquisition in infanthood, prosody plays 
a critical role for segmentation. It also aids acquisition of syn-
tax as highlighted by the “prosodic bootstrapping account” 

Figure 3 | Sketch of temporal frames relevant for speech perception. 
The smallest linguistically relevant segmentation deals with the differentiation 
of phonemes which rely on transitional differences in the range of 10 ms. 
Syllables and words form the nucleus of a lexico-semantic decoding of 
speech. Syntax and prosody act on the level of phrases and sentences which 
may have a duration of several seconds. The speaker’s intention (pragmatics) 

evolves over largely different temporal frames ranging from single 
vocalizations to tales and stories. Note that the components below the time 
line (blue) are available also to the prelinguistic infant due to their acoustic 
prominence. The other components (red) are fully available only when a 
certain language competence is reached. In the language-competent adult, all 
levels strongly interact.

2As an example the meaning of the sentence “The teacher said the pupil is stupid” 
depends on how the lexical items are syntactically related (“The teacher said // the 
pupil is stupid.” vs. “The teacher// said the pupil //is stupid.”). Typically the ambi-
guity of this sentence will not occur in spoken language, because sentential prosody 
will clearly mark boundaries (“//” in the above example). The hierarchical structure 
of the sentence can also be unambiguously coded by means of syntax (e.g., “The 
teacher said, that the pupil is stupid.”).

3It should be noted that any acoustic cue that relies on the relation between several 
phonemes could be considered “suprasegmental.” Thereby strictly speaking dura-
tional contrasts, pitch accents, and tonal cues could be considered suprasegmen-
tal. However, in some languages the relative length of a vowel defines a phonemic 
boundary, providing segmental information in a specific spoken language (e.g., 
Minagawa-Kawai et al., 2002). Thus, the terminology may be somewhat misleading 
in these instances. We discuss here studies on such cues in the context of segmental 
information as opposed to the studies on sentential prosody, which unambiguously 
act on a suprasegmental level.
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A recent study addresses the first question in neonates. In their 
study, Saito et al. (2007b) used two versions of a synthesized reading 
of a fairy tale. One version included pitch variation at the sentential 
level while the other did not. The pitch-modulated version elicited 
a larger activation (HbO↑) over frontal areas, however the expected 
lateralization to the right hemisphere was not supported by the 
data. The study is remarkable in showing a very early differentia-
tion between two auditory streams, different only with respect to 
pitch modulation, during the first days of life. However, the fact that 
only one (frontal) channel was recorded over both hemispheres and 
rapid habituation to the modulated speech was seen within 10 s of 
the stimulation block, may indicate that neonates are sensitive to 
the different acoustic features rather than to their potential linguis-
tic significance. Interestingly, the same group reported differences 
between the responses to the mother’s and the nurse’s voice in 
premature neonates (Saito et al., 2009). They found an activation 
(HbO↑) over the left frontal channel in response to both voices. 
However, only the nurse’s voice also elicited an increase over the 
right frontal area interrogated by the optical probe. Though limited 
by similar methodological aspects as the earlier study, this differ-
ence is interpreted based on the assumption of a stronger famil-
iarization to the nurse’s voice, who can be considered the primary 
care-giver in the highly isolated premature neonate. A stronger 
activation (HbO↑ bilateral frontal) for infant- vs. adult-directed 
speech was also seen in a study in healthy full term neonates (Saito 
et al., 2007a).

The data provides evidence that pitch modulation is detected 
already from birth. However, the weak lateralization and the very 
coarse ascription to the frontal lobe raise the question of the rel-
evance to specifically language development. Using a much larger 
probe array the lateralization of prosodic processing was investi-
gated by Homae et al. (2006). They acoustically presented normal 
sentences and flattened sentences to 3-month-old infants. For the 
flattened sentences the pitch contour was digitally replaced by the 
mean value of the pitch in the normal sentences. Thus the two 
stimuli differed with respect to the presence of prosodic informa-
tion. However, they also differed with respect to the “naturalness” 
of the material as will be discussed below. The results of this optical 
imaging study using an array of 24 channels over each hemisphere 
confirm that prosodic information is specifically processed by the 
infant’s brain (Figure 2D). While there was a widespread activation 
(HbO↑and HbR↓) for both conditions, a direct comparison of 
normal vs. flattened speech yielded a stronger activation (HbO↑) 
over right temporo-parietal areas. The data thus indicate that a 
rightward lateralization of suprasegmental, prosodic processing 
is present already at the age of 3  months. In a follow-up study 
the same group examined the identical paradigm in 10-month-
old infants (Homae et al., 2007). Again, activations over bilateral 
temporo-parietal areas were seen in response to both stimulus 
modalities. A direct comparison between flattened vs. normal 
speech, however, yielded a stronger activation (HbO↑) over the 
right hemisphere for the flattened material. The authors interpret 
this – at first glance contradicting – finding by postulating that the 
processing in 10-month-olds might not only reflect pitch process-
ing per se as in 3-month-olds, but that additional processes might 
play a role here (Figure 2D). This is supported by the additional 
increase in frontal activation in response to the flattened material 

Having sketched some principal issues of segmentation, we next 
address the question why segmentation issues are essential for lan-
guage acquisition in infanthood. When newborn infants are con-
fronted with the continuous auditory stream of their environment, 
they must detect relevant lexical and syntactic units without prior 
knowledge. Because infants have no or only poorly developed lexical 
representations and have not yet acquired the syntactic rules, they 
have to rely on the acoustic structure of the signal in a bottom-up 
fashion. Infants use auditory markers resulting from phonological 
regularities and prosodic cues to segment the input (Gervain and 
Mehler, 2010), because in natural speech the acoustic signal does 
not contain reliable pauses to indicate word boundaries (Cutler, 
1994). The prosodic bootstrapping account assumes that the infant 
initially recognizes the prosodically marked units of the input to 
learn the syntactic structure of the language (Gleitman and Wanner, 
1982). Thus, prelinguistic infants extract acoustically detectable 
“anchors” allowing them to segment the input into smaller entities 
to which meaning will be assigned at a later stage of their develop-
ment. A number of behavioral findings support an eminent role 
of auditory feature sensitivity by demonstrating that auditory dis-
crimination starts even before the infant is born. It has been shown 
that prosodic features and specific speech frequencies are perceived 
by the fetus (Draganova et al., 2007). This may constitute the fact 
that newborns can discriminate between the speech of their mother 
to speech belonging to different rhythmical classes (Mehler et al., 
1988). Additionally, they prefer their mother’s voice over other 
female voices (Mehler et al., 1978; DeCasper and Fifer, 1980).

In summary, segmentation is a crucial task to be tackled by the 
infant even during the early stage of language acquisition. Clearly, 
for auditory language comprehension adults also have to segment 
the speech stream. However, while adults can also use the stored 
lexical and semantic information as well as their pragmatic and 
contextual knowledge to improve the recognition processes in a 
top-down fashion, there is converging evidence that infants ini-
tially rely on acoustic cues to “tune in” to the language and identify 
segmental and suprasegmental features of the language, to which 
they are exposed.

Optical imaging studies on the neural correlates of 
suprasegmental processing
A number of optical imaging studies have addressed the cerebral 
oxygenation response to stimuli which differ in suprasegmental 
properties. Most studies use materials in which prosodic features 
are varied on a sentential level. On the sentential level prosody 
segments the speech stream into phrases (Cutler et al., 1997). The 
prosodic phrase boundary is characterized by three cues: a pitch 
rise, a pre-boundary lengthening, and a pause. The perception of 
such a boundary elicits a specific event-related potential in adults 
(Steinhauer et  al., 1999) even if there is no pause between two 
phrases. This has been discussed with respect to the hypothesis that 
prosodic properties of a sentence have a primacy for decoding the 
syntactic structure of a spoken sentence. As pointed out above, the 
detection of such prosodic cues is especially important in infant 
language acquisition. We here review optical imaging studies in 
infants that have addressed two essential questions: (i) whether 
and at what age prosodic information is processed by an infant 
and (ii) whether this processing is lateralized.
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age groups. Yielding conflicting results for digitally flattened material, 
the studies also show that a compromise between control of acoustic/
linguistic features and “naturalness” of the material may be especially 
difficult in infants. With respect to methodological issues, it should be 
noted that vascular techniques like optical imaging are advantageous 
when investigating the neural correlates of suprasegmental process-
ing on a sentential level. Ideally the assessment of the more slowly 
evolving features at the sentential level can be complemented by the 
electrophysiological markers at the phrase boundaries (e.g., closure 
positive shift, CPS; Mannel and Friederici, 2009).

It should be noted, that suprasegmental cues also act within sin-
gle words. Indeed one prominent feature of prosody is the stress 
pattern that characterizes the intonation of syllables within words 
(Jusczyk, 1999). Additionally prosodic content, like pitch variation, is 
relevant in tonal languages (Gandour et al., 2003) and serves lexico-
semantic differentiation. Since lexico-semantic tasks predominantly 
activate the left-hemispheric language areas, such suprasegmental 
contrasts may lateralize to the left hemisphere. An optical imaging 
study addressing pitch accent in Japanese infants (Sato et al., 2009) 
highlights this issue and is discussed below in the framework of differ-
ent models put forward to explain lateralization of speech processing 
(paragraph How is Segmentation Guided by Auditory Analysis).

Optical imaging studies on the neural correlates of 
segmental processing
On a smaller temporal scale, phonemes and their combinatorial 
rules define the inventory from which syllables and words are built. 
Phonemes and their respective combinatorial rules are also specific 
to a given language. Hence, they also constitute regularities that 
allow for segmentation based on the auditory features. With respect 
to the processing of phonological information, the principle has 
long been established that at birth infants are sensitive to virtually 
every phonemic contrast in any existing language (Streeter, 1976; 
Werker and Tees, 1999; Kuhl and Rivera-Gaxiola, 2008). When 
infants acquire their native language(s) they lose this ability for con-
trasts that are not relevant in the given native language(s) (Naatanen 
et al., 1997; Cheour et al., 1998; Winkler et al., 1999). While this may 
be a hurdle for foreign language acquisition in adult life, the adapta-
tion to the environmental needs can be considered an essential step 
to establish the high efficiency by which we decode speech signals 
in our own language(s). Some optical studies reviewed below have 
addressed this very issue.

Processing of phonotactic cues
Specific languages allow specific phoneme-combinations. The 
combinatorial rules of different phonemes in a given language are 
called phonotactic rules. They are not only specific for a language 
but also with respect to the on- and offset of a word. For example, 
/fl/ is a possible combination at the onset of an English or German 
word (such as /flight/; German: /Flug/), whereas /tl/ is not. Also /
ft/ is not present in English and German for the onset of a word, 
while it occurs at the coda-position (English: /loft/; German: /Luft/ 
(air)). Evidently such phonotactic regularities are important for the 
segmentation of speech into smaller units such as words.

In a series of optical imaging studies, we investigated how pho-
notactic rules are processed. To this end, pseudowords, legal or ille-
gal with respect to the native phonotactic rules, were acoustically 

in the 10-month‑old infants. In other words, 10-month-old infants 
are assumed to recognize the linguistic input also for the flattened 
condition, thus no longer solely relying on prosodic cues. The larger 
activation to the unnaturally aprosodic linguistic input indicates 
the sensitivity to deviations from normal speech.

A different paradigm was chosen in our optical imaging 
study investigating lateralization effects in 4-year-old children 
(Wartenburger et  al., 2007). Normally spoken sentences were 
contrasted with hummed sentences containing solely the prosodic 
information. Importantly, the hummed condition was naturally 
performed by the same actor as the normal speech condition. Thus 
the unnaturalness of digitally modified material was avoided. The 
results showed a stronger right-hemispheric activation (HbO↑ 
and HbR↓, see Figure 2C) for the hummed in contrast to nor-
mal sentences, whereas a stronger left-hemispheric processing was 
present for normal compared to hummed sentences. Thus, normal 
sentences containing the full linguistic information and fully acces-
sible to these language-competent children, elicit a lateralization 
to the language-dominant left hemisphere. In contrast, when all 
segmental features are omitted, resulting in sentences containing 
pure suprasegmental prosodic information, the activation is lat-
eralized to right-hemispheric regions. The study explored a third 
stimulus: a digitally flattened version of the hummed sentences. 
The naturally hummed material elicited stronger right-hemispheric 
activations than the flattened version. The finding is in line with the 
account that no prosodic processing can be expected in the flattened 
material. Using a different kind of flattened material, Homae et al. 
(2007) found a stronger rightward lateralization in 10-month-old 
infants (see above and Figure 2D). Notably, while Homae et al. 
(2006, 2007) used flattened normal sentences whose meaning could 
be comprehended – at least by adults – in our material the flattened 
stimuli did not contain segmental features (hummed stimuli were 
flattened, thus only rhythmic features were preserved). We suggest 
that in our study the older, language-competent children discarded 
the flattened material without segmental content as non-linguistic 
material, thus, not eliciting a sufficient activation of the language 
network. A rightward lateralization of a prosodic contrast (/itta/ 
vs. /itta?/) was also reported by Sato et  al. (2003) as quoted in 
Minagawa-Kawai et al. (2008) using a habituation/dishabituation 
paradigm in different age groups (7 months to 5 years). Interestingly 
the lateralization was only seen in infants older than 11–12 months 
of age. In infants aged 7–10 months no lateralization was present. 
This is in contrast to the report on a much earlier sensitivity to 
prosodic pitch modulation in 3-month-old infants (Homae et al., 
2006), most likely due to the difference in stimulus material using 
pitch alteration on a syllabic vs. sentential level respectively.

In summary, the optical imaging studies have demonstrated that 
suprasegmental information at a sentential level is processed by infants 
starting at a very early age. The different studies also suggest that the 
processing is lateralized. Variable results concerning the role of the 
right hemisphere have been interpreted to indicate either a stronger 
response to an unexpected lack in prosodic information or by the 
actual processing of the suprasegmental information. Similar diverg-
ing lateralizations have been reported in adults in BOLD-contrast 
fMRI studies using flattened and purely prosodic material (Meyer 
et al., 2002, 2004). To further clarify the issue it will be relevant to 
perform a longitudinal study, based on identical material across all 
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Japanese the relative duration of a vowel can determine the mean-
ing of a word. Vowels of different lengths with respect to a prior 
vowel constitute different phonemes. A phonemic boundary is the 
discrete transition between two phonemes. In the example used by 
Minagawa-Kawai et al. (2005), the phonemic boundary for the sec-
ond vowel in the pseudoword /ma-ma/ lies between 184 and 217 ms 
when the first vowel is kept constant at 110 ms. In adult native 
Japanese speakers, the durational vowel contrast showed a stronger 
response (HbO↑) over the left hemisphere only for across-boundary 
presentations, supporting the notion that the durational contrast is 
processed as linguistically relevant (Minagawa-Kawai et al., 2002). 
Interestingly non-native high-proficiency adult speakers did not 
show this lateralization (Minagawa-Kawai et al., 2004, 2005). Most 
notable for our focus on developmental issues the material was used 
in infants of five different age groups (Minagawa-Kawai et al., 2007). 
In the youngest age group (3–4 months) the authors found identi-
cal response amplitudes for across-boundary and within-category 
comparisons. However, at 6–7  months stronger responses were 
present for across-category comparisons. Interestingly, this effect 
disappeared at 10–11 months to be stable for both age groups older 
than 12 months. Beyond the evidence for the phoneme differentia-
tion, the older infants (>12 months) also showed a left-hemispheric 
dominance of the effect. The authors interpret these findings as a 
developmental change from a more auditory mechanism for the 
discrimination of the different vowel lengths at 6–7 months to a 
more linguistic processing mechanism after 12 months. A similar 
evolution of leftward lateralization at ∼12 months is reported in Sato 
et al. (2003) as quoted in Minagawa-Kawai et al. (2008). Beyond the 
fact that this work is an impressive demonstration of how optical 
imaging can be applied in longitudinal developmental studies in 

presented to 3- and 6-month-old infants and adults. In adults we find 
a stronger activation (HbR↓) for the legal compared to the illegal 
pseudowords with a clear lateralization to the left hemisphere (Rossi 
et al., 2010). Preliminary results in the infant studies suggest a dif-
ferential activation pattern for the two kinds of phonotactic rules at 
both 3 and 6 months of age, which can be interpreted as a preference 
for native phonotactics. However, in these age groups the observed 
effect did not show a clear lateralization. Since we simultaneously 
recorded EEG in all three studies, we also analyzed the respective 
electrophysiological markers. In the adult group a larger N400 was 
seen in response to the legal pseudowords. This further supports the 
hypothesis that these phonotactically legal pseudowords qualify as 
potential candidates for lexico-semantic analysis, while illegal items 
are “discarded” at an earlier, prelexical stage. In infants a similar effect 
for a frontal negativity was seen at 6 months, while at 3 months this 
ERP-effect was not robust. Neither in infants nor in adults were the 
ERP-components lateralized. In summary this experimental series 
suggests that neural correlates of phonotactic processing show an 
evolution beginning in early infancy. Conceptually the ERPs confirm 
the differentiation between native and non-native rules at the age of 
6 months. Beyond the fact that a differential processing was already 
seen at the age of 3 months in the optical imaging data, the method-
ology also demonstrates the evolving lateralization of the processing 
from a bilateral auditory to a left-lateralized more linguistic analysis 
of the material (see Figure 4).

Sensitivity to phonemic boundaries
A similar developmental change has been reported in a sequence of 
optical imaging studies on the discrimination of phonemes specific 
to Japanese (Minagawa-Kawai et al., 2002, 2004, 2005, 2007). In 

Figure 4 | Optical imaging and EEG results from a series of studies on the 
processing of phonotactics. Phonotactically legal were contrasted to illegal 
pseudowords (e.g., /brop/ vs. /bzop/). In adults the EEG showed a characteristic 
N400-effect mostly at the central electrode positions. Optical imaging showed a 
clear lateralization of the activation to the left hemisphere (Rossi et al., 2010). 
Preliminary data in infants suggest that the ERPs (frontal negativity) robustly 

indicate the tuning into the native phonotactic rules by the age of 6 months. In 
both 3- and 6-month-old infants, optical imaging showed a bilateral differential 
activation with respect to the phonotactic legality (Rossi et al., in preparation). 
The results are in line with a gradual evolution from acoustic change detection to 
a more linguistic analysis guided by the knowledge on legal word-onsets in the 
native language.
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infants, the study reports that both age groups behaviorally dif-
ferentiated the lexical pitch accent. With respect to lateralization, 
the lexical pitch accent elicited bilateral activation (HbO↑) at 
4 months. On the contrary at 10 months, the infants showed a 
left-lateralized response (HbO↑) to the lexical pitch contrast, as 
was described in an earlier study in adults (Sato et al., 2007). Pure 
tones exhibiting identical pitch variations as the linguistic material, 
showed a weaker bilateral activation in all age groups. The stud-
ies support the model’s prediction that with increasing linguistic 
salience the suprasegmental pitch contrast shifts the activation to 
the left hemisphere.

A third model assumes an intermediate position. The 
“multi-time-resolution” hypothesis (Poeppel et al., 2008) pos-
tulates at least two temporal integration windows relevant for 
the processing of speech input. A bilateral activation of auditory 
cortices is predicted for an integration at a relatively fast rate 
(20–30 ms window), which is appropriate to decode segment-
level information. Slower rate sampling (150–300 ms), which is 
more relevant for suprasegmental feature analysis, is predicted 
to elicit a more right-hemispheric activation. The prediction 
was confirmed by an fMRI study in adults using noise segments 
that were modulated at different rates according to the predicted 
windows (Boemio et al., 2005). However in adults, a lateraliza-
tion may also stem from the primacy of language with respect to 

infants, the elegant design needs mentioning. Using a habituation/
dishabituation paradigm, the subjects were first exposed to a period 
in which no contrast was presented. The actual test phase included a 
mixture of two durational contrasts, either across or within the pho-
neme category. Such a design is well suited to identify the “blocked” 
vascular response supplying spatial information and an integration 
over all neuronal processing steps involved. By using a combina-
tion with an electrophysiological measure of change detection (e.g., 
mismatch negativity), the response to the individual exemplar of 
the stimuli could be simultaneously assessed.

How is segmentation guided by auditory analysis?
So far, we can conclude that optical imaging studies have con-
firmed that segmentation cues at both a supra- and a segmental 
level lead to specific brain responses at an early age. Additionally 
an asymmetry for the processing has been consistently shown to 
evolve during infanthood. How is this related to the more basic 
principles on auditory analysis? Based on morphological analyses, 
it has been long established that the planum temporale is larger 
on the left when compared to the right hemisphere. This has been 
discussed as a potential reason for the left auditory cortex to have a 
better capacity to process speech. Thus, when assuming an auditory 
bottom-up contribution to the evolution of language competence, 
asymmetry of the auditory core areas may indicate a structural–
anatomical disposition partially leading to the strong lateralization 
of language (for a review of planum temporale asymmetry see for 
instance Shapleske et al., 1999). Converging evidence from numer-
ous fields including aphasiology and basic research on the auditory 
system, lead to three partially overlapping theories (see Figure 5). 
Exploring the commonalities and differences between music and 
language, Zatorre et al. (2002) proceed from a very basic acoustic 
principle: to precisely temporally analyze rapid modulations within 
an acoustic object, the sampling must be course with respect to 
the spectral analysis. Conversely precise spectral information of 
an auditory object necessitates integration over a longer tempo-
ral time frame (Zatorre et al., 2002). The differential relevance of 
precise temporal resolution for language and the necessity to per-
ceive subtle pitch (spectral) differentiation in music, explains the 
respective lateralization for these otherwise similarly structured and 
complex auditory inputs. However, the right-hemispheric mastery 
of spectral analysis and a left-hemispheric specialization for fine 
temporal decoding is also consistent with the differential laterali-
zation of transitional phonemic contrasts (/bin/ vs. /pin/) vs. the 
much slower prosodic cues.

The dual pathway model proceeds from a more linguistic perspec-
tive (Friederici and Alter, 2004). Assuming parallel pathways for left-
lateralized-segmental and more right-lateralized-suprasegmental 
processing, the model predicts a relevant interaction. With respect 
to suprasegmental information, the processing will elicit a more 
rightward activation when presented in isolation. When supraseg-
mental cues gain more linguistic salience, activation will shift to 
the left hemisphere. This specification introduces a primacy of the 
left hemisphere for linguistically guided analysis of the auditory 
stream. The prediction also accommodates findings in a recent 
optical imaging study, which investigates pitch accent in Japanese in 
a habituation design similar to the above studies on the durational 
contrast (Sato et  al., 2009). Investigating 4- and 10-month‑old 

Figure 5 | Lateralization of language processing. The “classic” 
left-hemispheric language areas are essential for syntactic and semantic 
analysis. The dual pathway model (Friederici and Alter, 2004) predicts a 
left-lateralized processing of segmental and a right-lateralized analysis of 
suprasegmental information (e.g., sentential prosody). Since segmental and 
suprasegmental features develop along different temporal frames (see 
Figure 3) lateralization of auditory analysis with regard to spectral/temporal or 
fast/slow modulations may constitute some of the lateralization (Poeppel 
et al., 2008). Note that lateralization is relative and all theories include a close 
interaction between both hemispheres (Friederici et al., 2007). The stronger 
engagement of the left hemisphere for syntactic and semantic analysis (also 
over longer temporal windows) constitutes the critical role of the left 
hemisphere for intact language functions.
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when compared to random sequences (Abla and Okanoya, 2008). 
Thus the development from a nucleus of a repetition detector to 
statistical learning may well be accessible to developmental studies 
using optical imaging.

In addition, the assumption that no lexico-semantic entries 
are present until later language development may hold only for 
very young infants. Bortfeld et al. (2005) were able to show that 
some very basic lexico-semantic entries may be present already at 
6 months (“Mommy and me”). Such lexico-semantic “anchors” 
may well aid segmentation as discussed in a recent review (Swingley, 
2009). It will be interesting to see whether these anchors can also 
be identified in the activation patterns when relying on optical 
imaging (Bortfeld et al., 2009).

Conclusions and Perspective
Non-invasive optical imaging has proven to be especially useful 
for the research on the neuronal underpinnings of speech per-
ception during language acquisition. This research area greatly 
profits from the method’s clear advantages to supply a silent non-
invasive and low-constraint alternative to fMRI. Longitudinal 
studies tracking the emerging and pre-existing lateralization 
of auditory and language functions can be considered a solid 
basis to investigate the rapid unfolding of the cornucopia of 
linguistic functions during the first years of life. Simultaneous 
EEG-assessments can converge and extend knowledge along dif-
ferent modalities and time scales. Though fascinating in its broad 
applicability, it is necessary to also enquire into the somewhat 
cumbersome topics of technical advances and – not least – ques-
tions concerning the physiology of the hemodynamic response. 
Combined fMRI experiments and careful designs respecting 
the specific limitations of transcranial optical spectroscopy will 
decide on the scientific future of this new tool in infant and 
language research.
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auditory analysis. A recent optical imaging study by our group 
used the same stimuli in newborns in order to explore whether 
this lateralization based on the acoustic properties is already 
present at birth (Telkemeyer et al., 2009). Four different tempo-
ral modulations were presented. The four conditions contained 
segments varying every 12, 25, 160, and 300 ms; the first two 
kinds of stimuli belong to the fast varying category, whereas the 
last two stimuli are more slowly modulated. The optical imaging 
results for 2–6 days old newborns revealed a bilateral activation 
for the 25 ms fast-modulated stimulus and a right-hemispheric 
dominance for both slow modulation stimuli (HbR↓). These 
findings suggest that differences in the acoustic and not the lin-
guistic properties of the auditory input may drive lateralization 
of speech processing during the first days of life.

Beyond auditory features
We have highlighted that analysis of the auditory features in speech 
is a prerequisite for language acquisition in infancy, since lexico-
semantic and syntactic knowledge are not yet developed. Clearly, 
auditory analysis may segment the speech stream, but it does not 
allow for the extraction of regularities unless more general cogni-
tive abilities are developed in parallel. This has been the focus of 
extensive research on artificial grammars, since the demonstration 
of statistical learning abilities in 8-month-old infants (Saffran et al., 
1996). An optical imaging study has recently shown that a precur-
sor of such regularity extraction may be present at birth (Gervain 
et al., 2008). The authors exposed neonates to different artificial 
grammars governing the structure of syllable triplets. Adjacent 
(ABB: e.g., “mubaba”) and non-adjacent (ABA: e.g., “bamuba”) 
repetitions were contrasted to non-structured triplets (ABC: e.g., 
“mubage”). The authors find evidence for a discrimination of ABB, 
which they interpret as an indicator of a “repetition detector,” which 
may form a nucleus for further structural analysis. Their conclu-
sion rests on the fact that a stronger activation (HbO↑) was seen 
in frontal and temporal areas for the ABB when compared to ABC 
structures. Interestingly the activation over left frontal channels 
showed an increase over the exposure period of ∼20 min. Thus, 
it is evident that very early on, structural, initially “Gestalt-like” 
features of the auditory stream may aid segmentation. In adults 
a recent optical imaging study demonstrated that non-linguistic 
tone sequences which could be segmented due to transitional 
probabilities, yield a stronger left inferior frontal activation (HbO↑) 
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A similar approach has also been applied in living animals, 
where two-photon imaging and laser-induced lesions have been 
combined. For example, femtosecond laser ablations have been 
applied for studying the complex events associated with embryo 
development in vivo (Supatto et al., 2005; Kohli and Elezzabi, 2008). 
Other groups have taken advantage of multi-photon absorption to 
ablate or dissect individual neurons in worms to study axon regen-
eration (Yanik et al., 2004) and define the role of specific neurons 
in behavior. As an example, the function of a single neuron can 
be identified by observing behavioral changes after the surgery, as 
shown in the study by Chung et al. (2006), on the thermo-tactic 
behavior of nematodes.

Recently, the potential of this technique has been applied to 
the mammalian central nervous system (CNS). Thanks to this 
approach the investigation of many outstanding problems in 
neurobiology and human neurodegenerative disease appears 
now more accessible. For example, Sacconi et al., (2007) dem-
onstrated a method for performing laser nanosurgery in the 
CNS of anesthetized mice. In this work the spatial localization 
of multi-photon excitation was exploited to perform selective 
lesions on the processes of cortical neurons in living mice express-
ing fluorescent proteins. Furthermore, laser-induced lesions have 
been used to damage the blood-brain barrier, to investigate the 
role of microglia (Davalos et al., 2005; Nimmerjahn et al., 2005) 
and also to produce targeted photo-disruptions as a model of 
stroke (Nishimura et  al., 2006). Although acutely silent, small 
strokes are neurologically important as cortical microinfarcts and 
microhemorrhages may increase the risk of developing dementia 

Introduction
The link between optics and biology has always been extremely 
strong. In fact, it was through the use of the first optical micro-
scopes in the 17th century that fundamental concepts such as the 
existence of the cell itself were defined. In the 1960s, the advent of 
the laser has totally revolutionized biology and medicine. Recently, 
femtosecond lasers have gained ground due to their versatile appli-
cation to a large variety of problems. The first application developed 
for short-pulsed lasers in biology was multi-photon fluorescence 
microscopy (Denk et al., 1990). The non-linear nature of multi-
photon processes provides an absorption volume spatially confined 
to the focal region (Zipfel et  al., 2003). The localization of the 
excitation is maintained even in strongly scattering tissues, allowing 
deep, high-resolution in vivo microscopy (Helmchen and Denk, 
2005; Svoboda and Yasuda, 2006).

In parallel to its application in imaging, multi-photon absorp-
tion has also been used as a tool to manipulate the biological sample 
under investigation; in particular, this technique has been applied 
to the selective disruption of labeled cells and intracellular struc-
tures. The first published report of femtosecond laser subcellular 
nanosurgery was by König et al. (1999), who demonstrated the 
potential of this technique by ablating nanometer-sized regions 
of the genome within the nucleus of living cells. Following this 
seminal work, laser nanosurgery has been applied in living cells to 
investigate the biological function of subcellular compartments, 
like mitochondria or microtubules (Tolić-Nørrelykke et al., 2004; 
Watanabe and Arakawa, 2004; Sacconi et al., 2005; Shen et al., 2005; 
Shimada et al., 2005; Kumar et al., 2006).

Multi-photon nanosurgery in live brain

Anna Letizia Allegra Mascaro1, Leonardo Sacconi1,2 and Francesco S. Pavone1,2*
1	 European Laboratory for Non-linear Spectroscopy, University of Florence, Florence, Italy
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In the last few years two-photon microscopy has been used to perform in vivo high spatial 
resolution imaging of neurons, glial cells and vascular structures in the intact neocortex. 
Recently, in parallel to its applications in imaging, multi-photon absorption has been used as 
a tool for the selective disruption of neural processes and blood vessels in living animals. In 
this review we present some basic features of multi-photon nanosurgery and we illustrate the 
advantages offered by this novel methodology in neuroscience research. We show how the 
spatial localization of multi-photon excitation can be exploited to perform selective lesions on 
cortical neurons in living mice expressing fluorescent proteins. This methodology is applied 
to disrupt a single neuron without causing any visible collateral damage to the surrounding 
structures. The spatial precision of this method allows to dissect single processes as well as 
individual dendritic spines, preserving the structural integrity of the main neuronal arbor. The same 
approach can be used to breach the blood-brain barrier through a targeted photo-disruption of 
blood vessels walls. We show how the vascular system can be perturbed through laser ablation 
leading toward two different models of stroke: intravascular clot and extravasation. Following 
the temporal evolution of the injured system (either a neuron or a blood vessel) through time 
lapse in vivo imaging, the physiological response of the target structure and the rearrangement 
of the surrounding area can be characterized. Multi-photon nanosurgery in live brain represents 
a useful tool to produce different models of neurodegenerative disease.
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(Cullen et al., 2005; Gold et al., 2007). Non-linear laser ablation 
provides a method to induce vascular lesions one vessel at a time 
and to study cerebral microvascular diseases. Two-photon excited 
fluorescence microscopy, coupled to micro-vessel occlusion tech-
nique, enables to study the impact of microvascular lesions at 
cellular level, in vivo.

In this review we present some basic features of multi-photon 
nanosurgery and show some examples that illustrate the advan-
tages offered by this novel methodology. In the first part we will 
review the experimental system used to perform multi-photon 
nanosurgery, giving detailed information about our custom-made 
multi-photon nanodissector and defining a method to gain optical 
access to the brain. In the second part we will show the results of 
performing imaging and nanosurgery in neural networks and in 
the vascular system. While illustrating some applications of fem-
tosecond lasers to disrupt cellular structures of the CNS in vivo, 
we will provide a description of the morphological consequences 
of the injury event. In the end we will discuss the physical mecha-
nisms of neural nanosurgery to help explaining the consequences 
of femtosecond laser ablation.

The opportunity provided by multi-photon nanosurgery 
for interacting with neural networks offers great potential to 
the investigation of brain remodeling. The nanosurgery tech-
nique applied to the nervous system in vivo can reveal detailed 
insight of the dynamic rearrangements of the mammalian CNS. 
In vivo time lapse imaging of cerebral fine structures in the days 
that follow a point disruption may represent an optimal tool 
to characterize the network response to injury and mimic a 
neurodegenerative pathology.

Experimental methods
Optical window preparation
The optical penetration of two-photon microscopy in live brain is 
limited by the opacity of the intact skull of adult mice. One way to 
obtain optical access to the neural and vascular network requires 
a craniotomy surgery; this method, called “open skull” technique 
(see Figure 1), implies the permanent removal of a circular portion 
of skull (leaving the dura mater unperturbed) and the replace-
ment of this isle of bone with a cover glass (Lendvai et al., 2000; 
Trachtenberg et al., 2002; Holtmaat et al., 2006).

Alternatively, a small bone area (0.1–0.3 mm2) can be thinned 
down to a 20 μm layer (“thinned skull” technique, see Grutzendler 
et al., 2002; Zuo et al., 2005). While the thinned skull preparation 
requires bone thinning at every experimental session, the perma-
nent cranial window allows repeated imaging at arbitrary time 
intervals. Furthermore the open skull provides a larger field of 
view (0.8–12 mm2) as well as an excellent optical access for weeks 
to months.

The experimental protocol of the open skull technique, recently 
illustrated by Holtmaat et  al. (2009), will be described briefly. 
GFP-M line mice aged 3–5  months are deeply anesthetized by 
intraperitoneal injection of ketamine (90  mg/kg) and xylazine 
(9 mg/kg). A small dose of dexamethasone (0.04 ml at 2 mg/ml) 
is administered prior to surgery to minimize brain swelling. The 
mouse head is fixed in a stereotactic frame. The eyes are protected 
from dehydration through application of eye drops. After cutting 
out a strip of skin, the periosteum is removed by scraping the 

skull with a scalpel blade. Then, a circular portion of the skull 
is thinned out with a dental drill. The skull island is lifted up 
and removed, carefully avoiding to touch the meninges with the 
tweezers. The optical chamber is constructed by laying a cover 
glass upon the intact dura, as shown in Figure 1. A mixture of 
dental acrylic and cyanoacrylate glue is used to seal the cranial 
window. A metal bar is fixed above the skull to stabilize the animal 
for subsequent imaging sessions. To minimize the inflammatory 
phenomena that may take place after the surgery, the mice are 
treated with an anti-inflammatory drug, Carprofen (5  mg/kg), 
administered daily through subcutaneous injection. The apical 
dendrites of pyramidal neurons are imaged every 1–2 days to detect 
and study the remodeling events of the neural network up to more 
than 1 month after the surgery. Recently, a useful video showing 
this methodology has been posted on the Journal of Visualized 
Experiment (Mostany and Portera-Cailliau, 2008).

While the neuronal network is partially labeled in the GFP-M 
mice, the injection of a vital dye is required to image and manipu-
late the vascular structures. To this end, blood plasma was labeled 
through tail vein injection of a 0.2 ml bolus of 5% (w/v) Texas 
Red dextran (70 kDa) (D-1830, Invitrogen) in physiological saline 
(Kleinfeld et al., 1998; Zhang et al., 2005; Nishimura et al., 2006; 
Schaffer et  al., 2006). This high molecular weight dye provides 
stable labeling (typically 3 h).

Optical nanosurgery setup
In this section we describe a typical experimental setup that com-
bines multi-photon imaging and nanosurgery. This particular 
experimental system was used in our laboratory to perform in vivo 
multi-photon nanosurgery on cortical neurons (Sacconi et  al., 
2007). The setup, shown in Figure 2, is a custom-made upright 
two-photon microscope.

A mode-locked Ti:Sapphire laser (Chameleon, Coherent Inc) 
provides the excitation light (120 fs width pulses at 90 MHz repeti-
tion rate). A λ/4 waveplate coupled to a rotatable polarizer finely 

Figure 1 | Schematic view of the optical window preparation for in vivo 
imaging. In the craniotomy technique a piece of bone (light brown) is 
removed and replaced by a thin cover glass (light blue). The chronically 
implanted glass window replaces the skull and gives optical access to the 
GFP-labeled cortical neurons. Imaging is performed using 20× long-working-
distance water immersion dipping objective.
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Hamamatsu Photonics). All the microscope optics are fixed onto a 
custom vertical honeycomb steel breadboard. The electronic com-
ponents of the setup are computer-controlled during microscopy 
and nanosurgery experiments. Custom-made software has been 
developed in LabVIEW 7.1 (National Instruments).

The key requisites for the experimental setup to perform 
laser nanosurgery are the maximum stability and reproducibility 
(≈ 0.1 μm) of beam positioning in the x, y and z axes. This condi-
tion is fulfilled by closed-loop feedback systems on the piezoelectric 
stage and on the galvo mirrors. On the other hand, motorized z 
positioning systems and resonant galvo mirrors, sometimes present 
in commercial systems, do not fit the requirements for nanosur-
gery. However, commercial multi-photon setups provided with 
high stability positioning system can be used to perform both 
imaging and nanosurgery in the low-density plasma regime, as 
previously shown (Supatto et al., 2008). Other technical require-
ments involve, for example, laser pulse dispersion and maximum 
power deliverable on the sample. Due to the large variety of com-
mercially available systems these parameters should be evaluated 
on a case-by-case basis.

Optical nanosurgery procedure
The nanosurgery experiment starts with an in vivo imaging 
session of the exposed mouse brain under the optical window. 
Z-stacks are acquired to obtain 3D-reconstructions of the labeled 
sample. During the imaging session, the excitation wavelength 
(λ) is chosen to maximize the multi-photon cross-section of the 
labeled structures (in our experiment λ = 935 nm). After selecting 

moved by a stepper motor provides a tunable beam intensity con-
trol. The laser beam is scanned in the xy-plane by a non-resonant 
scanning head. The scanning system consists of two closed-loop 
feedback galvanometer mirrors (VM500, GSI Lumonics), rotated 
about orthogonal pivots and coupled by a pair of spherical mir-
rors. The laser beam is then expanded by a telescope composed 
by a scanning lens and a microscope tube lens. Finally an objec-
tive lens (XLUM 20X, NA 0.95, WD 2 mm, Olympus) focuses the 
beam onto the specimen. The anesthetized mouse is positioned in 
the stereotactic holder screwing a metal bar placed on the mouse 
head (see above); in this way the same cerebral region of interest 
can be found in every imaging session through fixed coordinates 
with high precision. The stereotactic holder is fixed on a stage 
through a magnetic platform laying upon a lab jack that allows 
rough axial positioning of the optical window under the objective. 
Fine xy-displacement is accomplished through two independent 
micromanipulators on the magnetic stage. A closed-loop piezo-
electric stage (P-721, Physik Instrumente) allows axial displace-
ments of the objective up to 400 μm with nanometric precision. 
Fluorescence light is separated from the laser optical path by a first 
dichroic beam splitter (685DCXRU, Chroma Technology) posi-
tioned as close as possible to the objective lens (non-de-scanning 
mode). A two-photon florescence cut-off filter (E700SP-2P, Chroma 
Technology) eliminates reflected laser light. A second dichroic mir-
ror (FF562-Di02-25 × 36, Semrock) is used to split the two spectral 
components of the fluorescence signal, the red (570–685 nm) and 
the green (400–560 nm) emission light. The fluorescence signals 
are finally collected by two photomultiplier modules (H7710-13, 

Figure 2 | Custom-made two photon apparatus. The figure shows the 
laser beam [in red, coming from the bottom right side of the panel (1)] that 
is first scanned by two galvanometric mirrors (2), then expanded by a 
telescope (3), and finally focused by the objective (4) onto the specimen (5). The 

emitted light (yellow) is separated from the exciting beam by a first 
dichroic mirror (6) and then split by a second dichroic mirror (7) in the red 
and green components. Two photomultipliers detect the split 
fluorescence emissions (8a,b).
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of the loss of energy density along the beam path across the 
brain. Interneuronal somas placed in the layer-2/3 (200–450 μm 
below the pia) can be easily disrupted by laser nanosurgery. 
Figure 3A shows the time course of the ablation of a GFP-labeled 
interneuronal cell body. The interneuron was irradiated in prox-
imity of the red lightning symbol just after the acquisition of 
the first image. The merge of the neuron before (red) and after 
(green) injury (right panel in Figure 3A) shows the disappear-
ance of the cellular body after laser mediated ablation, while the 
surrounding network is negligibly affected. Laser nanosurgery 
can be also applied to apical dendrites of a layer-5 pyramidal 
neuron. Figure 3B shows the time course of a point disruption 
of a single pyramidal dendrite. The effect of the ablation is 
the selective degeneration of the distal portion of the neurite, 
indicating that this may be an active process and not a passive 
deterioration (see Discussion in the next paragraph). The right 
panel in Figure  3B highlights the integrity of the remaining 
structure after dissection. Furthermore, the continued expres-
sion of fluorescent proteins indicates that the neuron is alive. 
Finally, the high spatial precision of this method was demon-
strated by ablating individual dendritic spines, while sparing 
the adjacent spines and the structural integrity of the dendrite. 
Figure 3C shows a portion of a GFP-labeled pyramidal dendrite 
where several spines are present. The right panel of Figure 3C 
highlights the disappearance of a single spine after laser-induced 
lesion and emphasizes both the stability of the surrounding den-
dritic spines (indicated by yellow arrowheads) and the absence 
of any swelling in the dendrite.

This micro-scale model of neural degeneration allows to char-
acterize the remodeling properties of the network after injury. In 
comparison with other models of neural ablation, e.g., massive 
neural depletion through 3-acetyl pyridine treatment (Hicks, 1955; 
Desclina and Escubia, 1974; Balaban, 1985), nanosurgery is highly 
specific and can be finely tuned to a single neuron, leaving the sur-
rounding structures unaltered.

Blood vessels disruption
Another important application of multi-photon microscopy is 
imaging of blood flow through cortical blood vessels labeled with 
a vital dye. The nanosurgery technique applied to the vascular 
system leads to subsurface blood vessel disruption in living ani-
mals (Nishimura et  al., 2006). This model of stroke allows to 
reproduce different ischemic conditions and, at the same time, 
to investigate with day-by-day detail the reactive capabilities of 
the system. Femtosecond laser pulses are focused on a blood ves-
sel to achieve two different forms of vascular insult; the irradia-
tion may lead either to vessel rupture, which provides a model 
of hemorrhage (see Figure  4A), or to formation of a blood 
clot (Figure 4B).

Two-photon real time imaging of blood flow through the sur-
rounding vessels before and after the laser-induced vascular lesion 
permits to characterize the dynamics of the degenerative event. In 
the first example the complete rupture of a blood vessel leads to 
the release of blood plasma and red blood cells in the surround-
ing tissue, while flow is left intact in nearby vessels. The formation 
of a clot, on the other hand, determines a complete blockage of 
the flow in the targeted blood vessel. Recent studies show that a 

the xyz coordinates for the desired lesion site, laser dissection is 
performed by irradiating the selected point with a high energy 
dose of Ti:Sapphire laser at the same wavelength used for imag-
ing. In a typical experiment, the laser power is increased 5–10 
times more than the power used for imaging and the shutter is 
opened for a period of the order of hundreds of millisecond. 
The increase of energy dose delivered on the sample in the dis-
section with respect to imaging arises largely from an increase 
in exposure time, with a lower contribution from the increase 
in laser power itself. In fact, the pixel dwell time is ≈5 μs dur-
ing imaging, whereas it is increased to hundreds of millisecond 
to perform the nanosurgery. As a consequence, the number of 
pulses (and the associated energy dose) delivered per unit area 
is drastically increased (five orders of magnitude). After per-
forming the nanosurgery, the laser power is decreased back and 
a 3D-image of the sample is acquired to visualize the effects on 
the irradiated structure.

It is worth mentioning that the experimental parameters for 
the nanosurgery (laser power and exposure time) critically depend 
on the target. For example, the depth, the fluorescence level and 
the dimension of the target structure remarkably affect the energy 
dose threshold to perform the nanosurgery. Furthermore, the 
anesthetic levels and the optical window preparation critically 
affect the stability of the sample and, thus, the outcome of the 
irradiation. Practically, the laser power is set close to the maximum 
available value (≈ 300 mW, measured after the objective lens) and 
an exposure time of 100 ms is tested to induce ablation. Then an 
imaging session is performed to observe the effects of the laser 
irradiation. If no morphological changes were induced, the laser 
surgery is repeated with an increased exposure time. This procedure 
is performed iteratively, until a detectable structural modification 
is observed. In a typical experiment the exposure time ranges from 
100 to 1000 ms.

Nanosurgery in live brain
Neural ablation
The optical nanosurgery setup, in combination with the optical 
window preparation, has been used to perform in vivo imaging 
and ablation of fine neural structures in the cortex of live animals. 
The spatial localization of multi-photon excitation is exploited 
to perform in vivo selective lesions on small subsets of neurons 
in the somatosensory cortex of mice genetically expressing fluo-
rescent proteins (GFP-M) without causing any visible collateral 
damage to the surrounding neuronal structures (Sacconi et al., 
2007). Neurons are irradiated with a focused, controlled femto-
second energy dose and then the morphological consequences 
are characterized with time lapse 3D two-photon imaging. The 
potential of this method is such that different compartments of 
the CNS can be perturbed by either ablating a neural cell body 
(see Figure 3A) or disrupting the distal portion of a dendrite (see 
Figure 3B), or even providing the selectivity for the ablation of a 
single spine (see Figure 3C).

The possibility of dissecting selected structures depends, to 
a first approximation, on the depth of the structure and on its 
fluorescence emission intensity. Although two-photon micros-
copy allows imaging of layer-5 pyramidal neurons (600–800 μm 
below the pia), the nanosurgery is more limited in depth because 

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 July 2010  | Volume 2  |  Article 21  |  58

Allegra Mascaro et al.	 Multi-photon nanosurgery in live brain

Mechanism of multi-photon nanosurgery
In order to explore the mechanism of multi-photon nanosurgery, we 
analyzed the morphological rearrangements of an apical pyramidal 
dendrite after the irradiation with a high energy dose of femtosec-
ond pulsed laser. Based on the biological response, the morphologi-
cal consequences of irradiating a single dendrite can be grouped 
into two categories: transient swelling with recovery, and complete 
dendritic dissection. Figure 5 shows the time course of the laser-
induced degeneration of an apical dendrite in GFP-M transgenic 
somatosensory cortex. In the first case (see Figure 5A) we observe 
a transient swelling of the dendrite extending several micrometers 
from the point of irradiation along the dendrite in both directions. 
The irradiated dendrite temporarily modifies its shape but recovers 
its original features after a period of hours. While in this example 
the nanosurgery does not lead to dendritic dissection, in a second 
class of response the dendrite undergoes a degenerative process. 
As shown in Figure 5B, after laser irradiation, the terminal end of 
the dendrite distal to the dissection point followed a sequence of 

single micro-vessel lesion determines the disruption of flow at the 
nearby downstream vessels, but the presence of loops within the 
network may partially compensate for the lost vascular afference 
(Nishimura et al., 2006). The response of the neural network to 
this local blood deprivation is characterized through the days that 
follow the vascular insult. Time-lapse observation of the adjacent 
labeled neurons reveals a relatively high stability of the network 
in case of a confined damage, while loss of dendritic spines and 
degeneration of dendrites can be observed if the injury is more 
widespread (Zhang and Murphy, 2007).

While conventional methods allowed to create mainly large-
scale occlusions that destroyed extended areas of brain vasculature 
(Chen et al., 1986; Ping et al., 2008), the nanosurgery technique can 
finely tune the injury toward a single blood microvessel (Nishimura 
et al., 2006; Kleinfeld et al., 2008). The possibility of monitoring 
blood flow before and after an occlusion discloses a great potential 
for this technique, that may be applicable to the investigation of 
interventional therapies for micro-strokes.

Figure 3 | Neural nanosurgery in GFP-M transgenic mice. (A) Laser 
dissection of an interneuron cell body. Each image is a maximum-intensity 
projection of a set of 20 optical sections acquired at 2 μm z-step (at 150 μm 
depth). The tip of the red lightning symbol represents the laser irradiation point. 
The first panel was acquired just before the laser irradiation. The middle panel 
was acquired 24 h after the laser irradiation. The last panel shows an overlay of 

the neuron before (red) and after (green) laser irradiation. Scale bar, 25 μm. 
(B) Laser-induced lesion of a single dendrite. Maximum-intensity z projection 
(from 100 to 500 μm) of a pyramidal neuron before and 24 h after dendritic 
dissection. Scale bar, 60 μm. (C) Laser ablation of a single dendritic spine. 
Images of a portion of a dendrite before and 40 min after spine ablation. Scale 
bar, 15 μm. (B) and (C) are modified with permission from Sacconi et al. (2007).
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interaction with quasi-free electrons: the capture of a quasi-free 
electron in an antibonding molecular orbital causes the rupture of a 
chemical bond and determines the degradation of the molecule; (2) 
the fragmentation of the biomolecule derives from its interaction 
with reactive oxygen species (ROS, i.e., free radicals that contain 
the oxygen atom), originated from laser-induced ionization and 
dissociation of water molecules.

Following this description, the outcome of the nanosurgery on 
apical dendrites can be interpreted by an alteration of membrane 
permeability due to chemical decomposition of the plasma mem-
brane components. The laser-induced transient breach in the cell 
membrane leads to the dendritical swelling shown in Figure  5. 
Now, if the laser perturbation is small enough, the neuron may 
re-establish the physiological osmotic equilibrium and recover 
after a transient swelling, as shown in Figure 5A. Otherwise, the 
membrane disruption may lead to the formation of bead-like 
structures, followed by degeneration of the distal portion of the 
dendrite (see Figure 5B). This process, called Wallerian degenera-
tion (Waller, 1850), occurs after axonal injury at the distal stump 
of the site of injury and usually begins within 24 h of a lesion. 
As recently reported in Kerschensteiner et al. (2005), axonal inju-
ries initially lead to acute axonal degeneration, which is the rapid 
separation of the proximal and distal ends within 30  min after 
an injury. Degeneration follows with swelling of the axolemma, 
and eventually leads to bead-like formations. After axon degrada-
tion, granular disintegration of the axonal cytoskeleton and inner 
organelles occurs. This anterograde deterioration, elicited by the 

swelling, degeneration, and disappearance. The energy dose neces-
sary to produce these outcomes (swelling with recovery or neural 
ablation) cannot be established a priori. In fact, the same energy dose 
can determine the two different biological responses.

These irradiation outcomes may be interpreted on the basis of 
the physical mechanism underlying the nanosurgery technique. 
For simplicity, two regimes can be established for nanosurgery 
(Vogel and Venugopalan, 2003; Vogel et al., 2005). The low-den-
sity plasma regime uses long series of pulses from femtosecond 
oscillators with repetition rates of the order of 80 MHz and pulse 
energies well below the optical breakdown threshold (König et al., 
1999, 2001; Oehring et al., 2000; Smith et al., 2001; Tirlapur and 
König, 2002; Zeira et al., 2003; Sacconi et al., 2005, 2007; Supatto 
et al., 2005). The low repetition rate regime, instead, uses ampli-
fied series of pulses at repetition rates of kilohertz and pulse ener-
gies slightly above the optical breakdown threshold (Watanabe 
and Arakawa, 2004; Yanik et al., 2004; Heisterkamp et al., 2005; 
Shen et al., 2005). The mechanisms on which these two regimes 
rely are quite different. The low repetition rate regime effects are 
related to thermoelastically-induced formation of transient cavi-
ties. An extensive review focused on this regime has been recently 
published by Tsai et al. (2009). On the other hand, in our work we 
present several examples in which the dissection is performed in the 
low-density plasma regime. In this case the dissection is mediated 
by free-electron-induced chemical decomposition. The chemical 
decomposition can be induced through two different mechanisms: 
(1) the fragmentation of the biomolecule derives from its resonant 

Figure 4 | Models of laser-induced vascular lesion. (A) Time lapse 
images of maximum intensity z-projections (from 20 to 60 μm) before 
(left) and after (right) the laser-induced ischemic hemorrhage. The figures 
show in green the GFP-labeled neuron in a GFP-M mouse and in red the 
vascular network labeled with Texas-red dextran dye. The tip of the yellow 

lightning symbol represents the laser irradiation point. The first image 
was acquired just before the laser irradiation. Scale bar, 20 μm. (B) Time 
lapse images of maximum intensity z-projections (from 20 to 100 μm) 
before (left) and after (right) the laser induction of an intravascular clot.  
Scale bar, 20 μm.
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Conclusions
In the last years laser absorption has been exploited to interfere with 
biological processes and, thus, to define the effective mechanism 
of specific events. Multi-photon nanosurgery, applied to the CNS 
of living mammals, represents the ideal platform to setup different 
models of cortical injury. In vivo two-photon fluorescence imaging 
coupled to laser-induced nanosurgery, is a promising tool to study 
the reparative properties of the adult CNS, as it gives an insight 
of the real dynamics of the neural network plastic properties, in 

Figure 5 | Effects of the nanosurgery on apical dendrites. (A) Laser-induced 
dendritic swelling. Time-lapse of maximum intensity z-projections (from 140 to 
160 μm) of irradiated dendrite in GFP-M transgenic mouse. The tip of the red 
lightning symbol represents the laser irradiation point. The first panel was 

acquired just before the laser irradiation. Scale bar, 10 μm. (B) Laser-induced 
lesion of a single dendrite. Time-lapse of maximum intensity z-projections (from 
90 to 110 μm) of irradiated dendrite. Scale bar, 25 μm. (B) is modified from 
Sacconi et al. (2007).
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These arterioles are also regulated by surrounding glial cells and, to 
some extent, by peripheral nerves that penetrate the brain paren-
chyma (Goadsby and Edvinson, 2002).

Much of the brain infrastructure is needed to provide neurons 
with the proper delivery of oxygen and glucose, given the limited 
energy reserves of the brain. To accomplish this, the brain pos-
sesses two fundamental mechanisms namely, autoregulation and 
functional hyperemia (Iadecola and Nedergaard, 2007) which are 
tightly controlled by the intrinsic properties of the vascular cells 
and by signals released from the various cell types that make up the 
NVU. The activation of these mechanisms warrants constant blood 
flow and increased oxygen and glucose delivery under conditions 
of intense neuronal stimulation.

At the cellular level, the cells that make up the NVU mainly 
include vascular cells [endothelial cells (EC), pericytes and vascu-
lar smooth muscle cells], neuronal terminals or varicosities, astro-
cytes with their corresponding specialized endfeet processes, and 
microglia. The interaction between these various cell types aid in 
the establishment of the blood brain barrier and the control of 
cerebral blood flow. Cell-to-cell interactions are futher supported 
by structural components such as gap junctions (Simard et al., 2003; 
Figueroa and Duling, 2009) and anchoring proteins (e.g., integrins; 
del Zoppo, 2010) as well as by the functional activation of vari-
ous ion channels [e.g., aquaporin 4, K+ channels, transient recep-
tor potential (TRP) channels (Brayden et al., 2008)] strategically 
expressed on membranes of the cells of the NVU. These associations 
are crucial for the structural integrity and functional capacity of the 
NVU. On a larger scale, further control is provided by networks 
of cells occupying defined brain regions. For example, specialized 
gap junctions link astrocytes to one another forming a syncytium 
(Theis et al., 2005). These glial networks efficiently modulate the 
activity of neuronal populations (Giaume et  al., 2010). In addi-
tion, the intimate anatomical association of astrocytic processes 

In this article we review and discuss recent advances in our 
understanding of neurovascular communication, and address 
the advantages and disadvantages of using the in vitro brain slice 
preparation as a tool to study neurovascular coupling (NVC) in 
the brain. A number of groups have used this in vitro model, and 
data obtained from their studies (Fergus et al., 1996; Zonta et al., 
2003b; Cauli et al., 2004; Hamel, 2004; Mulligan and MacVicar, 
2004; Lovick et al., 2005; Filosa et al., 2006; Metea and Newman, 
2006; Blanco et al., 2008) have provided seminal work to the field, 
highlighting the neuronal and astrocytic signaling pathways under-
lying NVC. A caveat to the data presented below, is however, that 
NVC mechanism are brain-region specific and dependent on the 
constituents forming the neurovascular unit (NVU) under study.

Structural considerations of the  
neurovascular unit
Blood supply is carried to the brain by extracerebral and intracer-
ebral arteries/arterioles. Extracerebral arteries branch off into pial 
arterioles that surround the surface of the brain and then penetrate 
the brain parenchyma at right angles as penetrating or parenchymal 
arterioles (Edvinsson and MacKenzie, 2002). Parenchymal arterioles 
in turn give rise to an extensive capillary network, the distribution 
of which is associated to the metabolic demands of the neuronal 
microenvironment (Edvinsson and MacKenzie, 2002). The neu-
rovascular control of the cerebral circulation varies, depending on 
the location and caliber of the vessels. In general, extracerebral 
vessels are innervated by peripheral nerves (extrinsic innerva-
tion) originating from the superior cervical, sphenopalatine, otic, 
internal carotid, and trigeminal ganglia (Gulbenkian et al., 2001). 
Intracerebral parenchymal microvessels are primarily regulated by 
local interneurons and neuronal terminals from a central origin 
(intrinsic innervation) such as the basal forebrain, raphe, and locus 
coeruleus (Iadecola, 1998; Gulbenkian et al., 2001; Hamel, 2006). 
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with synapses and blood vessels places them in an ideal position to 
integrate neuronal activity with changes in vascular dynamics. An 
example of such a coordinated event was shown by Xu et al. (2008) 
providing evidence that the glia limitans plays an important role in 
upstream cerebral vasodilation following neuronal stimulation or 
hypercapnia-induced pial arteriolar dilation (Xu et al., 2004).

While astrocytic endfeet processes occupy a significant portion 
of the abluminal surface of the vessel wall (Kacem et  al., 1998; 
Simard et al., 2003), other innervations such as neuronal terminals 
and varicosities of various origins have also been described, suggest-
ing direct neurovascular regulation. For example, basal forebrain 
nitric oxide synthase (NOS) neurons (Tong and Hamel, 2000) and 
dopaminergic neurons have been shown to make close contacts 
with cerebral microvessels or with astrocytic endfeet (Krimer et al., 
1998). Cauli et al. (2004) provided structural and functional evi-
dence for the involvement of GABAergic interneurons containing 
vasoactive mediators such as NO. Clearly, specialized contact areas 
such as the space between neuronal terminals or varicosities and 
astrocytic endfeet with the vascular wall provide structural evidence 
for the intricacy of the signaling mechanisms underlying NVC in 
the brain and the dynamic interactions between neuronal, glial 
and vascular networks. The in vitro brain slice preparation con-
stitutes an ideal model to study cell-to-cell communication since 
it possesses all of the constituents of the NVU with the addition 
of local circuits that allow for the precise stimulation of discrete 
neuronal and/or astrocytic targets while simultaneously monitor-
ing the activity of the vascular cells.

Signaling mechanisms underlying functional 
hyperemia in the brain
In addition to the above structural observations, strong func-
tional evidence supports an important role for neurons in NVC. 
The release of neurotransmitters (e.g., glutamate and GABA) 
has been associated with vasomotor responses both in vivo and 
in  vitro (Drake and Iadecola, 2007). A direct vasomotor effect 
from neuronally derived signals has been suggested for dopamin-
ergic, serotonergic, norepinephrine and acetylcholine fibers as 
well as for neuronally derived neuropeptides such as substance 
P, neurotensin, vasoactive intestinal peptide (VIP), somatosta-
tin and neuropeptide Y (for review see, Hamel, 2006; Drake and 
Iadecola, 2007). For example, in hippocampal slices Fergus et al. 
(1995) showed evidence that NO contributes to basal vascular 
tone and that CGRP dilated parenchymal arterioles. Interestingly, 
the magnitude of the vascular response to CGRP was depend-
ent on the degree of arteriolar tone, suggesting an interplay 
between these signals (Fergus et al., 1995). In slices perfused with 
a thromboxane A

2
 agonist (U46619) to induce arteriolar tone, 

NMDA produced vasodilation via an NO-dependent mecha-
nism (Lovick et  al., 1999; Brown et  al., 2000). Vasodilation of 
cortical arterioles has also been associated with the activation 
of cholinergic fibers (Vaucher and Hamel, 1995; Vaucher et al., 
1997) and NO-containing neurons (Tong and Hamel, 2000). 
Tong and Hamel (2000) suggested that the anatomical interac-
tion between the cholinergic and nitrergic systems may serve to 
potentiate vascular responses via acetylcholine’s influence on NO 
signaling (Tong and Hamel, 2000). Cauli et al. (2004) showed 
that stimulation of single interneurons expressing VIP or NOS 

mediated vasodilation, whereas stimulation of interneurons 
expressing somatostatin and neuropeptide Y produced microvessel 
constriction. Microinjection of dopamine produced constriction 
of ∼50% of microvessels (Krimer et al., 1998).

As has been the case with neurons, evidence exists that 
astrocyte-derived signals can also trigger vascular responses and play 
a pivotal role in the signaling mechanisms involved in NVC (Takano 
et  al., 2006; Carmignoto and Gomez-Gonzalo, 2009). Astrocytic 
activation results in the release of vasoactive agents (Carmignoto 
and Gomez-Gonzalo, 2009; Koehler et al., 2009) capable of induc-
ing localized vasodilation (in vitro an in vivo) and/or vasoconstric-
tion (in vitro only) of parenchymal arterioles. Astrocytes respond 
to an increase in synaptic activity with a rise in intracellular Ca2+ 
(Cornell-Bell et al., 1990; Aguado et al., 2002). If the strength of 
synaptic activity is high, it triggers the propagation of a Ca2+ wave 
that travels to nearby microvessels (Zonta et al., 2003b; Fellin and 
Carmignoto, 2004; Filosa et al., 2004). This latter step is critical for 
astrocyte-induced vasodilation (Zonta et al., 2003b; Filosa et al., 
2004). Furthermore, astrocytes synthesize and release a number of 
vasoactive substances such as NO (Wiencken and Casagrande, 1999; 
Li et al., 2003), prostacyclins, prostaglandins, epoxyeicosatrienoic 
acids (EETs), glutamate, adenosine, and ATP (Harder et al., 2002; Li 
et al., 2003; Simard et al., 2003; Zonta et al., 2003a,b; Anderson et al., 
2004; Takano et al., 2006) making them key candidates in NVC.

Despite significant progress in our understanding of the signal-
ing events involved in NVC and the contributing role of neurons 
and astrocytes, recent findings have raised new challenges to the 
field. For example, while the physiological significance of neuronal 
and astrocyte-induced vasodilatory responses is clear, it is still not 
apparent what is the physiological significance for stimulus-in-
duced vasoconstriction at the site of neuronal activation (Girouard 
et al.; Cauli et al., 2004; Mulligan and MacVicar, 2004; Metea and 
Newman, 2006; Rancillac et al., 2006). More importantly, based on 
functional and structural observations, it has been proposed that 
vessel-to-glia or vessel-to-neuron signaling may play an impor-
tant role in brain information processing (Moore and Cao, 2008), 
highlighting the importance of vascular-derived signals and raising 
the question as to whether information within the NVU flows in a 
bi-directional manner (Kozlov et al., 2006; Paton et al., 2007; Moore 
and Cao, 2008; del Zoppo, 2010).

Factors affecting vascular tone and vasomotor 
responses
Under physiological conditions and in response to intraluminal 
pressure, arterioles display myogenic tone (i.e., constrictions inde-
pendent of innervation). The mechanisms for this tone-dependent 
constriction have been extensively studied, and are underlined by 
an interplay between ion channels that increase intracellular Ca2+ 
(e.g., VDCC, TRPV4) (Knot and Nelson, 1998; Inoue et al., 2004; 
Zhang et al., 2009; Ma et al., 2010) as well as opening of K+ chan-
nels (e.g., BK, IK and SK) that oppose Ca2+-dependent mechanisms 
leading to hyperpolarization and vasodilation (Nelson et al., 1995; 
Wrzosek, 2009). The expression of these channels varies depend-
ing upon the cell type (e.g., EC or VSMC) and the location and 
caliber of the vessel. In a recent review Dunn and Nelson (2010) 
discusses the implication that K+ channel activation/inactivation 
has on VSMC tone.
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of the NVU, one can say that VSMCs are sandwitched from the 
luminal and abluminal side by functionally dynamic cells (ECs and 
astrocytes). Interestingly, many of the pathways described in the 
endothelium (Feletou et al., 2008; Feletou and Vanhoutte, 2009), 
that are known to play a major role in vascular tone have been 
observed in astrocytes. Figure 1 illustrates the various vasoactive 
signaling pathways described in the endothelium and also observed 
in astrocytes. What then would be the physiological consequences 
of such a structural arrangement?

As is the case in EC-to-VSMC signaling, the close association 
between astrocytes to VSMCs may relate to the need to main-
tain or control vascular tone within optimal levels. To achieve 
this, astrocytes would need to constantly monitor hemodynamic 
changes and locally release vasoactive factors that adjust vascular 
diameter and maintain CBF constant. If astrocytes contribute to 
the tonic regulation of vascular tone, it may explain why functional 
hyperemia studies do not call for an important role for astrocytes 
and may provide a new meaning to astrocyte-induced vasoconstric-
tion. While the role for astrocytes in functional hyperemia may be 
indeed relevant, their vasodilatory actions (Takano et al., 2006) may 

In addition to the intrinsic properties of the VSMC, vascular 
tone is regulated by EC signaling. EC release vasodilating (e.g., 
NO, endothelium-derived hyperpolarizing factor, prostanoids) 
and vasoconstricting (e.g., endothelin, TXA

2
, prostaglandin) 

substances (Andresen et al., 2006; Feletou and Vanhoutte, 2009). 
Moreover, EC express an array of ion channels that, when activated, 
can directly or indirectly alter the membrane potential (V

m
) of the 

VSMC, establishing EC-to-VSMC coupling. In excised parenchy-
mal arterioles, Cipolla et al. (2009) showed the contribution of SK 
and IK channel activity (expressed in EC) on vascular tone. Direct 
interactions between ECs and astrocytes have also been proposed, 
providing structural and functional evidence for bi-directional 
communication between these cells (Leybaert et  al., 2004). At 
the capillary level, Peppiat demonstrated pericyte constriction 
following electrical stimulation, purinergic activation, or GABA 
blockers, likely exemplifying an additional form of bi-directional 
communication between pericytes and EC and a form by which 
pericytes may control blood flow perfusion to capillary beds 
(Peppiatt and Attwell, 2004). Based on the intrinsic mechanisms 
controlling vascular tone and the intricate structural arrangement 

Figure 1 | Functional overlapping mechanism from the luminal 
(endothelium) and abluminal side of a parenchymal arteriole. In addition to 
direct neuronal-vessel interactions vascular smooth muscle cells (VSMC) are 
tonically influenced by agonists and/or mechanically activated pathways from 
the endothelium and from signals released by astrocytic processes also in direct 
contact with the vessels. The presence of polarized and discrete ion channel 
types in the layer formed by endothelial cells and astrocytes, provides functional 

further support for bi-directional communication between these cells and VSMC, 
as well as, for an electrotonic arrangement capable of modulating vascular tone 
and conduction of signals over long distances along the microvessel. VDCC 
(voltage-dependent Ca2+ channels), TRPV4 (transient receptor potential vanilloid), 
BK (Ca2+-activated voltage-dependent K+ channel), IK (intermediate conductance 
Ca2+ activated K+ channel), SK (small conductance Ca2+ activated K+ channel), and 
Kir (inwardly rectifying K+ channel).
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the Ca2+ change in the astrocyte determined the amount of K+ efflux 
from the endfeet. It is suggested that low or modest changes in K+ levels 
activate inwardly rectifying (K

ir
) channels in VSMCs (Filosa et al., 

2006) leading to vasodilation whereas high K+ levels at the gliovascular 
space cause VSMC depolarization and thus vasoconstriction. These 
studies suggest that in order to accurately interpret stimulus-induced 
vascular responses, the cells at the NVU must be close to physiological 
conditions including the steady-state of the EC and VSMCs, the rest-
ing V

m
 of the VSMCs, and the Ca2+ dynamic in all of the cells.

Undoubtedly, NO signaling plays a central role in NVC studies; 
however, the precise cellular sources and downstream targets for 
NO are largely unknown. While NO is believed to be the predomi-
nant signal in the cerebellum (Yang et al., 1999; Yang et al., 2000), 
findings from the cortex would suggest NO action in NVC are mod-
ulatory (Lindauer et al., 1999). In brain slices, NOS inhibition with 
L-NNA induced constriction of parenchymal arteriole, suggesting 
a tonic vasodilatory influence (Fergus et al., 1996), and neuronal 
stimulation-induced vasodilatory responses are in part mediated 
by NO derived from a neuronal origin (Lovick et al., 1999; Brown 
et al., 2000). Kitaura et al. (2007) showed that inhibiton of nNOS 
significantly decreased vasodilatory responses to stimulation while 
de Labra et al. (2009) recently suggested that stimulation-induced 
hemodynamic changes were associated with both eNOS and nNOS 
activity, depending on the degree of stimulation. In addition, de 
Labra suggested that NO from a vascular or glial source had a more 
prominent role in low frequency-induced vascular responses, while 
NO from a neuronal source played a more prominent role during 
intense stimulation. Data from these studies would suggest a pos-
sible mechanism by which the degree of stimulation may recruit 
the participation of different elements of the NVU, or networks, 
in orchestrating vascular responses.

Altogether, the ability of NO to interfere with AA signaling 
pathways in astrocytes (Metea and Newman, 2006), vascular 
tone (Feletou et al., 2008), neuronal activity (Ferraro and Sardo, 
2004) and signaling events that affect many of the constituents of 
the NVU (i.e., K+ channel activity) brings into question whether 
interference with NO signaling alters the basal activity of the 
cells making up the NVU, disrupting, in turn, bi-directional 
steady-state communication pathways that optimize vascular 
responses to neuronally derived signals. Evidence supporting a 
role for astrocyte-derived NO in controlling vascular tone was 
provided by Chisari et  al. (2004); co-cultures of basilar artery 
with activated LPS glia showed changes in vascular tone induced 
by NO. Moreover, because NO alters Ca2+ activity in astrocytes 
(Bal-Price et al., 2002), it is possible that endothelial-derived NO 
contributes to basal astrocytic activity. Future studies addressing 
the dynamic interactions between vascular cells and astrocytes in 
a bi-directional manner will help elucidate how interfering with 
these pathways may result in variable vascular responses following 
neuronal excitability.

Advantages and disadvantages of the in vitro brain 
slice preparation
Albeit these important observations and given confounding dif-
ferences in the data obtained by various groups, a clearer under-
standing of NVC mechanisms may be possible if an improved and 
better standardized brain slice preparation is developed. Ideally, this 

be modulatory depending on the neuronal pathways activated or 
degree of stimulation. In other words, it is possible that the vaso-
constrictive role of astrocytes is primarily linked to their contribu-
tion to the re-establishment of vasomotor tone following neuronal 
stimulation or tone adjustments following hemodynamic-induced 
vascular responses to sudden blood pressure changes as occurs 
during autoregulation (Harder et al., 2002).

In an elegant study, Gordon et  al. (2008) suggested that the 
polarity of the vascular response to glia-derived vasoactive signals 
is coupled to oxygen concentration levels, which in turn determine 
the metabolic state of the tissue. Oxygen levels modulate extracel-
lular lactate and adenosine concentrations (Gordon et al., 2008). 
Increased lactate inhibits the activity of prostaglandin E

2
 (PGE

2
) 

transporters, raising extracellular PGE
2
 levels and thus favoring 

vasodilatory responses when PO
2 
levels are low (Chan et al., 2002). 

On the other hand, the authors suggested that vasoconstriction 
responses occur under hyperoxic conditions, where lactate levels are 
low and extracellular PGE

2
 availability is decreased (Gordon et al., 

2008). Lindauer et al. (2010) recently challenged these findings by 
showing that in anesthetized rats, CBF responses to electrical fore-
paw stimulation or cortical spreading depression under conditions 
of hyperbaric oxygenation (absence of hemoglobin deoxygenation) 
were independent of O

2
 levels.

Likewise, a study by Metea and Newman (2006) in the retina 
showed that astrocytes induce both vasodilation and vasoconstriction, 
but in their case the polarity of the response was dependent on NO 
availability. While NO inhibition leads to vasodilation, NO availability 
favored vasoconstriction (Metea and Newman, 2006). The later obser-
vation was attributed to NO interactions with arachidonic acid (AA) 
metabolites favoring vasoconstriction through the potential NO inhib-
iting effects on cytochrome P450 (Udosen et al., 2003) and decreased 
downstream formation of the vasodilating metabolites, EETs (Metea 
and Newman, 2006). In support of these findings, Rancillac et al. 
(2006) showed that glutamate-induced NO released from cerebellar 
slices resulted in vasoconstriction of microvessels preconstricted with 
U46619. The vasoconstriction response was also dependent on the 
synthesis of prostanoids and endothelin. Given the strong evidence 
for NO inhibition of 20-HETE formation (Alonso-Galicia et al., 1997) 
and the ability of the AA metabolites, EETs and 20-HETEs, to modu-
late the activity of large conductance Ca2+-activated K+ (BK) channels 
in vascular cells (Feletou, 2009) and astrocytes (Gebremedhin et al., 
2003, 2005) one possibility for NO-mediated constriction could be 
tonic EET-dependent BK activation in astrocytic endfeet, resulting in 
K+ accumulation and VSMC depolarization. A role for K+ channel-
induced vasodilation and vasoconstriction was recently discussed by 
Girouard et al. (2010) (see below).

In a previous study, we showed that BK channel activation in astro-
cytic endfeet contributes to vasodilatory responses in parenchymal 
arterioles (Filosa et al., 2006). Moreover, our group also showed that 
the magnitude of the K+-induced vasodilatory response was correlated 
to the degree of tone of the arteriole, highlighting how changes to 
the intrinsic properties of the VSMCs alters their sensitivity to a 
given signal (Blanco et al., 2008). In addition, Girouard et al. (2010) 
recently showed that at the same level of tone, opposite type vascu-
lar responses could be evoked by varying K+ levels at the gliovascu-
lar space. Girouard’s study further incorporates the importance of 
upstream signaling events to vascular responses. The magnitude of 
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Future directions to a better in vitro model
Altogether, these observations call for a more optimized in vitro 
model to dissect the underlying signaling mechanisms of NVC. 
While we strongly believe brain slices to be an ideal in vitro model, 
we suggest the inclusion of the following criteria: (1) optimal neu-
ronal and astrocytic viability/activity and (2) optimal physiologi-
cal conditions for the arteriole under investigation. As previously 
shown, brain slices should be kept under conditions that prevent 
cell swelling to maintain the viability of the neurons and astro-
cytes. In addition, the penetrating cerebral arterioles need to be 
exposed to an intraluminal solution that maximizes the viabil-
ity of the vascular cells. Ideally, arterioles should be pressurized 
to allow for the development of myogenic tone. The presence of 
myogenic tone should be used as an indication that vascular cells 
have achieved optimal resting activity, the state at which vascular 
responses would be comparable to those under in vivo conditions. 
Using an in vitro preparation in which all the components of the 
NVU are brought to a closer physiological condition will provide 
more reliable interpretations of the dynamic interactions between 
vascular cells, astrocytes, and neurons in the brain.

Here we highlight previously reported experimental paradigms 
from which successful arteriolar myogenic tone and flow can be 
achieved in penetrating cerebral arterioles removed from the brain 
or from brain slices (Dacey and Duling, 1982; Ngai and Winn, 
1995; Cipolla et al., 2004; Lovick et al., 2005). To this end, penetrat-
ing arterioles can be cannulated at one end and pressurized under 
no-flow conditions (Ngai and Winn, 1995). Following a success-
ful cannulation, the arteriole is slowly pressurized in a stepwise 
manner until an intraluminal pressure between 20 and 40 mmHg 
is achieved and the vessel shows spontaneous tone (Dacey and 
Duling, 1982, 1984; Ngai and Winn, 1995). This latter step is typi-
cally conducted at 35°C to further stimulate tone (Ngai and Winn, 
1995). Arterioles are allowed to equilibrate to their steady-state 
pressure before experimental protocols are executed. To maintain 
intraluminal pressure constant, the distal end of the arteriole is 
clamped and pressure is continuously monitored from a pressure 
transducer connected to a computer. In addition to intraluminal 
pressure, using the same cannula approach, flow can be introduced 
into parenchymal arterioles and its effects incorporated into experi-
mental questions (Lovick et al., 2005). As previously performed in 
renal tubules, fluorescence recovery after photobleaching can be 
used to measure mean axial velocity of the intraluminal perfusate 
(Flamion et al., 1991) within the penetrating arteriole and thus pro-
vide a measurement of flow rate, a parameter not well investigated, 
but likely key in NVC-associated responses. For example, flow rate 
(shear stress) can induce NO production from the endothelium, 
changing the steady-state diameter (tone) of the arteriole and pos-
sibly vascular reactivity to vasoactive signals released by astrocytes 
and/or neurons (Ngai and Winn, 1995). Thus, one important ques-
tion still to be determined is whether, under different hemodynamic 
conditions, cerebral arterioles would behave similarly to glial/
neuronal-derived signals. An additional question, and suggested by 
the recently proposed hemo-neuronal hypothesis (Moore and Cao, 
2008), is whether different hemodynamic conditions can alter neu-
ronal excitability in the brain. Significant advances to this already 
reliable in vitro model will help expand our understanding of the 
cellular events underlying NVC in the brain.

preparation should include important hemodynamic variables such 
as intraluminal pressure and/or flow and take into consideration 
the levels of cellular activity at rest.

While numerous efforts have been made to maintain neuro-
nal and glial viability in brain slices (Collingridge, 1995; Brahma 
et al., 2000; Hájos and Mody, 2009), little consideration has been 
made to ensure penetrating cerebral arterioles are maintained 
near physiological conditions when using this preparation. To this 
end, experts in the microcirculation field have provided exten-
sive reports, albeit on excised arterioles, on the criteria needed to 
obtain proper vascular responses, and how changes to these vari-
ables could account for significant alterations in vascular reactivity 
and function (Ngai and Winn, 1995). However, only one study 
(Lovick et al., 2005) attempted to mimic these conditions in the 
brain slice preparation.

In an attempt to mimic physiological conditions, the solutions 
used to perfuse brain slices have been adjusted to include much of 
the constituents of the cerebrospinal fluid (CSF) (Reid et al., 1988; 
Hájos and Mody, 2009). While these solutions have proven to be 
successful in achieving reliable electrophysiological and imaging 
recordings from both neurons and astrocytes, a closer look at some 
of the major constituents of the artificial CSF (aCSF) is needed. 
For example, glucose concentrations used by most researchers 
(10–25 mM) far exceed that of the actual CSF (∼2.5 mM) (Silver 
and Erecinska, 1994). In addition, the use of 95% O

2
 has also been 

shown to result in different neuronal excitability levels and in 
the production of superoxide (O2

−) and cell death (D’Agostino 
et al., 2007; Hájos and Mody, 2009). Moreover, based on a study 
by Gordon et al. (2008), tissue PO

2
 levels may also have a crucial 

impact on the physiological response of vascular cells.
Another important player affected by O

2
 levels is NO. Given that 

NO production is dependent on O
2
 availability (Kojima et al., 2001) 

and its presence influences cell function and NVC outcomes, caution 
should be taken when interpreting results where these variables are 
not carefully controlled or monitored. So what would be the ideal 
aCSF solution when performing NVC experiments in brain slices? 
While more data is needed to better address this question, perfusing 
slices with a 20% O

2
 solution might be closer to physiological condi-

tions and is unlikely to induce cell death (D’Agostino et al., 2007). In 
a recent study, Ledo et al. (2010) simultaneously measured NO and 
O

2
 levels 200 μm deep into the slice using an aCSF solution bubbled 

with 95% O
2
–5% CO

2
; under these conditions O

2
 levels were around 

57.3 ± 38.2 μM. To our knowledge the outcome of 20% O
2
 levels on 

NO availability at different depths of the brain slice has not been 
explored and would need further consideration, given the steep O

2
 

gradient from the surface of the slice to deeper layers (∼200 μm) 
(Ledo et al., 2005). In addition, an even closer physiological approach 
would be to perfuse parenchymal arterioles with a solution that 
mimics blood constituents, establishing suitable PO

2
 gradients at 

the NVU before and during intense neuronal activation protocols 
are used. A similar approach has been extensively used in the renal 
physiology field where a renal arteriole is perfused with normal 
blood and hemodynamic variables are measured under different 
conditions (Casellas and Navar, 1984; Casellas and Moore, 2003). 
An approach of this nature would allow the exploration of further 
questions such as the effect vascular-derived signals have on resting 
astrocytic and neuronal function.
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Based on in vivo findings, a current suggestion is that increases 
in CBF in response to neuronal stimulation is mainly driven by 
neuronal networks (Rossier, 2009) with vasoconstriction distant 
to the site of activation (Devor et al., 2007). If this were the case, 
what is the role of astrocytes in NVC signaling? One possibility is 
that astrocytes contribute to basal CBF regulation or in the spatial 
spread of stimulus-dependent CBF activation to upstream vessels 
(Xu et al., 2008). Clearly, astrocytes possess vasoconstrictive and 
vasodilatory signals; however, in vivo studies have only associated 
their activation to vasodilation (Takano et al., 2006). We suggest 
that the vasoconstrictive action of these cells may be involved in 
the local maintenance of vascular tone, which plays an important 
role in determining the degree and efficiency of vascular responses 
to neuronally derived signals. Moreover, we predict that under 
basal conditions, VSMCs are under tonic influences by EC and 
astrocyte-derived signals, which are overwritten by neuronal signals 
following increases in neuronal activity. Accordingly, astrocytes may 
participate in autoregulatory mechanisms and also help re-establish 
vascular tone following hyperemic responses (Harder et al., 2002; 
Rossier, 2009).
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Contrary to the disadvantages mentioned above, the brain slice 
preparation offers a number of advantages including: the presence 
of all of the cellular constituents comprising the NVU, the use 
of low-dose pharmacological agents to better define the cellular 
mechanisms underlying NVC, the unlimited access to brain regions 
of interest, and the simultaneous monitoring of the activity of mul-
tiple cell types. Moreover, the brain slice preparation allows for the 
study of cell-cell communication such as mechanisms underlying 
intracellular conduction throughout the astrocytic network and/or 
vascular networks and detailed mechanisms such as the spread of 
electrical conduction between cells with major emphasis on ECs.

In summary, further consideration and improvements are 
indeed needed to better address the signaling mechanisms under-
lying NVC in the brain. While in vivo approaches provide the ulti-
mate clues to the understanding of how the brain communicates 
with the surrounding microcirculation, studies in brain slices have 
provided seminal observations on the cellular events underlying 
functional hyperemia in the brain. An optimized in vitro model will 
help address future unexplored questions such as the importance of 
studying NVC in different brain regions (inaccessible with current 
in vivo techniques) where the microenvironment of the NVC is 
drastically different.

The above observations also suggest that NVC mechanisms 
are driven by a multiplicity of signals and conditions. However, 
among future questions to address is the physiological function 
of neuronal-induced vs. astrocyte-induced vascular responses. 
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Recently there has been renewed interest in CMRO2
 mapping 

as a close approximation for brain work (Hyder et  al., 2002). 
Positron emission tomography (PET) measures CMRO2

 non-in-
vasively, but requires use of multiple radioactive tracers (Ito et al., 
2005). Magnetic resonance spectroscopy (MRS) utilizing detec-
tion of non-radioactive 17O isotope can also measure CMRO2 

non-
invasively (Zhu et al., 2009), whereas 13C MRS used in conjunction 
with different 13C-labeled substrates (e.g., glucose or acetate) can 
distinguish between energetics of neurons and astrocytes (Hyder 
et al., 2006). Both of these MRS techniques, however, have lower 
spatial resolution compared to magnetic resonance imaging (MRI) 
and PET, whereas all of these techniques have relatively poor tempo-
ral resolution. Measurements of tissue oxygen tension (pO

2
) can be 

used to infer local dynamics of uncoupling between oxygen delivery 
(i.e., CBF) and its subsequent utilization (i.e., CMRO2

) (Ances et al., 
2001), but its invasiveness limits translation to humans.

Introduction
In the adult mammalian brain glucose oxidation provides major-
ity of the ATP needed to support normal function of neurons 
and astrocytes (Shulman et al., 2004). Since endogenous energy 
reserves are at μM to mM levels (Hyder, 2009), timely delivery of 
energy substrates (i.e., glucose and oxygen) from blood to sup-
port neural activity is essential (Paulson et al., 2010). Variations 
in neural activity trigger a cascade of responses that collectively 
adjust delivery of energy substrates to meet the local ATP demand 
(Riera et al., 2008). “Neurovascular coupling” relates local changes 
in neural activity and constriction/dilation of blood vessels to 
decrease/increase cerebral blood flow (CBF) and/or volume 
(CBV) to a region, whereas “neurometabolic coupling” relates 
focal alterations in neural activity to cerebral metabolic rate 
of oxygen consumption (CMRO2

) to keep pace with cellular 
ATP demand.

Neurovascular and neurometabolic couplings in dynamic 
calibrated fMRI: transient oxidative neuroenergetics for 
block-design and event-related paradigms
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Functional magnetic resonance imaging (fMRI) with blood-oxygenation level dependent (BOLD) 
contrast is an important tool for mapping brain activity. Interest in quantitative fMRI has renewed 
awareness in importance of oxidative neuroenergetics, as reflected by cerebral metabolic 
rate of oxygen consumption ( ) ,CMRO2

 for supporting brain function. Relationships between 
BOLD signal and the underlying neurophysiological parameters have been elucidated to allow 
determination of dynamic changes in CMRO2

 by “calibrated fMRI,” which require multi-modal 
measurements of BOLD signal along with cerebral blood flow (CBF) and volume (CBV). But 
how do CMRO2

 changes, steady-state or transient, derived from calibrated fMRI compare with 
neural activity recordings of local field potential (LFP) and/or multi-unit activity (MUA)? Here 
we discuss recent findings primarily from animal studies which allow high magnetic fields 
studies for superior BOLD sensitivity as well as multi-modal CBV and CBF measurements 
in conjunction with LFP and MUA recordings from activated sites. A key observation is that 
while relationships between neural activity and sensory stimulus features range from linear 
to non-linear, associations between hyperemic components (BOLD, CBF, CBV) and neural 
activity (LFP, MUA) are almost always linear. More importantly, the results demonstrate good 
agreement between the changes in CMRO2

 and independent measures of LFP or MUA. The 
tight neurovascular and neurometabolic couplings, observed from steady-state conditions to 
events separated by <200 ms, suggest rapid oxygen equilibration between blood and tissue 
pools and thus calibrated fMRI at high magnetic fields can provide high spatiotemporal mapping 
of CMRO2

 changes.
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Because functional MRI (fMRI) has good spatiotemporal 
resolution and allows non-invasive imaging of almost the entire 
brain, it has great translational possibilities (Matthews et al., 2006). 
The blood-oxygenation level dependent (BOLD) signal, however, 
reports indirectly on neural activity because it measures the hyper-
emic response (Ogawa et al., 1993). But it is feasible to calculate 
CMRO2

 from the BOLD signal (S) provided that it is calibrated by 
combining CBF and CBV measurements (Hoge and Pike, 2001; 
Hyder et al., 2001) according to the relationship

∆ =
∆ −

∆

+ ∆ − ∆

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The basis for ∆CMRO2
 mapping with “calibrated fMRI” is that it 

reflects the oxidative ATP demanded for neural work (Davis et al., 
1998; Hoge et al., 1999). Recent non-human studies report that 
magnitudes of ∆CMRO2

 derived from calibrated fMRI are com-
mensurate with changes in neural firing under steady-state condi-
tions (Smith et al., 2002; Kida et al., 2006; Maandag et al., 2007). 
However both the neurovascular and neurometabolic couplings 
remain to be established for Eq. 1.

The first and second terms on the right-hand side of Eq. 1 reflect 
changes in oxygenation and volume, respectively, where for ∆S/S > 0 
the first term has to exceed the second term. Because arterial blood is 
almost fully oxygenated, functional hyperemia – and thus, by infer-
ence, BOLD signal – manifests oxygenation and volume changes 
primarily at the venous end (Hoge and Pike, 2001; Hyder et al., 
2001). Although magnitudes of the two terms on the right-hand 
side of Eq. 1 are typically on the order of 0.1–0.2 for functional 
studies (Hoge and Pike, 2001; Hyder et al., 2001), the metabolic 
( CMR CMRO O∆

2 2
/ )  and hemodynamic (∆CBF/CBF) factors which 

together contribute to the first term can be much larger.
For increased oxygenation ∆CBF/CBF has to be greater than 

∆CMR CMRO O2 2
/ . Because increased blood oxygenation is propor-

tional to decreased tissue oxygen extraction at steady-state accord-
ing to Fick’s principle, an embedded assumption in ∆CMRO2

 time 
courses derived from calibrated fMRI is that oxygen is equilibrated 
between blood and tissue pools (Hyder et al., 1998). To date, steady-
state assumptions of Eq. 1 are extended into the dynamic regime 
without experimental evidence of rapid oxygen equilibration 
between blood and tissue pools. For dynamic ∆CMRO2

 modeling 
from calibrated fMRI, both neurometabolic and neurovascular 
couplings have to be examined to establish if the same linearity 
of terms in Eq. 1 vs. neural activity can be used for event-related 
paradigms all the way up to block-design paradigms.

The second term of Eq. 1, which reflects changes in venous 
blood volume (∆CBV/CBV), is typically much smaller than changes 
in the metabolic ( / )∆CMR CMRO O2 2

 and hemodynamic (∆CBF/
CBF) terms (Hoge and Pike, 2001; Hyder et  al., 2001). Despite 
the small magnitude of this term, independent measurement is 
important because its dynamic evolution is significantly different 
from measured time courses of CBF and BOLD signal (Kida et al., 
2007; Shen et al., 2008). In non-human studies ∆CBV is usually 
measured independently (Hyder et al., 2001), whereas in human 
studies ∆CBV is usually estimated from an assumed relationship 

with ∆CBF (Hoge and Pike, 2001). To date, changes in hematocrit 
are either neglected and/or lumped into the second term (Hyder 
et al., 2001), an assumption which needs further testing (Herman 
et al., 2009b).

The parameter A in Eq. 1, as originally described by Ogawa 
et al. (1993) in describing the BOLD model (and similar to the 
parameter M in other calibrated fMRI reports; see Hoge and Pike, 
2001 for details), is a magnetic field dependent constant. It has 
been reported to be 0.1–0.2 for gray matter at 1.5T and 0.3–0.4 
at 7.0T, respectively, where human and animal calibrated fMRI 
studies are typically conducted (Hoge and Pike, 2001; Hyder et al., 
2001). Because the parameter A (or M) may vary regionally, and 
also depends on the echo time used in gradient-echo or spin-echo 
fMRI experiments, independent measurements are required for 
different experimental conditions (Chiarelli et al., 2007; Leontiev 
et al., 2007; Ances et al., 2009b).

Early calibrated fMRI studies, both in humans (Davis et al., 1998; 
Kim et al., 1999; Hoge and Pike, 2001; Restom et al., 2008; Ances 
et al., 2009a) and animals (Kida et al., 1999, 2000; Hyder et al., 
2001; Shen et al., 2008), focused on high resolution ∆CMRO2

 maps. 
Because neural activity measurements were not available, these 
reports excluded assessment of neurovascular and neurometabolic 
couplings which are embedded in the interpretation of calibrated 
fMRI results. A critical issue in estimating ∆CMRO2

 derived from 
calibrated fMRI to represent changes in neural activity, especially 
in a dynamic manner, is whether changes in oxygen extraction 
affect the observed neurovascular and neurometabolic couplings 
differently for transient and steady-state events. This issue is 
particularly important for calculating the temporal evolution of 
CMRO2

 with dynamic calibrated fMRI because it is unclear whether 
couplings of the different parameters in Eq. 1 vs. neural activity 
can be assumed to be the same for event-related and block-design 
paradigms. To address this unresolved issue in the interpretation 
of calibrated fMRI results, we conducted calibrated fMRI studies 
at high magnetic field (11.7T) for superior BOLD sensitivity and 
included extracellular measurements of local field potential (LFP) 
and multi-unit activity (MUA) from the activated sites. Our find-
ings lend confidence in the measurement of CMRO2

 transients with 
dynamic calibrated fMRI at high magnetic fields (Herman et al., 
2009a; Sanganahalli et al., 2009).

Multi-modal methods for calibrated fMRI and 
neural activity
Today, MRI can be used to measure CBF, CBV, and the BOLD signal 
in the same session with relatively high spatiotemporal resolution 
(Kida and Hyder, 2006). Of these methods, BOLD is the easiest 
to implement and apply because it requires no exogenous MRI 
contrast agent. CBV requires an exogenous MRI contrast agent, 
whereas CBF needs additional radio frequency (RF) hardware to 
selectively label arterial blood water. The temporal resolution of 
BOLD and CBV can be increased with marginal sensitivity losses 
(Kida et al., 2007; Shen et al., 2008), but dynamic measurements of 
CBF experience significant loss in signal-to-noise ratio (SNR) with 
fast imaging (Silva and Kim, 1999; Kida et al., 2004). Each method 
is generally believed to have superior SNR at higher magnetic field 
strengths, whereas the intravascular component of BOLD signal is 
reduced at higher magnetic fields (Ugurbil et al., 2000).
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to estimate this component from measured CBF changes, where 
CBV = CBFφ. While a high Φ value (e.g., 0.4 as in Grubb’s original 
observation with hypercapnia challenge in primates; Grubb et al., 
1974) has been typically assumed in some calibrated fMRI studies 
(Davis et al., 1998; Hoge et al., 1999; Chiarelli et al., 2007; Leontiev 
et al., 2007; Ances et al., 2009b), measured Φ values during func-
tional activation are typically much smaller (Kida et al., 2007; Jin 
and Kim, 2008; Shen et al., 2008).

To estimate ∆CMRO2
 from calibrated fMRI in relation to dynamic 

changes in neural activity, it is necessary to examine neurovascular 
and neurometabolic couplings for transient and steady-state events. 
If oxygen equilibrates rapidly between blood and tissue pools, then 
the same linearity of terms in Eq. 1 vs. neural activity can be used for 
event-related paradigms all the way up to block-design paradigms. 
Thus, for event-related and block-design paradigms, we measured 
high SNR hyperemic (BOLD, CBV, CBF) responses from the rat 
somatosensory cortex and related these imaging signals to neural 
activity (LFP, MUA) (Figure 1). The forepaw stimulation model 
in the α-chloralose anesthetized rat is extensively used because the 
time-dependent stimulus parameters (duration, frequency, etc.) 
can be easily and reproducibly manipulated (Van Camp et  al., 
2006; Sanganahalli et al., 2008) to compare activation responses in 
a dynamic manner (Herman et al., 2009a; Sanganahalli et al., 2009). 
To examine dynamic variations of neurometabolic and neurovascu-
lar couplings both the number of stimulus pulses (i.e., single event 
to steady-state) and the stimulus interval between pulses (i.e., low 
to high frequency) were varied. Because the ASL measurement of 
CBF dynamics lacks sensitivity compared with the BOLD and CBV 
measurements, we employed laser-Doppler flowmetry to measure 
red blood cell flux (Silva and Kim, 1999; Kida et al., 2004) and which 
can be easily combined with electrical measurements in rat brain 
(Trubel et al., 2006; Schridde et al., 2008).

In our laboratory we use a dual-sensor device consisting of 
adjacent but isolated electrical and optical probes to simultane-
ously measure neural and CBF signals, respectively (Herman 

Oxyhemoglobin is diamagnetic and deoxyhemoglobin is para-
magnetic, allowing BOLD image-contrast to be generated by con-
ventional spin-echo or gradient-echo images which are sensitive 
to magnetic properties of blood (Kennan et al., 1994; Weisskoff 
et al., 1994). Deoxyhemoglobin in blood behaves as an endogenous 
MRI contrast agent, creating local magnetic field gradients which 
extend into the surrounding tissue and dephase magnetization of 
tissue water protons. Local gradients outside blood vessels enhance 
dephasing of tissue water protons which is detected by decreased 
signals in both spin-echo or gradient-echo images due to attenua-
tion of transverse relaxation rates of tissue water protons (1/T

2
).

The CBV image-contrast by MRI is similar to BOLD in the 
sense that it is also based on magnetic susceptibility (Kennan et al., 
1998; Mandeville et al., 1998). In non-human subjects changes in 
CBV are usually measured by utilizing plasma-borne intravascular 
paramagnetic MRI contrast agents, which are nanoparticles com-
posed of oxides of iron or other metals, that affect the transverse 
relaxation rates of tissue water protons. If the MRI contrast agent 
is uniformly distributed in the vascular system and has a long half-
life of elimination, then changes in spin-echo or gradient-echo 
images acquired before and after the MRI agent injection can be 
interpreted straightforwardly as CBV changes within the entire 
vascular network (CBV

t
).

However, because the volume term in Eq. 1 is localized to the 
venous compartment (CBV

v
) the use of ∆CBV

t
 in place of ∆CBV

v
 

in Eq. 1 may over represent contributions of the volume term to 
some extent, thus causing a slight underestimation of ∆CMRO2

 
from calibrated fMRI. Using slightly different MRI methods to 
separate arterial (CBV

a
) and venous (CBV

v
) compartments (Kim 

and Kim, 2005), recent studies in non-human subjects show that 
changes in CBV

a
 may dominate (Kim et al., 2007). However it is 

yet unclear how to incorporate changes of ∆CBV
a
 vs. ∆CBV

v
 into 

Eq. 1 for calibrated fMRI.
The CBF sensitivity by MRI is achieved by arterial spin labeling 

(ASL), where magnetic labeling by RF pulses of flowing spins in 
arterial blood water (e.g., by inversion or saturation) functions 
as an endogenous tracer (Detre et al., 1992; Williams et al., 1992). 
The labeled spins of blood water mix with unlabeled station-
ary spins of tissue water to attenuate the apparent longitudinal 
relaxation time of tissue water. Although ASL techniques suffer 
from poor temporal resolution because of the waiting period 
required for exchange of labeled and unlabeled spins, alternative 
labeling methods can be used to improve CBF temporal resolu-
tion, albeit with some sensitivity losses (Silva and Kim, 1999; 
Kida et al., 2004).

∆CMRO2
 estimated from calibrated fMRI requires measurements 

of BOLD signal, CBF, and CBV in the same subject and preferably 
in the same session. BOLD and CBF methods do not differ when 
applied to human and non-human subjects. However CBV meth-
ods vary significantly between human (e.g., see Stefanovic and Pike, 
2005) and non-human (e.g., see Lu et al., 2005) subjects because 
MRI contrast agents cannot be repeatedly injected into humans. 
When changes in BOLD signal, CBF, and CBV are measured in the 
same session in non-human subjects, CBV is measured last because 
injection of the MRI contrast agent affects the other imaging sig-
nals. Because of difficulties with the CBV measurement in human 
subjects, Grubb’s relationship (Grubb et al., 1974) is usually used 

Figure 1 | Single trial multi-modal data. Representative neural [(A); LFP] 
and imaging [(B–D); BOLD, CBV, CBF] signals for short forepaw stimuli 
(vertical bars). While there was an evoked LFP for each stimulus pulse, 
alternate LFP’s were not identical. A similar trend was observed for MUA (data 
not shown). Modified from results published in Herman et al. (2009a).
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Relationship between neural and  
hyperemic responses
Trends of electrophysiological recordings of LFP and MUA from the 
contralateral somatosensory cortex averaged across six subjects are 
shown in Figure 2A. The patterns of the LFP and MUA data were 
generally similar and in both cases the evoked neural responses 
to multiple stimuli were normalized to the response of the first 
stimulus pulse. At the lowest stimulation frequency of 1.5 Hz, each 
evoked neural response for individual stimulus pulses was quite 
similar to the prior ones with minimal neural response attenuation 
for additional stimulus pulses.

In contrast, at the highest stimulation frequency of 6.0 Hz there 
were small or negligible evoked neural responses detected for multi-
ple stimulus pulses (i.e., there was mainly one large evoked response 
with the first stimulus pulse). For the intermediate stimulus fre-
quency of 3.0 Hz, alternate evoked neural responses to subsequent 
stimulus pulses were significantly attenuated compared to the neu-
ral response of the previous stimulus pulse. Stimulus frequency 
dependent variations in neural activity are consistent with studies 
using various anesthetics (Nemoto et al., 2004; Ureshi et al., 2004) 
including α-chloralose (Matsuura and Kanno, 2001; Sheth et al., 
2004). In summary, at a stimulus frequency of 6.0  Hz increas-
ing the stimulus number changed the evoked response very little 
(from the response with a single stimulus pulse), whereas at lower 
stimulus frequencies increasing the stimulus number augmented 
the evoked responses linearly (Herman et al., 2009a; Sanganahalli 
et al., 2009).

Trends of hyperemic responses (BOLD, CBV, CBF) from the 
contralateral somatosensory cortex averaged across eight subjects 
are shown in Figures 2B–D. Although the BOLD, CBV, and CBF 
data generally behaved similarly (e.g., augmentation with higher 
stimulus number or attenuation with higher stimulus frequency), 
the temporal patterns of each varied indicating their dissimilar 
physiologic origins. Both the intensity and width of each hyperemic 
response augmented with increasing stimulus number (Herman 
et al., 2009a; Sanganahalli et al., 2009). For stimulus frequencies of 
1.5 and 3.0 Hz, the hyperemic response grew linearly with increas-
ing number of stimulus pulses, whereas for the same number of 
stimulus pulses the hyperemic response decreased with higher 
stimulus frequency (Herman et al., 2009a; Sanganahalli et al., 2009). 
At stimulus frequencies of 1.5 and 3.0 Hz, enhancement of the 
response with increase in stimulus number is correlated with the 
increase in neural activity. For a stimulus frequency of 6.0 Hz, the 
responses were nearly identical for different numbers of stimulus 
pulses, similar to the neural data.

Each hyperemic response was measured with respect to the 
pre-stimulus baseline. The mean time-to-peak in BOLD responses 
was ∼3.9  s, peaking at ∼8%, ∼5%, and ∼4%, respectively, for 
stimulation frequencies of 1.5, 3.0, and 6.0 Hz. This is due to the 
stimulus frequency tuning responses under α-chloralose anesthe-
sia (Sanganahalli et  al., 2008). The mean time-to-peak in CBV 
responses was ∼3.3 s, peaking at 11%, 10%, and 4%, respectively, 
for stimulation frequencies of 1.5, 3.0, and 6.0 Hz. Optical stud-
ies using the combination of oxy- and deoxyhemoglobin signals 
to estimate CBV changes demonstrate similar dependencies with 
variations in stimulus frequency and duration (Sheth et al., 2003; 
Nemoto et al., 2004). The mean time-to-peak in CBF responses 

et  al., 2009a; Sanganahalli et  al., 2009). LFP and MUA, meas-
ured simultaneously with a high impedance microelectrode 
(>2 MΩ), are obtained by splitting the extracellular signal into 
low (<150 Hz) and high (0.4–10 kHz) frequency bands. Laser-
Doppler signals are measured with respect to the pre-stimulus 
baseline, where the intensity of the optical signal (with 3  Hz 
forepaw stimulation) was calibrated to CBF data collected with 
the ASL technique (3 Hz, 2 mA, 0.3 ms, 96 pulses) as previously 
described (Kida et al., 2004). The high temporal resolution neu-
ral signals were integrated into 0.02 s running bins (equivalent 
to 50 Hz sampling of the laser-Doppler signal for CBF) allow-
ing comparison with the lower temporal resolution BOLD and 
CBV data. All fMRI data were obtained on an 11.7T horizontal-
bore spectrometer using a 1H surface coil RF probe and high 
SNR gradient-echo contrast pulse sequence with repetition and 
echo time of 1000 and 15 ms, respectively (Herman et al., 2009a; 
Sanganahalli et al., 2009).

The basis of using calibrated fMRI to represent neuronal tran-
sients with dynamic ∆CMRO2

 is to test the temporal relationships 
between hyperemic components (BOLD, CBV, CBF) and neural 
activity (LFP, MUA), both for transient and steady-state events. If 
these relationships are linear within the stimuli ranges examined, 
then the respective transfer functions (of BOLD, CBV, CBF) would 
be considered time invariant (Boynton et al., 1996; Ances et al., 
2000). Convolution theory states that the input signal, i(t), when 
convolved with a transfer function, h(t), produces an output signal, 
r(t). In our experiments we measure both i(t) and r(t) with high spa-
tiotemporal resolution (Herman et al., 2009a; Sanganahalli et al., 
2009). LFP or MUA were used as the neural signal, whereas BOLD, 
CBV, and CBF represented the independent hyperemic responses. 
The transfer function, h(t), can be achieved by a deconvolution 
between r(t ) and i( t ). If the frequency domain representations of 
i(t), r(t), and h(t) are given by I(ω), R(ω), and H(ω), respectively, 
then it can be shown that:

i t h t r t

I H R

( ) ( ) ( )

( ) ( ) ( )

⊗ =
× =ω ω ω 	

(2)

where t and ω are time and frequency domains, respectively, and 
inverse Fourier transform of H(ω) gives h(t). The gamma vari-
ate function is widely used for transfer function modeling. We 
used a slightly different form of the original equation (Madsen, 
1992) so that the fitting parameters are independent from each 
other (Herman et al., 2009a; Sanganahalli et al., 2009). To find 
the best applicable transfer function we used a least-square 
mean Gauss–Newton fitting method which has three steps: 
(i) a transfer function is created with initial parameters; (ii) a 
transfer function is convolved with the input; (iii) a residual 
signal is created by differencing the predicted and measured 
signals. If the predicted signal is significantly different from the 
measured signal, then the parameters of the transfer function 
are changed and the process is continued from the first step. 
The fitting process is typically completed within a few hundred 
iterations and the last applied parameters are used to define the 
transfer function. Residuals are found acceptable if all of their 
values are within the range of uncertainty of the corresponding 
measured signal, as represented by the standard deviation (SD) 
about the mean.
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stimulation frequencies of 1.5 and 3.0 Hz). Because the compari-
sons in Figure 3 are of signal integrals (i.e., intensity and width) 
between the hyperemic components (BOLD, CBV, CBF) and 
neural activity (LFP, MUA) – which occur over quite dissimilar 
time scales (e.g., see Figure  1) – the intercepts on the vertical 
and horizontal axes are slightly different. While these findings are 
generally consistent with other reports (Sheth et al., 2004; Ureshi 
et al., 2004; Van Camp et al., 2006), the current results are unique 
in that the relationship for all components of neurovascular and 
neurometabolic couplings were investigated for very small tem-
poral changes of the stimuli.

CMRO2
 transients with dynamic calibrated fMRI

We used convolution analysis to find a transfer function that 
connects the neural signal to each hyperemic component, the 
effectiveness of which was characterized by the residual signal 
as given by the difference between the measured and predicted 
signals. If temporal fluctuations of the residual signal were smaller 
than the uncertainty of the measured signal over time (i.e., SD of 
the experimental measurement), the convolution process would 
produce a universal impulse response function. This is extremely 

was ∼3 s, peaking at ∼100%, ∼101%, and ∼53%, respectively, for 
stimulation frequencies of 1.5, 3.0, and 6.0 Hz. Our observation 
of the CBF trends with variations in stimulus duration and fre-
quency is in agreement with prior observations (Ances et al., 2000; 
Martindale et al., 2003). The time course of cessation of the hyper-
emic response was different for each modality, with CBV having 
the slowest decay to pre-stimulation baseline values. Generally, the 
characteristics of CBF responses (intensity, width) were similar to 
the BOLD and CBV data, but with some caveats. For example, the 
non-linearity of the CBF response (vs. stimulus number with dif-
ferent stimulus frequency) was different than that observed with 
BOLD or CBV.

Since each signal is a function of varying amplitude over time, 
we measured response strength as the integral of the signal over 
the entire neural and hyperemic responses (Figure 3). We plot-
ted normalized responses to quantify the relationships between 
hyperemic components (BOLD, CBV, CBF) and neural activity 
(LFP, MUA). Since neural and hyperemic signals at stimulus fre-
quency of 6 Hz showed very little change with increasing stimulus 
number, this analysis was omitted here. Figures 3A,B show the 
relationships between LFP and MUA vs. hyperemic responses (at 

Figure 2 | Neural and hyperemic responses to varying transient stimuli. 
LFP (A) simultaneously recorded with MUA (data not shown) from the 
contralateral somatosensory cortex. Responses to subsequent stimuli were 
normalized to the response of the first stimulus pulse. At stimulation 
frequency of 1.5 Hz, each evoked response for individual stimulus pulses was 
quite similar to the prior ones. At stimulation frequency of 3.0 Hz, alternate 
responses to subsequent stimuli were significantly attenuated compared to 
the response of the first stimulus pulse. At stimulation frequency of 6.0 Hz, 
the responses to subsequent stimuli were significantly attenuated. As the 
number of stimulus pulses increased, the responses were augmented for 

stimulation frequencies of 1.5 and 3.0 Hz but not for 6.0 Hz (data not shown). 
BOLD (B), CBV (C), and CBF (D) recorded from the contralateral 
somatosensory cortex. The CBF data were obtained simultaneously with the 
LFP (and MUA) data. In correspondence with the neural data, as stimulation 
frequency increased the hyperemic responses became attenuated. However 
the degree of attenuation was different for each modality. The vertical bars 
represent the stimuli ± SD from the mean. All data shown for three stimulus 
pulses indicated by red vertical bars. Neural and hyperemic traces are in 4 and 
40 s duration, respectively. Modified from results published in Sanganahalli 
et al. (2009).
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and CBF are in good agreement with literature reports. Since a 
detailed discussion of each transfer function is not the goal here, 
the general observations are as follows: the CBF impulse peaks the 
earliest whereas the BOLD and CBF impulses are different in shape 
compared to the CBV impulse which has a very long tail.

While results from prior studies are insightful about convolu-
tion theory, they should be interpreted with caution because of 
the use of an interpolation procedure between consecutive evoked 
neural signals (Ances et al., 2000; Mathiesen et al., 2000), whereas 
we used the signal strength. Interpolating between separate neural 
events creates the impression of a more weighted neural signal. 
For long stimulus durations this process may have minimal impact 
on deconvolution because smoothing changes the signal envelope 
(or shape) very little. In contrast, however, for brief stimuli this 
approach could generate non-linearity from deconvolution because 
smoothing creates a signal that is quite different from the actual 
response. In our studies, treatment of each evoked neural response 
was a key feature utilized in both linearity assessments across dif-
ferent measurements and demonstration of the time invariance of 
the transfer functions.

Demonstration of time invariance of the transfer function was 
based on two different systematic comparisons of the predicted 
and measured signals (Herman et al., 2009a; Sanganahalli et al., 
2009). In one comparison, the root-mean-square (RMS) of the 
residual signal was compared with the SD of the measurement. 

important as it suggests that the respective transfer function should 
be time invariant within the temporal regime of the stimulus 
parameters.

We parameterized the transfer function with a gamma variate 
for each hyperemic component (Herman et al., 2009a; Sanganahalli 
et al., 2009). Briefly, the transfer functions generated by convolution 
analysis with LFP and MUA were quite similar in shape and the 
time-to-peak for BOLD, CBV, and CBF impulses were ∼2.6, ∼2.1, 
and ∼1.8 s, respectively. The systematic difference between the time-
to-peak of each measured response and each transfer function is 
consistent with prior observations (Ances et al., 2000; Buracas and 
Boynton, 2002; Silva et al., 2007), but prior studies did not include 
neural data or used interpolated neural data for deconvolution. We 
used the strength of the neural data to specifically target the delicate 
non-linear trends of neural data over time and their impact on the 
impulse response function.

Past studies applied convolution analysis with the BOLD response 
to report either linearity (Boynton et al., 1996) or non-linearity 
(Vazquez and Noll, 1998), but these studies used the stimulus itself 
as the input due to lack of neural activity recordings. Recent studies 
which include neural activity measurements reveal specific trends 
that agree with our observations (Matsuura and Kanno, 2001; Sheth 
et al., 2004), but only a few have applied convolution analysis with 
CBF and CBV (Ances et al., 2001; Martin et al., 2006; Silva et al., 
2007). In general, the transfer functions generated for BOLD, CBV, 

Figure 3 | Relationships between multi-modal imaging signals vs. LFP 
(A) and MUA (B). For a stimulus frequency of 6.0 Hz the hyperemic 
responses changed minimally with increasing number of stimulus pulses 
(data not shown), whereas linear trends were observed for stimulus 
frequencies of 1.5 Hz (O) and 3.0 Hz (∆). These linear trends resulted in 
universal transfer functions for each of the hyperemic responses. For each 
signal type (i.e., BOLD, CBV, CBF), because the same transfer function was 
successfully able to simulate the raw signal for various temporal events, the 
results and their analysis verified that the measured hyperemic responses 

were linear for the applied stimuli. All of the transfer functions were described 
with one (BOLD, CBF) or two (CBV) gamma variate functions. The scale of the 
CBF transfer function was a magnitude greater than the other transfer 
functions. CBF h(t) peaks the earliest (1.83 s), whereas BOLD h(t) peaks the 
latest (2.57 s). Both of these transfer functions have shorter tails to reach 
baselines (within ∼4 and ∼8 s, respectively, after peaking), whereas CBV h(t) 
has a very long tail (requiring ∼1 min to reach baseline). CBV h(t) peaks about 
the same time as the CBF h(t) (2.16 s). Modified from results published in 
Sanganahalli et al. (2009) and Herman et al. (2009a).
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A in Eq. 1, which is expected based on prior observations of 
rat cerebral cortex at magnetic fields higher than 7.0T (Kida 
et al., 1999, 2000; Hyder et al., 2001; Englot et al., 2008; Schridde 
et al., 2008).

Relaxation measurements in different brain regions suggest that 
the T

2
 nearly halves from 4.0T to 11.7T (de Graaf et al., 2006) – from 

about 65 ms to about 35 ms – thereby suggesting that the A value 
in Eq. 1 may vary significantly at lower and higher magnetic fields. 
Using the data acquired at 11.7T, when the A value is halved from 
0.5 then the ∆CMRO2

 is reduced by nearly the same magnitude, 
whereas when the A value is doubled from 0.5 then the ∆CMRO2

 
is only marginally increased. Employing a lower value for A (e.g., 
0.10–0.15, gray matter at 1.5T) with the current 11.7T data leads 
to a reduction in ∆CMRO2

 to a very low values, which would be in 
clear disagreement with steady-state 13C MRS data for the same rat 
model where significant changes in CMRO2

 have been reported with 
forepaw stimulation (Hyder et al., 1996, 2000). Furthermore, the 
energetic changes measured with 13C MRS are in agreement with 
neural firing at steady-state (Smith et al., 2002; Kida et al., 2006; 
Maandag et al., 2007).

The RMS of the residual signal was averaged across the entire 
data set and compared with the average of the measurement SD 
over the same duration. In each case, the comparison showed 
that the residual “noise” in modeling was smaller than the meas-
urement uncertainty. In another comparison, only the hyper-
emic phase (i.e., the first 10  s of data after stimulation onset) 
was compared. This representation, similar to the RMS vs. SD 
comparison, showed that the predicted and measured signals were 
well correlated in each case, thereby suggesting time invariance 
of transfer functions.

The electrical and imaging data (Figure  2) revealed linear 
relationships between neural activity and each of the hyperemic 
components (Figure 3). A comprehensive convolution analysis 
revealed that the respective transfer functions (of BOLD, CBV, 
CBF) are time invariant for extremely brief events (separated 
by less than 200 ms) and all the way up to steady-state events 
(Herman et al., 2009a; Sanganahalli et al., 2009). These results 
enable calibrated fMRI to be utilized in a dynamic manner for 
calculating CMRO2

 transients (Figure 4, upper panel). To estimate 
∆CMRO2

 from our multi-modal data we used a value of 0.5 for 

Figure 4 | Dynamic calibrated fMRI. CMRO2
 dynamics (top) and 

relationships with neural (middle) and hemodynamic (bottom) responses. 
Time courses of CMRO2

 responses (top) from the contralateral somatosensory 
cortex during variation of stimulation frequency (with three stimulus pulses 
indicated by red vertical bars). In correspondence with the neural data, as 
stimulation frequency increased the energetic responses were attenuated. 
For stimulus frequencies of 1.5 and 3.0 Hz the energetic responses increased 

linearly with higher number of stimulus pulses, whereas for stimulus 
frequency of 6.0 Hz the energetic responses were nearly identical for 
different number of stimulus pulses (data not shown). Each trace is 40 s in 
duration. CMRO2

 values were calculated using Eq. 1. Relationships between 
CMRO2

 vs. neural (middle) and CMRO2
 vs. hemodynamic (bottom) data. 

Modified from results published in Sanganahalli et al. (2009) and Herman 
et al. (2009a).
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frequencies tested. Therefore, the linear relationships between 
CMRO2

 vs. neural activity depicted in Figure 4 (middle panel) sug-
gest that the coupled pre-synaptic and post-synaptic activities cor-
responding to the forepaw stimuli are roughly equally weighted 
for the rat somatosensory cortex, which is in good agreement with 
theoretical predictions (Attwell and Laughlin, 2001). Moreover, 
the commonality of relationships between hyperemic components 
(BOLD, CBV, CBF) and neural activity (LFP, MUA), with either LFP 
or MUA, depicted in Figure 3 using the signal strength (not the signal 
amplitude) in each case suggests that LFP and MUA are equally well 
correlated with the neuroimaging signals. This finding in rat brain 
(Herman et al., 2009a; Sanganahalli et al., 2009) stands in contrast 
to prior findings in primate brain (Logothetis et al., 2001).

The impacts of CB V and CBF on the calculated values of CMRO2
 

(Eq. 1) are important because they have different dynamic rela-
tionships to the BOLD signal (Figure 2). The Grubb relationship 
(Grubb et al., 1974), defined as CBV = CBFφ, shows that the value 
of the exponent,Φ as calculated for the entire hyperemic phase 
was approximately 0.15 (Figure 4, lower left panel). This value is 
in close agreement with recent animal studies (Jin and Kim, 2008; 
Shen et al., 2008) but is far smaller than what is typically assumed 
in human calibrated fMRI experiments (Davis et al., 1998; Hoge 
et al., 1999). However, we note that the value of Φ was allowed to 
vary over time for the dynamic CMRO2

 calculation (Kida et  al., 
2007). A tight CBF–CMRO2

 dynamic coupling, ranging between 
3:2 and 5:2 (Figure 4, lower right panel), was also observed. The 
CBF–CMRO2

 coupling of about 2:1 is in agreement with predic-
tions of oxygen transport models (Hyder et al., 1998; Herman et al., 
2006; Huppert et al., 2007) and results from steady-state calibrated 
fMRI studies (Hoge et al., 1999; Uludag et al., 2004; Chiarelli et al., 
2007). Although the characteristics of CBF dynamics appear to be 
quite similar to CMRO2 

transients, careful examination of these two 
impulse response functions shows that oxygen delivery is fitted by 
a gamma variate (CBF), whereas oxygen use is not (CMRO2

). The 
CMRO2

 transfer functions were parameterized by a constrained 
non-linear half-order rational equation, where CMRO2 

transients 
generated with LFP or MUA as the input were indistinguishable 
(Herman et al., 2009a; Sanganahalli et al., 2009).

Limitations of dynamic calibrated fMRI
To consolidate measurements from a single probe (e.g., electrical, 
optical) with high resolution fMRI data, it is important to realize 
that results pertain mainly to these focal sites. Because sampling 
from larger spatial regions with microelectrodes is not practical, 
our electrical data were confined to the middle cortical layers, which 
were then related to fMRI voxels located in similar cortical regions. 
Preliminary electrophysiology work (data not shown) suggests that 
the current results may be extended to layers above, but not neces-
sarily layers below. Moreover, these cortical results should not be 
extrapolated to sub-cortical regions without additional experimen-
tal evidence of the neurometabolic and neurovascular couplings. 
Our results provide temporal transfer functions, although studies 
are underway to obtain the spatial transfer functions which span 
the somatosensory cortex tangentially in a specific cortical layer.

An important issue for estimating ∆CMRO2
 transients from 

calibrated fMRI is whether changes in oxygen extraction affect the 
observed neurovascular and neurometabolic couplings differently 

Human calibrated fMRI experiments use a brief hypercapnia chal-
lenge to estimate the A value in Eq. 1 (Davis et al., 1998; Hoge et al., 
1999). If ∆ ≈CMRO2

0 is assumed with hypercapnia, then the A value 
can be estimated by measurements of BOLD signal and CBF with 
hypercapnia where CBV is assumed from CBF based on Grubb’s rela-
tionship (Grubb et al., 1974). In non-human subjects, however, the A 
value can be measured in conjunction with independent assessment 
of the CMRO2

 with 13C MRS (see Shulman et al., 2002 for details), 
bypassing the need for hypercapnia (Kida et al., 2000; Hyder et al., 
2001). Measurements of BOLD signal, CBF, CBV, and CMRO2

 (by 
13C MRS) at different physiological conditions allow the A value to 
be validated. This latter approach, however, is limited by the spatial 
resolution of MRS at high magnetic fields, which for the rat currently 
enables calibrated fMRI to the more homogenous cerebral cortex.

Figure 4 shows the ∆CMRO2
 time courses obtained from group 

averaged data (upper panel), as well as the relationships of ∆CMRO2
 

with neural (middle panel) and hemodynamic (lower panel) 
responses. For stimulus frequencies of 1.5 and 3.0 Hz, the CMRO2

 
response (intensity, width) increased linearly with higher number 
of stimulus pulses, whereas for the same number of stimulus pulses 
the CMRO2

 response decreased with higher stimulus frequency 
(Herman et al., 2009a; Sanganahalli et al., 2009). For a stimulus 
frequency of 6.0 Hz, the CMRO2

 responses were nearly identical 
for different numbers of stimulus pulses. The mean time-to-peak 
in CMRO2 

responses was ∼3.5 s, which is slightly delayed in com-
parison to CBF. CMRO2

 responses for four stimulus pulses were 
largest at a stimulus frequency of 1.5 Hz (63 ± 38%) and 3.0 Hz 
(68 ± 39%), as compared to 6.0 Hz (38 ± 27%). Because existing 
pO

2
, PET, and other MRS methods do not provide high temporal 

resolution CMRO2
 data, the good agreement between CMRO2

 vs. 
neural activity (middle panel) provides the best validation available, 
although still indirect, of the use of dynamic calibrated fMRI for 
calculating ∆CMRO2

 (Hyder et al., 2002).
All hyperemic (BOLD, CBV, CBF) and neural (LFP, MUA) 

relationships used integrated (i.e., intensity and width) values 
(Figure 3). Since we do not know the nominal SNR of each of 
these measured signals, it is difficult to discuss linearity or non-
linearity trends in the integral plots beyond the applied stimuli. 
Therefore linearity or non-linearity trends from these plots should 
be limited to the range of stimuli conditions examined. However 
the slightly different intercepts for hyperemic vs. neural (Figure 3) 
and CMRO2

 vs. neural plots (Figure 4, middle panel) correspond 
to larger experimental error in CMRO2

 prediction, which can be 
described by error propagation (Herman et al., 2009a; Sanganahalli 
et al., 2009). If we assume all hyperemic and neural signals have 
the same SNR for stimuli shorter than what we applied, it would 
suggest that CMRO2

 experimental accuracy is insufficient to pre-
dict a response for such short stimuli. However it is also possible 
that CMRO2

 vs. neural plot may indicate a slight non-linearity for 
shorter events than our current single event.

Overall, linear relationships were observed for CMRO2
 vs. neural 

activity, with either LFP or MUA. Recent studies in primates imply 
that LFP and MUA respectively correspond to the neural input (pre-
synaptic) and output (post-synaptic) signaling (Logothetis et al., 
2001), which roughly approximates pre-synaptic and post-synaptic 
signaling. As stated earlier, LFP and MUA generally behaved similarly 
as a function of stimulus number within the range of stimulus 
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Of the many factors that affect the BOLD signal in Eq. 1, the com-
mon approach in calibrated fMRI has been not to include hematocrit 
(Buxton et al., 1998). At steady-state, CMRO2 

calculation by calibrated 
fMRI assumes that volume (or discharge) hematocrit is unchanged, an 
assumption which has been partly confirmed by comparing kinetics 
of red blood cell and plasma volume changes (Herman et al., 2009b). 
However, dynamically different velocities of red blood cell and plasma 
compartments may become exaggerated in capillaries, which in turn 
could affect the flow (or tube) hematocrit (Pries et al., 1986). Thus, an 
important consideration for future calibrated fMRI studies is the pos-
sible involvement of transient hematocrit changes (Fahraeus, 1929) 
on the dynamic BOLD contrast, and which in turn may account for 
small deviations in the residual signals that have been observed.

Conclusion
The results discussed above show that comparing signal strength of 
measured neural (LFP, MUA) and hyperemic (BOLD, CBV, CBF) 
components, over a wide range of stimuli time epochs, shows 
strong neurometabolic and neurovascular couplings that subse-
quently lead to dynamic calibrated fMRI to be performed. In the 
rat brain, CMRO2

 increases within 1 s of stimulus onset and even for 
single event the energy demand peaks to nearly the same value as 
that obtained for steady-state stimuli. The early increase in CMRO2

 
suggests that the energy expended by neural activity is primarily 
generated through oxidative metabolism. Thus, we find no signifi-
cant mismatch between oxidative and non-oxidative energy con-
sumption at early times during dynamic changes in neural activity. 
Although CMRO2

 transients appear slower than the actual neural 
responses, their coupling for events separated by less than 200 ms 
highlights the sensitivity of high magnetic field dynamic calibrated 
fMRI for high resolution mapping of oxidative energetics.
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for transient and steady-state events. The different components 
of Eq. 1 were linearly correlated with neural activity and further-
more the transfer functions of each of the components of Eq. 1 
were time invariant. Together, these findings imply that oxygen 
equilibrates quickly between tissue and blood pools and thus all 
points of the hyperemic phase carry nearly the same calibration 
in Eq. 1 in relation to neural activity. First, we had to experimen-
tally assess if linearity exists between each hyperemic component 
and neural activity. Here we used the strength of each signal type. 
Second, we tested the universality of the respective transfer func-
tions to accurately predict the measured responses. With linearity 
and time invariance demonstrated from the multi-modal data, we 
identified a BOLD component for transient CMRO2 

changes, from 
single events to steady-state (Figure 5). The transfer functions (for 
BOLD, CBV, CBF) generated for short-lasting events accurately 
predicted the response to long-lasting events.

These findings for CMRO2
 transients raise the issue of the early 

dip observed with a variety of methods, including recordings of tis-
sue pO

2
, optical imaging of deoxyhemoglobin, and/or BOLD signal. 

The prior studies suggest the possibility of even an earlier CMRO2
 

increase (within the first 500–700 ms after stimulation onset). The 
early tissue pO

2
 dip has been observed in anesthetized rats and 

cats (Ances et al., 2001; Thompson et al., 2003). Although optical 
imaging of deoxyhemoglobin have reported the early dip (Malonek 
and Grinvald, 1996), some inconsistencies remain about its vis-
ibility (Jones et al., 2001; Lindauer et al., 2001). The early dip in 
the BOLD signal has been noted primarily in some human studies 
(Menon et al., 1995; Hu et al., 1997), but it remains unclear whether 
this observation is specific to humans because no rat (Silva et al., 
2000) or monkey (Logothetis et al., 2001) studies have reported 
the early dip, whereas some cat studies have reported the dip (Kim 
et al., 2000) and others have not (Jezzard et al., 1997). Moreover 
the early BOLD signal dip may be sensitive to blood pCO

2
 (Harel 

et al., 2002). Despite the fact that the magnitude of the dip is near 
detection threshold of most techniques, its observation remains 
a very important topic of research (Ances, 2004). Future fMRI 
sensitivity improvements (e.g., better RF coils) may allow meas-
urement of the early BOLD signal dip and earlier CMRO2

 increases 
to be assessed.

Figure 5 | Measured LFP and calculated CMRO2
 signals for short- and long-lasting stimuli. Convolution analysis of the universal transfer functions suggests 

linearity of the hyperemic responses with neural activity. Similar trends were observed with MUA (data not shown). Modified from results published in Sanganahalli 
et al. (2009) and Herman et al. (2009a).
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manner, i.e., one set of signals induces vasodilation through relaxation 
of arteriole smooth muscle, while a second set induces vasoconstriction 
(Cauli et al., 2004). The first local pathway involves local inhibitory 
interneurons that act directly on smooth muscle. Different subclasses 
of interneurons co-release different transmitters that act to either dilate 
vessels, including nitric oxide (NO) and vasoactive intestinal peptide 
(VIP), or to constrict vessels, including the neuropeptides somatostatin 
(SOM) and neuropeptide Y (NPY). In some cases the same interneu-
ron can cause both effects; e.g., some SOM-expressing cells further 
express nitric oxide synthetase (Kawaguchi, 2001). Additional evidence 
for a role of interneurons in the modulation of blood flow comes from 
an increase in flow concurrent with γ-band oscillations in inhibitory 
networks (Niessing et al., 2005). Increases in flow correlate with such 
global rhythms. It is thus natural to hypothesize that the competition 
between dilation and constriction depends on the relative activation 
of different inhibitory networks (Gibson et al., 1999); this hypothesis 
may be tested with cell-specific markers of neuronal activity.

The second local pathway for the control of blood flow originates 
with excitatory neurons and acts via astrocytes (Filosa et al., 2004; 
Iadecola and Nedergaard, 2007). Volume conduction of the excita-
tory transmitter glutamate can cause an increase in intracellular 
Ca2+ in astrocytes, which in turn initiates the conversion of arachi-
donic acid to the dilators prostaglandin E (PG

E
) and epoxyeicosa-

trienoic acid (EET) or the constrictor 20-hydroxyeicosatetraenoic 
acid (20-HETE). Recent work shows that the competition between 
dilation and constriction depends on the partial pressure of oxygen 
(pO

2
) (Gordon et al., 2008); dilation dominates at low pO

2
.

Lastly, global pathways involve the vasodilator acetylcholine 
(ACh) and the constrictor serotonin (5HT), released from their 
respective subcortical nuclei, i.e., nucleus basalis magnocellularis 

Blood is a vital and limited resource in the brain. All aspects of 
neuronal and non-neuronal activity require a supply of oxygen and 
glucose – a need that constantly evolves with changes in brain activ-
ity (Fox and Raichle, 1986; Leybaert, 2005). How is the distribution 
of blood controlled relative to these changing needs? More basi-
cally, what are the signals that different classes of cells use to com-
municate changes in their metabolic load? How are these signals 
integrated to change the flow in the blood vessels that intercalate 
cortical neurons and glia (Figure 1)?

An understanding of neurovascular signaling bears directly on 
the limit to cortical function and, more generally, on resource man-
agement by the central nervous system. From a clinical perspective, 
understanding the relation of neuronal activity to changes in blood 
oxygen and flow is an essential step toward addressing the role of 
vascular dysfunction and disease in dementia (Paulson et al., 1990; 
Kövari et al., 2007). From the perspective of cognitive science, a 
quantitative understanding of neurovascular signaling is crucial 
for the interpretation of functional brain images (LeDoux et al., 
1983)  – especially those obtained with blood oxygenation level 
dependent functional magnetic resonance imaging (BOLD fMRI). 
Magnetic resonance imaging and other macroscopic diagnostic 
techniques have provided a “window” into the brain from which 
modulation of macroscopic blood by neuronal activity may be 
assessed (Belliveau et al., 1991; Ogawa et al., 1992). These tech-
niques are likely to evolve into essential tools for judging cognitive 
capabilities in a clinical setting and may be critical for the early 
identification and hopefully containment of dementia.

We view neurovascular control in terms of the net action of a trac-
table number of signaling molecules that arrive via one global and 
two local pathways (Figure 2). All of these function in a push–pull 
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and the dorsal raphe nucleus (Hamel, 2004, 2006). An additional 
neural pathway for the modulation of cortical blood flow occurs via 
the rostral ventrolateral medulla (RVLM; Golanov and Reis, 1996), 
whose projections to cortex are relayed by the interlaminar tha-
lamic nucleus. Neurons in the RVLM are sensitive to oxygen levels. 
Their activation causes bilateral increase in cortical blood flow via 
thalamic intermediates. This raises the possibility that changes in 
cortical blood flow and activity are slaved to fluctuations in breath-
ing and blood oxygenation (Wise et al., 2004; Shmueli et al., 2007; 
Drew et al., 2008). Blood flow is further driven by cortical state 
(Jones et al., 2008); this mode of control may well lie in changes 
in the patterns of activation of excitatory cells and subpopulations 
of inhibitory cells (Figure 2) that may involve modulatory control 
via Ach and 5HT pathways, as well as noradrenergic inputs (NA) 
from locus coeruleus (Cohen et al., 1997).

Potential focus of an experimental program
We consider competition among vasoactive pathway that pre-
dominantly effect parenchymal microvessels. We hypothesize that 
microvascular tone may be defined as a function of the local con-
centration of specific signaling molecules, such as EET, 20-HETE, 
NO, NPY, PG

E
, SOM, and VIP. The driving term is neuronal activity, 

which may be a one-to-one function of the neuronal stimulus for 
primary sensory areas. Formally, we seek a relation of the form
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where the functionalities, denoted f, are yet to be determined. 
Nonetheless, this general formalism emphasizes the need to study 
muscle tension on a cell type-by-type or transmitter-by-transmitter 
basis. It further reinforces the need to map the geometry of the 
vasculature (Figure 1) and the location of neuronal control regions 
(Figure 2).

The greatest uncertainty in the hypothesis that the control of 
cortical blood flow depends on the balance of neurotransmitters 
that lead to vasoconstriction versus dilation is that much of our 
understanding of signaling comes from experiments with brain 
slice preparations. Not only is vascular pressurization absent, but 
responses take place on tens of seconds (Cauli et al., 2004; Gordon 
et al., 2008), while the vasculature responds to changes in neuronal 
activity on the 0.5-s time-scale in vivo. It remains an open issue if 
signaling is faster in vivo, although such long times are observed 
when astrocytic Ca2+ levels are directly excited in vivo (Wang et al., 
2006; Figure 3).

Figure 1 | Three dimensional vectorized reconstruction of all of the cell 
soma and blood vessels in a slab of mouse cerebral cortex. Features in the 
raw data are analyzed and transformed into a digital map that represents them 
as cylinders and spheres with vector coordinates and associated radii. The 
vascular network is in red, the neuronal nuclei are in green, and non-neuronal 
nuclei are in yellow. The total volume is a 600-μm × 900-μm × 250-μm. Derived 
from Tsai et al. (2003, 2009).

Figure 2 | Cartoon of three signaling pathways, two local and one 
global, that can both constrict and dilate the arteriole vasculature. 
Inhibitory interneurons can drive dilation via nitric oxide (NO), catalyzed by 
nitric oxide synthetase (NOS), and vasoactive intestinal peptide (VIP), and 
drive constriction via somatostatin (SOM) and neuropeptide Y (NPY). 
Astrocytes can dilate via protoglandin E (PGE) and epoxyeicosatrienoic acid 
(EET) and constrict via 20-Hydroxyeicosatetraenoic acid (20-HETE). Lastly, 
extrinsic input of acetylcholine (ACh) will dilate while serotonin (5HT) will 
constrict. Derived from Cauli et al. (2004).
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2006). A complementary and common method is to infect cells 
that express Cre recombinase with a virus whose genetic material is 
modified to code a fluorescent indicator between lox-sites (Table 2). 
As a technical issue, a construct with double lox-sites improves spe-
cificity of Cre recombinase targeting strategies (Atasoy et al., 2008).

A second, albeit related approach is to manipulate the output 
of the neurons and astrocytes that release signaling factors and 
measure the volume concentration of signaling molecules, par-
ticularly under conditions of changing vascular dilation versus 
constriction. The activity of neurons and glia may be manipulated 
with photoexcitation of caged molecules, with ectopic expression 
of chemical receptors modified to have unnatural affinities to a 
specific drug (Alexander et al., 2009), with ectopic expression of 
receptors with native binding sites (Arenkiel et  al., 2008), and 
with optogenetic agents that are targeted to specific cell types 
(Cardin et  al., 2009, 2010; Sohal et  al., 2009). The latter strat-
egy includes the use of channelrhodopsin (ChR2) to depolar-
ize cells (Boyden et  al., 2005; Arenkiel et  al., 2007; Gradinaru 
et al., 2009) and halorhodopsin (NpHR; Zhang et al., 2007) or 
archaerhodopsin-3 (Arch; Chow et al., 2010) to inactivate cells. 
Other agents act directly on specific G-protein coupled pathways 
(Airan et  al., 2009). All of these agents are typically delivered 

A first approach to define the inputs and output to a model 
of neurovascular coupling is to measure the activity of identified 
cell types concurrent with blood flow in a neighboring microves-
sel. The activity of neurons and glia in cortex may be established 
by measuring their internal calcium levels with optical contrast 
agents (Garaschuk et al., 2006; Figure 3) and in vivo two-photon 
laser scanning microscopy (TPLSM; Svoboda et al., 1997; Figure 3). 
Similarly, both the speed of blood cells and vascular tone may be 
concurrently established with two-photon microscopy (Helmchen 
and Kleinfeld, 2008; Figure 3). The clarity of these measurements 
depends on the ability to record from specific cell types and the 
specificity of co-release of different neuropeptides by interneu-
rons. This implies the need to use transgenic animals that either 
express a functional indicator in specific cell types or, as a more 
general approach, to use mice that express Cre recombinase in spe-
cific cell types (Luo et al., 2008; Bernard et al., 2009; Table 1). Cre 
recombinase drives the labeling of these cells types by crossing these 
mouse lines with fluorescent reporter mice (Madisen et al., 2010), 
in which a member of the fluorescent protein (FP) family (Tsien, 
1998; Shaner et al., 2004) and/or a genetically encoded functional 
indicator is coded between lox-sites (Wallace et al., 2008; Table 2); 
Cre recombinase activates sequences between these sites (Mallo, 

A

B C

Figure 3 | Two-photon laser scanning microscopy with arbitrary 
scan pathways to record from functionally labeled cells and vessels. 
(A) Neurons and glia are labeled with the Ca2+ reporter Oregon 
Green BAPTA-1 AM and glia have sulforhodamine 101 as an additional 
label. Blood plasma is stained with fluorescein so that blood cell 

motion is measured. (B) Intensity along the scan path records 
Ca2+ signals and blood cell movement. (C) Traces of functional changes 
in intracellular Ca2+ and flood flow; note flow changes concurrent 
with stimulation. Algorithms from Helmchen and Kleinfeld (2008), 
Drew et al. (2010), Driscoll et al. (2011).
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conduction of vasoactive signaling molecules may be observed with 
new cell-based indicators, CNiFERs, that can be made sensitive to 
any molecule that has a G-coupled protein receptor (Figures 4A,B). 
In a first realization with ACh sensing as the task, HEK cells were 
transfected with the muscarinic (M1) G

q
-protein receptor along 

with the [Ca2+]
int

 reporter TN-XXL (Heim and Griesbeck, 2004). 
These show a strong response to the release of endogenous ACh 

by viral injection in combination with Cre recombinase labeled 
animals, as described above (Tables 1 and 2). A complementary 
strategy is the use of short hairpin RNA (shRNAs) to silence spe-
cific cell signaling pathways (Table 3).

The presence of multiple sources for the different signaling mol-
ecules suggests the additional need to measure receptor activation 
by these molecules directly. Receptor activation via the volume 

Table 1 | Mice that express fluorescent proteins or Cre recombinase in cell-types relevant to neurovascular regulation.

Promotor Expression Goal Jax number References

hGFAP eGFP Visualization of cortical astrocytes Nolte et al. (2001)

GAD67 GFP Visualization of parvalbumin, calretinin, 

or somatostatin-positive interneurons

003718, 007677, 

006334

Oliva Jr. et al. (2000), Tamamaki et al. (2003), 

Chattopadhyaya et al. (2004), Ma et al. (2006)

Camk2a tdTomato (a red FP) Visualization of cortical excitatory 

neurons

Madisen et al. (2010)

Camk2a Cre recombinase Gene targeting to cortical excitatory 

neurons

005359 Tsien et al. (1996)

hGFAP Cre recombinase Gene targeting to cortical astrocytes 004600 Brenner et al. (1994), Zhuo et al. (2001)

Parvalbumin Cre recombinase Gene targeting of parvalbumin-positive 

cortical interneurons

008069 Wulff et al. (2008)

Smooth muscle 

myosin heavy chain

Cre recombinase 

and GFP

Gene targeting and visualization of pial 

vascular smooth muscle

007742 Xin et al. (2002a,b)

Table 2 | Viral expression cassettes for in vivo manipulation and detection of astrocyte and interneuronal signaling.

Protein expressed Goal Targeting strategies References

Channelrhodopsin 2 Light-mediated cell depolarization Arenkiel et al. (2007), Gradinaru 

et al. (2009)

Halorhodopsin Light-mediated cell hyperpolarization (i) Cre-lox Zhang et al. (2007), Chow et al. (2010)

Archaerhodopsin-3 (ii) Cell type – specific promoters

hM3Dq (G-coupled protein 

receptor for cell activation)

Drug-based (clozapine-N-oxide) 

regulation of activity

(iii) Cell type – trophic viruses Alexander et al. (2009)

TRPV1 Ligand-based (capsaicin) regulation 

of activity

 Arenkiel et al. (2008)

Tn-XXL or GCaMP3 (Fluorescent 

protein based Ca2+ sensors)

Cell-specific detection of intracellular 

calcium increases

Mank et al. (2008), Tian et al. (2009)

Table 3 | Viral expression cassettes for in vivo genetic manipulation of astrocyte and interneuronal signaling.

shRNA target Pathway Targeting strategies References

mGluR Astrocyte glutamate signaling pathway Zonta et al. (2003)

phospholipase A2, cyclo-

oxygenase-1, or cytochrome p450

Astrocyte arachidonic acid metabolism Zonta et al. (2003), Mulligan and MacVicar (2004)

Ca2+ sensitive large conductance BK 

channels

Astrocytic potassium release Filosa et al. (2006), Weaver et al. (2006), Girouard 

et al. (2010)

VIP or vascular receptor VPAC1 Interneuron VIP release Cre-lox Fahrenkrug et al. (2000), Cauli et al. (2004)

NOS Interneuron NO release Cauli et al. (2004), Enager et al. (2008)

SOM or vascular receptor SSTR Interneuron SOM release Cauli et al. (2004), Enager et al. (2008), 

Kocharyan et al. (2008)

NPY or vascular receptor NPY-Y1 Interneuron NPY release Cauli et al. (2004)

Kleinfeld et al.	 The logic of neurovascular signaling

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 April 2011  | Volume 3  |  Article 1  |  85

(Figures 4C,D). CNiFER technology may be extended, by the use of 
G

i/o
- and G

s
-protein receptors and chimeric Gα-q proteins (Coward 

et al., 1999), to sense neuropeptides such as VIP and SOM.
In toto, the combination of many in vivo tools, including 

electrophysiology, in vivo two-photon imaging, intracellular ion 
measurements (Figure  3), neurotransmitter receptor activation 
measurements (Figure 4), microdialysis measurements, single vessel 
blood flow measurements (Figure 3) as well as direct measurement 
of the activation of smooth muscle (Figure 5), and measurement 
of tissue oxygen levels (Sakadzic´ et al., 2010), can allow one to 
assess the influence of single neurons and networks of neurons on 
vascular control. These can be further supported by optical and 
chemical activation of specific cell types, as illustrated by the opti-
cal activation of astrocytes to increase blood flow in neighboring 
capillaries (Figure 6) in a manner similar to that seen with caged 
compounds (Takano et al., 2006). Lastly, automated reconstruction 
techniques allow one to map local architectonics (Figure 1). In all 
such endeavors, it important to realize that one may conceive new 

A

B

C

D

Figure 4 | Overview of CNiFER methodology. (A) Schematic of the 
cell-based sensors with a Gq family, G-protein coupled receptor for 
acetylcholine and the TN-XXL genetically expressible calcium reporter. (B). 
Cartoon of the injection of CNiFERs and the placement of microelectrodes in 
rat frontal cortex. (C) In vivo response of M1-CNiFERs to cholinergic input after 
electrical activation of nucleus basalis (NBM). The X–Z scan was obtained with 
TPLSM through the depth of cortex before and after activation of cholinergic 
neurons in NBM. (D) Time dependence of the M1-CNiFER response, together 
with control data from CNiFERs without the M1 receptor, and the 
electrocorticogram (ECoG). The decrease in amplitude of the ECoG after 
stimulation, as expected for cholinergic activation of cortex. Adapted from 
Nguyen et al. (2010).

Figure 5 | In vivo measurements of arteriole smooth muscle activation 
concomitant with changes in blood flow in a neighboring microvessel. 
We made use of α-actin-BAC-GCaMP2 mice that expressed the genetically 
encoded Ca2+ indicator GCaMP2 in smooth muscle (Ji et al., 2004). 
Two-photon laser scanning microscopy was used to measure both calcium 
concentration and blood flow. The change in vessel diameter in the bottom 
line-scan data is a vasomotor event. In these transgenic animals the 
observable changes in [Ca2+] are limited to large contractile events; thus the 
present data must be considered as preliminary.  Algorithms from Helmchen 
and Kleinfeld (2008).
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mirrored by changes in blood oxygenation. This paradigm is the 
accepted view for the interpretation of BOLD fMRI (Logothetis 
et al., 2001). But this causal relation breaks down, as shown by a mul-
tiplicity of recent experiments (Metea and Newman, 2006; Devor 
et al., 2008; Gordon et al., 2008; Sirotin and Das, 2008; Girouard 
et al., 2010; Lindauer et al., 2010; Figure 7C). We envision a model 
of neurovascular control that maps the activity of different neu-
ronal subtypes to changes in vascular tone (Eqs 1 and 2). In our 
hypothesized paradigm, neuronal activity forms the inputs, the 
dynamics of the underlying signaling molecules form the internal 
state variables, and the vascular tone is the output state variable. 
This is not unlike the case of neuronal dynamics, where the input 
is derived from synaptic activity, the opening probabilities of chan-
nels form the internal state variables, and voltage is the output.

tools as they are required. One anticipated need is a calcium-clamp 
to control smooth muscle tension, possibly realized with caged 
molecules and optical indicators, as a means to fix the flow in a 
region and observe changes in signaling molecule concentration.

Example proposed experiment
Somatosensory input leads to neuronal activation in ipsilateral parietal 
cortex as well as contralateral cortex, albeit with a reduced amplitude 
(Figures 7A,B). Unexpectedly, contralateral sensory input leads to net 
dilation of vessels, while ipsilateral input has the paradoxical effect of 
net constriction (Devor et al., 2008; Figure 7). One possible explanation 
is that contralateral input leads to rapid release of VIP while ipsilateral 
input preferentially excites SOM+ interneurons more slowly. One can 
make use of microdialysis, or for greater spatial localization an exten-
sion of CNiFER technology to form VPAC1-CNiFERs to detect vasoac-
tive intestinal peptide and SST1-CNiFERs to detect somatostatin. We 
predict that the ratio of VPAC1-CNiFER to SST1-CNiFER signals will 
be greater for contralateral versus ipsilateral stimulation (Figure 8).

Paradigm-shift to considering neurovascular 
coupling in terms of signaling molecules
The conventional view is that neuronal spiking leads to an increase 
in local metabolism, and that metabolism leads to increased oxygen 
extraction from the blood as well as an increase in blood speed 
(Fox and Raichle, 1986; Leybaert, 2005). Thus neuronal activity is 

A

Dorsal thalamus

B

C

Figure 7 | Ipsilateral versus contralateral electrophysiological and 
neurovascular responses to sensory input. (A) Schematic of neuronal 
pathways. The contralateral cortex receives input via brainstem (not shown) 
and thalamic relays. This input is further relayed to ipsilateral cortex via collosal 
projections. (B) Measured multiunit responses to electrical stimulation of the 
fore-limb; 500 stimulation trials were averaged. (C). Net vasodilation in surface 
cortical arterioles in response to somatotopic stimulation on the contralateral 
side (upper traces in each pair) but vasoconstriction in response to ipsilateral 
stimulation (lower traces). The stimulus-induced ECoG (red) identifies the 
locus of the electrical response. Adapted from Devor et al. (2008).

A

C

B

Figure 6 | In vivo focal photoexcitation of channelrhodopsin-labeled 
astrocytes leads an increase in capillary blood flow. We used GFAP-Cre+/− 
mice with an injection of adeno-associated virus serotype 2/5 with a 
FLEX-ChR2-tdtomato construct (Zhuo et al., 2001). Histological analysis shows 
that these animals have weak, non-specific expression of Cre recombinase in 
cortical neurons during adulthood, when the viral injection was made; thus the 
present data must be considered as preliminary. (A) Schematic of 
measurement region. (B) Planar image from layer 2/3, obtained with TPLSM, 
that includes a scanned capillary. (C) Change in capillary red blood cell speed 
upon activation of ChR2; the black line is a running average to remove heart 
rate contributions.
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pericytes stand (Jones, 1970), the latter contractile elements being 
likely involved in a localized control of capillary tone (Peppiatt 
et  al., 2006). Additionally, it has been shown that the hemody-
namic response correlates with synchronized synaptic activity, a 
highly energy consuming process (Arthurs et al., 2000), and that it 
is controlled by signaling molecules released during increased syn-
aptic activity (Devor et al., 2007). Recently, using the neurovascular 
coupling response to various sensory stimuli (whisker, forepaw 
or hindpaw, visual), elegant experiments demonstrated that the 
spread of the hemodynamic activity accurately reflects the neural 
response (Berwick et al., 2008), that it is driven by synaptic activity 
generated by intracortical processing (Franceschini et al., 2008), 
and that the latter reflected the balance between excitatory and 
inhibitory signals (Devor et al., 2005, 2007; Shmuel et al., 2006). 
Particularly, suppressed neuronal activity or functional neuronal 
inhibition has been associated with decrease in blood oxygena-
tion and perfusion, which could explain the negative BOLD sig-
nals (Shmuel et al., 2002, 2006) as it occurred concurrently with 
arteriolar constriction (Devor et al., 2007).

Identification of the underlying neuronal circuitry
As an attempt to identify the underlying neuronal circuitry, an 
interesting study by Lu et al. (2004) showed that laminar BOLD 
and CBV responses to rat whisker stimulation spatially correlated 
with increased neuronal activity evaluated by c-Fos upregulation. 
In an unrelated study in rats treated with the serotonin releasing 
drug m-chlorophenylpiperazine, positive BOLD signals and c-Fos 
immunoreactivity correlated in areas of increased activity, but not 
in those that displayed diminished BOLD signals, presumably due 
to decreased neuronal signaling (Stark et  al., 2006). Recently, it 
was shown that stimulation of corticocortical and thalamocorti-
cal inputs to the same area of the somatosensory cortex induced 
completely distinct frequency-dependent changes in CBF and oxy-
gen consumption, and evoked activity in different populations of 

Activity in neuronal networks underlies activity-
dependent changes in hemodynamic signals
The temporal and spatial coupling between increased neuronal 
activity and cerebral blood flow (CBF), known as functional hyper-
emia or neurovascular coupling, is a highly regulated phenomenon 
that ensures adequate supply of oxygen and glucose to the neurons 
at work during a given task. Although intuitively appealing, a direct 
link between energy state and blood flow is not universally accepted, 
and the physiological basis of neurovascular coupling still remains 
uncertain. Indeed, neither the lack of glucose or oxygen appears to 
fully justify the hemodynamic response (Powers et al., 1996; Wolf 
et al., 1997; Lindauer et al., 2010), which may serve as a safety meas-
ure for substrate delivery during functional activation (Leithner 
et al., 2010). Despite these limitations, the changes in hemodynamic 
signals (BOLD response, CBF or cerebral blood volume, CBV) are 
commonly used as surrogate markers to map changes in neural 
activity in brain imaging procedures, such as functional magnetic 
resonance (fMRI), positron emission tomography (PET), or diffuse 
optical imaging (DOI) under both physiological and pathological 
conditions. Accordingly, an adequate interpretation of imaging 
data imperatively requires understanding of the cellular basis of 
the activated neurocircuitry and its interaction with astrocytic and 
vascular targets. In contrast to the innervation of large cerebral 
arteries by ganglia from the peripheral nervous system, which is 
mainly involved in autoregulation (for a review, Hamel, 2006), the 
neuronal circuitry at play here refers to pathways of the central 
nervous system that interact with the brain microcirculation.

As such, it is known that the changes in activity are triggered by 
the incoming afferents, but that it is their local processing by the 
targeted cells that drives the perfusion changes (Logothetis et al., 
2001; Lauritzen and Gold, 2003; Lauritzen, 2005). These hemody-
namic changes are mainly, if not exclusively, achieved by the con-
trol of the vasculature at the arteriolar level (Hillman et al., 2007), 
from the pial surface down to the precapillary level where vascular 
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cortical excitatory pyramidal cells and inhibitory GABA interneu-
rons (Enager et al., 2009). Stimulation intensity increases occurred 
with the silencing or recruitment of distinct inhibitory interneu-
rons, indicating that neural network activation is both stimulus- 
and frequency-dependent. Particularly, the hemodynamic responses 
were attributed to activation of cyclooxygenase-2 (COX-2) pyram-
idal cells and somatostatin (SOM)/nitric oxide synthase (NOS) 
inhibitory interneurons, consistent with pharmacological studies 
that implicated COX-2- and NOS-derived vasodilator messen-
gers in these neurovascular pathways (Niwa et  al., 2000; Gotoh 
et al., 2001; Hoffmeyer et al., 2007). Moreover, increased activity 
in inhibitory interneurons has been associated with the initiation 
of the hemodynamic response triggered by synchronized cortical 
activity, as induced by activation of the basal forebrain (Niessing 
et al., 2005). Stimulation of this basalocortical afferent input fur-
ther indicated selective activation of cholinoceptive layers II to VI 
SOM and neuropeptide Y (NPY) interneurons, as well as layer I 
GABA interneurons, with widespread activation of pyramidal cells, 
including those that contain COX-2 (Kocharyan et al., 2008; Lecrux 
et al., 2009). Although it was demonstrated that the CBF response 
was triggered by cholinergic afferents, its full expression required 
GABA

A
-mediated transmission on neuronal, vascular and/or astro-

cytic targets (Kocharyan et al., 2008). Together these anatomical, 
neurochemical and functional studies demonstrate the importance 
of identifying the cellular ensemble that underlies hemodynamic 

signals, highlighting that specific subsets of neurons are activated 
by a given stimulus, depending on the afferent input they receive 
and integrate.

Perivascular astrocytes as intermediaries to both 
glutamate and GABA pathways
In addition to the difficulty in identifying the exact contribution 
of excitatory and inhibitory neurotransmissions in the evoked 
hemodynamic response, the effect of these neurotransmitter 
systems on perivascular astrocytes needs to be considered (for 
a detailed review, Carmignoto and Gomez-Gonzalo, 2009). The 
enwrapping of synapses and blood vessels (Kacem et al., 1998) 
by glial processes and, particularly, their intervening endfeet in 
multiple neurovascular appositions identified at the ultrastruc-
tural level led to the concept of a neuronal-astrocytic-vascular 
tripartite functional unit (Vaucher and Hamel, 1995; Cohen et al., 
1996; Paspalas and Papadopoulos, 1996; Vaucher et al., 2000). The 
significance of these interactions in the regulation of CBF was first 
substantiated by the demonstration that astrocytes could syn-
thesize vasodilatory messengers (Table 1), particularly epoxyei-
cosatrienoic acids (EETs) generated from P450 arachidonic acid 
epoxygenase activity (Alkayed et al., 1996) that were involved in 
the CBF response to glutamate (Alkayed et al., 1997; Harder et al., 
1998). Soon after came the first in vitro (in cortical slices) and 
in vivo demonstrations for a role of astrocytes, through metabo-

Only cortical mediators identified in vivo are listed. Neuronal and glial metabolism by-products (e.g., CO2, H
+, adenosine…) are not included. NO, nitric oxide; VIP, 

vasoactive intestinal polypeptide; PgE2, prostaglandin E2; EETs, epoxyeicosatrienoic acids; NOS, nitric oxide synthase; NPY, neuropeptide Y; COX, cyclooxygenase, 
NMDA-R, N-methyl d aspartate receptors, iGluRs; ionotropic glutamate receptors, mGluR, metabotropic glutamate receptors; VSMC, vascular smooth muscle cell, 
sGC, soluble guanylate cyclase, VPAC1, VIP/PACAP receptor type 1; EP, prostaglandin E2 receptors; GPCR, G protein coupled receptor. KCa, Ca2+-activated K+ channels; 
Kir, inward rectifier K+ channels; g, conductance. References can be found in the main list.

Table 1 | Summary of neuronal and gial mediators of functional hyperemia.
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tropic glutamate receptor (mGluRs)-induced Ca2+ transients, in 
microarteriolar dilation and the increase blood flow to forepaw 
stimulation, a response mediated by arachidonic acid products, 
possibly prostaglandin E

2
 (PGE

2
) (Zonta et al., 2003). Since this 

pioneer study, a role for astrocytes in neurovascular coupling has 
been reaffirmed in various paradigms (Carmignoto and Gomez-
Gonzalo, 2009).

Another pathway activated in astrocytic endfeet following Ca2+ 
increases is the large-conductance, calcium-sensitive potassium 
(BK) channels that induce K+ release (Table  1), activation of 
smooth muscle Kir channels and relaxation (Filosa et al., 2006). 
Recently, it was shown that the extent of the Ca2+ increases in 
astrocytic endfeet determined the dilatory or contractile nature 
of the vascular response, both mediated by extracellular K+ 
(Girouard et  al., 2010). This novel mechanism would reunify 
previous “apparently” contradictory findings, in brain slices or 
in retina, of dilation and constriction being induced by increased 
Ca2+ signaling in astrocytes, and explained by the levels of NO 
(Mulligan and MacVicar, 2004; Metea and Newman, 2006), oxy-
gen (Gordon et al., 2008), or the pre-existing tone of the vessels 
(Blanco et al., 2008). Further, the study by Girouard et al. (2010) 
showed that neuronal activation in vitro (electrical field stimu-
lation) similarly acted through serial activation of astrocytic 
BK and smooth muscle Kir channels. Considering that GABA 
(Nilsson et  al., 1993; Serrano et  al., 2006; Meier et  al., 2008) 
and peptides such as SOM that colocalize with GABA (Somogyi 
et al., 1984; Cauli et al., 2000) in interneurons also increase Ca2+ 
signaling in astrocytes, (Straub et al., 2006), the latter could act 
as intermediaries to GABA in neurovascular coupling (Table 1). 
Whether or not the astrocytic/smooth muscle BK and Kir chan-
nel activation cascade is involved still remains to be determined. 
Similarly, it would be interesting to evaluate if the latter, or other 
contractile mechanisms of neuronal (Cauli et al., 2004; Rancillac 
et al., 2006) or vascular origins (Mulligan and MacVicar, 2004) 
could explain the dilatory and constrictive phases seen in the 
central core of neuronal depolarization and surround region 
of hyperpolarization, respectively, after somatosensory stimu-
lation (Devor et al., 2007). To date the cellular and molecular 
mechanisms or even the functional significance of this response 
remains unknown.

Neurally-derived vasoactive messengers
In addition to the astrocyte-derived vasodilatory messengers PGE

2
 

(Zonta et al., 2003), EETs (Alkayed et al., 1996), or K+ ions (Filosa 
et al., 2006), some vasodilators are chiefly synthesized by distinct 
neuronal populations (Table 1). These include COX-2-derived pros-
tanoids (Niwa et al., 2000) produced by some Layer II–III pyrami-
dal cells (Yamagata et al., 1993; Breder et al., 1995), nitric oxide 
(NO) (Gotoh et al., 2001) whose synthetic enzyme is expressed by 
discrete subpopulations of cortical GABA interneurones (Kubota 
et al., 1994), VIP (Yaksh et al., 1987), acetylcholine (Scremin et al., 
1973) and corticotropin-releasing factor (De Michele et al., 2005) 
synthesized by bipolar/bitufted GABA interneurones (Morrison 
et al., 1984; Chédotal et al., 1994a; Cauli et al., 1997; Gallopin et al., 
2006). As for astrocyte-derived messengers, their release is stimu-
lated by glutamatergic neurotransmission (Wang et al., 1986; Faraci 
and Breese, 1993; Pepicelli et  al., 2005). For instance the highly 

Ca2+ permeable NMDA receptors, expressed by cortical neurons 
(Monyer et al., 1994; Cauli et al., 2000), promote the release of PGE

2
 

(Pepicelli et al., 2005) and NO (Faraci and Breese, 1993).
Alike astrocytes, some GABA interneurons produce substances 

with vasocontractile properties, namely NPY (Abounader et al., 
1995; Cauli et al., 2004) and SOM (Long et al., 1992; Cauli et al., 
2004). Cortical neurons producing these vasoactive peptides are 
intimately associated with blood vessels through neuronal-as-
trocytic-vascular appositions described above (Chédotal et al., 
1994b; Abounader and Hamel, 1997; Estrada and DeFelipe, 1998; 
Vaucher et al., 2000; Wang et al., 2005), and their receptors are 
expressed by smooth muscle cells and astrocytes (Chalmers 
et al., 1995; Bao et al., 1997; Abounader et al., 1999; Fahrenkrug 
et al., 2000; Cauli et al., 2004; Straub et al., 2006; Cahoy et al., 
2008). This raises the intriguing question of whether or not 
astrocytes are intermediaries for neuron-derived vasoactive 
messengers or, alternatively, if the latter exert direct effects on 
the microcirculation.

Temporal sequences in the recruitment of neurons 
and astrocytes
It is widely admitted that an increase in intracellular Ca2+ (Table 1) is 
a required early event for the production and/or release of vasoactive 
messengers from neurons (Lauritzen, 2005) and astrocytes (Straub 
and Nelson, 2007). Examination of Ca2+ dynamics in these cell types 
could provide a clue to decipher their relative and temporal contri-
bution to functional hyperemia. The general view is that rapid Ca2+ 
events reflect an entry following fast (10–12 ms) spiking response of 
neurons (Petersen et al., 2003) and/or activation of Ca2+ permeable 
ionotropic receptors, whereas slower dynamics are mainly driven 
by activation of metabotropic receptors leading to the release of 
Ca2+ from intracellular stores (Perea and Araque, 2005). Hence, 
cortical neurons, which express more frequently and abundantly 
ionotropic glutamate receptors (Monyer et al., 1994; Cauli et al., 
2000) than astrocytes (Conti et al., 1997; Cahoy et al., 2008), are 
likely to be responsible for the majority of fast Ca2+ responses. In 
contrast, group I mGluRs ubiquitously expressed by cortical neu-
rons (Baude et al., 1993; Cauli et al., 2000) and astrocytes (Porter 
and McCarthy, 1996) would be responsible for slower Ca2+ dynam-
ics in both cell types. Consistent with this, in somatosensory or 
visual cortex, evoked Ca2+ events in neurons are virtually locked 
with sensory stimulations and precede those in astrocytes by a few 
seconds (Stosiek et al., 2003; Ohki et al., 2005; Wang et al., 2006; 
Schummers et al., 2008; Murayama et al., 2009), although a small 
proportion (∼5%) of astrocytes can exhibit Ca2+ responses as fast 
as neurons (Winship et al., 2007).

Calcium uncaging in astrocytic endfeet in vivo showed that 
arterioles start to dilate ∼500 ms after the onset of Ca2+ increase 
(Takano et al., 2006) indicating that synthesis, release and effects of 
vasodilatory messengers must be achieved within this time window. 
Since hemodynamic responses initiate ∼600 ms after the onset of 
sensory stimulations (Kleinfeld et al., 1998; Devor et al., 2003), it 
appears that only cell types exhibiting fast evoked Ca2+ events (i.e., 
less than 100 ms) can account for the early phase of the hemo-
dynamic response. Therefore, vasoactive messengers produced by 
neurons and, possibly, also by astrocytes with fast Ca2+ events, could 
explain this response (Figure 1).
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et al., 2007). In contrast, others only found a permissive role for 
NO when long (1 min) stimulations were used (Lindauer et al., 
1999; Liu et al., 2008). These differences likely reflect the fact that 
NO release is transient (Buerk et al., 2003) which can be explained 
by the NO scavenging effect of hemoglobin and/or by the adapta-
tion of NO producing interneurons (Karagiannis et al., 2009). In 
contrast, vasodilatory prostanoids produced by COX-2, which is 
chiefly expressed by pyramidal cells (Yamagata et al., 1993; Breder 
et al., 1995), account for ∼50% of the CBF response evoked by both 
sustained (Niwa et al., 2000) and brief stimulations (Kitaura et al., 
2007). Consistent with an involvement of neuron-derived mes-
sengers in the early phase of neurovascular coupling, blockade of 
prostanoids and NO synthesis almost completely abolished hemo-
dynamic responses evoked by brief sensory stimulations (Kitaura 
et al., 2007). During long lasting sensory stimulation, blockade of 
EETs synthesis (Peng et al., 2002) or their receptors (Liu et al., 2008) 
blocked about 50% of the blood flow response, demonstrating that 
EETs produced by astrocytes (Alkayed et  al., 1996) are released 
during sustained neuronal activity.

Similarly, the local release of K+ from astrocytic endfeet (Filosa 
et al., 2006) accounts for up to 50% of the CBF increase evoked by 
long lasting sensory stimulations (Girouard et al., 2010; Leithner 
et al., 2010) Surprisingly, combined blockade of NOS, COXs, p450 
epoxygenase, BK channels and adenosine receptors (Leithner 

Multiplicity of vasoactive messengers: are they  
all required?
In the cerebral cortex, none of the vasoactive messengers implicated 
in neurovascular coupling (Girouard and Iadecola, 2006), whether 
of neuronal or astroglial origin, can individually account for the 
hemodynamic response, as demonstrated by genetic invalidation 
(Ma et al., 1996; Niwa et al., 2000, 2001; Kitaura et al., 2007) or syn-
thesis inhibition (Lindauer et al., 1999; Peng et al., 2002; Hoffmeyer 
et al., 2007; Leithner et al., 2010). When individually summed the 
inhibition of these messengers largely exceeds the expected value of 
100% (Iadecola, 2004), which suggests that their kinetics of action, 
temporal and spatial recruitment must be carefully considered to 
elucidate their relative contributions. Alternatively, this may sug-
gest that the activated pathways do not obligatorily operate inde-
pendently from each other, and that, under certain circumstances, 
some may act like modulator rather than mediator of the perfusion 
responses, as documented for NO in the somatosensory cortex 
(Lindauer et al., 1999).

NO, one of the fastest diffusible (Wood and Garthwaite, 1994) 
vasodilator produced by a subset NPY-expressing interneurons 
(Dawson et  al., 1991) is likely to represent an immediate early 
messenger of neurovascular coupling. Correspondingly, Shibuki’s 
group showed that neuronal NO can account for up to 50% of the 
CBF response evoked by a brief (1 s) sensory stimulation (Kitaura 

Figure 1 | Summary of the proposed regulation of cortical microvessels 
by pyramidal cells, GABA interneurons and astrocytes (A), and how their 
respective effects can temporally regulate CBF changes (B). (A) Subcortical 
afferents from a variety of brain areas target distinct populations of neurons in 
the cerebral cortex. These activated neuronal networks can either directly act 
on local microvessels, which are endowed with receptors (geometric forms on 
the vessel wall) for most neurotransmitters/neuromediators, or indirectly via 
astrocytes that act as intermediaries to both pyramidal cells and interneurons. 
Known direct vasoactive mediators released from pyramidal cells and 
interneurons correspond respectively to COX-2 derivatives like prostaglandin 
E2 (PGE2) and NO and, possibly, GABA, whereas astrocytes act chiefly by 
releasing dilatory EETs, an effect comparatively slow as opposed to that of NO 

and PGE2 (or other neurally released vasoactive molecules or peptides). The 
possibility that sub-cortical afferents directly contact and act upon cortical 
astrocytes or microvessels also has to be taken into consideration. Modified 
from Figure 3 in Hamel (2006). (B) Schematic representation of the relative 
and temporal contributions of selected vasoactive mediators produced by 
pyramidal cells (PGE2), interneurons (NO) and astrocytes (EETs), to the CBF 
response evoked by sensory stimulation (see Table 1 for a more complete 
list). Brief stimulations (1 s) are more likely to involve neurally-derived 
mediators whereas sustained stimulation (1 min) are more susceptible to 
recruit astrocyte-derived messengers. NO being transiently released its 
contribution to CBF response during sustained stimulation is minor and could 
account for its permissive role.
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oxygen and 25% body’s glucose; Sokoloff et al., 1977); resting-state 
brain energy production is provided almost exclusively by glucose 
oxidation (approximately 90%; Siesjo, 1978); and, basal CBF and 
CMRO

2
 are tightly coupled across brain regions (A linear CBF-

CMRO
2
 relationship was observed with a slope of approximately 

0.97; Fox and Raichle, 1986).
Studies using emerging, pre-imaging radiotracer techniques 

convincingly demonstrated that brain blood flow is dramatically 
increased by increased partial pressure of carbon dioxide (PaCO

2
)

 

and by decreased partial pressure of oxygen (PaO
2
), a form of 

cerebrovascular autoregulation (Kety and Schmidt, 1948). These 
observations provided strong support for the Roy and Sherrington 
hypothesis, as CO

2 
is the primary “chemical product” of glucose 

oxidation, and extended the hypothesis to include substrate ([O
2
]) 

availability as a potent vascular regulator. With the advent of auto-
radiographic methods (Schmidt and Kety, 1947; Landau et  al., 
1955; Sokoloff et al., 1977) and non-invasive radiotracer imaging 
methods (Reivich et  al., 1979; Raichle et  al., 1983), blood flow 
and glucose consumption could be measured regionally, allow-
ing the Roy and Sherrington hypothesis to be further explored. 
As expected, task performance reliably elicited large, highly 
focal increases in CBF (Fox et al., 1988) and CMR

Glc
 (Phelps and 

Mazziotta, 1985; Fox et al., 1988). The observed increases in CBF 
and CMR

Glc
 were similar in magnitude, typically in the range of 

30–50%, apparently supporting the Roy and Sherrington hypothe-
sis that neural activity focally increased metabolic rate and thereby 
increased blood flow.

The quest to understand the functional organization of the brain 
has occupied mankind for more than a century. The close relation-
ship between cerebral blood flow (CBF) and brain function was first 
observed in the late nineteenth century by the Italian physiologist, 
Mosso (1881). Mosso recorded pulsations from the forearm and the 
brain, showing stronger brain pulsations during cognitive events, 
such as hearing the bells from his church and performing mental 
arithmetic (Posner and Raichle, 1994). These studies suggested 
that measurement of CBF might be an important way to assess 
brain function during mental activity. Roy and Sherrington (1890), 
two distinguished British physiologists, further characterized the 
close relationship between brain function and CBF. They attrib-
uted task-induced vasodilation to an increased demand for cerebral 
metabolism in response to neuronal activity. The Roy–Sherrington 
principle has been interpreted to mean that CBF changes reflect a 
tight coupling between cellular energy requirements and vascular 
delivery of glucose and oxygen. Roy and Sherrington’s observation 
of focally increased blood flow during brain functional activation 
has been replicated thousands of times by a myriad of techniques, 
beginning early in the last century (Fulton, 1928).

Whole-brain measurements of CBF, oxygen metabolism (cer-
ebral metabolic rate of oxygen, CMRO

2
) and glucose metabolism 

(CMR
Glc

)
 
also began appearing in the early part of the twentieth 

century (Schmidt and Kety, 1947; Landau et  al., 1955; Sokoloff 
et  al., 1977). Collectively, these studies demonstrated that: the 
brain’s resting-state energy demand is high (although the human 
brain is only 2% of body’s weight, it consumes 20% of the body’s 
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The first imaging-based measurements of CMRO
2
 during 

task performance were reported in the early 1980s, using 15-O 
positron emission tomography (PET) (Frackowiak et al., 1980; 
Mintun et al., 1984). In two different brain systems (visual and 
somatosensory), Fox et al., observed that task-induced increases 
in CMRO

2
 were much lower than those in CBF or CMR

Glc 
(Fox 

and Raichle, 1986; Fox et al., 1988). The CMRO
2
 shortfall during 

focal neuronal activation, in fact, caused a local oxygen sur-
plus, with the oxygen extraction fraction (OEF) falling from 
a resting value of approximately 40% to a task-state value of 
approximately 20%. These findings clearly contradicted the Roy 
and Sherrington hypothesis. Since glucose can be metabolized 
by either oxidative or non-oxidative (i.e, lactate-producing) 
pathways and since the increase of CMRO

2
 was minimal, Fox 

and colleagues suggested that: (i) the glucose is predominately 
metabolized by anaerobic glycolysis; (ii) the energy demand 
associated with neuronal activation is small (as opposed to 
resting-state demand) and glycolysis alone may provide the 
energy needed for the transient changes in brain activity; and 
(iii) CBF response must be regulated by factors other than oxida-
tive metabolism and total energy demand. The observation that 
the stimulus-evoked increase in glucose consumption observed 
with PET is at least partially non-oxidative has been confirmed 
with 1H NMR spectroscopic (MRS) measurements of tissue 
lactate concentration [Lac] (Prichard et al., 1991; Frahm et al., 
1996). The increase in lactate production (i.e., non-oxidative 
metabolism) was found in later studies to be a modulator of 
CBF increase (Mintun et al., 2004). Such uncoupling of CBF and 
CMRO

2
 is the basis for the blood oxygenation level-dependent 

(BOLD) functional MRI (fMRI) contrast (Kwong et al., 1992; 
Ogawa et al., 1992). These PET and MRS observations raise a 
general question: does the evoked neuronal activity drive oxida-
tive or non-oxidative metabolism?

To further clarify this issue, we performed concurrent fMRI 
and 1H MRS measurements to identify the relationship between 
task-evoked increases in CBF, CMRO

2
, [Lac] and ATP production 

(J
ATP

) during graded visual stimulation (4, 8, and 16 Hz; 4 min 
for each condition) (Lin et al., 2010). Percent changes (%∆) in 
CBF, CMRO

2
 and [Lac] varied with frequency, with %∆CBF and 

%∆[Lac] peaking at 8 Hz, while %∆CMRO
2
 reached a maximum 

at 4 Hz (Vafaee and Gjedde, 2000; Lin et al., 2008). The magni-
tude of %∆CBF (57.1–65.1%) and %∆[Lac] (31.3–50.0%) were 
much larger than that of %∆CMRO

2
 (12.2–17.0%). As a result, 

%∆CBF was tightly coupled with lactate production rate (J
Lac

; 
[Lac] divided by stimulation period; r = 0.91, P < 0.001) (Gjedde, 
1997; Lin et al., 2010), but negatively correlated with %∆CMRO

2
 

(r = −0.64, P = 0.024). J
ATP

, determined with changes in CMRO
2
 

and J
Lac

 by a stoichiometric relationship, was found predominately 
contributed by oxidative metabolism (approximately 98%) at each 
stimulus condition. Consequently, %∆J

ATP
 was linearly correlated 

to %∆CMRO
2
 (r = 1.00, P < 0.001). Similar findings were also 

reported by PET studies (Gjedde, 1997). The fMRI-MRS observa-
tions confirm that (i) CBF response to neuronal activity is driven 
more by anaerobic glycolysis, rather than oxygen demand, and 
(ii) energy demand is predominately met through oxidative meta-
bolic pathway regardless the CMRO

2
 increases are much lower 

than those of [Lac].

The collective evidence from the functional imaging literature 
(PET, fMRI, and MRS) has forced the development of alternatives 
to the Roy–Sherrington hypothesis. Of these, the astrocyte-neuron 
lactate shuttle (ANLS) model is the most conceptually evolved and 
widely accepted (Pellerin and Magistretti, 1994). The ANLS model 
posits a cooperation between neurons and astrocytes in meeting the 
activation-induced needs both for energy production and for neu-
rotransmitter production. Upon neuronal firing, glucose is taken 
up by both neurons and astrocytes. The majority of the glucose is 
taken up by the astrocytes and the remainder by neurons. Glucose 
metabolism in neurons is small but entirely aerobic, to support 
neurotransmission (Brand, 2005; Hyder et al., 2006). Astrocytic 
glucose consumption, on the other hand, is large but much less 
energetically efficient by virtue of being predominately anaerobic. 
Astrocytic glycolysis (2 ATP) is used to support Na+/K+ ion pumping 
and glutamate(Glu)-glutamine(Gln) conversion. Lactate generated 
by astrocytic glycolysis is eventually transported to neurons as fuel, 
but with some loss into the circulation, which increases hyperemia 
(Mintun et al., 2004; Hyder et al., 2006).

The fMRI-MRS observations, described above (Lin et al., 2010), 
are in line with the ANLS model. First, CBF increases are not regu-
lated by oxidative metabolism. %∆CBF and %∆CMRO

2
 are nega-

tively correlated. In contrast, non-oxidative metabolism is a more 
likely candidate. %∆CBF and %∆J

Lac 
are positively correlated. But 

other factors (e.g., Ca2+, K+ and adenosine signaling pathway) may 
also play a role. Second, the increases in CMR

Glc
 are for purposes 

other than energy demand, e.g., for astrocyte-mediated neurotrans-
mitter recycling, with the evidence being that increases in [Lac] are 
far more than that of CMRO

2
. Third, the two metabolic pathways 

(oxidative and non-oxidative) are co-existent, dissociable, and serve 
different purposes in maintaining neuronal functions during visual 
stimulation. Oxidative metabolism is predominately neuronal and 
supports ATP production for the release of neurotransmitters; with 
the evidence being that the energy demand (J

ATP
) was predomi-

nately (approximately 98%) met through oxidative metabolism in 
all stimulus conditions. Non-oxidative metabolism, on the other 
hand, mainly occurs in astrocytes to support the Glu-Gln conver-
sion and lactogenesis-mediated hyperemia. Since astrocytic lactate 
is eventually taken up into the tricarboxylic acid cycle as a fuel sub-
strate by neurons, it has to be pointed out that oxidative metabolism 
is expected to increase as neuronal activation continues. In sup-
port of this formulation, prolonged visual stimulation (>20 min) 
has been reported to induce gradually rising levels of CMRO

2
 and 

gradually decreasing CMR
Glc

, J
Lac 

and CBF under a high-frequency 
stimulation (e.g., 8 Hz) (Prichard et al., 1991; Gjedde and Marrett, 
2001; Mintun et al., 2002; Vlassenko et al., 2006; Lin et al., 2009). 
Consequently, %∆CBF and %∆CMRO

2
 were re-coupled (the cou-

pling ratio, n  =  %∆CBF/%∆CMRO
2
, decreased from 8 to 2) as 

stimulation continued. However, inconsistent observations have 
also been reported in prior fMRI studies (Hoge et al., 1999) that the 
coupling ratio already reached to 2–3 during acute, transient visual 
stimulation (approximately 20–60 s). The discrepancy could be due 
to the stimulation frequency or to the modeling strategy used in 
the studies. For example, a low coupling ratio (2–3) was observed 
with low frequencies (e.g., 1–4 Hz), while a high ratio (6–10) was 
observed with high frequencies, during short-term visual stimula-
tion (20 s to 6 min) (Lin et al., 2008). As a result, ratio of 2–3 is 
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the ANLS model; and, the future direction of the developments 
of neuroimaging techniques and physiological theories. These 
developments should provide the bases for predicting causes and 
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expected if low frequencies are used. Details of the discrepancy 
regarding modeling strategy can be found in our previous publica-
tion (Lin et al., 2009).

Metabolic physiology and functional neuroimaging are highly 
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2
 increases that precede 
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stimulus termination.
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2
 and CMR

Glc
 using other MR methods, such as 
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2
 and CBF-lactate couples 
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further investigation. For example, whether the lactate transferred 
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Further, whether the small increase in CMRO

2
 during neuronal acti-

vation is due to the small fraction of glucose undergoing oxidative 
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cell than in other areas of the body (Frank et al., 1987; Shepro and 
Morel, 1993), suggesting that pericytes might play a particularly 
important role in the nervous system, where regional blood flow 
control is particularly important. Neuronal terminals which contain 
dopamine (Favard et al., 1990; Krimer et al., 1998), GABA (Gragera 
et al., 1993), vasoactive intestinal peptide (VIP; Benagiano et al., 
1996), acetylcholine (Arneric et al., 1988) and nitric oxide (NO; 
Roufail et al., 1995) are closely apposed to capillaries and pericytes 
suggesting that, as for arterioles (Sato and Sato, 1990; Krimer et al., 
1998; Cauli et al., 2004), capillary blood flow could be modulated by 
neuronal input (Figure 1B). For arterioles, glutamate released dur-
ing neuronal activity plays a critical role in signaling to the blood ves-
sel a requirement for increased local blood flow (Faraci and Breese, 
1993; Mathiesen et al., 1998). Astrocytes are a major target for this 
glutamate signal, metabotropic glutamate receptor activation pro-
ducing Ca2+ rises in their end-feet, which surround arterioles. This 
stimulates the production of vasoactive metabolites of arachidonic 
acid [prostaglandin E

2
 (PGE

2
) and epoxyeicosotrienoic acids (EETs)] 

which diffuse to the arteriolar smooth muscle and produce vasodila-
tion (Zonta et al., 2003; Metea and Newman, 2006; Gordon et al., 
2008). Astrocyte end-feet surround capillaries to a similar extent as 
they do arterioles (perhaps even more densely; Maynard et al., 1957) 
and so are in a prime position to transmit signals from neurons to 
capillaries (Figure 1B).

Anatomical evidence also supports the view that pericytes are 
contractile. Localized constrictions can be observed in corrosion 
casts of cat spinal cord capillaries, where pericytes express the 
smooth muscle-specific isoform of actin (αSMA: Toribatake et al., 
1997). A subpopulation of retinal and brain pericytes also express 
αSMA, with stronger expression in pericytes on capillaries which 

Pericytes as contractile cells
Pericytes are found on almost all capillaries, as well as on small 
arterioles and venules. They are small cells located on the outside 
of the vessel, between the endothelial cell layer and the parenchyma. 
They are separated from the parenchyma by the basal lamina, a thin 
layer of which also interposes between the pericyte and endothelial 
cells (red layer in Figure  1B; Frank et  al., 1987). Pericytes vary 
morphologically depending on the vascular bed and position along 
the arterio-venous axis, but in general send out primary projec-
tions along the vessel in each direction from the soma, from which 
secondary and even tertiary processes project around the vessel 
(Figure 1A; Shepro and Morel, 1993). They seem to have impor-
tant roles in a range of functions, including angiogenesis, vessel 
stabilization, endothelial cell regulation and maintenance of the 
blood-brain barrier (Hirschi and D’Amore, 1996; Lai and Kuo, 
2005). Pericytes also exhibit macrophage-like activity (Thomas, 
1999) and may be multipotent precursors for several different cell 
types, forming neurons and glia in the CNS and forming liver and 
skin cells in those tissues (Dore-Duffy et al., 2006, 2008). Long ago, 
however, the perivascular location and morphology of pericytes led 
to the suggestion that they might be contractile cells, involved in 
regulation of capillary blood flow in response to vasoactive agents 
and neural activity (Dore, 1923). It has taken over 100 years to show 
that this is indeed the case, and important questions still remain 
as to the precise role of these cells in the co-ordination of changes 
in blood flow in response to altered neural activity.

The morphology and location of pericytes provided the first clues 
that they might have a role in blood flow regulation. Other aspects 
of CNS pericyte anatomy lend further support to this idea. In the 
central nervous system, there are more pericytes per endothelial 
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Because regional blood flow increases in association with the increased metabolic demand 
generated by localized increases in neural activity, functional imaging researchers often assume 
that changes in blood flow are an accurate read-out of changes in underlying neural activity. An 
understanding of the mechanisms that link changes in neural activity to changes in blood flow 
is crucial for assessing the validity of this assumption, and for understanding the processes that 
can go wrong during disease states such as ischaemic stroke. Many studies have investigated 
the mechanisms of neurovascular regulation in arterioles but other evidence suggests that 
blood flow regulation can also occur in capillaries, because of the presence of contractile cells, 
pericytes, on the capillary wall. Here we review the evidence that pericytes can modulate capillary 
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branch directly from arterioles and venules, than in pericytes on 
mid-capillary regions (Nehls and Drenckhahn, 1991), though αSMA 
is expressed in some of these mid-capillary cells (Bandopadhyay 
et al., 2001). In peripheral tissues, other contractile proteins such 
as tropomyosin have been found to follow the same pattern of 
expression as αSMA (Joyce et al., 1985), suggesting that this will 
be the case in the brain as well. Electron micrographs of brain 
pericytes reveal that they contain microfilaments resembling actin- 
and myosin-containing muscle fibers (Le Beux and Willemot, 1978; 
Ho, 1985), and immunohistochemistry shows that activation of 
endothelin-1 (ET-1) receptors to raise the calcium concentration 
in cultured pericytes produces alignment of F-actin and inter-
mediate filaments, which coincides with constriction (Dehouck 
et al., 1997). Pericytes do not express exactly the same contractile 
machinery as smooth muscle, however. For example, they lack 
the calcium-binding protein calponin, which regulates contrac-
tile function in smooth muscle cells (Bandopadhyay et al., 2001).

Much evidence that these pericyte muscle fibers are functional 
comes from studies of cultured retinal pericytes, in which pericyte 
surface area or the degree of wrinkling of the silicone surface on 
which the cells are grown serve as an indication of pericyte tone. 
Cultured pericytes constrict (or increase wrinkling) in response to 
some endothelial-derived vasoactive agents, such as ET-1, throm-
boxane A

2
 and angiotensin II (Dodge et al., 1991; Matsugi et al., 

1997a), but dilate in response to others, such as prostacyclin (PGI2; 
Dodge et al., 1991). Consistent with potential neural, as well as 
endothelial, control of pericyte tone, catecholamines (which are 
present in neurons innervating capillaries) can modulate cultured 
pericyte tone, with serotonin, histamine and noradrenaline all con-
stricting cultured pericytes (Kelley et al., 1988; Markhotina et al., 

2007). Other vasoactive molecules which are produced in neurons 
dilate cultured pericytes, such as VIP (Markhotina et al., 2007), 
NO (Haefliger et al., 1994), which can be produced by neurons or 
the endothelium, or adenosine (Matsugi et al., 1997b), which is a 
breakdown product of ATP and is produced during conditions of 
high metabolic demand. Adenosine dilates arterioles as well and 
has been proposed as a messenger by which increased blood flow 
could be directed to areas of increased metabolic demand (Dirnagl 
et al., 1994). Cultured pericytes also dilate in response to a more acid 
extracellular pH (Chen and Anderson, 1997), which is another con-
sequence of increased energy use (Chesler and Kaila, 1992), making 
the pH sensitivity of pericyte tone a further potential mechanism 
for balancing capillary blood flow with metabolic demand.

Studies on cultured pericytes therefore support a contractile 
role for these cells, but it seems that expression of contractile pro-
teins may be increased by culturing as in situ only a subpopula-
tion of pericytes express αSMA (Nehls and Drenckhahn, 1991; 
Bandopadhyay et al., 2001), while in culture all pericytes can stain 
positive for muscle-specific actins (Herman and D’Amore, 1985). 
Such differences in αSMA expression might be paralleled by changes 
in expression levels of other proteins, reducing the potential physi-
ological relevance of these studies. However, many of the findings 
from cultured CNS pericytes have been replicated using acute ex 
vivo preparations (e.g. tissue slices, freshly isolated microvessels or 
whole mount retinae). For example, angiotensin II and endothelin I 
both constrict retinal pericytes in situ (Schonfelder et al., 1998) and 
extracellular decreases in pH dilate them (Reber et al., 2003), while 
noradrenaline constricts pericytes in cerebellar slices (Peppiatt et al., 
2006). In addition NO generates hyperpolarizing currents that would 
be expected to relax pericytes on freshly isolated retinal capillaries 

Figure 1 | Organisation of the capillary neurovascular unit. (A) Rings of 
smooth muscle encircle arterioles, while pericytes send processes along and 
around capillaries, without fully covering the vessel. (B) Pericytes are located 

outside the endothelial cells and are separated from them and the parenchyma 
by a layer of basal lamina. In the parenchyma, astrocyte end-feet and neuronal 
terminals are closely associated with the capillary.
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In general, smooth muscle contraction can be triggered by an 
elevated intracellular calcium concentration, leading to calcium- 
and calmodulin-dependent activation of myosin light chain kinase 
(MLCK, Figure 2A). This generates contraction by phosphorylat-
ing myosin light chain (MLC) and prompting its interaction with 
αSMA (Webb, 2003). Conversely, relaxation of smooth muscle is 
favoured by low calcium levels and decreased MLCK activity, and 
by the action of myosin light chain phosphatase (MLCP; in its 
active, unphosphorylated form), which decreases the phosphor-
ylation of MLC and therefore inhibits its interaction with αSMA 
(Webb, 2003).

Pericyte constriction
Like for vascular smooth muscle cells, pericyte contraction is 
controlled by the intracellular calcium concentration (Sakagami 
et al., 1999, 2001a; Sugiyama et al., 2005). For example, the con-
striction that is produced by electrically stimulating pericytes is 
blocked by removing extracellular calcium (Peppiatt et al., 2006). 
Vasoconstrictors and vasodilators such as ET-1 and NO have been 
used to elucidate, by patch clamp experiments, the electrophysi-
ological changes that control intracellular calcium levels in cul-
tured or freshly isolated retinal pericytes. Some vasoconstrictors are 
thought to bring about an intracellular calcium rise by depolarizing 
the cell membrane from the resting voltage, usually between −35 
and −60 mV, to a voltage which activates L-type voltage-operated 
calcium channels (VOCCs; see Figure 2A; Sakagami et al., 1999, 
2001a). Binding of several vasoconstrictors, such as ET-1 (Kawamura 
et al., 2002), insulin-like growth factor-1 (IGF-1; Sakagami et al., 
1999 and PDGF-B; Sakagami et al., 2001b), to their receptors leads 
to activation of non-specific cation channels (NSCs) that depolarize 
the cells and trigger calcium entry through VOCCs (Figure 2A). 
Calcium entry also opens calcium-activated chloride (Cl

Ca
) chan-

nels, which, due to the high intracellular chloride concentration 
of pericytes, allow chloride to leave the cell, producing a further 
depolarization allowing further activation of VOCCs (Kawamura 
et al., 2002). Voltage clamp recordings show that Cl

Ca
 channels in 

pericytes open transiently and repetitively (Sakagami et al., 1999). 
This characteristic may help to maximise the calcium influx through 
VOCCs, as desensitization of the VOCCs is minimized by reduc-
ing the time each channel is open (Sakagami et al., 1999). VOCCs 
are also thought to be activated by the depolarization caused by 
ATP binding to P2X

7
 receptors, which are themselves calcium-

permeable (Figure 2A; Sugiyama et al., 2005). ATP also increases 
the intracellular calcium concentration via P2Y

4
 receptor activation 

(Kawamura et al., 2003).
In smooth muscle, vasoactive stimuli (e.g. ET-1) can increase 

constriction by modifying the phosphorylation state of MLCP, 
via pathways that can include Rho kinase (Figure 2A; Hilgers and 
Webb, 2005). On phosphorylation, MLCP becomes inactive and 
is unable to remove the phosphate from the MLC (Webb, 2003). 
This pathway also affects pericyte function as over-expression of 
Rho-GTPase in pericytes leads to increased constriction (shown by 
wrinkling of the silicon upon which they were cultured), while inhi-
bition of Rho kinase reduces constriction (Kutcher et al., 2007).

As well as the transient events discussed above, neurons also 
induce more long-term changes in pericytes by release of gluta-
mate, subsequent activation of astrocyte metabotropic glutamate 

(Sakagami et al., 2001a). Some differences with cultured cells have 
been observed, however, as histamine dilates rather than constricts 
retinal pericytes in situ (Schonfelder et al., 1998). This study also 
found that bradykinin and cholinergic agonists dilated retinal peri-
cytes. Other new discoveries from using acute tissue preparations 
include the constriction of retinal pericytes to GABA antagonists 
(Peppiatt et al., 2006) and, particularly interestingly, the dilation of 
cerebellar pericytes to glutamate (Peppiatt et al., 2006). This find-
ing suggests that active neurons could signal to capillaries in the 
same manner as to arterioles, with glutamate generating vasoactive 
molecules such as NO, PGE

2
 or EETs in neurons or astrocytes which 

instruct pericytes to dilate capillaries and increase blood flow.
The suggestion from cultured pericytes that the metabolic 

state of the tissue might be important in their response (Chen 
and Anderson, 1997; Matsugi et al., 1997b) is backed up by acute 
preparations, as adenosine, a product of ATP breakdown, generates 
hyperpolarizing currents that would be expected to relax pericytes 
(Li and Puro, 2001). Additionally, lactate, the production of which 
is increased by neuronal activity, produces a constriction of retinal 
pericytes on isolated capillaries in high oxygen (when presumably 
there is no need for an increased oxygen supply) but a dilation in 
low oxygen (Yamanishi et  al., 2006), when an increased oxygen 
supply may be required. Similarly, PDGF-B, the release of which 
from endothelial cells is critical for pericyte function (Bjarnegard 
et al., 2004), produces a constriction of retinal pericytes in con-
trol conditions but a dilation during ischaemia (Sakagami et al., 
2001b). In conditions of metabolic demand, ATP is released from 
neurons both physiologically and when the energy supply is dis-
rupted during ischaemia (Fields and Burnstock, 2006). In high 
oxygen, extracellular ATP constricts pericytes on retinal capillar-
ies when in situ (Peppiatt et al., 2006) or when vessels are isolated 
from surrounding neural tissue (Kawamura et al., 2003), but it is 
not known whether this is switched to a dilation at low oxygen 
concentrations (as occurs for the effect of glutamate on arterioles: 
Gordon et al., 2008).

Potentially therefore, pericytes could couple neural activity to 
increased capillary blood flow via two broad mechanisms: either 
neural activity could directly produce vasoactive molecules (e.g. 
NO, VIP, PGE

2,
, noradrenaline) to modulate pericyte tone, or the 

decrease in oxygen level and increase in lactate and adenosine lev-
els produced by the increased energy use by active neurons could 
directly dilate pericytes and increase nutrient supply. A recent in vivo 
study suggests, however, that at least changes in oxygen level in the 
tissue do not directly regulate neurovascular coupling, because when 
cortex was kept at a high oxygen concentration by perfusion with 
hyperbaric oxygen, blood flow responses to forepaw stimulation 
or cortical spreading depression were not affected (Lindauer et al., 
2010). If glucose rather than oxygen is limiting for ATP production, 
however, the metabolic state of the tissue could still feed back to 
regulate blood flow via changes in the levels of metabolites such as 
lactate or adenosine. Furthermore, oxygen-dependent regulation 
may still occur in conditions of ischaemia or hypoxia.

Mechanisms of regulation of pericyte tone
What are the pathways by which pericytes can respond to neu-
rotransmitters and vasoactive agents with an alteration in their 
contractile tone?
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Pericyte dilation
Just as depolarization and an increase in intracellular calcium level 
favors constriction of pericytes, so hyperpolarization and a decrease 
of intracellular calcium level favors dilation. A major pathway which 

receptors and an increase of NFATc3 nuclear accumulation in 
pericytes (Filosa et al., 2007). NFAT is a calcium-regulated tran-
scription factor associated with the control of vascular cell contrac-
tility (Gonzalez Bosc et al., 2004; Filosa et al., 2007).

Figure 2 | Mechanisms of control of capillary tone. (A) Molecular 
mechanisms that link vasoactive molecules acting on receptors (labelled “R”) to 
pericyte constriction (yellow and orange shapes) or dilation (blue shapes). 
Rectangles are membrane proteins, while ovals are cytosolic species. SKCa, 
small conductance, calcium-activated potassium channel; BKCa, large 
conductance, calcium-activated potassium channel; KIR, inwardly rectifying 
potassium channel; KV, voltage-gated potassium channel; KATP, ATP-sensitive 
potassium channel; ClCa, calcium-activated chloride channel; NSC, non-specific 
cation channels; R, ligand-binding receptor; VOCC, voltage-operated calcium 

channel; MLC, myosin light chain; αSMA, alpha smooth muscle actin; MLCK, 
myosin light chain kinase; CaM, calmodulin; RhoK, Rho kinase; sGC, soluble 
guanylyl cyclase; PKG, protein kinase G; AC, adenylyl cyclase; PKA, protein 
kinase A; MLCP, myosin light chain phosphatase; ET-1, endothelin-1; IGF-1, 
insulin-like growth factor 1; PDGF-B, platelet-derived growth factor-B; PGI2, 
prostacyclin. (B) When there is a plentiful supply of O2 and ATP, stimuli such as 
lactate, PDGF-B and intracellular ATP favour pericyte constriction. GJ, gap 
junction; PDGFβR, PDGF-B receptor. (C) When O2 and/or ATP are low, lactate, 
PDGF-B and high intracellular ADP levels favour dilation.
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is known to increase cerebral blood flow (Serrano et  al., 2002) 
produces an increase in cAMP level in pericytes, activating PKA 
and decreasing the phosphorylation of MLC, leading to relaxation 
(Takata et al., 2009). In vascular smooth muscle cells, PKG activa-
tion is known to increase the activity of MLCP (Lincoln et al., 2001), 
which would also produce this effect, so it is possible that the same 
mechanism is also active in pericytes.

Mechanisms of metabolic regulation of pericyte tone
As mentioned above, the metabolic state of the tissue can regulate 
pericyte tone (Figures 2B,C). K

ATP
 channels are inherently metaboli-

cally regulated, increasing in activity when the intracellular level of 
ATP falls and that of ADP increases, hyperpolarizing the cell and thus 
favoring dilation. This effect can be enhanced, as the hyperpolari-
zation closes channels that are activated by depolarization, such as 
VOCCs and NSCs. This increases the membrane resistance so further 
current flow through K

ATP
 channels may produce a larger hyperpo-

larization. Conversely, as the ATP level rises and that of ADP falls, K
ATP

 
channels decrease in activity, favoring constriction. An increase in 
adenosine level, which can occur during hypoxia, activates A

1
 and A

2A
 

adenosine receptors which then also increase K
ATP

 channel activity (Li 
and Puro, 2001) and increase capillary blood flow (Hirao et al., 2004). 
K

ATP
 currents can exert different levels of control over the contractile 

tone of pericytes, depending on the metabolic state of the tissue. In 
normoxic conditions, for example, PDGF-B causes a depolarization 
and constriction of retinal pericytes through activation of NSCs, Cl

Ca
 

channels and VOCCs, but in simulated ischaemia, PDGF-B causes 
dilation by activation of K

ATP
 channels and a subsequent decrease of 

intracellular calcium concentration (Sakagami et al., 2001b).
Cell-cell communication can also be modulated by the metabolic 

state of the tissue. Lactate is another bidirectional vasoactive signal, 
which constricts pericytes in conditions of high oxygen level, but relaxes 
them when oxygen is scarce (Yamanishi et al., 2006). Constriction in 
this instance is thought to involve communication with endothelial 
cells (Figure 2B), which express sodium-calcium exchangers that are 
inhibited by lactate, following a complicated cascade involving activa-
tion of monocarboxylate transporters, sodium-hydrogen exchangers 
and the sodium-potassium ATPase. This results in a decrease in cal-
cium extrusion on lactate application and thus a rise in intracellular 
calcium concentration that is transmitted through gap junctions to 
pericytes, producing constriction. Hypoxia apparently closed gap 
junctions between pericytes and endothelial cells, preventing any 
calcium rise in endothelial cells from reaching the pericytes, and thus 
preventing constriction (Yamanishi et al., 2006). The mechanism by 
which hypoxia alters gap junction coupling is unclear, though agonist 
induced closure can occur via activation of protein kinase C (PKC), 
for example following prolonged stimulation with ET-1 (Kawamura 
et al., 2002). It is interesting to note that the closure of gap junctions 
by hypoxia will increase the membrane resistance of pericytes, so 
that opening of pericyte ion channels (e.g. K

ATP
 channels as discussed 

above) will be more able to influence the membrane potential.

Pericyte regulation of capillary diameter: In vivo 
evidence and implications for neuroimaging
Pericytes can modulate capillary diameters in vitro, suggest-
ing that they may play a role in the in vivo regulation of blood 
flow. Capillaries are more numerous and densely spaced than 

hyperpolarizes and relaxes vascular smooth muscle cells is activa-
tion of potassium channels (Jackson, 2005). It seems that this is also 
the case for pericytes, as several vasodilators (e.g. PGI

2
, adenosine 

and β-adrenoceptor agonists) produce their actions via potassium 
channel activation (Li and Puro, 2001; Quignard et al., 2003; Hirao 
et al., 2004; Burnette and White, 2006). Pericytes express potassium 
channels that are voltage-sensitive, including inward rectifying (K

IR
) 

channels (von Beckerath et  al., 2000; Cao et  al., 2006), voltage-
gated potassium channels (von Beckerath et al., 2000) and big and 
small conductance calcium-activated potassium channels (BK

Ca
 

and SK
Ca

; Wiederholt et al., 1995; Quignard et al., 2003), as well as 
ATP-sensitive potassium channels (K

ATP
; Li and Puro, 2001; Hirao 

et al., 2004), which are not voltage-gated but do exhibit inward 
rectification at positive potentials (Li and Puro, 2001). Activation 
of these channels by vasodilators produces vessel relaxation by 
hyperpolarizing the cell and therefore reducing VOCC activation 
(Figure 2A). An increase in extracellular potassium concentration 
can also produce dilation by promoting an efflux of potassium 
at the resting membrane potential, as a result of a raised [K+]

o 

increasing the conductance of K
IR

 channels (as shown previously 
for smooth muscle; Filosa et al., 2006). As well as inducing vasodila-
tion, potassium channel activation in pericytes may also serve to 
modulate and limit constriction, since serum-derived molecules 
which constrict pericytes (e.g. IGF-1) also open voltage-dependent 
potassium channels (Sakagami et al., 1999). Conversely, some vaso-
constrictors inhibit potassium channels to increase contractile tone, 
e.g. ET-1 decreases activity of K

ATP
 channels (Kawamura et al., 2002). 

Not all vasodilators target potassium channels, however. NO has 
been found to dilate retinal pericytes at least in part by inhibiting 
VOCCs and Cl

Ca
 channels, thereby reducing depolarization and 

calcium entry into the cell and favoring dilation over constriction 
(Figure 2A; Sakagami et al., 2001a).

Cyclic nucleotides are frequently involved in the pathways by 
which receptor activation on pericytes leads to regulation of ion 
channels or MLCP (Figure 2A). Activation of PGI

2
 receptors or 

β-adrenoceptors, for example, elicits opening of BK
Ca

 channels via 
activation of adenylyl cyclase and production of cAMP (Quignard 
et al., 2003; Burnette and White, 2006) which, rather than activating 
protein kinase A (PKA), in this case produces activation of protein 
kinase G (PKG; Burnette and White, 2006). Even though PKG is 
more sensitive to cGMP than cAMP, cross-activation can occur as 
intracellular cAMP levels are generally much higher than cGMP 
levels, and PKG can become more sensitive to cAMP following auto-
phosphorylation (Smith et al., 1996). Alternatively, cAMP might 
decrease degradation of cGMP by phosphodiesterase V, boosting 
cGMP levels and thus PKG activity (Pelligrino and Wang, 1998). 
In other cell types, PKG activation also occurs in response to NO, 
because NO activates soluble guanylyl cyclase (sGC) to generate 
cGMP, which then activates PKG (Garthwaite, 2000). This seems to 
be the way in which pericytes respond to NO, as pericytes express 
both sGC (Fessenden and Schacht, 1997) and PKG (Tian et al., 1999) 
and the dilating effect of NO donors is mimicked by 8-Br-cGMP, a 
membrane permeable cGMP analog (Sakagami et al., 2001a), and 
prevented by inhibition of sGC (Haefliger et al., 1994).

Ion channels are not the only target of cyclic nucleotide path-
ways which evoke relaxation. Adrenomedullin, a vasoactive pep-
tide, which is expressed in CNS endothelial cells and neurons, and 
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It is possible that there is a contribution of small arterioles 
to some of the parenchymal changes that have been assumed to 
reflect changes in blood volume in capillaries, since the use of 
increased magnification has shown that some small arterioles 
may be present, and activity in these vessels may contribute to 
the localized changes which were earlier attributed to capillaries 
(Frostig et al., 1990; Berwick et al., 2008). There is, however, further 
support for a capillary basis for at least some parenchymal blood 
volume changes, as dilations and constrictions of cerebral capil-
laries have been observed in rat somatosensory cortex on forepaw 
stimulation (Stefanovic et al., 2008) and in rat cortex in response 
to hypercapnia (Hutchinson et al., 2006). Changes in blood vol-
ume or diameter in capillaries do not, in themselves, demonstrate 
active regulation of cerebral blood flow at the capillary level, as 
upstream arteriolar changes could also produce these effects in 
capillaries via an alteration in perfusion pressure. Nevertheless, 
tentative evidence for active control of capillary diameter was found 
by Charpak’s group (Chaigneau et al., 2003). If no active regulation 
occurs at the capillary level, all capillaries in an interconnected 
network should either dilate or constrict passively in response to an 
upstream increase or decrease of perfusion pressure. In rat olfactory 
bulb, however, odour stimulation only produced dilations in those 
capillaries within an activated olfactory glomerulus (approximate 
diameter: 200 μm), while capillaries just outside this glomerulus, 
though closely interconnected, did not respond (Chaigneau et al., 
2003). This suggests that active regulation of capillary flow can 
occur and that changes in capillary flow across the brain can occur 
on a spatial scale similar to that observed using optical imaging. 
Furthermore, a simple calculation suggests that, if the change in 
capillary diameter produced by pericytes in cerebellar slices also 
occurs in vivo, then capillary-level regulation could reduce vascular 
resistance sufficiently to contribute significantly to the blood flow 
increase evoked by neural activity (Peppiatt et al., 2006).

Such estimates of the magnitude of the effect on blood flow 
of altering capillary diameter depend on knowing the relative 
contributions of arterioles, capillaries and venules to the total 
vascular resistance, so that the effect of a decrease in resistance 
in one of these compartments can be assessed. Several models of 
blood flow through the cerebral vasculature have been formulated 
which address this issue, which yield estimates for the percentage 
of vascular resistance at the capillary level ranging from 16%, in 
a simple multicompartmental model (Lu et al., 2004), to 70% in 
a more complicated model incorporating branching, parallel ves-
sels, (which assumes that a constant arterial pressure is provided 
at the upstream end of the penetrating arterioles and a constant 
venous pressure is maintained downstream of the venules; Boas 
et al., 2008). Poiseuille’s law predicts that flow depends on the fourth 
power of the vessel radius, and can be used to estimate changes in 
vessel resistance following diameter changes (though as blood has 
cells suspended in it that are comparable in size to the capillary 
diameter, Poiseuille’s law is not strictly valid and will actually under-
estimate the effect of a change in capillary diameter as it neglects 
the energy required to deform blood cells at very narrow vessel 
diameters; Secomb, 1987). This means that a 2.1-fold increase in 
capillary diameter, as is seen after glutamate application to capillar-
ies in vitro (Peppiatt et al., 2006), would decrease capillary resistance 
by (at least) 20-fold, decrease total vascular resistance by between 

arterioles: in the hippocampus, for example, the average dis-
tance between a neuron and a capillary is 8–23 μm, depending 
on the cell layer, while the average distance between a neuron 
and an arteriole is 70–160 μm (Lovick et al., 1999). Capillaries 
therefore seem better placed than arterioles to rapidly detect any 
increase in neuronal activity and to respond to the requirement 
for increased blood flow. Of particular relevance to neuroimag-
ing studies, the greater density of capillaries also means that 
capillary-level regulation of blood flow could potentially allow 
more spatially-restricted changes in blood flow on occurrence of 
a localized increase in neuronal activity. Technological advances 
allowing the use of smaller voxel sizes in imaging techniques that 
employ blood oxygenation or blood volume as an indicator of 
neural activation (e.g. the blood-oxygen level dependent (BOLD) 
signal in functional magnetic resonance imaging, fMRI) may 
therefore reveal a finer level of spatial detail in the underlying 
neuronal activity than has previously been observed.

The in vivo evidence for regulation of capillary diameter by 
pericytes is somewhat patchy, however. Optical recordings have 
allowed comparison of the relative spatial scale of passive vas-
cular changes (i.e. the areas of increased oxygen extraction and 
deoxyhemoglobin formation due to increased neuronal activity) 
and active vascular changes, whereby changes in vessel resist-
ance lead to increases in cerebral blood flow and volume. While 
immediate increases in deoxyhemoglobin level localise well to 
regions of neuronal activity, suggestive of passive changes in blood 
oxygenation at the capillary level, later increases in blood flow 
and volume were originally found to cover much larger areas, 
suggesting that these occur at the level of arterioles and arteries 
(Iadecola et al., 1997; Vanzetta and Grinvald, 2008). More recently, 
however, evidence has been found that changes in cerebral blood 
flow and volume do occur on a more spatially-restricted scale, 
consistent with regulation of capillary blood flow. These stud-
ies find that when the interfering contribution of large surface 
vessels is removed, either at the analysis stage (Vanzetta et  al., 
2004), or by considering only the first (Frostig et al., 1990; Sheth 
et al., 2004) or last (Berwick et al., 2008) few seconds of the sig-
nal, localized increases of cerebral blood volume do occur in the 
parenchyma (assumed to represent the capillary network), with 
a spatial resolution of 100–400 μm, corresponding to the areas 
of cortex activated by whisker stimulation or by a single ocular 
dominance column in visual cortex (Frostig et al., 1990; Sheth 
et al., 2004; Vanzetta et al., 2004). From the relative spacing of 
capillaries and arterioles (see above), each capillary perfuses a tis-
sue volume with a diameter of 15–50 μm, while arterioles perfuse 
a volume of diameter 140–320 μm. Arterioles could therefore only 
provide spatially localized perfusion to a single activated column 
if the arteriole was located directly in the center of a given corti-
cal column, but if blood flow were regulated at the capillary level 
as well, the capillary network could easily provide this degree of 
spatial resolution. Indeed, dye injection of penetrating arterioles 
in rat barrel cortex found that although the area of tissue perfused 
by a single penetrating arteriole was roughly the same size as a 
cortical barrel, arteriolar domains did not match barrel domains, 
so spatial fine tuning by the microvessel network must occur in 
order to account for the specific change of perfusion in a single 
cortical barrel (Woolsey et al., 1996).
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been shown to propagate via gap junctionally coupled pericytes 
and endothelial cells in isolated retinal capillaries (Wu et al., 2006), 
suggesting propagated dilation between pericytes is plausible. As 
seen above, pericyte hyperpolarization is associated with dilation 
(Puro, 2007) but often only a fraction of pericytes demonstrate 
a visible alteration in tone, even when they are all electrophysi-
ologically responsive (e.g. Yamanishi et al., 2006). It may therefore 
be possible for a neuronal or astrocytic signal to reach capillaries 
and be signaled upstream to arterioles, as a hyperpolarization of 
the endothelium and pericytes, without an immediate alteration 
in capillary diameter. If so, pericytes across the capillary network 
may exist in different states of rigidity, depending on the vasoac-
tive signals they have received. Their relative tone could therefore 
dictate which capillaries become most perfused when increased 
flow arises from the arteriolar level. This would be consistent with 
increases in red blood cell content in specific capillaries (functional 
recruitment) which have been observed on electrical stimulation of 
rat cerebellar and somatosensory cortex (Akgoren and Lauritzen, 
1999; Schulte et al., 2003).

In summary, the spatial resolution of changes in cerebral blood 
volume following sensory stimulation is suggestive of regulation of 
flow at the capillary level, and dilations and constrictions of capil-
laries have been observed in vivo. Evidence for active regulation of 
capillary tone in vivo is more limited, however, though differential 
responses in interconnected capillaries suggest that it does occur. 
Although the limited evidence available points to the initiation of 
flow increases occurring at the arteriolar level, it remains to be seen 
whether or not arterioles are the primary site of the neuronal or 
astrocytic vasoactive signals reaching the vasculature. Further work 
will doubtless address whether capillaries contribute to upstream 
transmission of vasodilatory (or vasoconstrictory) signals and how 
these signals fine tune blood flow through the capillary network.

What are the implications of a possible capillary-level regula-
tion of blood flow for functional imaging studies? The most direct 
read-out of neuronal activity from the BOLD signal is the increase 
in deoxyhemoglobin level in capillaries due to increased oxygen 
extraction by active regions of cortex, but this “initial dip” is not 
easily detected (Vanzetta and Grinvald, 2008). Indeed it is possi-
ble that active capillary-level blood flow regulation could serve to 
decrease the initial dip, by increasing the amount of oxygenated 
blood present. As discussed above, blood volume changes with high 
spatial resolution have been detected optically in primary sensory 
cortices and the resolution limits are probably set by responses in 
the capillary network. These spatial resolution limits of 100–400 μm 
have not been possible previously using magnetic resonance imag-
ing (MRI), but as magnetic field strengths increase (Mangia et al., 
2009), and by orienting MRI slices to avoid large blood vessels 
(Vanzetta and Grinvald, 2008), resolution using the positive phase 
of the BOLD signal has improved to allow the detection of corti-
cal laminae (Goense and Logothetis, 2006), orientation columns 
(Yacoub et al., 2008) and olfactory glomeruli (Kida et al., 2002), 
with voxel diameters reaching 500 μm in humans and 200 μm in 
animals (Mangia et al., 2009), thus approaching the limits observed 
using optical techniques. What limits could capillary-level altera-
tions in blood flow therefore impose on the potentially achievable 
spatial resolution using MRI? In primary sensory cortices, the reso-
lution attainable with optical imaging methods corresponds to a 

15 and 67% and therefore increase blood flow by a factor of 1.18 
to 2.98 (for calculation see Peppiatt et al., 2006, Supplementary 
Material). Clearly experimental evidence is required to assess which 
of these values is more accurate, but adaptations of these models 
could be valuable to assess the effect of localized changes in capillary 
diameter on the spatiotemporal pattern of flow through upstream 
arterioles, parallel capillaries and downstream venules. Indeed, a 
recent model simulated capillary dilation over a relatively wide 
region and predicted spatially-restricted increases in flow that were, 
nevertheless, not confined to the area of dilation (Reichold et al., 
2009). Further modeling using more spatially limited regions of 
capillary dilation and more anatomically accurate representations 
of the capillaries will be valuable for generating predictions as to the 
likely impact of pericyte-mediated capillary diameter regulation.

As well as looking at the spatial patterns of changes in vessel 
diameters, the relative time courses of haemodynamic changes in 
parenchymal and arteriolar compartments can also be examined to 
understand the mechanisms by which changes in vessel resistance 
are co-ordinated. If capillaries dilate before arterioles, it is likely that 
they, rather than arterioles, “sense” the requirement for increased 
blood flow. If, however, capillaries respond later than arterioles, 
then arterioles are presumably the initial sensor, with capillary dila-
tion occurring as a passive response to increased pressure or via 
an independent (slower) active dilation pathway. Two studies have 
found the early parenchymal increase in deoxyhemoglobin con-
centration in visual cortex, observed after visual stimulation, to be 
accompanied by a local increase in parenchymal total hemoglobin 
that is well localized to activated cortical columns (Malonek and 
Grinvald, 1996, indicating capillary-level regulation) and which 
occurred before blood flow to the region increased (Malonek et al., 
1997). This was interpreted as representing a small degree of capil-
lary dilation, possibly recruiting blood cells from other capillar-
ies, before later upstream increases in blood flow (Malonek and 
Grinvald, 1996; Malonek et al., 1997). Most studies, however, do not 
observe this and find that arteriolar flow changes following sensory 
or electrical stimulation occur at the same time (Matsuura et al., 
1999; Li et al., 2003; Hillman et al., 2007), or just before (Vanzetta 
et al., 2005) changes in capillary perfusion, suggesting that at least 
the predominant hemodynamic changes originate upstream of 
capillaries, rather than dilation by capillaries being retrogradely 
conducted to arterioles.

If retrograde transmission of dilation does not occur, then an 
important question arises. At what level is increased neuronal activ-
ity communicated to the vasculature? Is a local increase in neuronal 
activity signaled directly to a distant arteriole, e.g. via the astrocytic 
syncytium (Gordon et al., 2007) or does the signal reach the vascu-
lature more directly, at the (nearer) capillary, without necessarily 
producing a diameter change? In skeletal muscle, local muscle fibre 
stimulation produces a current and calcium change in local capil-
lary endothelial cells and elicits upstream arteriole dilation (without 
local capillary dilation; Sarelius et al., 2000; Murrant et al., 2004). 
It seems this signal is communicated in part, but not exclusively, 
by electrotonic current spread through endothelial gap junctions 
(Sarelius et al., 2000). Propagated dilation has been observed from 
cerebral arterioles to arteries (Iadecola et al., 1997) but has not been 
observed in cerebral capillaries, though propagated constriction has 
been reported (Peppiatt et al., 2006) and hyperpolarizations have 
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to involve generation of superoxide by endothelial cells, and, at 
least in part, a decrease of NO bioavailability (Thomas et al., 1996; 
Iadecola et al., 1999; Niwa et al., 2001). As pericytes are likely to also 
be involved in neurovascular coupling it is probable that β-amyloid 
will have similar effects on the regulation of capillary diameter. 
Thus, initially low levels of β-amyloid may produce free radicals 
and hence endothelial damage, capillary constriction and impaired 
neurovascular coupling (Figure 3A). This reduction of the energy 
supply to the brain may increase neuronal damage, and the decrease 
in flow may also further impair β-amyloid clearance causing amy-
loid to accumulate further in a vicious cycle, since blood flow sup-
ports protein clearance via the perivascular space and across the 
blood-brain barrier (Ball et al., 2010). Capillaries may, in fact, be 
particularly sensitive to β-amyloid-mediated damage, as β-amyloid 
is more toxic to cultured pericytes than to vascular smooth muscle 
cells (Verbeek et al., 1997), so alterations in β-amyloid clearance and 
neurovascular coupling may occur even earlier in capillaries than 
in larger blood vessels. It is therefore of importance to establish the 
role of capillaries in impaired vascular function in order to fully 
understand the pathogenesis of Alzheimer’s disease and, hopefully, 
to identify potential novel drug targets to treat the disease.

Of relevance to functional imaging studies, low levels of β-amyloid 
disrupt basal CBF and neurovascular coupling before affecting neu-
ronal activity (as assessed by rates of glucose utilisation; Niwa et al., 
2000, 2002). Early changes in the BOLD signal related to vascular 
malfunction are therefore likely to occur in people who will go on to 
develop Alzheimer’s disease, before the onset of neuronal death or 
cognitive decline. Importantly, as these changes are due to vascular 
abnormalities, not altered cortical processing, they could confound 
the interpretation of functional imaging studies on subjects with 
premorbid Alzheimer’s disease. It is therefore important to con-
sider the potential effects of altered neurovascular coupling due to 
Alzheimer’s disease, or other age-related conditions, in the design 
of studies using older people (D’Esposito et al., 2003).

Cerebral Ischaemia
Cerebral ischaemia has long been known to disrupt cerebral blood 
flow at the capillary level. Following transient focal ischaemia, after 
a brief period of reactive hyperaemia, cerebral blood flow is reduced, 
even after removal of arterial occlusion (Leffler et al., 1989), and 
many cerebral capillaries show poor reperfusion of blood cells (del 
Zoppo et al., 1991; Mori et al., 1992). This low reflow phenomenon 
occurs, in part, due to blockade of capillaries by activated polymor-
phonuclear leukocytes (Mori et al., 1992) and of post-capillaries by 
activated aggregating platelets and fibrin deposition (del Zoppo, 
2008). Activation and increased adherence of these species occurs 
as a consequence of blood-brain barrier breakdown (del Zoppo, 
2008) and is detrimental to the brain, since preventing loss of ves-
sel patency by inhibiting platelet binding to fibrin decreases both 
microvessel occlusions and infarct volume (Choudhri et al., 1998; 
Abumiya et al., 2000). Recently, however, pericytes have also been 
shown to constrict capillaries soon after the onset of simulated 
retinal ischaemia, and after transient cerebral ischaemia followed 
by reperfusion (Peppiatt et al., 2006; Yemisci et al., 2009). In the 
latter study, capillary patency and infarct size was improved by 
blocking NO synthesis or by scavenging superoxide, and labeling for 
3-nitrotyrosine (a product of peroxynitrite-mediated reactions) was 

functional cortical column, and where responses are bigger than 
a single column, this has been suggested to reflect the underlying 
spread of neuronal activity, rather than a poorly localized blood 
flow response (Berwick et al., 2008). In other words, the potential 
resolution of the vascular response may be significantly greater 
than is apparent when imaging primary sensory cortices. It would 
therefore be valuable to compare vascular responses in regions 
where more spatially localized neuronal firing occurs in response 
to physiological stimulation, in order to assess whether, in these 
regions, different stimuli or tasks generate spatially different vas-
cular responses, hopefully reflecting differences in the underlying 
pattern of neuronal firing. It is conceivable that different vascular 
responses could occur with a much finer spatial resolution, approxi-
mating the spatial density of capillaries (20–40 μm).

Pericytes and Pathophysiology
Pericyte damage has been linked with several different pathological 
conditions. For example, changes in pericyte morphology at the elec-
tron microscope level, suggestive of decreased function and degen-
eration, have been reported in brain tissue from epilepsy (Liwnicz 
et al., 1990) and multiple sclerosis (Claudio et al., 1995) patients, 
while pericyte coverage of capillaries from aged rats is less than in 
younger controls (Heinsen and Heinsen, 1983). In spontaneously 
hypertensive rats, conversely, more αSMA-expressing pericytes are 
found on brain capillaries (Herman and Jacobson, 1988), suggesting 
that pericytes may be more able to modulate capillary diameter in 
hypertension, an effect which may either contribute to cardiovascu-
lar disease or be adaptive. There is more substantial evidence, how-
ever, showing changes in CNS pericytes in three major conditions: 
Alzheimer’s disease, diabetic retinopathy and cerebral ischaemia.

Alzheimer’s Disease
Amyloid deposits within degenerating pericytes have been observed 
in the brains of patients with early onset familial (Wisniewski et al., 
1992) and normal sporadic Alzheimer’s disease (Szpak et al., 2007), 
and exposure to and internalisation of β-amyloid is toxic to peri-
cytes (Verbeek et al., 1997; Wilhelmus et al., 2007). Accumulation 
of β-amyloid around capillaries and larger vessels of Alzheimer’s 
disease patients is thought to occur because the perivascular space 
represents an important clearance pathway for β-amyloid from the 
interstitial fluid surrounding brain cells (Preston et al., 2003; Carare 
et al., 2008). Proteins are normally removed from the perivascular 
space via the lymphatic drainage pathways or by transport across 
the blood-brain barrier (Weller et al., 2008). Indeed, pericytes may 
be directly involved in β-amyloid clearance across the blood-brain 
barrier as they express proteins that can act as β-amyloid recep-
tors and can internalise β-amyloid (Wilhelmus et  al., 2007). In 
Alzheimer’s disease β-amyloid clearance is insufficient, either due to 
overproduction of β-amyloid or, as now seems more likely (Zlokovic 
et al., 2005), due to decreased functioning of the clearance pathways 
(Weller et al., 2008), so β-amyloid accumulates, forming aggregates 
or plaques. The presence of β-amyloid produces vasoconstriction, 
endothelial cell damage and a decrease in cerebral blood flow in 
larger blood vessels (Thomas et al., 1996; Niwa et al., 2001), and 
also reduces the reactivity of cerebral blood vessels to neuronal 
activity or to endothelium-dependent vasodilators (Iadecola et al., 
1999; Niwa et al., 2000). The mechanism for these changes seems 
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Interestingly, several electron microscopic studies have observed 
a migration of pericytes away from the vessel wall following global 
ischaemia and reperfusion (Takahashi et  al., 1997; Gonul et  al., 
2002; Melgar et  al., 2005). This migration began at around the 
same time as the period of secondary hypoperfusion and continued 
for at least 12–24 h, by which time pericytes could be observed 
several microns away from the capillary in the neuropil (Melgar 

found on capillaries, suggesting both that peroxynitrite formation 
might underlie the constriction of capillaries by pericytes (Yemisci 
et al., 2009) and that this constriction reduces energy supply to the 
brain sufficiently to exacerbate neuronal damage. Thus capillary 
blockade both by activated platelets and leukocytes, and by pericyte 
constriction, can decrease cerebral blood flow and increase neuro-
nal damage following transient ischaemia (Figure 3B).

Figure 3 | Alterations in pericyte function in disease states. (A) In 
Alzheimer’s disease, β-amyloid removal across the blood-brain barrier slows so 
β-amyloid aggregates are formed around blood vessels. β-amyloid is toxic to 
pericytes and produces superoxide (O2•

−), which scavenges NO, forming 
peroxynitrite (ONOO−) and constricting vessels. (B) After cerebral ischaemia, the 
energy supply to an ischaemic region is not fully restored as many capillaries fail 
to reperfuse due to blockade by polymorphonuclear leukocytes, generation of 

reactive oxygen species and capillary constriction. (C) In diabetic retinopathy, 
high glucose levels trigger pericyte apoptosis and capillary malfunction via 
activation of protein kinase C δ (PKCδ) and p38α mitogen activated protein 
kinase (p38αK). Reactive oxygen species (ROS) are generated, producing 
apoptosis via nuclear factor κB (NF-κB) activation and Src homology-2 
domain-containing phosphatase-1 (SHP-1) is activated, which inhibits PDGFR-β, 
decreasing activity of pro-survival pathways and further promoting apoptosis.
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1998). Geraldes et  al. (2009) showed that levels of PKCδ, a novel 
PKC isoform (Sampson and Cooper, 2006) which is expressed in 
retinal pericytes, are increased by high glucose concentrations or by 
an animal model of diabetes (Figure 3C). Conversely, knockout of 
PKCδ prevents diabetes from inducing pericyte loss and prevents the 
development of retinopathic features such as acellular capillaries and 
increased vascular leakage. Using knockout mice and cultured retinal 
pericytes, PKCδ activation was found to increase p38α MAPK phos-
phorylation and activation, the effects of which were to increase both 
reactive oxygen species-mediated activation of NF-κB and expres-
sion of Src homology-2 domain–containing phosphatase-1 (SHP-1), 
a novel target for p38 α MAPK (Geraldes et al., 2009). SHP-1, which 
inhibits the PDGFR-β (Yu et al., 1998), prevented phosphorylation 
of the pro-survival targets Akt and ERK in response to endothelial 
PDGF-B (Geraldes et al., 2009). Both NF-κB activation (Romeo et al., 
2002) and decreased phosphorylation of Akt and ERK trigger apop-
tosis in pericytes and other cell types (Liu et al., 2000; Geraldes et al., 
2009). Endothelial cell-pericyte communication via PDGF-B is there-
fore critical for maintaining phosphorylation of pro-survival targets in 
pericytes and disruption of this pathway by increased activity of PKCδ 
and its downstream targets, in response to high glucose levels, leads to 
pericyte loss and the development of retinopathy (Figure 3C).

The manner in which pericytes malfunction in disease highlights 
their importance in roles from controlling vessel tone and capillary 
perfusion, to maintenance of the blood-brain barrier and stabilis-
ing capillary structure. Further understanding of the pathways that 
are compromised and lead to pericyte death and malfunction in 
different pathological conditions is likely to be important for the 
development of new pharmaceutical targets. Equally, the concept 
that conditions such as stroke and Alzheimer’s disease, in addition 
to producing cognitive impairments, can also alter neurovascular 
coupling at all levels of the cerebrovascular system, is important not 
only for understanding disease progression but also when interpret-
ing the BOLD signal in studies using these patient groups.

Overall Conclusions
Pericytes have convincingly been demonstrated to constrict or dilate 
in response to many different neurotransmitters and vasoactive 
molecules, and many of the second messenger pathways that lead to 
constriction or dilation have been elucidated. As yet, however, their 
behavior following physiological neuronal activity has not been 
conclusively revealed in vivo. It remains to be seen whether pericyte-
mediated neurovascular coupling at the capillary level plays an impor-
tant role in generating the blood flow response to localized neuronal 
activity, and what the role of pericytes and capillaries is in signaling a 
requirement for increased flow to upstream arterioles and arteries. As 
altered pericyte function is associated with several pathological condi-
tions, in terms of their contractile state and other roles such as main-
tenance of the blood-brain barrier and provision of macrophages or 
precursors to the neuropil, increased knowledge of pericyte physiology 
and pathophysiology will be critical for further understanding disease 
processes, for developing new treatments, and for understanding the 
contribution of pericytes to functional imaging signals.
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et al., 2005). The function of pericyte migration is not clear, but 
in a model of traumatic brain injury, in which pericyte migration 
was also observed, those pericytes which did not migrate showed 
cytoplasmic changes consistent with degeneration, suggesting that 
migration may protect the pericyte from death (Dore-Duffy et al., 
2000) (or that pericytes which died rapidly could not migrate). 
Alternatively, pericytes could be acting as macrophages (Thomas, 
1999), to clear up debris from degenerating neurons, or may even 
be primed to replace dying cells as, in culture at least, pericytes can 
differentiate into neuronal, astroglial and oligodendrocytic pheno-
types (Dore-Duffy et al., 2006). Further study is therefore required 
to investigate whether pericyte migration is beneficial or damaging 
to functional recovery from ischaemia, which pathways control this 
phenomenon and whether any elements of these pathways could 
potentially be manipulated by therapeutic interventions.

Diabetic retinopathy
Pericytes are more numerous on retinal capillaries than in any other 
vascular bed in the body (Frank et  al., 1987; Shepro and Morel, 
1993). Their loss in the retina occurs at the earliest stages of diabetic 
retinopathy (Cogan et al., 1961) and is associated with subsequent 
microaneurysms, haemorrhages, blocked capillaries and changes to 
the basal lamina. Later, in some patients, blindness can occur as the 
disease progresses to the proliferative stage, characterized by oedema 
over the macular region and angiogenesis, which obscures vision and 
threatens sight (Motiejunaite and Kazlauskas, 2008; Antonetti, 2009). 
Communication between pericytes and endothelial cells seems to be 
critically important for maintaining pericytes’ presence on retinal cap-
illaries. Platelet-derived growth factor-B (PDGF-B) is produced by 
endothelial cells, while its receptor, PDGFR-β is expressed on pericytes 
(Figure 3C). Mice in which PDGF-B is knocked out are not viable and 
die as embryos with an absence of brain pericytes and evidence of lethal 
haemorrhages (Lindahl et al., 1997). Heterozygotes survive, though 
with a 30% reduction in the number of retinal pericytes (Hammes 
et al., 2002). These mice also display retinal microaneurysms and an 
increased number of acellular capillaries (consisting of tubes of basal 
lamina empty of endothelial cells and pericytes). The number of peri-
cytes decreases further (in comparison to both diabetic controls and 
nondiabetic PDGF-B+/− mice) if the mice are made diabetic, and the 
retinopathy worsens. In addition, in response to hypoxia, they show 
more de novo angiogenesis than do controls (Hammes et al., 2002). 
Mice with selective endothelial ablation of the PDGF-B gene are also 
viable and show a wide variation in the number of pericytes present 
on vessels (Enge et al., 2002). The pericyte density on CNS capillaries 
turns out to be negatively correlated with the degree of retinopathy, 
including regressed capillaries and microaneurysms, and prolifera-
tive retinopathy was found in all animals where pericyte density on 
CNS capillaries was decreased by more than 50% (Enge et al., 2002). 
Together these studies suggest that PDGF-B signaling from endothe-
lial cells to pericytes is important for their association with capillaries 
and that this association is important for preserving capillary stability, 
maintaining vessel wall tone (to prevent microaneurysm formation) 
and preventing both vessel regression and excessive angiogenesis.

A recent paper has cast light on how diabetes may disrupt PDGF-B 
signaling and thus disrupt pericyte association with retinal capillar-
ies (Geraldes et al., 2009). PKC activity has been previously linked 
with hyperglycaemia-mediated vascular dysfunction (Koya and King, 
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the morphology and functionality of the pial vessels, mainly using 
optical methods on the exposed cortical surface. At the other end of 
the vascular tree, the capillary level, there are ample studies explor-
ing their structural nature using a large arsenal of histochemical 
approaches. Only recently have the functional properties of the cap-
illaries been investigated, using focal and with limited field-of-view 
(FOV) optical techniques such as Two-Photon imaging (Kleinfeld 
et al., 1998; Schaffer et  al., 2006). Connecting these two groups 
is a cluster of intracortical vessels, which branch off from large 
cortical surface vessels, penetrate the cortex at approximately right 
angles, and extend down to the capillary level deep within the tis-
sue. However, data describing their morphology is limited, and 
their functional properties are largely a mystery. This is mainly 
due to technical limitations of accessing these vessels; the intra-
cortical vessels, as their name implies, are embedded within the 
tissue. While relatively little is known about them, their strategic 
positioning within the cortical tissue may play a significant role 
in blood flow regulation at the sub-millimeter scale – the level of 
fundamental functional units – the cortical columns (Lorente de 
No, 1938; Mountcastle, 1957).

Furthermore, the current understanding of the vascular origins 
of the blood oxygenation level dependent (BOLD) mechanism, 
the most commonly used fMRI contrast, is based on theoretical 
modeling and assumptions (Boas et al., 2008); little experimental 
validation exists to support or challenge such models with regard to 

Introduction
All hemodynamic mapping techniques are bound by the underlying 
vascular network. Functional brain imaging techniques such as 
functional MRI (fMRI) and optical imaging of intrinsic signals rely 
on the apparent close coupling between neuronal activity and local 
changes (typically increases) in blood supply (Roy and Sherrington, 
1890). Numerous studies have focused on the relationship between 
neuronal activity and the mechanisms of local blood flow modula-
tion (e.g., Logothetis et al., 2001; Kim et al., 2004). The ultimate 
spatial resolution of any hemodynamic-based functional mapping 
technique will rely on the morphology of the underlying vascu-
lature supplying the region and on the controlling mechanisms 
regulating the flow to the region. The first direct evidence to sup-
port such correlation between neuronal activity (as determined 
by hemodynamic mapping signals) and the fine vascular system 
was provided by Harrison et al. (2002). In combined optical imag-
ing and corrosion cast preparation in the auditory cortex, it was 
demonstrated that intrinsic optical signals were spatially associated 
with a specific capillary bed. However, because optical imaging is 
recording signals from the cortical surface, the measured signals are 
a 2-D representation of a 3-D vascular network system, including 
non-specific surface vessels.

In general terms, the cortical vasculature system can be described 
by three basic elements: arteries, veins and the fine vascular network, 
i.e., the capillary bed. A large body of literature exists describing 
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its vascular origin (Turner, 2002). Therefore, a better understanding 
of the vascular system and its spatial correlation with the hemo-
dynamic mapping signal is desperately needed. With the goal of 
understanding blood flow regulation at the columnar level, we focus 
our research efforts on these intracortical-level vessels.

In the literature, the intracortical vessels are usually divided into 
six main groups, following the Duvernoy classification (Duvernoy 
et  al., 1981). Group 1 is composed of vessels which reach layer 
I (neuronal layer). Group 2 reaches the superficial parts of the 
pyramidal layers (III). Vessels in group 3 are the most numerous; 
they penetrate as far down as layer IV, which is also the most heavily 
vascularized. Group 4 reaches the uniform layer and inner limit of 
subcortical white matter. Group 5 is comprised of arteries and veins 
that pass through and vascularize the cortex as well as the adjacent 
white matter. Group 6 is a special group of arteries including large 
arteries, which pass through the gray matter without branching 
and only vascularize the white matter.

The cortical drainage has a surprisingly regular organization 
(Duvernoy, 1999). The diameters of intracortical veins are, to some 
extent, less available in the literature than their arterial counterpart. 
Fixation and embedding the tissue often deform the veins, there-
fore, diameter measurements taken after sectioning are often lower 
then those obtained with vascular casting (Roggendorf et al., 1978). 
The principle intracortical vein (V5) has a diameter of 120–125 μm, 
where groups 4 (V4), 3 (V3), and 2 (V2) have an average diameter 
of 65, 45, and 30 μm, respectively (Duvernoy et al., 1981).

Similar to the venous system, the intracortical arteries can be 
classified into six groups. However, arteries of groups 2 and 3 are 
by far the most numerous, presumably because these vessels mainly 
supply the granular layers with the highest metabolic activity. These 
are followed by arteries in group 4 and then 5 (Duvernoy et al., 
1981). Arteries in group 6 are found in relatively low numbers, and 
those in group 1 are found even less frequently. Arteries, in general, 
have smaller diameters than their venous counterpart. Arteries in 
group 6 have a large variability in diameter, ranging from 50 to 
240 μm. Arteries of group 5 range from 30 to 75 μm and arter-
ies in groups 2, 3, and 4 have vessels diameters of 15–25, 15–30, 
and 30–40 μm, respectively (Duvernoy et al., 1981). Within gray 
matter, capillaries of 3–5 μm diameter (Tieman et al., 2004) and 
mean length 200 μm drain into venules of 10–20 μm in diameter. 
In the tangential plane, there are differences in the vascular density 
according to the cortical layers (Duvernoy et al., 1981; Tieman et al., 
2004). Higher capillary density is usually found across the middle 
layers (layers III/IV). Interestingly, a better correlation was reported 
between the vascular density and the number of synapses, not the 
number of neurons (Wolff, 1976).

As described above, our current knowledge of the intracortical 
vessels are mainly coming from human post-mortem (Duvernoy 
et al., 1981; Duvernoy, 1991; Reina-De La Torre et al., 1998; Lauwers 
et al., 2008) or ex vivo animals (Woolsey et al., 1996; Harrison et al., 
2002) studies. The majority of columnar (Kim et al., 2000; Duong 
et al., 2001; Zhao et al., 2005) and laminar (Harel et al., 2002; Silva 
and Koretsky, 2002; Goense and Logothetis, 2006; Harel et al., 2006; 
Zhao et al., 2006) fMRI studies are currently done in rats, cats and 
monkeys, where little is known about the intracortical vessels in 
these species. More specifically, in the cat model, which is being used 
extensively in electrophysiology, optical imaging, and fMRI studies 

for understanding neurovascular coupling (Malonek and Grinvald, 
1996; Malonek et al., 1997; Thompson et al., 2003), the literature 
describing these vessels is generally inadequate or non-existent. 
Thus, since fMRI is currently the chief investigation tool that can 
resolve hemodynamic changes transversely across the cortical tissue 
and without depth limitation, it is crucial to relate the fMRI signal 
changes with the underlying vascular morphology with the goal 
of a better understanding of blood flow regulation, which may in 
turn results in tools for improving the spatial specificity of human 
brain mapping.

Methods/Results
Here, we describe recent advances in MRI methodology that 
allows for imaging of the intracortical vessels in vivo, at resolu-
tions approaching the macroscopic level. In addition, we describe 
recent developments in high-resolution fMRI studies in humans 
that successfully resolved cortical columns.

High-resolution imaging of intracortical vessels
Utilizing the advantages of high magnetic field (9.4  T) high-
resolution 3D gradient echo images were acquired in the cat visual 
cortex (Figure 1). Using a combination of endogenous BOLD con-
trast, an exogenous iron-oxide contrast agent and time-of-flight 
(TOF) micro-angiography we developed an imaging scheme that 

Figure 1 | Maximum intensity projections (MIPs) of the 3D volume of a 
cat brain viewed in (A) coronal and (B) axial orientations. The axial 
projection (B) was performed over the full acquisition volume, whereas the 
coronal projection (A) was produced from a narrow slab indicated by the 
yellow lines in (B). The coronal view clearly shows the uniform organization of 
intracortical vessels. The axial view is dominated by the vessels on the pial 
surface. Figure modified from Bolan et al. (2006).
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Most distinctive are the vessels that penetrate into the cortical 
tissue, i.e., gray matter, nearly perpendicular to the pial surface, and 
run down to the white matter and beyond. Furthermore, this data 
is a clear example, and to some extent, a validation of our earlier 
findings of the largest BOLD signal changes observed at, or adja-
cent to, the large surface vessels (Harel et al., 2006). Additionally, 
the coronal view (Figure 1A) shows the uniformity and orderly 
organization of the intracortical vessels found in the cat visual 
cortex (Bolan et al., 2006).

Time-of-Flight scans and vessel classification maps
The technique of 3D TOF micro-angiography is used to generate 
images of the arteries and is demonstrated in Figure 2. In the exact 
setup as the images shown in Figure 1, a transverse slab (thickness 
2 mm) was positioned in the center of the cortex, so that the supe-
rior edge of the slice passed through the sagittal sinus (Figure 2A). 
The vertical position of the slice is critical for producing proper 
flow weighting in the intracortical arteries running perpendicular 
to the cortical surface. The flip angle (30°) is greater than the Ernst 
angle for both blood and cortical gray matter so the spins inside 
the slice are saturated and show low signal. Blood that flows into 
the slice is not saturated, and therefore gives a higher signal than 
blood that has remained inside the slice for one or more excitations. 
This effect is called the TOF or inflow effect. In Figure 2A, the red 
arrows show an example of a bright vessel in both views. Other 
bright vessels are evident, particularly in the axial view in which 
most of the larger intracortical vessels are oriented perpendicular 
to the image plane. Blue arrows point to veins which are dark due 
to the BOLD effect (Figure 2A). Thus, Figure 2 demonstrates the 
ability to first, image the intracortical vessels and second, differ-
entiate and show a clear separation of arteries and veins within 
the image volume across (tangential) the tissue. Figure  2B dis-
plays a vessel classification map, a single axial slice across primary 

provided highly detailed image volume with high specificity for 
distinguishing between arteries and veins within the cortex (see 
below). The acquisition parameters included: TR/TE = 32.4/5.5 ms, 
FOV 20 mm × 20 mm × 5 mm, matrix 256 × 256 × 32. The images 
were reconstructed by windowing with a symmetric Tukey window 
affecting 20% of pixels on each edge of k-space, zero-filling to twice 
the native acquisition matrix and Fourier transforming, producing 
a reconstructed resolution of 39 μm × 39 μm × 78 μm (for more 
details Bolan et al., 2006).

To further enhance the sensitivity to the microvasculature, a 
bolus administration of monocrystalline iron oxide (MION), an 
exogenous contrast agent, was used to delineate smaller cortical 
vessels that are not visible under normal imaging conditions. 
MION is an intravascular iron-oxide based contrast agent. It is 
superparamagnetic with a very high R2 relaxivity which remains 
in the intravascular space (particle size 22 nm) and has a long 
blood half-life (Shen et al., 1993). When used in high concen-
trations, as shown here, the increased intravascular T2 relaxa-
tion dominates the signals, causing both arteries and veins to 
appear dark in gradient echo images (Park et al., 2008). Figure 1 
demonstrates a reconstruction method used to visualize, in great 
details, the entire vascular network that can be resolved under 
the current acquisition resolution. An example of a 3-D image 
using maximum intensity projection (MIP), commonly employed 
for visualizing MR angiographic data, is shown. The projections 
were created directly from the volumetric image with no manual 
modifications. The axial projection (Figure 1B) was performed 
over the full acquisition volume, whereas the coronal projection 
(Figure 1A) was produced from a narrow slab indicated by the 
yellow lines in (b). These images, particularly the coronal view 
(Figure  1A), give a good overview of the relatively larger sur-
face vasculature and more intriguing, a view of the intracortical 
vascular architecture.

Figure 2 | Vascular model of cat visual cortex. (A) An example of 3D 
time-of-flight (TOF) microangiography in the cat visual cortex. The axial excitation 
slab (Slab) was positioned so that its superior edge passed through the sagittal 
sinus (SS), as can be seen in the coronal view. Arteries, indicated by red arrows, 
are bright due to unsaturated blood flowing into the slab. Veins, indicated by blue 

arrows, are dark due to their elevated concentration of deoxyhemoglobin (the 
BOLD effect). (B) A dorsal view close up showing in greater details vessels 
classifications using the TOF and BOLD techniques; Veins: blue, Arteries: red. 
(C) 3D surface rendering of the vessels identified throughout the entire imaged 
volume. Figure modified from Bolan et al. (2006).
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vascular compartments (Harel et al., 2006). These features are more 
evident when the fMRI signal changes are plotted as iso-amplitude 
contour lines and are combined with the vascular model as shown 
in Figure 3B. These preliminary experimental data demonstrate 
the feasibility of potentially detecting stimulus-induced blood flow 
changes at extreme high-resolutions and throughout the gray mat-
ter volume. Furthermore, these signal changes can now be spatially 
correlated with the underlying vascular system, relating these blood 
flow changes to a specific subset of the vascular units within the 
imaged volume.

Functional MRI reveals cortical columns in human
Capitalizing on the advantages of high magnetic fields systems, 
which offers increases in both the sensitivity as well as the specificity 
of MR detectable functional signals, the spatial and temporal reso-
lutions of fMRI studies continue to be pushed allowing mapping of 
smaller and smaller functional properties of cerebral cortex.

A fundamental property of the cerebral cortex is the spatial 
localization of function. Within a defined cortical region, neurons 
sharing similar functional properties are often clustered together 
spanning from the pial surface to the white matter, thus form-
ing a column-like functional unit. Initially, Mountcastle (1957) 
described the columnar organization of the somatic sensory cortex, 
which was followed by the work of Hubel and Wiesel (1962, 1965), 
who mapped the columnar organization of the visual cortex. This 
functional parcellation extends in the millimeter to sub-millimeter 
domain. In visual cortex, preference to right or left eye (ocular 
dominance), direction of motion (Weliky et  al., 1996), spatial 
frequency (Issa et al., 2000), and orientation (Hubel and Wiesel, 
1963, 1977; Blasdel and Salama, 1986; Bonhoeffer and Grinvald, 
1991) have all been characterized in animals. In humans, the first 
example of such functional domains to be identified was ocular 
dominance columns (ODCs). Initially, they were observed using 
anatomical staining techniques in the post-mortem human brain 
(Horton and Hedley-Whyte, 1984) followed by functional deline-
ation with fMRI (Menon et al., 1997; Dechent and Frahm, 2000; 
Cheng et al., 2001; Yacoub et al., 2007). They were found to be 
about 1 mm in width organized in a periodic layout in primary 
visual cortex. However, the unique anatomical connections from 
the lateral geniculate nucleus up to the cortex that give rise to this 

visual cortex of the cat in which intracortical visible vessels were 
classified as vein or artery, using the TOF and BOLD effect method 
as described above. A large number of vessels can be identified in a 
single slice, as shown in Figure 2A. By combining several imaging 
schemes, namely susceptibility-weighted and TOF images, along 
with 3D image-processing and display methods, we have developed 
a technique by which we can identify and classify the intracortical 
vessels as veins or arteries in vivo.

   With the full 3D information, the extent of each vessel’s 
penetration into the cortex can be determined as is shown by 
the 3D surface rendering of the vessels (Figure 2C). Vessels can 
then be classified using the method of Duvernoy et al. (1981). It 
appears that the majority of the arteries visible in these images are 
of classes A4 and A5, meaning they extend into the deep cortical 
layers (A4) or continue into the underlying white matter (A5). 
The veins also vary in their penetration, and fall into the classes 
V4 and V5 of Duvernoy et al. (1981). The smallest vessels that 
are reliably detectable with this imaging method, the A4 arteries, 
are reported to have diameters of 30–40 μm in human subjects 
(Duvernoy et al., 1981). Smaller vessels (A1-3, V1-3) are visible 
in the post-MION images, but are not clearly identifiable in the 
flow-weighted images. Based on this reasoning, the majority of the 
penetrating vessels seen in these images probably have diameters 
in the 50–100 μm range.

   It is obvious from the data that the distribution of arteries 
and veins is not completely random. The largest veins oriented 
perpendicular to the cortical surface are the principle intracortical 
veins. These are spaced 1–1.5 mm apart, and are surrounded by a 
network of smaller veins and arteries oriented in the same direction 
(Bolan et al., 2006). This morphological organization is consistent 
with previous ex vivo studies in cats (McHedlishvili and Kuridze, 
1984) and humans (Duvernoy et al., 1981) and is in agreement with 
the “vascular unit” as was suggested by Duvernoy’s model. Thus, 
the data shown here suggests an orderly structure of the vascular 
system found in the cat cortex; Furthermore, they demonstrate the 
capabilities of high-field MRI to identify and resolve these small 
vascular features in vivo.

High-resolution fMRI and its correlates with the 
vascular model
In several cats we obtained functional MR images signals from the 
primary visual cortex following a visual stimulation task. Eight 
slices with image resolution of 250 μm × 250 μm × 500 μm were 
acquired. The functional maps were confined to primary visual 
cortex and followed the expected pattern of activation (Harel 
et  al., 2002, 2006; Zhao et  al., 2004). Figure 3A shows a BOLD 
functional map for a single axial slice across primary visual cor-
tex (area 18); in addition, a 3-D surface rendering of the vessels 
(similar to Figure 2C) is displayed (Figure 3B). Several interesting 
features are evident from the data: first, the pattern of the stimulus-
induced MR signal changes in the transverse plane had a patchy 
appearance and was found to be non-uniform across the cortex. 
As expected from theoretical and modeling studies, it appears that 
the regions with larger BOLD changes are associated with regions 
of large principal veins (blue). More intriguingly, these patterns of 
activations changed as a function of distance from the surface (i.e., 
deeper into the gray matter) implying the involvement of different 

Figure 3 | Co-registration of fMRI maps with the underlying vascular 
model. (A) A representative axial slice across marginal gyrus in the cat 
primary visual cortex. Orange-to-yellow colors represent voxels that exhibit 
BOLD signal changes that was correlated with the stimulus paradigm. (B) 3D 
surface rendering of the veins and arteries (blue and red, respectively) within 
the imaged volume overlaid with iso-amplitude contour lines of the BOLD 
signals changes.
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demonstrate the ability and maturity of high-field MRI to resolve 
functional units (cortical columns) in humans (Yacoub et al., 2008), 
features that were previously shown only via invasive approaches 
in animal studies.

While this achievement was a substantial leap in human fMRI 
studies, the methodological aspect was not ideal. Due to technical 
limitations, all the high-resolution, sub-millimeter fMRI studies 
were limited to single-slice acquisitions and small FOVs, thus the 
functional maps are a 2-D representation of a complex 3-D brain 
structure. The use of a single slice requires an “optimal” slice pre-
scription carefully chosen based on a flat imaged plane with minimal 
curvature of gray matter, ultimately limiting the general application 
of these methods to pre-screened subjects. Furthermore, with this 
limited imaging volume, slight motion by the subject is detrimental, 
as post-processing motion correction algorithms are very limited 
under these conditions.

Although advantageous due to increases in spatial specificity 
and functional sensitivity, high magnetic fields have historically 
been limited because of short relaxation times (T

2
*), increased 

susceptibility artifacts, RF power limits, and non-uniform 
excitation fields. Thus, the advantages of high fields have been 
restricted to localized areas in the brain where these problems 
can be minimized, resulting in highly specific and sensitive fMRI 
maps. To overcome these limitations, new and more efficient pulse 
sequences are being developed that will allow mapping these func-
tional domains in 3-D space and over larger volumes, while still 
maintaining sub-millimeter resolutions (Feinberg et al., 2008). 
In addition, capitalizing on the advances of gradient hardware, 
parallel imaging methodology and RF technology, highly acceler-
ated acquisitions (up to 16-fold) (Moeller et al., 2010) have allow 
for high-resolution imaging of the whole brain on the order of 
1  s (see Figure 5) with excellent image SNR and minimal dis-
tortions. These new developments to expand the benefits and 
utility of high field fMRI open the possibility to investigate and 
probe cortical organization and dynamics at spatial and temporal 
resolutions over large volumes that are not available by any other 
imaging technique.

Hypothesis: a neuronal functional unit is 
associated with a particular vascular unit
Building on the advantages of high-field MRI, we have demon-
strated the feasibility to image and classify cortical vasculature, 
in vivo, at resolutions approaching the microscopic scale. A vascular 
model describing the intracortical arterial and venous components 
was reconstructed and their spatial organization across the cor-
tex was described. From a functional perspective, high-resolution 
fMRI, at high fields (7 and 9.4 T), allows non-invasive mapping 
of functional domains down to columnar and laminar levels of 
cortical organization. New imaging capabilities that allow sub-
millimeter mapping of 3D functional units with a larger field of 
view that approaching whole-brain coverage, are currently being 
developed by several groups.

Building on these new imaging capabilities demonstrated above, 
one could explore features of cerebral cortex in several planes. On 
the neurophysiology/neurovascular research standpoint, the in vivo 
derived vascular model should provide a better understanding of 
the vascular morphology and its spatial dependency regarding 

unique feature do not exist for other columnar ensembles. Sun et al. 
(2007) recently have reported on the delineation of much larger 
temporal frequency domains in human visual cortex.

From years of invasive animal studies, orientation columns 
in visual cortex are perhaps the best-known example of such a 
functional organization in the brain. Building on the accom-
plishments of a long series of theoretical and experimental 
studies on the underlying mechanisms of fMRI contrast, com-
bined with extensive validation studies using animal models 
(Fukuda et al., 2006; Harel et al., 2006), our group has recently 
demonstrated the feasible to map columnar structures in the 
human brain (Yacoub et  al., 2007, 2008) (Figure 4). Studies 
were conducted at 7T using slab selective FOV reduction for 
spin-echo fMRI (Duong et al., 2003), which was found to have 
better spatial specificity (Harel et al., 2006). The spatial resolu-
tion was: 0.5 mm × 0.5 mm× 3 mm with minimal resolution 
loss due to EPI blurring along the phase encode direction. TR/
TE = 6000/50 ms. To minimize motion effects, subjects used a 
bite bar. Subjects initially participated in ODC studies (Yacoub 
et al., 2007) and were brought back to map orientation specific 
regions using the same anatomical slice.

Striking similarities were found with the known spatial features 
and spatial relationships between ODC and orientation columns, 
as was previously described in monkeys and cat studies using the 
optical imaging method (Bartfeld and Grinvald, 1992; Blasdel, 
1992; Hubener et  al., 1997; Shoham et  al., 1997). These results 

Figure 4 | Functional MRI reveals cortical columns in human. An 
example of ocular dominance (A) and orientation (B) columns fMRI maps 
obtain in human at 7 T magnet. The red and blue colors in (A) indicate 
preferences to right or left eye stimulation, whereas the color distribution in 
(B) represents a given voxel’s preferred stimulus orientation. (Scale bar: 
1.0 mm) Figure modified from Yacoub et al. (2008).
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occur on a time scale of several weeks (LaManna et al., 1992, 2004). 
Also, a high correlation between the distribution of the vascular 
density with the cytochrome oxidase blobs was found in the mon-
key primary visual cortex (Zheng et al., 1991). Therefore, if the 
vascular system has the capacity to adapt to demand, it is highly 
likely that there will be strong correlations between functional 
units, i.e., the neurons, and vascularity.

In post-mortem studies in humans a regular organization of 
vessels within the cortex, which was found to have a circular nature 
has been reported (Duvernoy et al., 1981); a principal vein (V5) 
or several smaller veins (V4 or V3) surrounded by an arterial ring 
containing a larger number (x4) of arteries (see Figure 6). Also, 
there appears to be a relatively uniform distribution of these prin-
ciple veins (V5) spaced every 0.75–1 mm (Wolff, 1976). Thus, it 
has been suggested that such vascular organization may manifest 
as a “vascular unit.” Could these vascular units be the equivalent of 
the vascular units that Woolsey describes in the rat barrel cortex? 
If so, do they represent a specific functional entity? This “magic” 
distance in the principal veins, coincidentally or not, is similar to 
the known sizes and distances between functional cortical columns 
in visual cortex of cats (Lowel and Singer, 1987; Bonhoeffer and 
Grinvald, 1993) and humans (Horton et al., 1990; Cheng et al., 
2001; Yacoub et  al., 2007). Can the spatial arrangement of the 
vascular system tell us anything about the neuronal properties 
of the tissue?

We put forward a hypotheses that a cortical column, an ensem-
ble of neurons involved in a particular neuronal computation, is 
spatially correlated with a specific vascular unit, i.e., a cluster of 
emerging principal veins surrounded by a set of diving arteries. A 
“vascular unit” is associated with a known “functional unit” in the 
cortex. If indeed one can establish a spatial correlation between 

the fMRI contrast mechanism. Such new insights should allow 
for refinements and improvements of the imaging techniques that 
hopefully will allow better spatial localization and spatial specificity 
of the fMRI signals to the site of neuronal activity. Clinical appli-
cations such as neurosurgery planning, epilepsy, and brain tumor 
resections will all benefit from increased accuracy.

Historically, our knowledge of brain function was based solely 
on anatomical and lesions studies. When Mountcastle (1957) first 
described the columnar organization of the somatic sensory cortex 
on the basis of observations made in single neuron recording exper-
iments, his report was met with disbelief by many neuroanatomists 
(Mountcastle, 1997). This was because the histological methods 
available at the time revealed no structural counterpart to match 
the physiological observations (Mountcastle, 1997, 2003). Since 
Mountcastle’s discovery, followed by many others over the years, 
cortical columns have been accepted as the basic computational/
functional unit of the cortex.

In the whisker barrel cortex of the rat, there is a clear asso-
ciation between the functional unit, in this case the barrel, and 
the vascular system that supplies and drains the blood with the 
notion that it optimizes the local interactions between the two 
(Woolsey et al., 1996). Woolsey summarized his finding as fol-
lowed: “Matching a functional grouping of neurons with a vascular 
module is an elegant means of reducing the risk of embarrassment 
for energy-expensive neuronal activity (ion pumping) while mini-
mizing energy spent for delivery of the energy (cardiac output)” 
(Woolsey et al., 1996). If Woolsey’s theory of the barrel-vascular 
unit is indeed correct, one should expect to find similar global 
arrangements, following the same logic across the entire cerebral 
cortex. Furthermore, it has been shown, using a rat model and 
chronic hypoxia that plasticity of cortical capillary density can 

Figure 5 | Whole brain fMRI at high resolution. Functional activation maps for a complex visuomotor dissociation task acquired for 88 slices in 1.25 s with 
2 mm × 2 mm × 2 mm resolution. Inset: representative coronal slices from a functional scan with 1 mm × 1 mm × 2 mm resolution. Figure modified from Moeller 
et al. (2010).
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is counteracted by the increase in O
2
 supply when CBF increases 

(Ances et al., 2001a; Thompson et al., 2003; Offenhauser et al., 
2005; Enager et al., 2009).

Oxidative metabolism and CBF exert not only counteracting 
effects on tissue oxygenation but also on hemoglobin oxygenation. 
On one hand, increased oxygen metabolism drives conversion of 
oxygenated (oxy-Hb) to deoxygenated hemoglobin (deoxy-Hb). 
On the other hand, a disproportionately large increase in regional 
CBF leads to a washout of deoxy-Hb from the activation area, 
resulting in a decrease of deoxy-Hb and an increase of oxy-Hb 
(Obrig et al., 1996; Lindauer et al., 2001). CBF increases exceed 
CMRO

2
 increases by a factor of 2-10 (Fox et al., 1988; Lin et al., 2008 

and references therein). The exact value is still intensely debated. 
Methodological issues regarding CMRO

2
 measurement might play 

a relevant role, especially in fMRI (Lin et al., 2008) and the factor 
likely varies with stimulation parameters and between brain regions 
and species. However, consensus exists that the increase in CBF is 
mostly accompanied by tissue hyperoxygenation. The washout and 
decrease of deoxy-Hb provides the basis for functional neuroimag-
ing with BOLD-fMRI. The relation of metabolic and vascular events 
during functional activation is illustrated in Figure 1.

Physiology of the hemodynamic response during 
increased neuronal activity
In the brain, coupling of neuronal activity and metabolism with 
regional cerebral blood flow (rCBF), and cerebral blood oxy-
genation (rCBO) is tight (“neurovascular coupling”), so rCBF 
or rCBO changes can be used to map brain activity with high 
spatial resolution (“functional neuroimaging”). Considerable 
progress has been made over the past decades in understanding 
the physiological mechanisms of neurovascular coupling, but key 
mechanisms underlying the regulation of brain blood flow and 
metabolism remain elusive. Tissue factors such as K+, H+, NO, 
or adenosine (Iadecola, 2004) have been center stage ever since 
1890, when Roy and Sherrington (1890) first proposed that rCBF 
is regulated by local metabolites. It has long been suggested that 
the increase in CBF during neural activation is driven by a need 
for increased delivery of oxygen or glucose. During functional 
activation, oxygen metabolism (cerebral metabolic rate of oxygen, 
CMRO

2
) increases substantially (Ances et al., 2001b; Gjedde et al., 

2002; Dunn et al., 2005), and a regional and transient change in 
tissue oxygenation occurs. Increased oxygen consumption during 
neuronal activity results in a decrease in tissue oxygenation which 
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In BOLD-fMRI, the signal transduction of neuronal activ-
ity is even more complex and influenced by methodological 
aspects (e.g., spin echo vs. gradient echo sequences) and field 
strength (Uludag et al., 2009). However, a close relation between 
the fMRI-BOLD signal and the deoxy-Hb signal measured with 
optical imaging has been demonstrated repeatedly, e.g., in a recent 
study with concurrent measurements by Kennerley et al. (2009). 
Furthermore, a close correlation has been shown recently between 
fMRI signal changes and synaptic activity, whereas the correlation 
with cellular action potentials appears to be weaker (Mathiesen 
et  al., 1998, 2000; Logothetis et  al., 2001; Rauch et  al., 2008). 
These findings are congruent with the very recent finding that 
action potentials are highly energy-efficient, which means that 
their contribution to activity-dependent metabolism is minimal 
(Alle et al., 2009).

As described, assessing neuronal activity by non-invasive func-
tional brain imaging techniques which are based on the hemody-
namic response depends totally on the physiological cascade of 
metabolism and blood flow. At present, functional brain imaging 
with near infrared spectroscopy (fNIRS) or by BOLD-fMRI is 
widely used in cognitive neuroscience in healthy subjects where 
neurovascular coupling and cerebrovascular reactivity can be 
assumed to be intact. Local activation studies as well as studies 
investigating functional connectivity between brain regions of 
the resting brain provide a rapidly increasing body of knowledge 
on brain function in humans and animals (for recent reviews 
see Obrig and Villringer, 2003; Auer, 2008; Logothetis, 2008; He 
and Raichle, 2009; Lu et  al., 2010). However, more and more 

experimental evidence shows that changes in baseline physiologi-
cal parameters, pharmacological interventions, or disease-related 
vascular changes may significantly alter the normal response of 
blood flow and blood oxygenation in amplitude as well as time 
course dynamics and thus may lead to misinterpretation of neu-
ronal activity. Functional MRI techniques are increasingly being 
used in patients with severe brain diseases, even in patients with 
vegetative or minimally conscious state (Monti et al., 2010) and 
this use might increase substantially in the future. To exactly 
understand the effect of pathophysiology on the mechanisms 
of neurovascular coupling we need systematic basic research on 
these interferences. Animal studies on neurovascular coupling 
are different from human functional activation studies in many 
aspects. Among others, anesthesia, surgery, small brain size, lack 
of gyration in rodent brain, and different functional activation 
systems produce uncertainties when translating the results to the 
human brain. However, despite this limitation, animal studies 
deliver important complementary information on blood flow 
and blood oxygenation changes for human NIRS and fMRI 
since they allow invasive procedures and multimodal imaging 
with high signal-to-noise ratio to systematically investigate these 
pathophysiological influences.

In the following we will therefore summarize examples of 
recent experimental findings on pathophysiological changes 
of  neurovascular coupling parameters in animals from our 
group  and from  others and discuss potential implications for 
functional imaging based on hemodynamic signals such as NIRS 
and BOLD-fMRI.

Figure 1 | Physiology of the hemodynamic response during increased neuronal activity.
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tumor did not cause a significant change. In a recent study, we 
found that the amplitude of the functional deoxy-Hb decrease in 
rat somatosensory cortex was reduced when ICP was elevated to 
7 mmHg. At an ICP of 14 mmHg the deoxy-Hb response was close 
to 0 and even reversed at an ICP of 28 mmHg (Figure 4). Deoxy-Hb 
amplitude and ICP were significantly correlated (r = 0.64). Time 
matched control animals without ICP elevation did not show rel-
evant changes in stimulus-induced responses of CBF, CBV, and 
deoxy-Hb. This data suggests that BOLD-fMRI can be seriously 
impaired by ICP, e.g., in a patient with a brain tumor and mildly 
elevated ICP, pre-surgical BOLD-fMRI might not reliably detect 
functionally eloquent brain areas (Füchtemeier et al., 2010).

Altered vascular reactivity: effects of reduced CBF response 
on deoxy-Hb changes during functional activation
During aging or vascular dementia and Alzheimer’s disease, 
impaired vascular reactivity may not only reduce the CBF responses 
during preserved neuronal activation, but may also significantly 
alter blood oxygenation changes. In a recently published study, 
we reduced the CBF responses in anesthetized rats by pharma-
cologically blocking well-known mechanisms of neurovascular 
coupling. While the CBF response to functional activation was 
reduced by approximately 70%, the deoxy-Hb response was abol-
ished (Figure 5) or even reversed into an increase of deoxy-Hb 
[see Supplementary Figure 3 in Leithner et al. (2010)] instead of 
the normal outwash response (Leithner et al., 2010). Importantly, 
COX-2 inhibitors, a common medication in patients, were part of 
the pharmacological cocktail used to block the CBF response.

Comparable results of inverted BOLD and tissue oxygenation 
responses were shown by another group using severe systemic 
hypotension to abolish the CBF response during functional acti-
vation (Nagaoka et al., 2006; Masamoto et al., 2008).

To further address this issue, we are currently investigating 
whether the well-known impairment of vascular reactivity com-
bined with moderate hypoperfusion within the first 2 h after corti-
cal spreading depression has any impact on blood flow and blood 
oxygenation responses to somatosensory stimulation in anesthe-
tized rats (Offenhauser et al., 2007). Preliminary and unpublished 
data from a small pilot study show that within the first 30 min after 
CSD, the CBF response to whisker hair deflection in anesthetized 
rats (n = 5) was significantly reduced despite restored neuronal 
responses. In separate animals we found that under these conditions 
the deoxy-Hb response is considerably altered (n = 3) (Figure 6). 
Animals were prepared and CBF and CBO changes assessed as 
described in Lindauer et al. (2001).

Increased baseline CMRO
2
 in parallel with reduced CBF during 

resting and stimulated conditions (transcallosal stimulation) after 
CSD was recently demonstrated by Piilgaard and Lauritzen (2009), 
and can be considered as a possible cause for the altered deoxy-Hb 
response shown in our experiments.

Synopsis of experimental data
The examples presented show that whereas some changes in 
baseline conditions such as hypothermia do not alter neurovas-
cular coupling, other alterations in baseline conditions as well as 
an impairment of vascular function may have a serious impact 

Examples of recent experimental findings
Altered baseline conditions: effects of changes in baseline 
blood flow, blood oxygenation, body temperature, and 
intracranial pressure on hemodynamic signals
In studies mapping brain activity, baseline blood flow and baseline 
blood oxygenation may differ between subjects and between ses-
sions within the same subject. In addition, factors like premedica-
tion or anxiety may influence the baseline conditions in patients. 
Several studies therefore investigated whether baseline cerebral per-
fusion and oxygenation significantly influence activation induced 
deoxy-Hb changes and thus the BOLD signal. When modeling the 
hemodynamic response to brain activation Buxton et al. (2004) 
predicted a significant reduction of the BOLD response during 
increased baseline CBF. Their prediction has been confirmed by 
several experimental studies within the last years. In two recent 
elegant studies by Jones et al. (2005) and Huppert et al. (2009) using 
anesthetized animals, hypercapnia was induced to increase baseline 
perfusion while blood oxygenation and blood flow changes during 
functional activation were being measured. A perfusion elevation 
of ∼20% during mild hypercapnia (with no change in neuronal 
activity or CMRO

2
) resulted in a significantly diminished deoxy-Hb 

response, whereas the absolute CBF (but not the relative) responses 
remained constant. When baseline perfusion was increased by up to 
100% (stronger hypercapnia), the deoxy-Hb response almost disap-
peared (Jones et al., 2005). However the notion that CMRO

2
 and 

neuronal activity do not change during hypercapnia has recently 
been questioned (Zappe et al., 2008) and is still matter of a con-
troversial debate (Chen and Pike, 2010).

As long as neuronal activity and CMRO
2
 remain constant, an 

increase in baseline blood flow results in blood hyperoxygenation. In 
our own studies, we therefore addressed the effect of manipulations of 
baseline blood oxygenation on deoxy-Hb responses. During hyperoxia 
the deoxy-Hb outwash was significantly reduced under normobaric 
conditions (Lindauer et al., 2003) or even abolished under hyperbaric 
conditions of 3 or 4 ATA (Lindauer et al., 2010), while neuronal activ-
ity and CBF responses remained unaltered (Figure 2).

Induced hypothermia is a routine therapeutic intervention in 
patients after cardiac arrest (Geocadin et  al., 2006) and is cur-
rently being investigated as a potential neuroprotective treatment 
in ischemic stroke (Sacco et al., 2007). It is not clear whether fMRI 
or fNIRS work under these circumstances. In a recent study we have 
investigated the effect of hypothermia on neurovascular coupling 
(Royl et al., 2008). Although hypothermia reduced baseline CBF 
by almost 50%, neurovascular coupling was preserved. Reduction 
of functional changes in CBF, deoxy-Hb and CMRO

2
 followed 

reductions in neuronal activity during hypothermia (Figure 3). 
Hypothermia therefore seems to be a condition in which functional 
changes in rCBF and rCBO can still provide a reliable correlate of 
changes in neuronal activity.

It has long been known that ICP has a strong influence on cer-
ebrovascular dynamics (Kety et al., 1948). The influence of ICP on 
BOLD-fMRI has not been studied so far. Indirect conclusions can 
be drawn from studies that report an alteration of BOLD-fMRI in 
patients with an intracranial tumor, which is often accompanied 
by an increased ICP. Schreiber et al. (2000) have shown that a glial 
tumor reduced the ipsilateral BOLD-activity, whereas a non-glial 
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Figure 3 | During hypothermia, functional changes in rCBF and rCBO (Hbt and deoxy-Hb) still provide a reliable estimate of neuronal activity and oxygen 
metabolism (SEP and CMRO2) (from Royl et al., 2008).

Figure 2 | During increased baseline blood oxygenation by hyperbaric hyperoxia, the deoxy-Hb response is abolished (from Lindauer et al., 2010), while 
the CBF response is unaltered.

on the hemoglobin derived response. In particular, our finding 
of significantly changed patterns of deoxy-Hb responses to func-
tional activation during pharmacologically or pathophysiologically 
reduced CBF responses clearly points toward the need for a careful 
interpretation of neuronal function assessed by methods based on 

vascular parameters like NIRS and BOLD-fMRI whenever vascular 
reactivity may be impaired. In conclusion, the neurovascular unit 
can be seriously disturbed by a variety of interferences, and detailed 
knowledge of the relationship between oxygen metabolism, blood 
flow, and blood oxygenation will help us to better understand func-
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than optical imaging, uncritical application of fMRI in situations of 
disturbed neurovascular coupling might be somewhat more likely and 
vulnerability for potential confounders is therefore more important 
for this technique. Notwithstanding the implications equally apply to 
optical methods that also play an important role in human studies. 
Particularly fNIRS is suited for investigating psychiatric patients and 
children since it does not require as much cooperation.

Several studies have been performed so far to better understand 
the influence of baseline CBF and of drug effects on functional 
activation induced NIRS and BOLD signal changes in humans. 
Beside the use of hypercapnia, the influence of caffeine has been 
investigated in multimodal approaches. A reduction in baseline 
CBF and baseline BOLD signal accompanied by an increase in the 
evoked CBF and BOLD response (Chen and Parrish, 2009) as well as 
reduced measures of resting state BOLD connectivity in the motor 
cortex (Rack-Gomer et  al., 2009) have been described after caf-
feine intake. For indomethacin, a reduction of the baseline BOLD 
signal and of stimulation induced BOLD and CBF responses dur-
ing preserved CMRO

2
 has been reported, whereas acetylsalicylate, 

another drug regularly used in patients, had no effect on the BOLD 
signal (Bruhn et al., 2001; St Lawrence et al., 2003). Furthermore, 
combined approaches of BOLD signal and CBF measurement are 
gaining importance to achieve a quantitative interpretation of the 
magnitude of the BOLD effect in relation to oxygen metabolism 
under normal conditions (Davis et al., 1998; Leontiev and Buxton, 
2007) or to investigate whether the coupling relationship between 

tional brain imaging performed on the basis of vascular changes. 
Further systematic research is needed to achieve this knowledge. 
Whenever alterations in baseline parameters or vascular reactiv-
ity are suspected, it is mandatory that physiological parameters 
and baseline perfusion be monitored and vascular reactivity tested 
while using the NIRS or BOLD signal to image brain activation in 
experimental setups.

Possible implications for non-invasive functional 
brain imaging of the diseased brain
Our current knowledge of the complex interaction between meta-
bolic and vascular events during neurovascular coupling leads 
us to anticipate challenges in the quest for a correct interpreta-
tion of data by fNIRS or BOLD-fMRI obtained from the diseased 
brain. Possible pathophysiological effects on the mechanisms or 
mediators of neurovascular coupling and/or the impairment of the 
vascular system’s ability to react to released mediators are hitherto 
largely unknown. Pathophysiological events have the potential to 
interfere with the signal transduction between neural activity and 
brain hemoglobin oxygenation (i.e., fNIRS and BOLD-fMRI) at 
many levels.

In the following paragraphs we will discuss potential implications 
of these studies. We will specifically focus on BOLD-fMRI because it 
is the most widely used neuroimaging method and the most likely 
to be applied in patients due to its non-invasiveness and availabil-
ity. Furthermore, as implementation of fMRI is more standardized 

Figure 4 | When elevating ICP, functional deoxy-Hb changes can be reduced, leveled out, or reversed, although neuronal activity (SEP) is unchanged and 
neurovascular coupling persists for CBF and CBV (from Füchtemeier et al., 2010).
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also in their time course dynamics. For example, a study on stroke 
patients did show a longer time to peak in the BOLD activation 
time course, presumably reflecting a disturbed cerebral autoregula-
tion (Altamura et al., 2009). Other fMRI studies on human subjects 
found a prolonged BOLD response in patients with hemodynami-
cally significant stenoses (Roc et al., 2006) or a changed temporal 
dynamic of the BOLD response under caffeine (Liau et al., 2008). 
An fNIRS study on patients with cerebral microangiopathy reports 
a reduced amplitude of the hemodynamic response in tight correla-
tion with behavioral deficits. In addition, an early deoxygenation of 
hemoglobin right after stimulation onset as well as a delay of the 
hemodynamic response is described, indicating not only frontal 
dysfunction but also an impairment of neurovascular coupling in 
cerebral microangiopathy (Schroeter et al., 2007). Functional MRI-
guided neurosurgery is another field of application for BOLD-fMRI 

CBF and oxygen metabolism may be altered under conditions of 
anesthesia, drug intake or disease (calibrated BOLD-fMRI). Only 
recently, it has been shown that under sevoflurane anesthesia, base-
line CBF and the task-induced changes in CBF decreased, whereas a 
larger change in BOLD was observed (Qiu et al., 2008). While com-
paring functional activation induced BOLD responses in younger 
and older subjects, Ances et al. (2009) found a significantly smaller 
BOLD response for the older age group despite similar fractional 
CBF and CMRO

2
 changes and showed that the weaker BOLD 

response for the older is explained by a reduction in baseline CBF. 
In another study reduced activation of the frontal cortex has been 
shown in patients with bipolar disorders performing a cognitive 
task despite normal vascular responses to hypercapnia (calibrated 
fNIRS) (Matsuo et al., 2007). In addition, blood flow and blood oxy-
genation responses may not only be affected in their amplitude but 

Figure 5 | When the CBF response is pharmacologically reduced, the deoxy-Hb response is abolished (from Leithner et al., 2010).

Figure 6 | Altered neurovascular coupling within the first hour following CSD in anesthetized rats.
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of the BOLD-signal, which could again be used to detect active 
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studies linking neuronal activity with vascular parameters in such 
experiments. In addition to gathering more data from experimental 
studies, quality standards should be agreed on and established for 
the publication of functional activation studies performed in the 
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Summary and outlook
Functional MRI may not be reliable in pathological states, as neuronal 
activity may be preserved but deoxy-Hb changes absent. Alterations 
in rCBF or arterial blood oxygenation, hyper- or hypocapnia, changes 
in intracranial pressure, severe decreases of systemic blood pressure, 
cortical spreading depressions, medication or brain or vascular 
diseases may alter the relationship between neuronal activity and 
BOLD-signals, with the risk of false negative findings in brain acti-
vation studies. To guarantee correct interpretation of these studies, 
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as a non-invasive imaging technique. Despite its attractiveness for 
presurgical mapping to localize cerebral function in areas within 
or near tissue intended for neurosurgical resection (for review see 
Matthews et al., 2006), its reliability and thus applicability in brain 
tumor patients has been questioned (Fujiwara et al., 2004; Bartoš 
et al., 2009). In accordance with this critique, a very recent study 
using a multimodal approach in patients with primary brain tumors 
shows strong evidence for an impairment of vascular reactivity near 
meningiomas and high grade gliomas (Jiang et al., 2010). In addi-
tion, several studies on patients suffering from cerebrovascular dis-
eases such as stroke or carotid artery stenosis explicitly used BOLD 
imaging to investigate impaired vascular function during preserved 
neuronal activity (Hamzei et al., 2003; Rossini et al., 2004; Krainik 
et al., 2005; Roc et al., 2006). In line with the above mentioned results 
from animal studies, these examples from human studies provide 
additional evidence that the deoxy-Hb and the BOLD response alone 
can result in a misleading interpretation of underlying physiological 
changes. Therefore they further support the need of knowledge on 
pathophysiological interferences and the use of controlled methods 
like calibrated BOLD-fMRI or fNIRS in situations where the nor-
mal coupling between CBF and oxygen metabolism in respect to 
amplitude and time course might be altered.

Despite the numerous studies with data from experimental and 
clinical studies in animals and humans that critically assess the 
reliability of vascular parameters to measure neuronal function 
under altered coupling conditions (Matthews et al., 2006; Iannetti 
and Wise, 2007; Wierenga and Bondi, 2007; Fleisher et al., 2009), 
the implementation of this knowledge in clinical studies in patients 
is still far from being established. Not only prior but also very 
recent studies on patients with ischemic stroke (Loubinoux et al., 
2003; Enzinger et al., 2008), multiple sclerosis (Reddy et al., 2000; 
White et al., 2009), Parkinson’s disease (Schonberg et al., 2010), 
Alzheimer’s disease and dementia (Sauer et al., 2006; Thiyagesh 
et al., 2009) and schizophrenia (Huang et al., 2010) still do not con-
trol for impaired coupling, disturbed vascular reactivity or altered 
resting levels of blood volume, CBF, CBO, or metabolism as possible 
confounders to their findings. Therefore, some of these studies 
may bear the risk of generating a false negative (or false positive) 
conclusion. Further experimental and clinical studies will help us 
to identify any involvement of the vascular system, particularly in 
diseases putatively based on parenchymal alterations.

A number of suggestions for a general improvement of BOLD-
fMRI studies during possibly impaired neurovascular coupling have 
been published by Iannetti and Wise (2007). As more experimental 
evidence from experimental (animal) studies becomes available, 
anticipation of changes in amplitude or dynamics of BOLD, CBF, 
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The vast majority of human fMRI studies 
measure Blood-Oxygen-Level-Dependent 
(BOLD) contrast, which refl ects regional 
changes in cerebral blood fl ow (CBF), cer-
ebral blood volume (CBV) and blood oxy-
genation; all three vascular responses refl ect 
local increases in neural activity (Logothetis 
and Wandell, 2004). Understanding the exact 
mechanism (often referred to as neurovas-
cular coupling) by means of which changes 
in neural activity alter hemodynamics is 
obviously of paramount importance for the 
meaningful interpretation of fMRI results. 
Not surprisingly, over the last decade an 
increasing number of researchers investi-
gated the neurovascular coupling by com-
bining fMRI with electroencephalography 
(EEG) or magnetoencephalography (MEG) 
in humans, e.g. (Dale and Halgren, 2001) 
as well as with intracortical recordings in 
animals (Logothetis et al., 2001; Goense and 
Logothetis, 2008; Logothetis, 2008; Rauch 
et al., 2008). This neurovascular coupling 
can also be studied with the optical imag-
ing of intrinsic signals (OIS) (Bonhoeffer 
and Grinvald, 1996), an excellent invasive 
method of high spatiotemporal resolution 
that can measure changes in oxygenation 
and/or blood volume.

Recently, an OIS variant permitting 
simultaneous measurements of blood vol-
ume and oxygenation was used to image 
the visual cortex of behaving monkeys per-
forming visual or auditory tasks (Sirotin 
and Das, 2009). Concurrent hemodynamic 
measurements were performed by rapidly 
switching between two wavelengths, 530 nm 
and 605 nm, permitting the measurement 
of CBV and oxygenation, respectively. 
During the measurements the monkeys 
were required to periodically direct their 
gaze to a point source in order to receive a 
juice reward. The fi xation point remained 
on continuously, but switched between two 
equiluminant colors to cue the animal to 
‘fi xate’ (green) or ‘relax’ (red). In one task, 
the fi xation spot was followed by a brief vis-
ual stimulus presentation at  approximately 

2° eccentricity; in a second task only the 
fi xation spot was visible in an otherwise 
dark room. Finally, in a third control task 
the animals initiated a trial by pulling a 
lever. The monkeys were then presented 
with a tone and were trained to release the 
lever immediately after a change in tone 
pitch. Optical imaging was performed in 
a window covering the V1 representation 
of visual fi eld eccentricities ranging from 
about 1° to 5°. The time course of the 
average hemodynamic response over the 
full area and the neural signal assessed in 
extracellular recordings at various locations 
within the imaging fi eld were used to com-
pare electrical and vascular responses.

Upon imaging V1 while the animals per-
formed the fi xation-spot-only task, Sirotin 
and Das observed robust modulations of the 
hemodynamic signal at the trial frequency, 
even though the animals were virtually in 
total darkness and foveal V1, the only region 
receiving visual input from the fi xation 
point, lay outside of the imaged area. The 
authors concluded that in some conditions 
the hemodynamic responses, and thus fMRI 
signals, too, bear no relation to the underly-
ing regional neural activity, suggesting that 
the responses refl ect “distal neuromodula-
tory control of cerebral arteries” (Sirotin 
and Das, 2009). Not surprisingly, the fi nd-
ing sparked a great deal of controversy [e.g. 
see discussion in references Raichle, 2009; 
Zheng et al., 2010, and commentary by 
Kleinschmidt and Müller (2010)], because 
it challenges the view that fMRI refl ects local 
neural activity. What follows is a discussion 
of certain claims and conclusions by Sirotin 
and Das, as well as some comments on the 
implications of their fi ndings for how to 
interpret the relationship between fMRI 
measures and neural signals.

To begin with, it is worth reiterating 
that fMRI – just like any other method-
ology, extracellular recordings being no 
exception – has serious limitations. There 
is plenty of evidence (see Logothetis, 2008 
and references therein) suggesting that the 

fMRI signal does not differentiate between 
 function-specifi c processing and neuro-
modulation or between bottom-up and 
top-down signals, and it is likely to confuse 
excitation and inhibition. In cortical regions 
in which stimulus- or task-related percep-
tual or cognitive capacities are instantiated 
in the activity of a very small number of 
neurons, volume transmission (Agnati 
et al., 1992, 2006; Ridet and Privat, 2000; 
Sykova, 2003) – which probably underlies 
the altered states of motivation, attention, 
learning and memory – may affect hemo-
dynamic responses and often make it dif-
fi cult to deduce the exact role of the area in 
the task at hand, at least to the extent that 
this role is thought to be instantiated in the 
activity of stimulus- or task-selective corti-
cal projection neurons. Even so, the origin 
of the fMRI signal is at all times neurogenic, 
and it consistently refl ects local changes in 
overall neural activity.

Interestingly, evidence for the neuro-
genic basis of the BOLD signal may be 
found in the same Sirotin-Das (S-D) study 
that claims to demonstrate a case of neu-
rovascular uncoupling. Specifi cally, looking 
at the left spectrogram of Figure 1 (copied 
from Figure 2 of Sirotin and Das, 2009) one 
can discern two dark vertical bars (ca. 50% 
reduction of the neural signal). The bars are 
approximately aligned and coextensive with 
the periods of fi xation. The right spectro-
gram shows the 66- to 130-Hz frequency 
band, and the superimposed white trace 
depicts the average of power in this range. 
This trace was vertically stretched at the 
bottom of Figure 1 to allow visualization 
of the detailed time course of the neural 
signal. The blue arrow shows a systematic 
decrease in LFP, perhaps due to a decrease in 
spontaneous activity, followed by an over-
shoot (red arrow) after the fi xation period. 
An inspection of the spectrogram might 
lead one to expect that even greater signal 
changes may exist in certain subregions 
of the frequency domain (e.g. 70–75 Hz). 
The statistical signifi cance of such changes 
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 cannot be assessed on the basis of the 
 evidence provided in this study, and they 
may well be too small to formulate a data-
supported hypothesis. Yet a simple quali-
tative assessment of the fi gures should be 
suffi cient warning against drawing a con-
clusion of neurovascular uncoupling, even 
more so because changes in interneuronal 
activity might indeed go unnoticed during 
extracellular recordings.

In multiunit recordings, the electrodes 
measure changes in the mean extracellular 
fi eld potential (mEFP) that is mostly due 
to the distribution of current sources in the 
dendrites (Avitan et al., 2009). The magni-
tude of the mEFP in such recordings, as well 
as that of the signals measured in EEG and 
MEG, is approximately proportional to the 
magnitude of the population current dipole 
Q, i.e. the average of each cell’s current dipole 
(Barr et al., 1966; Geselowitz, 1967), and it 
depends critically on both the strength of 
individual dipoles and the local geometrical 

arrangements of neurons (Lorente de No, 
1947). Neurons with their dendrites fac-
ing in one direction and the somata in the 
other are said to have an open-fi eld confi g-
uration. Experimental and modeling work 
has shown that open-fi eld generators pro-
duce strong individual current dipoles and, 
under proper geometrical arrangement (e.g. 
all dendrites along the longitudinal axis, and 
neurons forming bundles), also powerful 
population electrical fi elds that extend over 
long distances; typical examples are the neo-
cortical and hippocampal pyramidal cells 
(Murakami et al., 2002, 2003; Murakami 
and Okada, 2006). On the other hand, cells 
with radially symmetric dendrites generate 
electric fi elds that are confi ned within the 
volume of the cells; they are hence con-
sidered to be closed-fi eld generators. The 
small amplitude multiple dipoles, created 
by action potentials traveling somatofugally 
in the radially symmetric dendrites tend to 
diminish, rather than enhance, each other 

in the extracellular space. Good examples 
are the aspiny (inhibitory) cortical cells 
that on average produce Q vectors that are 
weaker than the supra- and infragranular 
pyramidal neurons by a factor of up to 8 
(Murakami and Okada, 2006). Importantly, 
the Q of a population of such cells can be 
much weaker than the linear sum of their 
individual Q values due to their variable 
dendritic geometry (Murakami and Okada, 
2006). The conclusions drawn from such 
modeling work are likely to be applicable 
to the LFPs as well (0.05 through 250 Hz), 
since the EEG and LFP signals are correlated 
to each other (Whittingstall and Logothetis, 
2009). It is thus possible in principle that 
selective activation of certain classes of neu-
rons may have weak effects only on certain 
LFP bands, and even go unnoticed during 
extracellular recordings. This is simply a 
limitation of extracellular recordings that 
must be taken into account in studies of the 
neurovascular coupling. Moreover, the fact 

FIGURE 1 | Changes in neural and vascular activity during the performance 

of the fi x-spot-only task. The left spectrogram shows the power of the LFP 
signal in the 10- to 130-Hz range. On the right shown are the trial-triggered 
papillary (top), hemodynamic (middle), and LFP (bottom) responses (from 
Figure 2 and Figure S3 in Supplementary Material of the S-D study). An increase 
in CBV (negative defl ection) is evident after the trial onset, followed by an 
undershoot (positive defl ection). The bottom curve is a replica of the white trace 

shown in the ‘Dark’ plot of Figure 3A in Supplementary Material of the S-D study 
(see also inset), but here is vertically stretched to clearly show the activity 
changes during the task. It represents the trial-triggered power over the hi-LFP 
frequency range integrated over the 66- to 130-Hz range. The blue arrow shows 
a clear reduction in LFP (evident in the ‘dark’ band of the spectrogram over all 
frequencies during the fi xation ‘green’ periods), followed by a rebound (red 
arrow) activity most prominent in the 70- to-75-Hz band.
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that increased activity of single inhibitory 
interneurons likely results in vasomotor 
responses in neighboring brain micro-
vessels (Hamel, 2006) or that astrocytes 
may respond selectively to sensory stimuli 
(Schummers et al., 2008) does not by any 
means imply a lack of regional stimulus- 
or task-related, driver or neuromodulatory 
cortical neural responses (Chance et al., 
2002; McCormick et al., 2003; Hasenstaub 
et al., 2007).

The responses reported by Sirotin and 
Das are most likely due to site-specifi c effects 
of neuromodulatory input on the corti-
cal excitation-inhibition balance. In their 
experiments, these authors observed task 
(i.e. visual or auditory discrimination) 
independent pupillary responses that sys-
tematically preceded the trial-locked hemo-
dynamic fl uctuations (Figure 1). In humans 
such responses are obtained for a wide variety 
of cognitive processes ranging from simple 
sensory-event detection through attention, 
memory, and language processing (Beatty, 
1982). They are mediated almost exclusively 
via norepinephrine (NE) being released 
from the locus coeruleus (LC). In fact, LC 
efferents stimulate the iris dilator muscle 
both directly and indirectly through the 
Edinger–Westphal nucleus, which in turn 
projects to the ciliary ganglion (Yoshitomi 
et al., 1985; Loewenfeld, 1993). Notably, the 
LC-induced response is distinct from the 
pupillary light refl ex mediated by acetyl-
choline (Loewenfeld, 1993), so that under 
constant low-light conditions such as those 
used in the S-D study, pupil diameter will 
be a reliable measure of NE-induced neuro-
modulation (Koss, 1986; Loewenfeld, 1993; 
Aston-Jones and Cohen, 2005). In other 
words, during the Sirotin and Das experi-
ments there was a task-induced, modality-
independent periodic activation of the LC 
of the monkeys.

LC neurons project to most brain 
regions, including the paleo- and neocor-
tex (Jones et al., 1977), and LC terminals 
have both nonsynaptic release sites that 
may provide paracrine-type neurotrans-
mission (Beaudet and Descarries, 1978; 
Sara, 2009), as well as conventional syn-
apse-like appositions with postsynaptic 
specializations pointing to the co-exist-
ence of wiring transmission (Aston-Jones 
and Cohen, 2005). NE may increase neural 
responses by reducing after hyperpolariza-
tion (e.g. by blocking Ca2+-dependent K+ 

currents) or decrease them by enhancing 
GABA-induced inhibition (Sara, 2009).

In the S-D study, the monkey was 
involved in a demanding attentional task 
which required it to continuously discrimi-
nate between two point sources with differ-
ent spectral energy compositions and make 
a behavioral decision on the basis of the per-
ceived color. During such a task, the release 
of NE in V1 that follows LC activation is 
likely to augment the responses induced by 
the attended fi xation spot while decreasing 
spontaneous activity (the excitation-inhibi-
tion balance), as has been shown repeatedly 
by various investigators, e.g. see review by 
Aston-Jones and Cohen (Aston-Jones and 
Cohen, 2005). If reduction in spontaneous 
neural activity in the non-attended foveal 
and parafoveal regions imaged in the above 
study is mediated by increases in interneu-
ronal activity via volume transmission, 
dissociation between “measurable” neural 
and vascular signals cannot be excluded (see 
above), and the increase in CBV observed 
by the authors in the “hitherto unknown 
signal” (Figure 1, middle red trace) may 
simply refl ect increased metabolism due to 
increases in inhibitory conductance.

An interesting observation in the S-D 
study is the specifi city of V1 neuromodu-
lation. The LC-NE system was initially 
viewed as having relatively broad and spa-
tially nonspecifi c effects on cortical infor-
mation processing. But later studies showed 
that LC projections, although widespread, 
exhibit substantial regional and laminar 
specifi city. In monkeys, for instance, the 
laminar pattern of noradrenergic innerva-
tion in primary visual cortex differs funda-
mentally from that in both prefrontal and 
primary somatosensory cortices (Morrison 
et al., 1982; Foote et al., 1983). A large 
number of studies have demonstrated that 
the effects of the LC-NE system on target 
neurons are characterized by temporal and 
spatial discreteness. In other words, the 
LC-NE system acts on a discrete, specifi -
able set of neurons under a particular set 
of circumstances to produce a defi ned set 
of effects (Foote et al., 1983). The regional 
anatomical-functional specifi city is also 
congruent with the observation that bursts 
of LC activity are correlated with the out-
come of task-related decision processes (see 
references in the review by Aston-Jones and 
Cohen, 2005). Interestingly, the S-D study 
also showed that LC responses, evident via 

the  pupillary response, induce a task- and 
modality specifi c change in hemodynam-
ics: no CBV changes in V1 were measured 
during the auditory control task. By com-
bining broad access and specifi city, the mas-
sive efferent system of the LC is likely to 
impose simultaneous internal-state changes 
on many different brain regions subject to 
sensory stimulation.

In summary, Sirotin and Das addressed 
an important question using an outstanding 
methodology. In agreement with previous 
studies (see above), they demonstrated that 
their task selectively modulates neuronal 
activity in V1, likely reducing spontane-
ous activity (e.g. for gain control, Chance 
et al., 2002, but see also alternative observa-
tions, McCormick et al., 2003; Hasenstaub 
et al., 2007). The increased inhibition, 
visible in their spectrograms, may trigger 
CBV changes and yield the “anticipatory 
responses”. Yet, the authors’ generalizations 
are unjustifi ed, and I suspect that their con-
clusions are incorrect.

The fMRI methodology is used exten-
sively in cognitive neuroscience, and as in 
any advanced fi eld of investigation there are 
quite a few publications that are senseless 
and do not enhance our understanding of 
brain function. The problem, however, is 
not in the methodology but rather in those 
investigators who use it without under-
standing its limitations. Even if neurovas-
cular coupling were well understood, the 
limitations of fMRI refl ecting mass action 
(Logothetis, 2008) would still require a mul-
timodal approach before we can even begin 
to fathom the exact neural mechanisms 
underlying the usual fMRI activations and 
understand the role of the mapped areas. 
This having been said, and despite its short-
coming, fMRI is a useful and meaningful 
tool for the study of brain function, and 
fMRI signals refl ect changes in regional 
neuronal mass activity.
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There are hundreds of different neuronal 
cell types across the brain and perhaps a 
large variety of astrocytes too. Each one of 
these cell subtypes is exposed to a differ-
ent energy load in terms of onset, intensity 
and duration; from cells that fire at 500 Hz 
for a few milliseconds, others that sustain 
40 Hz for hours and cells that may fire only 
once in a lifetime. It may be thought there-
fore that each different cell subtype has 
evolved a specific way to solve the energy 
problem, i.e., how to match energy delivery 
to energy demand. However, most of this 
rich microscopic detail remains unknown 
because current techniques to measure 
metabolite concentrations and metabolic 
flux have limited spatiotemporal resolution. 
This Opinion Article discusses how energy 
metabolism in the brain tissue may appear 
when looked at the cell level and with reso-
lution of seconds, a task that seems increas-
ingly possible due to the recent introduction 
of new molecular probes and powerful 
microscopy techniques.

Picture a 100 meter sprint race. Within 
seconds of the start signal, the athletes’ 
hearts have increased their metabolic rate 
by five-fold and even stronger stimulations 
may be measured in the muscles of their legs. 
Meanwhile their brains stay unperturbed, for 
not even the hardest exercise or the most dif-
ficult chess move will provoke a significant 
increase in the overall fuel consumption of 
the organ. The metabolic rate of the brain 
does not decrease much either, and even 
during sleep, despite much diminished sen-
sorial input and lack of movement, it only 
goes down by 15%. But this boring picture 
is deceiving, for very interesting things are 
bound to happen locally. The metabolic rate 
of individual neurons is highly variable. One 
moment they are at rest, consuming little 
energy in housekeeping functions like pro-
tein synthesis and intracellular trafficking; 
the next one they are at full throttle, recover-
ing ion gradients challenged by postsynaptic 
currents and action potentials. For instance, 
as our sprinters leave the blocks, several 

neurons in their striata will have sprinted 
themselves from quiescence to 40 Hz, a fir-
ing rate that may be sustained for hours in 
a marathon race. Electrical activity means 
great energy expenditure, and from biophys-
ical data it can be calculated that this level of 
electrical activity results in a 30-fold rise in 
fuel demand (Attwell and Laughlin, 2001).

The contrast between cell-level scintil-
lation and organ-level constancy speaks of 
efficient averaging strategies whose nature 
we are only beginning to grasp. A first mech-
anism may be temporal averaging. Auditory 
neurons can fire at 500 Hz, which translates 
into a surge in energy demand in excess of 
100-fold. However, these high-frequency 
neurons fire in bursts and the metabolic 
debt acquired during activity may be paid 
for during the resting phase. Neurons do not 
posses energy stores but they do have milli-
molar concentrations of glucose, lactate and 
glycolytic intermediaries to last for a short 
while. Though useful for phasic neurons, 
temporal averaging is of little use for tonic 
neurons like those in the striatum, which 
must sustain high rates of firing indefinitely, 
thus the need for spatial averaging. If the 
tissue architecture were arranged in such 
a way that active cells are surrounded by 
other cells that remain passive, the energy 
load may be shared over a larger volume. 
For instance, if every third neuron in a 
given area of the striatum were active dur-
ing the sprint, the rise in regional energy 
demand would be reduced to more man-
ageable 10-fold. Furthermore, it has been 
reported that active synapses inhibit their 
neighbors, a process mediated by puriner-
gic signaling by astrocytes and thought to 
be instrumental for efficient information 
processing (Pascual et al., 2005). Given the 
direct relationship existing between activity 
and fuel consumption, it seems plausible 
that this functional contrast-enhancing is 
accompanied by metabolic inhibition of 
the neighbors and consequent fuel redis-
tribution, a kind of “metabolic contrast-
enhancing.” Spatial averaging is conditioned 

by diffusion, whose effect is dramatically 
reduced by distance. Over a few microm-
eters, e.g., the diameter of a neuronal 
soma, diffusion is highly efficient, mixing 
molecules much faster than the turno-
ver rates of the transporters and enzymes 
that produce them (Barros and Martinez, 
2007). This means that astrocytes and neu-
ronal somata are essentially homogenous 
in terms of glucose, lactate, ATP and other 
metabolites, and that neighboring postsyn-
aptic spines are metabolically coupled. The 
presence of plasma membranes determines 
dynamic concentration gradients, between 
the interstitium, the cytosols of neurons and 
glial cells and mitochondria, yet we do not 
know how strong these gradients are and in 
some cases not even their direction, notably 
the lactate gradient between neurons and 
interstitium. Over longer distances, diffu-
sion becomes less effective, giving rise to a 
second source of compartmentation. The 
half-time of glucose equilibration between 
two locations separated by 1 mm is about 
20 min, ten times longer than the typical 
half-time of glucose phosphorylation in the 
brain tissue (Barros et al., 2007). In other 
words, there will be no effective spatial 
averaging of a metabolic load over distances 
over 1 mm, which sets the maximum size 
for a metabolic unit in the brain tissue and 
the spatial resolution of micrometer probes 
inserted in the interstitium.

The fluctuations in metabolic flux that 
accompany neuronal activity and the nature 
of the averaging mechanisms that explain 
large scale constancy of metabolic flux are 
almost invisible to current techniques, and 
as a result we know precious little of how the 
energy load is handled by the brain tissue. 
Some of these methods techniques report 
metabolite concentration and other meta-
bolic flux (Table 1).

Arguably the best technique to meas-
ure metabolic flux is the 2-deoxyglucose 
method, introduced by Louis Sokoloff in 
the 70s, which shows maximum increases 
of about 30–60% in local glycolytic rate 
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efficiently than Purkinje cells and granule 
cells (Barros et al., 2009). This methodol-
ogy is capable of measuring metabolic flux 
and can resolve single cells but its temporal 
resolution is hampered by the slow rate of 
dye transport into the cell, which precludes 
the study of acute metabolic modulation. 
The desired combination of high temporal 
resolution with high spatial resolution may 
be attained with genetically encoded nano-
sensors, which are currently available for 
an ample range of metabolites (Frommer 
et al., 2009). Their expression in specific cell 
types using transgenesis and their detection 
in vivo, perhaps using multiphoton micros-
copy, should facilitate a new level of under-
standing of brain energy metabolism.

Acknowledgments
This work was funded by Fondecyt 10070046. 
The Centro de Estudios Científicos (CECS) 
is funded by the Chilean Government 
through the Millennium Science Initiative 
and the Centers of Excellence Base Financing 
Program of CONICYT. CECS is also sup-
ported by a group of private companies 
which at present includes Antofagasta 
Minerals, Arauco, Empresas CMPC, Indura, 
Naviera Ultragas and Telefónica del Sur. 
CIN is funded by Conicyt and the Gobierno 
Regional de Los Ríos.

References
Attwell, D., and Laughlin, S. B. (2001). An energy budget 

for signaling in the grey matter of the brain. J. Cereb. 
Blood Flow Metab. 21, 1133–1145.

Barros, L. F., Bittner, C. X., Loaiza, A., and Porras, O. H. 
(2007). A quantitative overview of glucose dynamics 
in the gliovascular unit. Glia 55, 1222–1237.

in response to physiological activation in 
vivo (Dienel and Hertz, 2001). With a best 
lateral resolution of 300 μm, a single pixel 
in a 2-deoxyglucose autoradiograph inte-
grates information from hundreds of cells 
over 20  min or more; Its non-invasive – 
though less sensitive – counterpart being 
Fluorodeoxyglucose PET scanning, of ample 
use in clinical practice and cognitive studies 
(Kessler, 2003). Better temporal resolution 
has been obtained with NMR spectroscopy 
and also with microprobes inserted in the 
tissue, which show that synaptic activity 
is followed within seconds by a decrease 
in interstitial glucose and an increase in 
interstitial lactate, changes that suggest 
local stimulation of glycolysis by a yet to 
be determined cell type (Barros et al., 2007; 
Mangia et al., 2009). Even better temporal 
resolution has been obtained by single pho-
ton and multiphoton microscopy recording 
of NAD(P)H and flavoprotein autofluores-
cence, reporters of the redox potential of 
mitochondria (revised in Shuttleworth, 
2010), which suggest that synaptic activity 
is followed within hundreds of millisec-
onds of changes in mitochondrial metabo-
lism, consistent with sequential activation 
of NADH usage and NADH production. 
However, changes in metabolite concentra-
tion do not inform unambiguously about 
flux and it is a given change in concentra-
tion may be observed with both increased 
and decreased flux. Recently, the uptake 
of fluorescent glucose analogs was meas-
ured in cerebellar slices using multiphoton 
microscopy, showing that Bergmann glial 
cells transport and metabolize sugars more 

Table 1 | Resolution of some techniques used in the study of brain energy metabolism.

Metabolite/analyte	 Mode of detection	 Measured parameter	 Spatial resolution	 Temporal resolution	 References

Glucose/lactate	 1H NMR	 Concentration	 Centimeter	 Seconds	 Mangia et al. (2009)

Glucose/lactate	 Microsensor	 Concentration	 Millimeter	 Seconds	 Revised in Barros et al. 

	 Microdialysis				    (2007)

NAD(P)H/flavoproteins	 Optical	 Concentration	 Micrometer	 Millisecond	 Shuttleworth (2010)

Glucose	 Optical	 Concentration	 Micrometer	 Millisecond	 Frommer et al. (2009)

Glucose/lactate	 13C NMR	 Flux	 Centimeter	 Seconds	 Mangia et al. (2009)

2-Deoxyglucose	 Auto radiography	 Flux	 0.3 mm	 >20 min	 Dienel and Hertz (2001)

F-2-deoxyglucose	 PET scanning	 Flux	 3 mm	 >40 min	 Kessler (2003)

2-NBDG	 Optical	 Flux	 Micrometer	 Minutes	 Barros et al. (2009)

Barros, L. F., Courjaret, R., Jakoby, P., Loaiza, A., Lohr, 
C., and Deitmer, J. W. (2009). Preferential transport 
and metabolism of glucose in Bergmann glia over 
Purkinje cells: a multiphoton study of cerebellar slices. 
Glia 57, 962–970.

Barros, L. F., and Martinez, C. (2007). An enquiry into 
metabolite domains. Biophys. J. 92, 3878–3884.

Dienel, G. A., and Hertz, L. (2001). Glucose and lactate 
metabolism during brain activation. J. Neurosci. Res. 
66, 824–838.

Frommer, W. B., Davidson, M. W., and Campbell, R. 
E. (2009). Genetically encoded biosensors based on 
engineered fluorescent proteins. Chem. Soc. Rev. 38, 
2833–2841.

Kessler, R. M. (2003). Imaging methods for evaluating 
brain function in man. Neurobiol. Aging 24(Suppl. 
1), S21–S35.

Mangia, S., Giove, F., Tkac, I., Logothetis, N. K., Henry, 
P. G., Olman, C. A., Maraviglia, B., Di, S. F., and 
Ugurbil, K. (2009). Metabolic and hemodynamic 
events after changes in neuronal activity: current 
hypotheses, theoretical predictions and in vivo NMR 
experimental findings. J. Cereb. Blood Flow Metab. 
29, 441–463.

Pascual, O., Casper, K. B., Kubera, C., Zhang, J., Revilla-
Sanchez, R., Sul, J. Y., Takano, H., Moss, S. J., McCarthy, 
K., and Haydon, P. G. (2005). Astrocytic purinergic 
signaling coordinates synaptic networks. Science 310, 
113–116.

Shuttleworth, C. W. (2010). Use of NAD(P)H and fla-
voprotein autofluorescence transients to probe neu-
ron and astrocyte responses to synaptic activation. 
Neurochem. Int. 56, 379–386.

Received: 27 January 2010; accepted: 04 April 2010; pub-
lished online: 07 June 2010.
Citation: Barros LF (2010) Towards single-cell real-
time imaging of energy metabolism in the brain. Front. 
Neuroenerg. 2:4. doi:10.3389/fnene.2010.00004
Copyright © 2010 Barros. This is an open-access article 
subject to an exclusive license agreement between the 
authors and the Frontiers Research Foundation, which 
permits unrestricted use, distribution, and reproduction 
in any medium, provided the original authors and source 
are credited.

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 August 2010  | Volume 2  |  Article 24  |  139

NEUROENERGETICS
GENERAL COMMENTARY

published: 05 August 2010
doi: 10.3389/fnene.2010.00024

intrinsic signals and fMRI, and more recently 
with optogenetic methods (Lee et al., 2010) 
have permitted remarkable insights into 
the organization of brain activity and the 
underlying neuronal mechanisms, suggest-
ing that, within reasonable approximation, 
this assumption is correct. However, recent 
reports seem to challenge this assumption. 
How much?

Schummers et  al. (2008) recently 
reported that hemodynamic responses 
depend on astrocytic rather than on neu-
ronal activity. The tuning properties of 
hemodynamic responses would thus reflect 
those of astrocytic populations rather than 
of neuronal ones. How different are those? 
Schummers et al. find that the tuning curves 
of nearby astrocytes and neurons are cen-
tered on the same maximum. Yet, astrocytes 
are somewhat more narrowly tuned, which 
would introduce some non-linearity in the 
translation of the neuronal into the hemo-
dynamic response. More data and extensive 
simulation work are needed to determine 
the amplitude of this effect – in particular 
under anesthesia, which the authors report 
to affect neurons and astrocytes differently. 
However, hemodynamic responses integrate 
over comparatively large neuronal – and 
thus astrocytic – populations (at least the 
size of a cortical column). Moreover, both 
neuronal and astrocytic tuning curves are 
in most cases symmetric around their max-
imum. Therefore, at least the spatial bias 
introduced by the astrocytic filter is likely 
to be small. In other words, assuming that 
the hemodynamic responses reflect a lin-
ear integration over the neuronal tuning 
curves of a local population of neurons is 
probably not such a bad approximation – at 
least when it comes down to determine what 
kind of stimulus with respect to another a 
given patch of cortex is preferably respon-
sive to.

In more specific visual stimulus designs, 
involving perceptual suppression of a physi-
cally present visual stimulus (Maier et al., 
2008), BOLD responses and neuronal ones 

(spikes and LFP, in particular the high fre-
quency range) have been reported to not 
always go “hand in hand”, but to co-vary 
differently with visual perception. Although 
a caveat exists here with respect to the lack 
of detailed knowledge about the local 
network activity (Nir et  al., 2007), these 
results suggest that hemodynamic responses 
might be coupled to the different neuro-
nal processes in a stimulus-dependent way. 
Put differently: the relationship between 
hemodynamic and neuronal responses is 
not rigid, but can depend on the specific 
circumstances and the task.

Finally, in a recent study performed by 
Sirotin and Das (2009) in awake monkey 
V1 it has been reported that hemodynamic 
responses can even anticipate events in the 
task structure. Importantly, the authors 
failed to predict those responses from 
the local neuronal activity recorded by a 
microelectrode, although they tried a good 
number of standard approaches to do 
so. They thus conclude to have found an 
“exception to the assumption that hemo-
dynamic signals uniformly imply equiva-
lent underlying neuronal activity”. Are the 
hemodynamic signals detected in Sirotin’s 
study to be explained by mechanisms other 
than local neuronal activity?

Recent commentaries (Tan, 2009; 
Kleinschmidt and Müller, 2010; Leopold, 
2010) took different positions. Kleinschmidt 
and Müller argue that the measured hemo-
dynamic and electrophysiological signals 
originated from substantially different 
sizes of neuronal populations and therefore 
cannot be compared. They suggest that the 
fixation task performed by the monkeys in 
Sirotin’s study strongly deploys attention. Its 
spatial profile would be shaped as a Mexican 
hat centered on the tiny fixation point – 
where maximal attentional facilitation 
takes place – and suppressive in a large off-
center part. When passing from facilitation 
to suppression, the Mexican hat obviously 
has a “zero crossing” and this gets impor-
tant when one considers that: (i) on the one 
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Interpreting fMRI data relies on the 
assumption that hemodynamic responses 
reflect neuronal activity. Some recently 
reported results seem to suggest that this 
assumption might be less robust than what 
has been thought so far. Data by Schummers 
et  al. (2008) suggest that hemodynamic 
responses depend on functional properties 
of astrocytes as mediators of neuronal activ-
ity to blood vessels, and therefore reflect 
neuronal tuning properties only indirectly. 
The question is how much the final out-
come differs from a linear integration of the 
local neuronal responses.

In more specific visual stimulus designs 
involving perceptual suppression of a physi-
cally present visual stimulus (Maier et al., 
2008), BOLD responses and neuronal ones 
have been reported to not always go “hand 
in hand”, suggesting that the relationship 
between hemodynamic and neuronal 
responses might depend on stimulus char-
acteristics and behavioral task.

Finally, “anticipatory” hemodynamic 
responses have been reported (Sirotin and 
Das, 2009) in V1 of a monkey perform-
ing a fixation-on-off task. Importantly, 
the authors failed to predict the recorded 
hemodynamic changes from local neuronal 
activity. But does this rule out the latter as 
cause for the former? Is it conceivable that 
complex, modulatory phenomena such as 
attention involve complex links between 
neuronal and vascular activity, other than 
those acting in the case of a salient visual 
stimulus? What is the relation between eye 
movements, hemodynamic responses and 
local neuronal activity? Answers to these 
questions may help to better understand 
the main observations in (Sirotin and Das, 
2009) and its implications for functional 
brain imaging.

A central assumption underlying the 
interpretation of fMRI data is that hemo-
dynamic responses correspond to local 
neuronal activity and that they reflect its 
functional properties. Indeed, numerous 
studies conducted with optical imaging of 
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which might be visible when integrating 
over a much larger area, as is done in the 
case of the hemodynamic signals.

A second explanation appears possible 
when looking at the low frequency part of 
the LFP (lo-LFP) measurements presented 
in Sirotin and Das’s paper. The authors 
note that the lo-LFP band is a poor predic-
tor not only of trial-related hemodynamics, 
but also of visually evoked one. This result 
is somewhat surprising given that: (i) other 
studies (Siegel and König, 2003; Henrie and 
Shapley, 2005) reported that visual stimuli 
induce large increase in power over both 
high and low frequency bands of the LFP 
and that (ii) the study of Maier et al. (2008) 
reported lo-LFP band (<30 Hz) to be the 
only neuronal parameter correlated with the 
BOLD signal during perceptual suppression 
in the GFS paradigm. In this latter study, 
the weak predictive power of the high fre-
quency LFP (hi-LFP) is somewhat surpris-
ing but might be attributed to the specific 
cortical layers from which the signals were 
recorded. Conversely, the question of why 
in Sirotin and Das’ study neither the high- 
nor (and especially not) the low-LFP band 
could be used as a reliable predictor – even 
for the stimulated condition – might find 
an answer by a careful inspection of the 
recorded LFP patterns:

First, the trial-averaged LFP response 
in their Figure 2A (bottom left panel) 
shows large activity in the low frequency 
band in the stimulated trials already before 
stimulus onset, at or even before the onset 
of the “acquire fixation” instruction (the 
red–yellow “flame” during the left half of 
the green bar), followed by a much smaller 
rebound just after the onset of the stimu-
lus (the small yellow “spike” right above the 
leftmost quarter of the red bar). Second, 
this large activity is absent in the dark tri-
als (Figure 2A, bottom right panel).

The first observation suggests that, in 
stimulated trials, the hemodynamic response 
function (HRF) is actually the response to 
a combination of neuronal responses to (at 
least) two events, which could have some 
temporal overlap and which are not neces-
sarily coupled with the same strength to the 
hemodynamic response. Importantly, at the 
single trial level, the relative amplitude and 
timing of these neuronal responses might 
well be different from one trial to another, 
therefore eliciting different hemodynamic 
responses – even if the LFP power integrated 

For instance, one might argue that especially 
at 605 nm, in some cases, the time course 
appears to begin its downwards deflection 
very (if not too) early to be traced back to 
an oculomotor event (e.g., in the first and 
the fifth cycle in Figures 1C,D). However, 
it must be kept in mind that there are well 
known difficulties in determining the exact 
timing of the hemodynamic signal in such 
cyclic protocols (see, e.g., Kleinschmidt 
and Müller, 2010). Since eye movements 
tend to align to the trial structure, also 
here, interactions between two subsequent 
hemodynamic responses are likely, making 
it difficult to determine their exact onset. 
Some insights on this issue, including on the 
unusually large amplitude of the 605 nm sig-
nal (Figure 1D in Sirotin and Das, 2009: 2–5 
times larger than usually, see Vanzetta et al., 
2004), might be obtained from analyzing the 
eye movement patterns corresponding to 
the hemodynamic responses recorded dur-
ing protocols that used different timings of 
trials. Unfortunately those are not provided. 
In any case, it would be interesting to look 
at the correlation between eye movements 
and hemodynamic responses, as well as to 
see whether the time-series of the former 
could predict the latter in the non-stimu-
lated trials.

A last issue concerns the related (or 
unrelated) neuronal activity. In Sirotin’s 
study, eye movements could in principle 
induce neuronal activity by shifting the fixa-
tion point over the retina, and specifically 
through the receptive fields of cells located 
in the imaged area. Indeed, we have previ-
ously shown that the dislocation of small 
visual stimuli on the retina, induced by large 
saccadic eye movements, evokes population 
activity in V1 (Slovin et al., 2002, Figure 11). 
Alternatively, it is possible that eye move-
ments by themselves contribute to neuronal 
activation in V1 by extra-retinal modulation 
(Kagan et al. 2008). Indeed, fixation onset 
initiated by an eye movement, induces neu-
ral modulation in V1 as shown by our own 
data in Figure 1 below. Whatever is the case, 
the question arises why this was not seen in 
the electrophysiological recordings.

First, cortical activation induced by eye 
movements due to retinal stimulation is 
limited to the trajectory traced by the small 
fixation point stimulating over V1, which 
might not have crossed the receptive fields 
of the neurons sampled by the recording 
electrode – at least not in every trial – but 

hand, in Sirotin’s study the electrical activity 
(LFP and MUA) was sampled only locally, 
precisely at about 1.5–2° off fixation, that 
is, where the zero crossing of the attentional 
modulation is likely to be (Heinemann et al., 
2009). (ii) On the other hand, the hemody-
namic signal was averaged over the entire 
imaged area. Kleinschmidt and Müller 
therefore suggested that improved spatial 
sampling of the electrophysiological signal, 
far from the zero-crossing point of spatial 
attention, would show the neuronal finger-
print of facilitating or suppressive activity 
and thus resolve the discrepancies between 
the two recorded signal modalities.

Alternatively, a recent commentary 
by Tan (2009) suggests a “dopamine 
hypothesis” as explanation of the reported 
anticipatory changes in regional cerebral 
hemodynamic signal. Indeed, the dopamin-
ergic neurons of the brain stem (substan-
tia nigra and the VTA, ventral tegmental 
area) exhibit reward-related anticipatory 
responses that can be adaptively timed 
(Schultz, 2007). Moreover, it has been sug-
gested that dopamine has a direct effect on 
the microvasculature, mediated through 
dopamine receptors (Choi et  al., 2006). 
Given the existence of dopaminergic inner-
vations of the visual cortex arising from the 
VTA (Phillipson et al., 1987), Tan suggests 
that regional anticipatory hemodynamic 
changes in the target area, i.e., the visual 
cortex, may actually result from anticipa-
tory dopaminergic responses.

We would like to point out another pos-
sible effect that might have contributed 
to the hemodynamic signals recorded in 
Sirotin and Das’s study. Figures 1C,D of 
their paper shows an intriguing correlation 
between eye movements (fixation break and 
acquire but also smaller movements) and the 
hemodynamic signals: the temporal pattern 
of acquiring and breaking fixation signal 
appears to be closely related to the tem-
poral pattern of the hemodynamic signal. 
This relationship being nearly one-to-one 
in the shown example, the question arises of 
whether the recorded hemodynamic signals 
might not be evoked by one or more neuronal 
events linked to eye movements. Admittedly, 
hemodynamic responses in correspondence 
to several, temporally close, eye movements 
are less clearly defined. Also, the true time-
lag of the intrinsic signal onset with respect 
to the putative corresponding eye move-
ment is some cases difficult to determine. 
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hemodynamic responses locally (Vanzetta 
et al., 2010). It should also be kept in mind 
that neuronal activity in itself is not to be 
identified with its measurement, which, 
depending on the method used, can empha-
sizes certain aspects while missing others. 
For instance, voltage-sensitive dye (VSD) 
signals have been obtained at cortical loca-
tions from which clear LFP responses were 
absent (Devor et al., 2007), possibly because 
VSD signals are very sensitive to polarization 
changes in layer 1, and, in contrast to LFP, 
they do not have constrains related to the 
geometry of currents.

Another – more speculative – possibility 
is that instantaneous firing rate, LFP activity 
power and the like might not always be the 
correct neuronal counterpart to a hemody-
namic response, in particular in the pres-
ence of complex modulatory phenomena 
involving enhancement and suppression, 
such as attention. It might be possible that 
a different, more specific selection of LFP 
bands would allow to better capture such 
phenomena (e.g., could the LFP power sup-
pression observed between 10 and 20  Hz 
both in stimulated and dark trials predict 
a brightening of the cortex? See Figure 2 in 
Sirotin and Das’ paper, as well as the com-
ments by Kleinschmidt and Müller, 2010).

What about the dark-fitted HRFs? At the 
single trial level, it is hard to see any clear 
change in either spiking activity nor in the 
power of any of the two considered large LFP 
bands that could explain the correspond-
ing hemodynamic response. Might some 
of those such changes become visible upon 
careful, more narrow band selection of the 
LFP? Whatever the answer, at the average 
level, a periodic activity change in the LFP 
(both in high and low frequencies) during 
dark trials clearly exists (e.g., the vertical 
bands in the time-frequency plane in Figure 
2A, bottom right). Since also the average 
hemodynamic responses show the  same 
periodicity, the two signals must be cor-
related above chance level. Nevertheless, 
the attempt to predict the hemodynamic 
responses from these neuronal signals results 
in a fairly inaccurate hemodynamic time-
series (their Supplementary Figures S3 and 
S7). The most straightforward explanation 
is a low information content of the electrical 
recordings, which could result from small 
spatial sampling and an unfortunate posi-
tioning of the microelectrode as suggested by 
Kleinschmidt and Müller. These hypotheses 
can be checked directly by careful analysis of 
the hemodynamic maps, or by measuring, at 
the same spatial sites, both the neuronal and 

over a given time interval (e.g., the dura-
tion of the stimulus) remains the same. This 
would question the applicability of the “best 
neuro-to-hemo fit”, according to which 
the HRF is obtained (their Supplementary 
Figure S2) and could explain the low pre-
dictive power of the lo-LFP for stimulated 
trials. The second observation then leads 
to speculate that – somehow in analogy to 
Maier’s study, this HRF obtained from stim-
ulated trials is even less applicable to pre-
dict hemodynamic responses in the dark, 
because the neuronal responses are qualita-
tively different even for the “fixation-only” 
part, as can be seen by their average (Figure 
2A: compare the two bottom panels).

As compared to lo-LFP, in hi-LFP the 
ratio between fixation-only and stimulus-on 
activity appears to be much smaller, which 
would mean that the HRF is more accu-
rate in agreement with the better predictive 
power of the high part of the LFP frequency 
spectrum. However, also for hi-LFP, differ-
ences can be seen between stimulated and 
dark trials during the fixation-only part. 
Although smaller than in the case of lo-LFP, 
these differences might again explain why 
predicting the hemodynamic signals in dark 
trials from HRFs derived from stimulated 
trials did not work using hi-LFP, either.

Figure 1 | Trial-averaged Local field potential (LFP) changes as a result of 
“fixation acquire” eye movement, measured in awake monkey V1. LFP was 
measured using a microelectrode inserted into the upper layers of V1, eccentricity: 
1° below the horizontal meridian and 0.5° from the vertical meridian. In each trial, 
data acquisition started at the very moment (“fixation acquire”: t = 0) when the 
monkey begun fixating on the fixation dot displayed on an otherwise black CRT 
screen. (A) The trial-averaged LFP signal (baseline value has been subtracted) 
shows a clear transient locked to the “fixation acquire” event (t = 0). (B) 
Time-dependent Fourier transform (spectrogram) analysis of the LFP signal shown 

in (A). The analysis was done using a sliding hamming window of 160 ms (very 
similar results were obtained using a sliding window of 80-ms width); LFP power 
was normalized to baseline activity (t = 1200–1600 ms after acquiring fixation). A 
clear increase of power can be observed in the low-LFP band (8–50 Hz), much 
larger than the increase in the high-LFP band (60–120 Hz). Note that, typically, the 
onset of a visual stimulus induces a substantial gamma band (25-100 Hz) activity 
(Siegel and König, 2003; Henrie and Shapley, 2005), whereas here this activity is 
comparatively low, supporting the concept that the measured LFP signals are not 
(purely) visually evoked.

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 August 2010  | Volume 2  |  Article 24  |  142

Vanzetta and Slovin	 Hemodynamics without local neuronal activity?

fMRI is related to interneuronal correlations. Curr. 
Biol. 17, 1275–1285.

Phillipson, O. T., Kilpatrick, I. C., and Jones, M. W. (1987). 
Dopaminergic innervation of the primary visual 
cortex in the rat, and some correlations with human 
cortex. Brain Res. Bull. 18, 621–633.

Schultz, W. (2007). Multiple dopamine functions at differ-
ent time courses. Annu. Rev. Neurosci. 30, 259–288.

Schummers, J., Yu, H., and Sur, M. (2008). Tuned responses 
of astrocytes and their influence on hemodynamic sig-
nals in the visual cortex. Science 320, 1638–1643.

Siegel, M., and König, P. (2003). A functional gamma-
band defined by stimulus-dependent synchroniza-
tion in area 18 of awake behaving cats. J. Neurosci. 
23, 4251–4260.

Sirotin, Y. B., and Das, A. (2009). Anticipatory haemody-
namic signals in sensory cortex not predicted by local 
neuronal activity. Nature 457, 475–479.

Slovin, H., Arieli, A., Hildesheim, R., and Grinvald, A. 
(2002). Long-term voltage-sensitive dye imaging 
reveals cortical dynamics in behaving monkeys. J. 
Neurophysiol. 88, 3421–3438.

Tan, C. O. (2009). Anticipatory changes in regional cer-
ebral hemodynamics: a new role for dopamine? J. 
Neurophysiol. 101, 2738–2740.

Vanzetta, I., Flynn, C., Ivanov, A. I., Bernard, C., and Bénar, 
C. G. (2010). Investigation of linear coupling between 
single-event blood flow responses and interictal 
discharges in a model of experimental epilepsy. J. 
Neurophysiol. 103, 3139–3152.

Vanzetta, I., Slovin, H., Omer, D. B., and Grinvald, A. 
(2004). Columnar resolution of blood volume and 
oximetry functional maps in the behaving monkey; 
implications for fMRI. Neuron 42, 843–854.

Received: 01 July 2010; accepted: 16 July 2010; published 
online: 05 August 2010.
Citation: Vanzetta I and Slovin H (2010) A BOLD 
assumption. Front. Neuroenerg. 2:24. doi: 10.3389/
fnene.2010.00024
Copyright © 2010 Vanzetta and Slovin. This is an open-ac-
cess article subject to an exclusive license agreement between 
the authors and the Frontiers Research Foundation, which 
permits unrestricted use, distribution, and reproduction 
in any medium, provided the original authors and source 
are credited.

References
Attwell, D., and Iadecola, C. (2002). The neural basis of 

functional brain imaging signals. Trends Neurosci. 
25, 621–625.

Choi, J. K., Chen, Y. I., Hamel, E., and Jenkins, B. G. 
(2006). Brain hemodynamic changes mediated by 
dopamine receptors: role of the cerebral microvascu-
lature in dopamine-mediated neurovascular coupling. 
Neuroimage 30, 700–712.

Devor, A., Tian, P., Nishimura, N., Teng, I. C., Hillman, E. 
M., Narayanan, S. N., Ulbert, I., Boas, D. A., Kleinfeld, 
D., and Dale, A. M. (2007). Suppressed neuronal activ-
ity and concurrent arteriolar vasoconstriction may 
explain negative blood oxygenation level-dependent 
signal. J. Neurosci. 27, 4452–4459.

Gunaydin, L. A., Yizhar, O., Berndt, A., Sohal, V. S., 
Deisseroth, K., and Hegemann, P. (2010). Ultrafast 
optogenetic control. Nat. Neurosci. 13, 387–392.

Heinemann, L., Kleinschmidt, A., and Müller, N. G. 
(2009). Exploring BOLD changes during spatial 
attention in non-stimulated visual cortex. PLoS One 
4, e5560. doi: 10.1371/journal.pone.0005560.

Henrie, J. A., and Shapley, R. (2005). LFP power spectra 
in V1 cortex: the graded effect of stimulus contrast. 
J. Neurophysiol. 94, 479–490.

Kagan, I., Gur, M., and Snodderly, D. M. (2008). Saccades 
and drifts differentially modulate neuronal activity 
in V1: effects of retinal image motion, position, and 
extraretinal influences. J. Vis. 8, 1–25.

Kleinschmidt, A., and Müller, N. G. (2010). The blind, the 
lame, and the poor signals of brain function–a comment 
on Sirotin and Das (2009). Neuroimage 50, 622–625.

Lee, J. H., Durand, R., Gradinaru, V., Zhang, F., Goshen, 
I., Kim, D. S., Fenno, L. E., Ramakrishnan, C., and 
Deisseroth, K. (2010). Global and local fMRI signals 
driven by neurons defined optogenetically by type 
and wiring. Nature 465, 788–792.

Leopold, D. A. (2010). Neuroscience: fMRI under the 
spotlight. Nature 465, 700–701.

Maier, A., Wilke, M., Aura, C., Zhu, C., Ye, F. Q., and 
Leopold, D. A. (2008). Divergence of fMRI and neu-
ral signals in V1 during perceptual suppression in 
the awake monkey. Nat. Neurosci. 11, 1193–1200.

Nir, Y., Fisch, L., Mukamel, R., Gelbard-Sagiv, H., 
Arieli, A., Fried, I., and Malach, R. (2007). Coupling 
betwee ‑neuronal firing rate, gamma LFP, and BOLD 

Importantly, inhibitory and excitatory 
neurons might be coupled differently to 
hemodynamics, and the relative weight of 
excitatory and inhibitory neurons might 
even be different in each trial – in particu-
lar in attention-involving tasks, from which 
some degree of intrinsic variability is diffi-
cult to eliminate. If this should turn out to 
be true, correctly selecting the “elementary” 
neuronal event from which to extract an HRF 
able to predict a measured hemodynamic 
time-series might be very difficult, if not 
impossible. Yet, this would still not suffice to 
invalidate the long-standing assumption of 
coupling between hemodynamic responses 
and local electrical activity. For instance, the 
neuronal correlates to the trial-related hemo-
dynamic signal might be found in neuronal 
correlations (as was suggested by Nir et al., 
2007) or in other more complex encoding 
of neuronal activity (firing patterns, coher-
ence, etc.). Innovative technologies such as 
optogenetics (Gunaydin et al., 2010), which 
has recently been coupled with fMRI (Lee 
et al., 2010), might turn out to be very valu-
able to provide evidence for the existence or 
not of such specific links between the hemo-
dynamic response and activation of specific 
neuronal populations  – including that of 
remote monoaminergic ones (Attwell and 
Iadecola, 2002).
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Several important issues must be addressed in considering FFI 
as an alternative tool to hemodynamics-based techniques. First, 
though studies have successfully used FFI imaging signals in anes-
thetized animals, there have been few comparisons made between 
the spatiotemporal properties of FFI and hemodynamics-based 
signals. One study in the primary visual cortex (V1) of cats has 
compared orientation maps generated with FFI to those generated 
using standard hemodynamics techniques (Husson et al., 2007). 
They found that FFI signals appeared to produce better maps of 
orientation with fewer vascular artifacts. However, the clarity of 
such maps depends on the difference signal between activation 
patterns to two orthogonal gratings and does not reflect directly 
the spatial properties of the overall fluorescence response. Recently, 
we showed that imaging the V1 point spread to a minimal visual 
stimulus provides valuable and direct spatiotemporal information 
about the imaging signal; we used this method to successfully com-
pare stimulus-evoked hemoglobin concentration and oxygenation 
signals in V1 (Sirotin et al., 2009). A similar analysis comparing the 
hemodynamic response with FFI signals would determine whether 
FFI signals have a relative advantage over hemodynamics-based 
imaging techniques.

Next, much of what we know about the properties of FFI signals 
comes from only the first phase of the fluorescence response. However, 
in vitro work has shown that FFI signals have a complex timecourse 
with an early oxidation phase (fluorescence increase) followed by a 

Introduction
Flavoprotein fluorescence imaging (FFI) is a new method for visu-
alizing cortical activity based on imaging changes in the redox 
state of mitochondrial flavoproteins, primarily flavin adenine 
dinucleotide (FAD). It utilizes the fact that the oxidized form of 
this enzyme, FAD+, is more fluorescent than the reduced form, 
FADH2 (Chance et al., 1979). In the brain, increases in neuronal 
activity and the associated local increase in oxidative metabolism 
are marked by increased FAD fluorescence (Shibuki et al., 2003; 
Reinert et al., 2004; Husson et al., 2007). Thus this fluorescence 
signal shows promise as a non-invasive, intrinsic measure of local 
neuronal activity, free of the complications associated with extrin-
sic activity markers such as voltage sensitive dyes or calcium indi-
cators. Since the FFI signal derives from local mitochondria, it is 
likely to give a truer measure of local neural activity than available 
from the commonly used hemodynamics-based intrinsic-signal 
brain imaging, which are strongly influenced by non-local inputs 
(Hamel, 2006; Iadecola and Nedergaard, 2007; Bartels et al., 2008; 
Sirotin and Das, 2009). Because of their potentially tight link with 
local neural activity, understanding FFI signals is of tremendous 
importance for the imaging community. Due to the relative new-
ness of this technique, however, there have been very few studies 
directly comparing FFI with more conventional hemodynamics-
based imaging (Frostig et al., 1990; Vanzetta and Grinvald, 2008; 
Sirotin et al., 2009).
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prolonged reduction phase (fluorescence decrease) (Duchen, 1992; 
Kosterin et al., 2005). The two phases of the fluorescence signal are 
thought to be due to distinct cellular processes and are possibly not 
even localized within the same cells (Kasischke et al., 2004). Thus, 
interpretation of in vivo FFI signals would benefit from a firm under-
standing of the interaction between these two phases and how they 
shape the observed FFI response. However, imaging the full FFI signal 
in vivo has been difficult because of distortions by the hemodynamic 
response. Both the excitation wavelength (blue) and emission (green) 
for FAD fluorescence are strongly absorbed by hemoglobin. Thus any 
changes in the local tissue concentrations of hemoglobin – in par-
ticular, the large stimulus-evoked hemodynamic response in the same 
tissue – severely contaminate the FFI signal, sharply reducing and even 
reversing its amplitude and adding large vascular artifacts (Shibuki 
et al., 2003; Weber et al., 2004; Kitaura et al., 2007). Classical studies 
measuring in vivo cortical fluorescence have corrected for simultane-
ous changes in tissue absorption at the same wavelengths by measur-
ing light reflected off the tissue (Rosenthal and Jobsis, 1971; O’Connor 
et al., 1972; Harbig et al., 1976; Kramer and Pearlstein, 1979). However, 
no such correction has yet been implemented for the imaging signals 
and thus their interpretation remains problematic.

The final issue in assessing the utility of FFI signals is that they have 
not yet been well characterized in the cerebral cortex of alert animals. 
Characterizing and understanding FFI signals in alert animals is 
crucial because many aspects of brain function, including the neural 
basis of behavior, can only be studied in alert animals. Developing 
this technique in the alert animal is thus a critical step towards pro-
posing a broader use of FFI as a neuroimaging tool (e.g. Chen et al., 
2009). However, FFI imaging in alert animals could involve its own 
unique problems, which could require approaches different from 
those used in the anesthetized preparation. The stimulus-evoked 
hemodynamic response is significantly larger in alert animals and 
may reach larger values faster, contaminating even early fluorescence 
signals (Shtoyerman et al., 2000; Berwick et al., 2002; Martin et al., 
2002). In addition, we have recently demonstrated the existence of 
dramatic, stimulus-independent, task-linked fluctuations in cortical 
hemodynamic signals in V1 of alert monkeys performing simple 
fixation tasks (Sirotin and Das, 2009). These task-linked fluctuations 
can strongly modify or even dominate the reflectance signals used for 
conventional hemodynamics-based intrinsic optical imaging. The 
strong absorption of the FFI signal by hemoglobin makes it unclear 
whether FFI signals could be detected in alert animals amongst the 
large ongoing hemodynamic signals which may similarly contami-
nate any changes in fluorescence. This issue is especially important 
for mapping of cortical columns as these signals are significantly 
smaller than the full imaging signal (Frostig et al., 1990; Bonhoeffer 
and Grinvald, 1996; Vanzetta et al., 2004).

We have developed a dual-wavelength imaging technique that 
corrects the FFI signal for simultaneous brain hemodynamics, using 
a modification of the technique that we used earlier to image local 
cerebral blood volume concurrently with oxygenation in the alert 
macaque monkey V1 (Sirotin et al., 2009). We image the cortical 
surface at two wavelengths in rapid alternation synchronized with 
the frame rate of our camera. Here, one wavelength is an excitation 
wavelength for FAD, while the other is an isosbestic wavelength for 
hemoglobin, absorbed equally by oxy- and deoxyhemoglobin and 
thus measuring changes in total hemoglobin concentration in tissue, 

that is, local blood volume1. This latter ‘blood volume’ wavelength 
was selected to lie within the emission range for FAD fluorescence, 
and is also in the wavelength range used for monitoring FAD fluo-
rescence; the ‘blood volume’ signal thus obtained is used to correct 
the FAD fluorescence signal for distortion by the brain hemody-
namic response, revealing the true timecourse of FAD fluorescence. 
Using this technique, which is similar to the techniques previously 
employed in measurements of bulk cortical fluorescence (Rosenthal 
and Jobsis, 1971; O’Connor et al., 1972; Harbig et al., 1976; Kramer 
and Pearlstein, 1979), we found that significant FFI signals could 
be detected reliably in the alert macaque cortex. This enabled us to 
study both the early and late phases of the FFI response and compare 
their spatiotemporal properties with the simultaneously measured 
changes in cortical reflectance that we have previously characterized 
under similar conditions (Sirotin et al., 2009).

Materials and methods
All experimental procedures were performed in accordance with 
the NIH Guide for the Care and Use of Laboratory Animals 
and were approved by the Institutional Animal Care and Use 
Committees (IACUC) of Columbia University and the New York 
State Psychiatric Institute.

Behavioral task
We trained two macaque monkeys (‘T’ and ‘Y’) on a periodic 
fixation task similar to that used in recent publications from our 
lab (Sirotin and Das, 2009; Sirotin et al., 2009). The animal was 
required to maintain passive binocular fixation during ‘fixation on’ 
(cued by fixation point color) for juice reward (Fixation window: 
0.5° radius, 20” Sony Trinitron monitor, 100 Hz refresh, distance: 
133 cm; fix duration: 4 s). We tracked the monkeys’ eye position 
using an infra-red eye tracker and custom software (Matsuda 
et  al., 2000) and aborted trials with premature eye movement. 
Stimuli were presented for 1 or 2  s during the fixation period. 
We set the inter-trial interval to 20 s to ensure that the long-lived 
stimulus-evoked hemodynamic signal decayed to baseline, and 
to minimize any bleaching of the flavoprotein fluorescence. The 
experiment continued until the monkey received enough juice 
and stopped working.

Visual stimuli
Stimuli for measuring point spreads were short bars of light (meas-
uring 0.25 × 0.04 degrees of visual angle) generated as bitmaps in 
MATLAB (Mathworks, Natick, MA, USA) flashed on for 2 s on a 
dark background at maximum contrast using the VSG2/5 graphics 
card (Cambridge Research Systems, UK). To measure and correct 
for stimulus-independent trial-related imaging signals (Sirotin and 
Das, 2009), some of the trials carried no stimulus, but were other-
wise identical in their timing (‘blank trials’). For orientation map-
ping, we presented full-field drifting gratings at a spatial frequency 
of two cycles per degree and maximal contrast. Grating stimuli were 
presented for 1 s. The orientation of the gratings was randomly 
selected on each trial from the set: 0, 45, 90, and 135°.

1Our measure of blood volume is largely equivalent to cerebral blood volume (CBV) 
as measured in fMRI for fixed hematocrit. Because CBV in MR studies often measures 
plasma volume (e.g. via a contrast agent) the two differ if the hematocrit changes.
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animal head post and overall structural framework (NOTE: most 
of the residual movements were due to the brain moving relative 
to the animal’s head, when the animal shifted body position, etc.). 
This ‘shift-correction’ consisted of aligning each image frame to 
the first frame of a given experimental session, using the imaged 
blood vessels as references. Each image frame was cross-correlated 
with the reference frame, and a gradient descent method used to 
maximize this correlation value as a function of lateral shifts in the 
image position, frame by frame. After shift correction, we computed 
stimulus-triggered average movies of the cortical response for both 
stimulus-driven and blank trials. To correct for any trial-related 
signals unrelated to visual stimulation, we divided the stimulus-
driven responses by the responses observed on ‘blank’ trials (Sirotin 
et al., 2009) and subtracted the average pre-stimulus image (1–5 
frames pre-stimulus). These shift-corrected and blank-corrected 
signals were then used in all subsequent analyses.

To correct the FAD fluorescence signals for distortions due to the 
stimulus-evoked blood volume changes we divided the observed 
fractional changes in fluorescence by the simultaneously measured 
blood volume signal scaled by an appropriate correction factor. 
The details of our correction method are described in detail in an 
upcoming paper from our lab. This corrected fluorescence signal 
was then compared with the imaged blood volume signal.

Measuring timecourses
To measure the timecourse of the fluorescence and reflectance 
point spread signals, we drew regions of interest around the peak 
of the activation and subtracted any signals well outside the acti-
vated area. This served to attenuate or remove common signal 
fluctuations arising due to pulse and breathing. For measuring 
the mapping signal [i.e. the signal fraction that is tuned to a given 
functional property, e.g. orientation (Frostig et al., 1990)], we com-
puted ROIs around orthogonal orientation domains. Fluorescence 
maps averaged between 1 and 2 s after grating onset were mean 
subtracted and normalized by their standard deviation. A pair of 
complementary ROIs marking orthogonal orientation columns 
was selected as all domains falling one standard deviation below 
zero and those domains falling one standard deviation above zero. 
We used the same ROIs, identified from the FFI signal images, to 
measure the mapping signal for both the fluorescence and reflect-
ance signals.

Results
Simultaneous imaging of flavoprotein fluorescence and 
hemodynamics
By using FFI we visualized stimulus-evoked cortical responses 
in V1 of alert behaving macaque monkeys (two animals, ‘T’ and 
‘Y’). We then compared these FFI images with more conventional 
intrinsic-signal images of the same cortical responses as measured 
concurrently using the blood volume signal, that is, the cortical 
reflectance signal at a standard blood volume wavelength (see 
‘Methods’). Specifically, we compared the spatiotemporal proper-
ties of cortical point spread responses to a minimal visual stimulus, 
a 0.25° bar flashed briefly while the animal held its gaze steady in a 
periodic fixation task (Sirotin et al., 2009). The reflectance signals 
were used, moreover, to correct the FFI image for any distortions 
due to changes in local blood volume.

Imaging chambers
Surgery, recording chambers, artificial dura: After the monkeys 
were trained on visual fixation tasks, craniotomies were performed 
over the animals’ V1 and glass-windowed stainless steel record-
ing chambers were implanted, under surgical anesthesia, using 
standard sterile procedures. The exposed dura was resected and 
replaced with a soft, clear silicone artificial dura. After the ani-
mals had recovered from the surgery, cortical activity from their 
V1 was optically imaged, routinely, while the animals engaged in 
relevant behavioral tasks. Recording chambers and artificial dura 
were fabricated in our lab using published methods (Shtoyerman 
et al., 2000).

Imaging: Optics
Images were acquired using a CCD camera (Dalsa 1M30, resolution 
256 × 256 pixels, 15 frames/s) through an Optical PCI Bus Digital 
Frame Grabber (Coreco Imaging, Boston, MA, USA). Imaging soft-
ware was developed in our lab based on a system by V. Kalatsky 
(Kalatsky and Stryker, 2003). The camera was coupled to a back-
to-back lens combination macroscope (two 55 mm Nikon lenses; 
1:1 magnification, numerical aperture = 0.4) and focused on the 
cortical surface.

Imaging: Illumination wavelengths
The fluorescence of FAD was imaged simultaneously with changes 
in total tissue hemoglobin concentration (‘cerebral blood vol-
ume’: Sirotin et  al., 2009) using a modification of the custom 
made dual-wavelength system previously used by us to simulta-
neously image cortical blood volume and oxygenation (Sirotin 
and Das, 2009; Sirotin et al., 2009). On alternate frames of the 
camera, the cortex was illuminated by either an excitation wave-
length for FAD (blue) or an isosbestic wavelength for hemoglobin 
(green: absorbed equally by oxy- and deoxyhemoglobin). This 
gave the effective sampling rate of 7.5 Hz. Our fluorescence filter 
configuration is similar to the configuration previously used for 
imaging V1 of anesthetized cats (Husson et al., 2007). The light 
was provided by appropriate high power LEDs (LEDENGIN, 
776 mW) passed through a 415–485 nm interference filter for blue 
(Chroma D455_70X) or 523–533 nm for green (Omega Optics 
528BP10). Light was collected off the cortical surface after pass-
ing through a long-pass interference filter (Chroma HQ520LP; 
cutoff = 520 nm). Thus, using a single filter, we simultaneously 
measured changes in cortical reflectance using green light and 
any emitted fluorescence from the blue light. The fluorescence 
excitation/emission filter pair was selected to have minimal cross-
talk with an OD = 6 (i.e. a 10−6 attenuation). The entire imaging 
assembly was covered by light proof baffles that blocked any stray 
illumination. To avoid photobleaching we turned off the blue 
LED for the duration of the inter-trial-interval. The LED was 
turned on one second prior to stimulus onset and kept on for 6 s 
to measure the evoked response.

Overall signal processing
The following steps were carried out separately for the blood vol-
ume and the FAD fluorescence signals: All images were first ‘shift-
corrected’ to correct for any residual movement of the cortical 
surface that remained despite the specially designed camera mount, 
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Even though the signal amplitude varied by more than an order 
of magnitude over its timecourse, the signal profile changed 
relatively little during this time. To quantify the spatial spread 
of the signals, we fitted the profiles measured on each trial with 
Gaussian functions of the form: y a bR= +e

2 2− /σ , where R is the 
radial distance from the response center (see Figure 3A). The fit-
ted σ values were on average 2.3 mm during the initial 1.6 s and 
1.95 mm at 3–4 s post-stimulus onset. The difference between 
these values was not significant in any of the experiments in 
either animal. Thus, the blood volume signal remained largely 
invariant throughout its full duration.

We found that fluorescence signals were highly reproducible 
across trials and were readily observed on a trial-by-trial basis in 
our awake animals. Figure 1 shows the typical pattern of imaged 
fluorescence and blood volume responses.

Spatiotemporal properties of blood volume signals
The V1 point spread images obtained with the blood volume 
signal (Figures 1A,B) closely matched the images we had pub-
lished earlier using the same method (Sirotin et al., 2009). The 
signal was monophasic with a latency of ∼600 ms, rising to a 
peak in about 3.5 s, and then decaying back to baseline by 15 s. 

Figure 1 | Timecourse of fluorescence and reflectance (‘blood volume’) 
changes following visual stimulation. (A) Top: Fluorescence and reflectance 
changes over V1 following presentation of a 0.25° bar with a fixed scale (see 
scale bar on right). Bottom: Same as top, but scaled by the standard deviation of 
the images to compare signal shapes. (B) Early, middle, and late fluorescence 
and reflectance images enlarged to show detail. Inset in middle column shows 
uncorrected fluorescence signals at this timepoint. Note the presence of 

significant vascular artifacts in uncorrected image. (C) The computed timecourse 
of fluorescence (blue) and reflectance (green) signals measured about the 
center of the response in (A). Red bar denotes stimulus presentation period. 
Note rapid onset of positive fluorescence signals followed by reversal starting 
prior to stimulus offset. Error bars are standard error of the mean (SEM). Note: 
All fluorescence signals shown in this paper have been corrected for absorption 
by hemoglobin. Figure depicts an average of 40 trials.
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fluorescence σ = 1.42 (0.07), reflectance σ = 2.20 (0.15), p < 0.05; 
Monkey ‘Y’: fluorescence σ = 1.90 (0.17), reflectance σ = 2.37 (0.30), 
n.s. p = 0.37; Figure 4).

Late negative fluorescence phase
We next examined the spatial spread of the late negative phase of 
the fluorescence signals (3.33–4.00 s) and compared them to the 
simultaneously measured changes in reflectance (Figure 3C). These 
late fluorescence decreases were significantly wider in spatial spread 
compared with early positive fluorescence changes (Monkey ‘T’: 
σ = 2.92 (0.12); Monkey ‘Y’: σ = 2.62 (0.13); Figure 4). Indeed, 
these late fluorescence signals were also significantly wider than 
the simultaneously measured changes in blood volume (Monkey 
‘T’: σ = 2.09 (0.05); Monkey ‘Y’: σ = 1.81 (0.05); Figure 4). We 
observed this dramatic difference (40–100%) between the early 
and late fluorescence signals even though we saw no significant 
changes in the spatial spread of the blood volume signal between 
these two timepoints in either monkey (Fig 4).

FFI mapping signals in alert animals
To determine whether FFI signals are useful for mapping in alert 
animals we performed orientation mapping in one animal with 
strong fluorescence responses (Figure 5; Monkey T). Figure 5A 
shows the timecourse of FFI and volumetric mapping signals 
obtained by comparing responses to two orthogonal gratings. FFI 
orientation maps peaked by about 1 s after stimulus onset and then 
progressively weakened. By comparison, volumetric maps devel-
oped more slowly, reaching a steady level by 2  s after stimulus 
onset. We found that the spatial location of columns identified by 
FFI and volumetric signals were comparable (Figure 5B), however, 
volumetric signals were more susceptible to vascular artifacts. To 
examine the temporal development of the maps, we quantified the 
mapping signal as the difference in activity between orthogonal 
orientation domains (Figure 5C). Both FFI and volumetric signals 
appeared to initiate immediately after stimulus onset, however, 
fluorescence increased at a much faster rate. Consistent with the 
timecourse of the overall FFI signal, the FFI mapping signal began 
to decay prior to the end of visual stimulation. However, despite 
a large undershoot in the overall signal, the FFI mapping signal 
did not reverse into a negative phase, but remained elevated at a 
modest level for the full measured duration of the response, even 
after the end of visual stimulation (Figures 5C,D).

Discussion
The ultimate goal of functional brain imaging should be not only 
to localize neural signals, but to provide a quantitative measure 
of the neural activity involved. From this standpoint, FFI imag-
ing provides an exciting candidate signal and offers a number of 
advantages over the commonly used imaging signals based on 
cerebral hemodynamics. The hemodynamic signal is known to 
be influenced strongly by neuromodulatory inputs, for example, 
from subcortical nuclei such as locus coeruleus or the basal fore-
brain (reviewed by Hamel, 2006). Thus, hemodynamics-based 
imaging signals likely consist of a complex combination of com-
ponents, with some that are driven by local neural activity and 
others reflecting distal neuromodulatory control. For example, 
we showed recently that the V1 hemodynamic signal recorded in 

Spatiotemporal properties of fluorescence signals
The FFI signals were very different in their timecourse than the 
blood volume signal. These signals were biphasic with an early 
positive phase consisting of an increase in fluorescence and a 
delayed negative phase with decreased fluorescence (Figure 1C). 
Neither phase showed any apparent vascular artifacts (Figure 1B). 
As expected, fluorescence increases were faster than the simulta-
neously measured change in the blood volume signal (we defined 
the signal latency as the first significant inflection in the slope 
of the signal, post-stimulus onset (Sirotin et  al., 2009); fluores-
cence: 267–400 ms; reflectance: 533–667 ms, Figure 2). However, 
fluorescence did not continue to increase throughout the stimu-
lation period. Despite continued stimulation, fluorescence began 
decreasing ∼1.5 s after stimulus onset and then reversed polarity 
(Figure 1). We noticed that the early and late phase fluorescence 
changes appeared to have distinct spatial properties. We therefore 
examined separately the early positive and late negative fluorescence 
point spreads and compared them to the simultaneously measured 
changes in reflectance.

Early positive fluorescence phase
We first examined the spatial spread of the early fluorescence and 
reflectance signals averaged between 0.67 and 1.60 s after stimulus 
onset. Figure 3B shows the average spatial profile of the responses 
measured as a function of distance from the response center for 
monkey ‘T’. Consistent with prior work using anesthetized rodents 
(Weber et al., 2004), we found that the early fluorescence increases 
were spatially narrower than the simultaneously measured changes 
in reflectance suggesting that fluorescence increases may be tighter 
markers of neural activation than hemodynamics (Monkey ‘T’: 

Figure 2 | Fluorescence signals begin faster than simultaneously 
measured changes in reflectance. The slopes of fluorescence (blue) and 
reflectance (green) signals following stimulus onset. These slopes were 
calculated by taking trial-by-trial time derivatives of the dF/F and dR/R signals 
(Figure 1B) and averaging them for the two animals separately. Asterisks 
denote significant changes in slope relative to baseline (p < 0.05; rank sum 
test corrected for multiple comparisons). Left and right show results for 
Monkey T and Monkey Y respectively. Note fluorescence signals reach 
significance earlier in both animals. Error bars are SEM. Figure depicts an 
average of 40 trials for monkey ‘T’ and 16 trials for monkey ‘Y’.
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sensitive dyes; Grinvald et al., 1994; Chen et al., 2006). However, 
the vascular patterns observed in hemodynamics-based signals 
obscure the actual spatial profile of neural activity over cortex. 
Even though early hemodynamic signals are also free of large vas-
cular patterns (Sheth et al., 2004; Sirotin et al., 2009), at such early 
timepoints they are typically of smaller amplitude than the peak 
FFI signals which remain free of vascular artifacts throughout 
their timecourse. Further, as previously demonstrated in anes-
thetized cats (Husson et al., 2007), FFI may also be more useful 
for mapping. We found that, despite a smaller global signal, the 
FFI mapping signal appears comparable to that observed using 
hemodynamics. Thus, a larger fraction of the FFI signal is tuned 
for the functional properties of the underlying neural activity. 
Taken together, these observations suggest that FFI is likely a bet-
ter indicator of the exact spatial profile of neural activity than 
hemodynamics-based measures.

Despite these advantages, measuring fluorescence signals is 
more technically challenging than the more commonly used 
reflectance signals and it was unclear whether FFI signals would 
be reliably measurable in alert animals. Thus, for FFI signals to be 
useful for neuroimaging, the relative benefits of using these signals 

alert monkeys performing a periodic visual task had a prominent 
component at trial period that was not predictable by concurrently 
recorded neural activity and was evident even in the absence of 
visual stimulation. By contrast, FFI signals are entirely local in 
origin and can be linked to specific cellular processes (Chance 
et al., 1979; Duchen, 1992; Shibuki et al., 2003; Reinert et al., 2004; 
Kosterin et al., 2005). Thus the FFI signal likely offers a reliable 
quantitative measure of local metabolic changes and hence local 
neural activity.

An additional advantage of FFI is that these signals are largely 
free of vascular artifacts (compare the fluorescence and reflect-
ance signals in Figure 1). This is because the FFI signal depends 
on a chromophore (FAD/FADH2) that is local to neural tissue 
(bound to mitochondrial membranes) as opposed to the one 
(hemoglobin) contained in passing blood vessels. Even though 
hemodynamics-based signals are large and clearly indicate the 
overall locus of neural activity, they are strongly biased toward 
large pial vessels. It is noteworthy that the space constants observed 
in the early fluorescence and reflectance images are comparable 
(Figure 4); this is because both signals likely reflect the net point 
spread of neural activity across cortex (as imaged using voltage 

Figure 3 | Early and late fluorescence signals have distinct point spreads. 
(A) Schematic of radial profile analysis. From top to bottom: activation center 
determined from the early fluorescence image; binary mask used to exclude 
fluorescence and reflectance changes near around large blood vessels; radial 
map of distance away from response center. Crosshairs mark the response 
center. Pixels with at the same distance were averaged together to create the 

radial profiles in (B) and (C). (B) Computed radial profiles during the early portion 
of the response (black dots) and the best fitting Gaussian function (red). Dotted 
green line is the residual of the fit. Note somewhat wider spread of reflectance 
relative to fluorescence signals. (C) Same as (B), but for late fluorescence and 
reflectance. Note broader late fluorescence signals relative to reflectance. 
Figure depicts an average of 40 trials.
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Figure 5 | Fluorescence-based functional maps in alert monkeys peak 
earlier and have fewer vascular artifacts. (A) Development of the 
fluorescence and reflectance maps during response. Images show the 
difference in response to full-field drifting gratings of orthogonal orientations 
(0 vs. 90°). Red bar denotes stimulus presentation period. White and black 
column marker points show approximate centers of orientation domains. Note 
opposite sign of fluorescence and reflectance signals. Column markers on 
fluorescence and reflectance images are the same, but inverted in color for 
visibility. (B) Orientation maps obtained with fluorescence and reflectance 
signals show the same pattern of columnar activity for maps obtained with 

cardinal or oblique orientations. Note that the reflectance signals have been 
inverted for ease of comparison with the fluorescence signals. (C) The 
timecourse of fluorescence (blue) and reflectance (green) mapping signals 
measured as the difference in activity between orthogonal columns. Note earlier 
peak and similar amplitudes of fluorescence and reflectance mapping signals. 
The reflectance signal is flipped in sign for easier comparison with the 
fluorescence signal. (D) The timecourse of the global fluorescence and 
reflectance signals evoked by grating stimulation for comparison with (C). Note 
reversal of the net fluorescence signal is absent from the mapping signal in (C). 
Figure depicts average of 19 trials for each orientation.

Figure 4 | Quantification of the spatial spread of fluorescence and 
reflectance signals. Early (0.67–1.60 s, white bars) and late (3.33–4.00 s, black 
bars) response widths are plotted for fluorescence and reflectance signals. 
Asterisks denote significant differences between point spreads (rank sum test 

corrected for multiple comparisons). (A) and (B) show results from monkey T and 
monkey Y respectively. Error bars are SEM. Note no difference between 
reflectance point spreads early and late despite clear increases in the fluorescence 
point spread from early to late. N = 40 for monkey ‘T’ and N = 16 for monkey ‘Y’.
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together, these results suggest that the cortical FFI signal, rather than 
being an index of absolute cortical metabolism, is a difference signal 
reflecting the overall balance between tuned increases in FADH2 
utilization in the electron transport chain and its replenishing by a 
possibly untuned increase in TCA cycle activity (Turner et al., 2007). 
Still, it is possible that the early increase in FFI signal may still be a 
linear indicator of neural activity (Tohmi et al., 2006). To clarify this 
point, future studies must therefore carefully explore the relationship 
between neural activity and the full timecourse of the FFI signal.

Relationship of early fluorescence signals with 
hemodynamics
In agreement with previous studies in cortex (Weber et al., 2004; 
Husson et al., 2007), we observed that early fluorescence increases 
are faster and somewhat narrower spatially than the simultaneously 
imaged reflectance changes. At our isosbestic imaging wavelength 
(528 nm), the reflectance signal is insensitive to blood oxygenation 
and, for small signal changes, is roughly proportional to changes 
in the concentration of hemoglobin (Kohl et al., 2000; Sheth et al., 
2004; Prahl, 2008; Sirotin et al., 2009). We found that the spatial 
spread of FFI signals was 25–50% narrower that of the simultane-
ously measured hemodynamic response. This is comparable to the 
previously conducted comparison between laser speckle imaging 
signals and FFI in rodent barrel cortex (Weber et al., 2004). It is 
very likely that the difference between the FFI and hemodynamic 
signals at these early timepoints reflects a tighter coupling of the 
FFI signal with increases in cortical metabolism (driven primarily 
by local neural activity; Attwell and Laughlin, 2001; Attwell and 
Iadecola, 2002) than the coupling of the hemodynamic response to 
cortical metabolism. It is important to point out that, at these early 
timepoints (0.67–1.60 s), the hemodynamic signal is confined to 
small vessels (below our camera resolution of 36 μm; Figure 1) so 
the difference between the signals is unlikely to be due to vascular 
overspill into larger vessels (Sheth et al., 2004, 2005).

As previously observed in anesthetized cats, we found that func-
tional maps obtained using FFI peaked earlier and were relatively 
unaffected by vascular artifacts as compared to volumetric signals 
(Husson et al., 2007). The overall pattern of orientation columns 
was not different between FFI and hemodynamic signals. Further, 
the amplitude of the mapping signal was comparable between FFI 
and volumetric signals. Indeed, the relatively large amplitude of 
these signals is significantly better than mapping signal amplitudes 
observed at commonly used red imaging wavelengths (i.e. >605 nm; 
Husson et al., 2007), which are typically only half as large as the 
volumetric mapping signal (Vanzetta et al., 2004). Thus, FFI sig-
nals appear to be particularly useful for mapping fine-scale cortical 
architecture in alert behaving animals.

The wide point spread of the late fluorescence signals
To our knowledge, no study to date has examined the spatial pro-
file of the late cortical fluorescence signal in vivo. Surprisingly, we 
found that the spatial extent of late fluorescence decreases were 
significantly wider than both the early fluorescence increases and 
the simultaneously measured hemodynamic signals (Figure 4). In 
the cerebellum, Gao et al. (2006) have shown that lateral inhibi-
tion between adjacent cortical regions can lead to negative fluores-
cence signals in vivo. Unlike the cerebellum, visual cortex has both 

over hemodynamics-based signals must outweigh the additional 
experimental complexity. This requires a detailed understanding 
of the spatiotemporal properties of cortical FFI signals from 
alert animals.

Feasibility of FFI imaging in alert animals
Here we have demonstrated that FFI point spreads and mapping 
signals can be routinely obtained from the primary visual cortex of 
monkeys performing simple visual tasks. Prior work showed that 
early FFI signals measured in cortex of anesthetized preparations 
appeared to be free of artifacts due to changes in cortical reflectance 
(Shibuki et al., 2003; Weber et al., 2004). However, these signals 
were quickly contaminated by the stimulus-evoked hemodynamic 
response. Because the hemodynamic response starts with laten-
cies as short as 600 ms (Weber et al., 2004; Sirotin et al., 2009), it 
begins to contaminate the fluorescence signal even within the first 
second of the response. Additionally, we have previously found 
that reflectance signals in V1 of alert primates are modulated sig-
nificantly by large trial-related hemodynamic signals unrelated to 
visual stimulation (Sirotin and Das, 2009). Such trial-related hemo-
dynamic activity in alert animals contaminates all portions of the 
fluorescence response. To remove this confound, we corrected the 
raw FFI signals for changes in reflectance. Though, classical investi-
gations measuring fluorescence in vivo have corrected their signals 
for simultaneously measured changes in reflectance (Rosenthal and 
Jobsis, 1971; O’Connor et al., 1972; Harbig et al., 1976; Kramer 
and Pearlstein, 1979), no such correction was performed in any of 
the imaging studies to date. Our corrected FFI signals were free of 
vascular artifacts for the full duration of the imaged response (e.g. 
compare our Figure 1 with Figure 5 in Shibuki et al., 2003) and we 
could therefore examine both the early and later phases of the FFI 
signal. We believe that such correction will be of general benefit for 
all future studies measuring cortical fluorescence responses.

The biphasic fluorescence signal
The in vitro FFI response to stimulation is typically biphasic, 
with an early increase (oxidation phase) followed by a prolonged 
decrease (reduction phase) (Duchen, 1992; Kosterin et al., 2005). 
The onset of the reduction phase may start prior to the cessation 
of stimulation and different mechanisms have been proposed for 
the two phases of this metabolic response. The oxidation phase is 
due to fast Ca2+ and ADP evoked increases in the rate of FADH2 
utilization in the electron transport chain. The reduction phase 
is thought to be due to a somewhat more delayed increase in tri-
carboxylic acid (TCA) cycle activity that replenishes FADH2 at a 
faster rate than it can be utilized by the electron transport chain 
(Turner et al., 2007).

We found that cortical FFI signals corrected for simultaneous 
changes in reflectance were largely consistent with the in vitro results 
(Duchen, 1992; Kosterin et al., 2005) and with in vivo signals meas-
ured in the cerebellum (Reinert et al., 2004, 2007; Gao et al., 2006) 
which are largely uncontaminated by changes in reflectance. FFI 
signals were biphasic (Figures 1C and 5D), with a spatially narrow 
fluorescence increase, declining prior to the end of stimulation, and 
followed by a fluorescence decrease. Interestingly, we found that 
even as the net fluorescence signal reversed polarity, the functionally 
tuned FFI mapping signal remained positive (Figures 5C,D). Taken 
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excitatory and inhibitory lateral connections. Thus, it is possible 
that the exact spatiotemporal dynamics of FFI signals are shaped 
by the properties of lateral connectivity in cortex.

Future directions in developing the FFI signal as an imaging 
tool in alert animals
Two issues must be addressed to further develop FFI as an imaging 
tool in alert animals. First, in order for FFI to be advantageous over 
the more easily measured hemodynamic signals, its spatiotemporal 
properties must be more readily interpretable in terms of neural 
activity. Future work must therefore investigate how the spatial 
spreads of the early and late FFI signals compare to the underly-
ing spread of neural activity and whether FFI signals are indeed 
better measures of local neural activation than hemodynamics. Of 
special importance is whether FFI signals are temporally linear. The 
two phases of the FFI signal are likely driven by different underly-
ing processes with different temporal properties (Duchen, 1992; 
Brennan et al., 2007). The FFI responses to extended stimulation 
may, therefore, not be linearly related to their responses to brief 
stimuli. Hence, a better understanding of the relationship between 
neural activity and the two phases of the fluorescence response 
would be fundamental for correctly interpreting FFI.

Second, though we were able to routinely image FFI signals, 
we did observe significant bleaching of fluorescence across our 
experimental session (Shibuki et al., 2003; Weber et al., 2004). 
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and allows investigating neurovascular coupling. In sum, its non-
invasiveness requiring no exposure to radiation, magnetic fields or 
contrast agents and device portability allow a flexible handling in 
a clinical diagnostic, prognostic, and rehabilitative environment 
(Miyai et al., 2001).

One major methodological shortcoming of OI is spatial reso-
lution. Typically in the range of few centimeters, topographical 
assignment of the activations is hampered by a sparse spatial sam-
pling over the scalp. In the most commonly used next-neighbor 
approach, the individual measurement channels are defined by 
a pair of light-emitting and light-detecting probe separated by 
an inter-optode distance (IOD) of 2–4 cm. These discrete meas-
urement points are then interpolated into a topographic map of 
functional activation, which is superimposed onto the brain area 
covered by the probe array. To enhance the spatial resolution a 
multi-distance approach using several sources and detectors has 
been proposed. Since light attenuation of multiple neighbors with 
different IODs is assessed, this approach yields measurements of 
overlapping photon paths with different sampled target depths 
(Barbour et al., 2001; Boas et al., 2004). The differential sensitivity 
of the volumes interrogated by light, leads to a rough depth dis-
crimination and facilitates the separation of signals from superficial 

Introduction
Imaging techniques such as BOLD-contrast magnetic resonance 
imaging (fMRI) and positron emission tomography (PET) offer 
the possibility to assess brain activity on the basis of the vascular–
metabolic response and localize such activation with a resolution of 
millimeters. Optical imaging (OI) has been successfully advocated 
to also non-invasively assess changes in cortical hemodynamics 
in response to functional stimulation. The methodology is espe-
cially suited for experimental designs in which the constraints of 
an MR-scanner environment limit performance of a specific task 
or are not suited for the specific group of subjects. This applies to 
infants but also to patients, who may need continuous monitoring 
or direct interaction with the examiner to be motivated to perform 
a task. Furthermore, the low methodological constraints render 
OI an ideal tool for some tasks, for instance when complex motor 
tasks or straight posture are required (Miyai et al., 2001). Not least 
the advantages enable long-term measurements as, e.g., in sleep 
(Olopade et al., 2007) or applications in field research (Grocott 
et al., 2007). Beyond that, optical imaging operates interference-
free with other modalities, therefore a simultaneous approach, 
with electrophysiological techniques such as electroencephalog-
raphy (EEG) and magnetoencephalography (MEG) is easily feasible 
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and deeper layers. Thus sensitivity to the cerebro-cortical signal 
is augmented. Also such an approach enhances lateral resolution. 
A pioneering study (Zeff et al., 2007) recently demonstrated the 
feasibility of retinotopic mapping of the primary visual cortex, 
based on eccentricity and angular stimulation (see also White and 
Culver, 2010). The study proves that state-of-the-art technology and 
advanced analytical tools enhance spatial resolution dramatically in 
non-invasive optical imaging, opening an entirely new perspective 
for the application in basic and clinical research.

Here, we extend the use of high-density optical imaging to 
another sensory system and test whether this technique is sensi-
tive enough to functionally map the somatotopic organization 
of the somatosensory cortex. The somatosensory system consists 
of two major cortical representations, the primary (SI) and the 
secondary somatosensory cortex (SII), both of which have been 
shown to be somatotopically organized. While SII is located in the 
deeper part of the inferior parietal cortex, which is not accessible to 
non-invasive optical techniques, the SI hand area can be regarded 
an ideal candidate for optical imaging access, due to its superficial 
location at the posterior wall of the central sulcus. The idea of 
somatotopy has long been established. Based on the observation 
that motor convulsion or dysesthesia ‘march’ along typical routes 
over the body in some simple focal epileptic seizures and that 
these ‘routes’ are highly reproducible within and between patients, 
Jackson postulated a somatotopic organization of the somatosen-
sory and motor cortex already in the 19th century (Jackson, 1863). 
In 1931, cortical somatotopic organization was first experimentally 
proven in humans by applying electrical stimulation to precentral 
and postcentral cortices (Foerster, 1931). Finally, the term “soma-
totopy” was introduced by Penfield (Penfield and Boldrey, 1937). 
With respect to somatosensation, he applied electrical stimula-
tion to the surface of the postcentral gyrus in patients undergoing 
brain surgery. Based on the patients’ reports of thereby elicited 
sensations, the idea of the sensory homunculus was established 
(Penfield and Boldrey, 1937; Penfield and Rasmussen, 1950). The 
gross anatomy (head, arm, trunk, and leg) is clearly differentially 
represented by areas of contralateral sensory (SI) and primary 
motor (M1) cortices. The representations follow a latero-medial 
sequence along the precentral and postcentral gyri, respectively. 
The representational organization within the hand sub-division 
is more complex and still partly controversial. In SI a basic soma-
totopic arrangement was found using MEG (Baumgartner et al., 
1991; Hari et al., 1993; Nakamura et al., 1998), EEG (Buchner et al., 
1995) and fMRI studies differing in type of stimulation, number 
of fingers stimulated and spatial resolution (Sakai et al., 1995; Wolf 
et al., 1996; Gelnar et al., 1998; Kurth et al., 1998; Stippich et al., 
1999; Francis et al., 2000; Nelson and Chen, 2008; Schweizer et al., 
2008; Weibull et  al., 2008). The few studies covering the entire 
SI finger area at a high spatial resolution found a map similar to 
that described by Penfield. The thumb is represented in the most 
lateral, anterior, and inferior position, followed by the other fingers 
ordered along the central sulcus in a superior to medial direction 
(Maldjian et al., 1999; Kurth et al., 2000; van Westen et al., 2004; 
Schweizer et al., 2008).

Since somatosensory stimulation and training of motor skills may 
substantially alter the extent and the more fine-grained somatotopy 
of the homunculus, the investigation into training or rehabilitation 

induced changes would profit from an undemanding assessment, 
available in a clinical setting. In the current study we therefore 
addressed the question whether high-density diffuse-optical imag-
ing of the sensory SI hand areal is spatially sensitive enough to 
somatotopically differentiate and map the representations of thumb 
(first) and little (fifth) finger to vibrotactile stimulation.

Materials and methods
Subjects
Eight right-handed volunteers (mean age 31.3 ± 4.5 years, three 
females) without any history of neurological or psychiatric disor-
ders were investigated. The study was approved by the local ethics 
committee at Charité University Hospital Berlin and written con-
sent was obtained from each subject prior to investigation.

Stimuli and procedure
Participants were seated in an EEG chair in a sound-attenuated, 
dimly lit room. Somatosensory stimulation was elicited by vibrotac-
tile stimuli applied by rotating brushes (10 mm diameter surface) 
mounted into a glove at the position of the tips of the first and fifth 
finger. The timing of brushes was controlled by Cogent (Wellcome 
Department of Imaging Neuroscience, London, UK), a stimulus 
toolbox that runs in the Matlab environment (The Mathworks, 
Natick, MA, USA). During the experiment each subject received 
24 runs of a 5-s vibrotactile stimulus on either the first or fifth 
finger of the left hand (Figure 1D). The application of the tactile 
stimuli was temporally jittered (mean SOA 20 s, range 16–24 s) 
and appeared in a pseudo-randomized sequence to avoid stimulus 
expectation and to optimize the data for an analysis based on the 
sluggish vascular response (Birn et al., 2002).

Prior to vibrotactile stimulation subjects performed 10 repeti-
tions of self-paced finger tapping of the left hand without wearing 
the glove to assess the motor areas. The timing of finger tapping was 
guided by the noise of the rotating brushes, to exclude confounding 
auditory and arousal effects. The finger-tapping experiment was 
identical to the somatosensory experiment with respect to timing 
and temporal jitter. Activation in the motor area is a robust signal 
that has been reported in a number of studies (Obrig et al. 1996). 
In the present study finger tapping served as a control condition. 
Because the motor homunculus is located on the precentral gyrus 
we expected the somatosensory activation to be posterior to the 
motor response. OI data were continuously acquired during vibro-
tactile stimulation and tapping tasks.

To project functional activation patterns on the individual 
brain anatomy, an anatomical T1-weighted MPRAGE MRI scan 
was acquired for each individual subject (TR = 94 ms, TE = 4 ms, 
flip angle 12°, voxel size 1 × 1 × 1 mm 1.5 T, Magnetom Vision, 
Siemens, Erlangen, Germany). For a subsequent co-registration of 
OT-results and anatomical structures the corners of the imaging 
grid were marked on the scalp. Before MR scanning, vitamin-E 
capsules were fixed at the marked head positions using double-
sided self adhesive tape (Figure 1C).

Optical imaging data acquisition
Optical imaging was performed using a DYNOT 232 optical tomog-
raphy imager (NIRx Medizintechnik GmbH, Berlin, Germany). To 
achieve high spatial sampling of about 0.75-cm IOD, a rectangular 
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was rotated so as to provide a perpendicular view onto the area 
enclosed by the fiducial marks (similar to the perspective seen 
in Figure 1C). The topographic view of the anatomical cortex 
reconstruction was then subjected to a 2-D transformation to 
superimpose the fiducials’ location with the corners of the opti-
cal reconstruction map. Subjects for whom the central sulcus 
and/or the presumed activation areas were located outside the 
area enclose by the fiducial marks were excluded from further 
analysis.

Next, optical imaging data of both tasks were band pass-filtered 
between 0.033 and 0.5 Hz (Butterworth, second order). From these 
we reconstructed volumetric image time series of HbO and HbR 
concentration changes using the normalized-difference method 
described in Barbour et al. (2001) and Pei et al. (2001), as imple-
mented in NAVI software package (NIRx Medical Technologies 
LLC, Glen Head, NY, USA). The algorithm achieves fast image 
reconstruction by truncated singular value decomposition (tSVD) 
inversion of a pre-calculated image operator. The operator, or 
weight matrix, is generated by solving the optical diffusion equa-
tion on a finite element method (FEM) mesh which was obtained 
from a generic anatomical MRI image of the human head and 
which considered the specific source-detector configuration of 
our experiment.

The depth-sensitivity of the true 3-D image reconstruction 
allows for ready distinction of extra-cerebral artifacts from cerebral 
activity. Stimulus-related activity was observed only in subsurface 
areas, which were selected as regions of interest (ROI) for further 
processing and display. No further method of surface–signal cor-
rection, such as a nearest-neighbor signal subtraction (Zeff et al., 
2007), was employed. All data sets were carefully checked for 

array consisting of 30 fibers was arranged over the right pericentral 
area using an open scaffolding structure and individually spring-
loaded fibers. This design allowed for an easy access of the fiber 
tips for parting the hair before placing an optode and also ensured 
stable optical contact. Five horizontal and six vertical rows of probes 
covered an area of 3.00 cm × 3.75 cm (Figures 1A,B). The imager 
employs time-multiplexed source illumination and utilizes each 
optical fiber as both source and detector. The resulting 900 source-
detector combinations with variable IODs (0–4.80 cm distance) 
sample different sub-volumes beneath the probe array and allow 
investigating functional activation by means of an optical tom-
ography approach (Barbour et al., 2001). For the vibrotactile and 
finger-tapping task data at two wavelengths (760 and 830 nm) were 
acquired continuously at a rate of 1.9 Hz.

Data analysis
The first task was to locate the optical probe array with respect 
to cortical anatomy. Anatomical MR-images of each subject 
were segmented using standard routines implemented in the 
Statistical Parametric Mapping software (SPM8, Wellcome Trust, 
University College London, UK). Images were divided into gray 
and white matter following SPM’s Bayesian algorithm on the 
tissue probability maps for white and gray matter. This yielded 
the voxels of gray matter underneath the pad. The localization of 
the fiducials was determined from raw images. Based on the indi-
vidual three-dimensional gray matter maps the fiducial marks of 
the probe array were then projected on the calculated gray mat-
ter surface. The localization of the central sulcus was judged by 
four independent experts based on the preprocessed anatomical 
MR-images. For this purpose the individual’s anatomical image 

Figure 1 | Experimental design. (A) Subjects wore an open scaffolding fiber 
optic holder, consisting of semi-elastic plastic stripes running along the head 
circumference just above the ears and along the midline. Arched support 
members which positioned the fiber optic tips over the right pericentral region 
were attached to this support structure. Fibers were individually spring loaded to 
maintain a mild constant pressure onto the skin to provide stable optical contact. 
(B) The optical probes form a rectangular array of 30 fibers with inter-optode 

distance of 0.75 cm. (C) After NIRS acquisition, subjects received an anatomical 
MR scan with fiducial marks positioned at the corner of the probe array allowing 
the subsequent alignment of functional optical and structural MRI data. 
(D) Subjects underwent two consecutive sessions, a finger tapping task and 
vibrotactile stimulation. In both tasks the occurrence of an event (vertical bars: 
black for tapping, light gray for first finger, dark gray for fifth finger) was jittered 
over time. The whole optical imaging procedure took less than 20 min.
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optical head model surface was not necessary because size and 
position revealed a rather planar surface of the probe array. For each 
condition T-value maps based on the changes in HbR were derived 
from layers of a medium depth (mean 5.4 mm, SD 1.65 mm). The 
maps showing a strong hemodynamic response were averaged and 
superimposed on the corresponding anatomical image and finally 
thresholded at 90% of the absolute maximum (Figure 2).

Results
Three of eight subjects were excluded from the analysis because the 
probe array for these subjects was not localized over the pericentral 
region and hence did not include the putative hand area of the 
motor and somatosensory homunculus.

One subject revealed no focal motor activation during finger-
tapping; therefore we do not report on the results of this subject.

Figure  2 shows the activation maps for the remaining four 
subjects. T-value maps based on HbR-changes were superim-
posed on individual anatomical images. The four subjects show 
a maximum hemodynamic response to finger tapping located on 
the precentral gyrus. In contrast, the hemodynamic response to 

motion artifacts; however, because of the rigid mounting of the 
fibers and the relatively short experimental period, no correction 
for any such artifacts was deemed necessary.

Images were reconstructed on a sub-volume of this FEM mesh 
being congruent with the region of the optical fiber array on the 
subject. For both, the finger-tapping task and the vibrotactile stimu-
lation, a general linear model (GLM) was calculated to estimate the 
effect of hemodynamic changes within this specific three-dimen-
sional sub-volume. For the tapping task a design matrix consist-
ing of a 0–1 boxcar predictor was convolved with a hemodynamic 
response function with a peak at 5 s (Boynton et al., 1996). For 
the vibrotactile data two independent predictors were applied for 
stimulation periods of first and fifth digit, respectively. Thus, for 
each voxel of the sub-volume T-values were derived for HbR and 
HbO data in each condition. To assess the maxima of activation 
for the two tactile and the motor conditions we created a series of 
two-dimensional images of the area covered by the probe array. 
This roughly corresponds to a slice orientation tangential to the 
head surface as can be constructed by 3D-MR datasets. A further 
sub-division of the volume into concentric shells parallel to the 

Figure 2 | Activation maps for the finger tapping and vibrotactile finger 
stimulation. (A) Individual cortical anatomy of the four subjects (s1–s4) recovered 
from anatomical MRI. Circles represent the positions of the fiducial marks 
projected onto the cortical surface. These allow the location of the cortical area 
covered by the optical array. The array covers the pre and postcentral gyrus. 

Precentral gyrus is denoted with a green dotted line. HbR T-maps for finger tapping 
(pink) and vibrotactile stimulation of first (blue) and fifth (red) finger, respectively, 
were superimposed on the anatomical image. (B) Magnified section of the probe 
array with underlying anatomical structures and thresholded T-values. Letters p, a, i, 
s denote the posterior to anterior and inferior to superior directions of the images.

http://www.frontiersin.org/Neuroenergetics/
http://www.frontiersin.org
http://www.frontiersin.org/Neuroenergetics/archive


Frontiers in Neuroenergetics	 www.frontiersin.org	 June 2010  | Volume 2  |  Article 12  |  157

Koch et al.	 Somatotopic mapping with high-density OI

to size and temporal dynamics of the activation patterns, both 
parameters followed typical dynamics of the vascular response 
with an increased focal oxygenation resulting from a rise of blood 
volume and flow velocity. The latter overcompensates the oxygen 
uptake and thus yields an increased washout of HbR. The ana-
tomical structures subjacent to the fiber array confirmed that the 
hemodynamic changes to first and fifth finger stimulation origi-
nated from the postcentral gyrus.

Discussion
We demonstrated that high-density optical imaging allows for a 
fine-grained resolution of functional cortical activations in the peri-
central motor and somatosensory cortices. The data showed spa-
tially separated activations in response to vibrotactile stimulation 
posterior to those during motor performance. Also a differentiation 
between somatosensory representations of the first and fifth finger 
was unequivocally seen in four subjects. The spatial distribution 
is in line with the well-known anatomical homuncular organiza-
tion in the pre and postcentral gyrus which was shown by the 
projection of the functional imaging results onto the individuals’ 

somatosensory stimulation is located on the postcentral gyrus. 
Besides this anterior-posterior differentiation, the localization of 
the activation to first versus fifth finger stimulation differed with 
respect to their maximal amplitude.

Across all four subjects the activation elicited by stimulation of 
the fifth finger was located more superior along the central sulcus 
compared to first finger stimulation. The temporal evolution of the 
hemodynamic response is illustrated in Figure 3. Mean changes of 
HbR and HbO across all runs are shown for the 5 s stimulation 
period and the ensuing 8 s of rest. Data for first and fifth finger of 
subject 2 are shown. Clearly both conditions led to an increase in 
HbO (red) and a decrease in HbR (blue) with the typical vascular 
response latency peaking 5–7 s after stimulus onset (0 s on the time 
axis). After thresholding of the results at their absolute maxima, 
maps revealed different locations of the activation patterns of first 
and fifth finger stimulation. Vibrotactile stimulation of the first 
finger led to a more inferior and anterior activation pattern com-
pared to the pattern of the fifth finger in a lateral 2D-view of the 
brain. This differential localization held for both HbO and HbR. 
Although HbO and HbR showed slight differences with respect 

Figure 3 | Hemodynamic changes in response to vibrotactile stimulation. 
(A) Cortical surface rendering of subject 2 with an inset showing the area covered 
by the probe array. (B) Colored panels depict the averaged hemodynamic changes 
from this subject for HbR (upper row) and HbO (lower row) to 5-s vibrotactile 

stimulation of the fifth and first finger. The vibrotactile stimulation started at 0 s. 
Vibrotactile stimulation of first and fifth finger yielded to a decrease in HbR (blue) and 
an increase in HbO (red) with a hemodynamic peak latency of 5–7 s. Letters p, a, i, s 
denote the posterior to anterior and inferior to superior directions of the images.
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probes and the cortical surface has added to the variance of the 
pad’s location in the excluded subjects. Additionally, the central 
sulcus was located by a rather simple expert-rating approach using 
preprocessed representations of individuals’ brain surface. Since 
the focus in this paper is on the approach rather than an anatomi-
cal question, we used this quite conservative inclusion criterion. 
In clinical applications structural imaging data will be available 
in most patients, thus information on the individual anatomy 
and more importantly individual lesions will usually allow for an 
informed positioning of the probe array. Furthermore powerful 
novel projection algorithms have been proposed (Okamoto et al., 
2004; Custo et al., 2010) for low-density imaging and are currently 
being developed for high-density tomographic data.

Another subject was excluded since motor performance did not 
elicit reliable activation. There are two reasons for using a reli-
able response to finger tapping as an inclusion criterion. Firstly, 
motor-related activation has been shown to be much more robust 
not only in optical (Obrig et al., 1996) but also in BOLD-contrast 
imaging, partially due to the fact that somatosensory feedback is 
inherent to natural motor performance. Additionally the hemo-
dynamic response to finger tapping was expected to project to the 
precentral gyrus (M1 and premotor areas). Hence to judge the 
potential of high-resolution optical imaging we considered it man-
datory to differentiate in both an anterior-posterior and a medio-
lateral dimension.

What are the limitations of the approach? Clearly parts of the 
brain located in deep sulcal structures with some distance to the 
surface cannot be reached by optical approaches. The resolution of 
sub-divisions of SI, as it has been shown in primates (Merzenich 
et al., 1978; Kaas et al., 1979; Nelson et al., 1980; Sur et al., 1982; 
Pons et al., 1985), may be beyond the lateral resolution even of high-
density optical approaches. The somatotopic organization is most 
pronounced in area 3b, and in area 3a located on the posterior wall 
of the central sulcus. These factors may contribute to the issue of 
precision of our approach. For high-resolution MRI differentiations 
of the sub-divisions of SI have been reported (Eickhoff et al., 2005; 
Schweizer et al., 2008). Refining co-registration with structural MRI 
and re-localizing the center of the image pad to optimally cover the 
area of interest may enhance the accuracy of the here presented 
approach. However, considering some fundamental limitations of 
diffuse-optical tomography we think that such sub-differentiation 
will be beyond even more sophisticated methodological approaches. 
The limitations inherent to non-invasive optical imaging can be 
divided into three fields. (i) The underlying physical principles of 
photon transport in strongly scattering media restrict the precision 
of the reconstruction of the sampled tissue. This is due to the fact 
that strong assumptions concerning the background optical proper-
ties are mandatory. Deviations from the assumed optical proper-
ties in the individual clearly limit precision. (ii) Anatomically, the 
variability of gyral structure and the thickness of the extra-cerebral 
tissue reduce the spatial accuracy of the derived activation foci. Since 
optical imaging does not supply anatomical information, the meas-
ured activation pattern can only be projected onto a gyral map when 
relying on external landmarks and cranio–cerebral correlations with 
the 10–10/10–20 electrode placement system (Okamoto et al., 2004) 
or when a structural MRI is performed in the individual subject. 
(iii) Physiologically, systemic changes in hemodynamics must be 

structural MRIs. Our results confirm reports of similar approaches 
using high-density optical imaging (Zeff et al., 2007; White and 
Culver, 2010) and extend the application of the methodology to the 
somatosensory system. First we discuss the findings with regard to 
previous work on non-invasive imaging of the homuncular organi-
zation of the somatosensory cortex, followed by the discussion 
of relevant limitations and, more importantly, the perspectives of 
this approach.

Electrophysiological methods provided the first successful dem-
onstration that the homuncular organization is accessible to non-
invasive techniques in healthy adults. MEG (Baumgartner et al., 
1991; Hari et al., 1993; Nakamura et al., 1998) and EEG (Buchner 
et al., 1995) located differential sources in the pericentral region 
notably also providing first evidence that this representation can 
be altered by plastic changes in disease (Elbert et al., 1998; Braun 
et al., 2003). While these latter findings show the high sensitivity 
of MEG and EEG to subtle changes in source amplitude and ori-
entation, the same sensitivity constitutes a fundamental limitation 
of electrophysiological imaging related to the inverse problem of 
all localization approaches. With the advent of blood oxygen level 
dependence-(BOLD) fMRI, a number of groups used the inherent 
advantage of MRI supplying a high-resolution structural image on 
which the functional activation can be individually mapped (Sakai 
et al., 1995; Lin et al., 1996; Gelnar et al., 1998; Kurth et al., 1998; 
Stippich et al., 1999; Francis et al., 2000; Nelson and Chen, 2008; 
Schweizer et al., 2008; Weibull et al., 2008). Some of these studies 
were able to produce functional maps highly similar to Penfield’s 
invasively assessed maps. In these images stimulation of the thumb 
results in the most lateral, anterior and inferior position, followed 
by the other fingers orderly along the central sulcus in a superior 
to medial direction (Maldjian et al., 1999; Kurth et al., 2000; van 
Westen et al., 2004; Schweizer et al., 2008).

Our results confirm that sensitivity of optical imaging is suf-
ficient to detect similarly subtle differences in the lateral distri-
bution of activation foci. Sensitivity to a functional activation 
paradigm across studies is somewhat arbitrary depending on the 
exact stimulation protocol, individual anatomy, and a number of 
issues of the analytical tools and assumptions. A key question is 
how such an approach can be useful for future research. Here, one 
apparent concern is the rather high exclusion rate of half of our 
subjects. Three subjects were excluded due to a wrong localiza-
tion of the pad with respect to cortical anatomy. This is somewhat 
at odds with the comparatively small inter-individual variance 
of the central sulcus with reference to the 10–20 system. Using 
magnetic resonance imaging, Steinmetz et al. (1989) reported a 
1.2 cm rostral to caudal variation of the central sulcus (16 sub-
jects) when relating cortical anatomy to the grid referenced by 
the external bony landmarks. This point, determined in sagittal 
slices 4 cm from midline and with respect to the line defined by 
the vertex point (Cz) and the pre-auricular point, referred to the 
location of the middle finger representation of the motor and 
sensory homunculi. Another MR-study reported inter-individual 
variances of the same order, when cortical anatomy was related 
to the 10–10 system (Koessler et al., 2009). Across 16 subjects the 
standard deviations of the C4 electrode position, close to the cen-
tral sulcus, was below 10 mm (SD for C4: x = 4.6 mm, y = 8.3 mm, 
z = 6.4 mm). It may be possible that our projection of the optical 
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considered. This notorious issue in optical imaging may lead to a 
contamination of the vascular response with respect to amplitude 
but also timing (Boden et al., 2007). In high-resolution approaches 
this may be considered a lesser issue, since the high focality of the 
response is an intrinsic argument for the cortical origin of the 
detected changes. However, when comparing amplitude and tem-
poral dynamics between groups or in their development over time, 
this may introduce another source of noise.

Bearing these issues in mind, we are confident that future appli-
cation of high-density optical imaging is complementary to vascu-
lar (fMRI) and electrophysiological imaging (EEG). As it has been 
demonstrated in a large number of studies, optical imaging has a 
potential in applications in which fMRI application is problematic, 
notably in infant research. The present approach may be specifi-
cally suited to be applied in clinical and rehabilitative research. In a 
multimodal scenario structural and potentially functional informa-
tion can be gathered in an initial MRI-based assessment. During 
the course of rehabilitative therapy optical imaging could serve as 
a convenient tool to monitor plasticity in a predefined region of 

interest. Another promising perspective is the simultaneous appli-
cation high-density optical imaging with EEG or MEG (Obrig et al., 
2002; Mackert et al., 2004). Beyond basic issues of neurovascular 
coupling (Koch et al., 2009) the respective strengths of a high sen-
sitivity to brief events (EEG) and the integration over slower proc-
esses inherent to vascular techniques like optical imaging has as yet 
not been fully explored. The latter may be of relevance especially 
when plastic changes during stimulation and training are the focus 
of research. Our present data and the pioneering work of other 
groups (Zeff et al., 2007; White and Culver, 2010) can be considered 
a huge step towards an increase of reliability and applicability of 
optical imaging in such fields of research.
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imaging, NIRS continuous-wave measurement systems have poor 
spatial sampling and are ill-equipped to discriminate these noise 
sources (Klaessens et al., 2005; Davis et al., 2006).

Though not yet widely used, progress with diffuse optical tom-
ography (DOT) techniques has begun to provide higher functional 
neuroimaging performance than fNIRS while maintaining sim-
ple instrumentation (Benaron et al., 2000; Bluestone et al., 2001; 
Hebden et  al., 2002; Hebden, 2003; Gibson et  al., 2006; Joseph 
et al., 2006; Zeff et al., 2007; Wylie et al., 2009; White and Culver, 
2010a,b). High-density DOT systems sample many source–detector 
pairs (SD-pairs) at multiple separations. The depth sensitivity of 
the measurements varies with the source–detector distance: closely 
spaced SD-pairs sample shallowly, while more widely spaced pairs 
penetrate deeply. This feature supports two methods for increas-
ing the ability to discriminate signals arising from the brain. First, 
source–detector distances can be chosen such that some meas-
urements are preferentially sensitive to scalp, skull, and systemic 
hemodynamic fluctuations, while others sample into the brain. 
Shallow measurements are then assumed to be a measure of the 
superficial and systemic noise and can be regressed from deeper 
pairs. The regressed data should produce a more accurate measure 
of hemodynamic trends unique to the brain (Saager and Berger, 
2005, 2008). Second, overlapping measurements allow tomographic 
image reconstruction techniques (Barbour et  al., 1990; Arridge, 
1999; Yodh and Boas, 2003), resulting in an image of hemodynamic 
changes throughout a three-dimensional volume of the head, spa-
tially separating contributions from deep and shallow sources.

Introduction
Recent successes using functional near infrared spectroscopy 
(fNIRS) (Hebden, 2003; Yodh and Boas, 2003; Steinbrink et al., 
2006) to study neonatal auditory and language development 
(Gervain et al., 2008; Saito et al., 2009) and pain responses (Bartocci 
et al., 2006) highlight the promise of extending fNIRS neuroimag-
ing into populations that are difficult to scan with functional mag-
netic resonance imaging (fMRI). fNIRS uses near infrared sources 
and detectors to measure changes in absorption due neurovascular 
dynamics in response to brain activation, which allows a combina-
tion of portable instrumentation, wearable imaging caps, and more 
comprehensive hemodynamic imaging contrasts. These advantages 
make fNIRS ideally suited for a range of neuroscience applications 
in comparison with fMRI (Hebden, 2003; Yodh and Boas, 2003; 
Steinbrink et al., 2006). Nonetheless, limitations in brain specificity 
have prevented the technique from performing sophisticated cog-
nitive neuroimaging studies that have become common in fMRI. 
As instrumentation has improved, the primary source of noise in 
fNIRS is physiological, arising from hemodynamics unrelated to 
the desired neural paradigm. While such spurious signals also exist 
in fMRI, their effect is exacerbated in fNIRS, since every measure-
ment consists of light that has traveled from an extra-cranial source, 
through the scalp and skull, into the brain, and back out through 
the scalp and skull to reach a detector. Measurements therefore 
not only contain confounding signals from systemic sources, but 
also from hemodynamics localized to the superficial tissue layers. 
Even when combined into sparse (∼3 cm) grids for topographic 
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Functional near infrared spectroscopy (fNIRS) is a portable monitor of cerebral hemodynamics 
with wide clinical potential. However, in fNIRS, the vascular signal from the brain is often 
obscured by vascular signals present in the scalp and skull. In this paper, we evaluate two 
methods for improving in vivo data from adult human subjects through the use of high-density 
diffuse optical tomography (DOT). First, we test whether we can extend superficial regression 
methods (which utilize the multiple source–detector pair separations) from sparse optode 
arrays to application with DOT imaging arrays. In order to accomplish this goal, we modify the 
method to remove physiological artifacts from deeper sampling channels using an average of 
shallow measurements. Second, DOT provides three-dimensional image reconstructions and 
should explicitly separate different tissue layers. We test whether DOT’s depth-sectioning can 
completely remove superficial physiological artifacts. Herein, we assess improvements in signal 
quality and reproducibility due to these methods using a well-characterized visual paradigm 
and our high-density DOT system. Both approaches remove noise from the data, resulting in 
cleaner imaging and more consistent hemodynamic responses. Additionally, the two methods 
act synergistically, with greater improvements when the approaches are used together.
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Despite the conceptual illustrations of DOT’s feasibility for neu-
roimaging and the knowledge that superficial contamination can 
lead to controversies of the interpretation of results (Jasdzewski 
et al., 2003; Boden et al., 2007) the majority of fNIRS studies are 
still conducted with sparse, single-distance imaging arrays. Initially 
the hesitation to switch to DOT was due in part to the complicated 
instrumentation requirements of early DOT systems. Now, as mul-
tiple simple neuroimaging DOT scanners are available, it is neces-
sary to clearly demonstrate the possible improvements from these 
new techniques using in vivo imaging data. Thus, we here evaluate 
the ability of two methods, superficial signal regression (SSR) and 
tomography itself, to improve signal quality using in vivo measure-
ments of the adult human visual cortex. Our goal is to answer three 
questions. (1) Can SSR techniques developed for sparse fNIRS arrays 
be adapted to high-density imaging arrays? This extension is non-
trivial for two reasons. DOT inter-optode spacing is determined by 
the dense grid rather than by considerations of tissue sensitivity, 
and thus we might not be able to construct an ideal regressor. Also, 
since every deep measurement  is not uniquely paired with a single 
shallow measurement, some other strategy to define a regression 
signal is required. Here, we evaluate a simple approach using a single 
spatially averaged regression signal for the entire measurement set. 
We will thus test whether this regression method is adequate. (2) How 
much signal-to-noise is gained by moving from sparse, isolated fNIRS 
measurements to DOT imaging? And, (3) is the depth-sectioning of 
DOT itself sufficient to separate multiple tissue layers, or does SSR 
in combination with DOT provide an added advantage?

Materials and methods
Protocol
Data were acquired using a high-density DOT scanner, developed 
in-house (Zeff et al., 2007). The optode array consisted of 24 source 
positions (with light emitting diodes, LEDs, at both 750 and 850 nm) 
and 28 detector positions (coupled to avalanche photodiodes, APDs) 
designed to image the visual cortex (Figure 1A). Healthy adults were 
scanned after informed consent, as specified by the Washington 
University School of Medicine Human Research Protection Office. 
Subjects sat 70 cm away from a 19-inch LCD screen, and the DOT pad 

was secured over the visual cortex using hook-and-loop strapping. In 
this study, we used visual stimulation data acquired in adult humans 
since visual stimuli activate a well-localized region of cortex and have 
minimal systemic correlates [as opposed to motor stimuli that can 
be correlated with increases in blood pressure (Boden et al., 2007)]. 
Subjects were instructed to look at a crosshair, and a visual stimulus in 
the lower right visual field spanning a polar angle of 70º and a radial 
angle of 0.5–1.7º was presented, consisting of 10 s of counter-phase 
flashing at 10 Hz followed by 30 s of 50% gray screen (Figure 1B). 
A session had between four and eight stimulus repetitions. Data was 
acquired from a population of nine subjects. Two subjects were had 
a majority of channels with high signal variance and were excluded 
due to poor cap fit. Of the remaining seven subjects, one was scanned 
three times and another was scanned twice, for a total of 10 data sets 
included in this study.

Superficial signal regression
Due to the high dynamic range of the DOT system, light is detected 
from several different source–detector distances. In this paper, we 
will focus on using the first- and second-nearest neighbors, referring 
to SD-pairs separated by 1.3 and 3.0 cm, respectively (Figure 2A). 
First-nearest neighbors sample predominantly superficially, sensitive 

1.3 cm
3.0 cm

1st Nearest
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A B
Source

Figure 2 | High-density diffuse optical imaging. (A) Schematic of a 
subsection of a high-density grid. Red dots indicate source positions, and blue 
dots detector positions. Interconnecting lines define first- and second-nearest 
neighbor source–detector pairs. (B) Illustration of depth sensitivity of SD-pairs 
with respect to lateral separation using a photon migration simulation in a 

semi-infinite, homogeneous geometry using 3-mm diameter, exponentially 
decaying optodes. Sensitivity functions have been truncated at 5% intensity. The 
most closely spaced SD-pairs (sensitivity in green) sample superficial scalp/skull 
properties, while more widely spaced SD-pairs (sensitivity in red) are sensitive 
to both brain and scalp/skull signals.

A B

Figure 1 | High-density DOT study design. (A) Schematic of the 
high-density scanning grid placed over the occipital cortex. Sources are in red, 
detectors in blue. (B) The visual stimulus. Black and white regions alternate 
contrast at 10 Hz. This visual stimulus was presented in a block pattern, 
consisting of 10 s of visual activation followed by 30 s of 50% gray screen.
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Diffuse optical tomography reconstructions
Diffuse optical tomography reconstructions were generated using 
a hemispherical head model (Zeff et al., 2007). A finite-element, 
forward light model (Dehghani et al., 2003) was used to generate 
a sensitivity matrix for the source/detector array. Using a direct 
inversion of the sensitivity matrix, SD-pair absorbance measure-
ments were converted into tomographic maps of absorption change 
(Zeff et al., 2007). A hemispherical shell through the superficial 
cerebral cortex (1-cm thick centered at a 1-cm depth) was isolated 
from the full 3D reconstruction for display (shown as a posterior 
coronal projection, as if looking at the brain from behind with the 
scalp and skull removed). We can thus spatially remove superficially 
reconstructed hemodynamics.

Hemoglobin spectroscopy
For both SD-pair measures and tomographic maps of absorption 
change, we used the extinction coefficients of oxy- (HbO

2
) and 

deoxyhemoglobin (HbR) to convert from changes in the absorp-
tion to concentration changes: ∆HbO

2
, ∆HbR, and ∆HbT (total 

hemoglobin). The extinction coefficients used for HbO
2
 are 1.36 

and 3.40 mM−1 cm−1 and for HbR are 2.39 and 1.85 mM−1 cm−1 (for 
750 and 850 nm, respectively). These coefficients were generated by 
applying a weighted average over the spectra of our LEDs (Gaussian 
FWHM ∼60 and 45 nm, respectively) to the table of extinction 
coefficients found in Wray et al. (1988).

Evaluation of contrast-to-noise
To quantify the performance of the different neuroimaging meth-
ods, we evaluated the contrast-to-noise ratio (CNR) of the retrieved 
hemodynamic response. Contrast is defined as the peak-height 
of response (averaged over multiple stimulus presentations). We 
characterized measurement noise through the standard deviation 
in the pre-stimulus baseline. We use baseline noise rather than 
variation in the activation height, since peak height could change 
from block to block due to factors such as subject attentiveness and 
direction of gaze that are independent from system or physiological 
noise. We then judge a method’s effectiveness by its improvement 
in CNR versus fNIRS/MBL processing without SSR. Additionally, 
both DOT methods create images, which we judge spatially by 
looking at contrast and noise.

Results
Our goal was to compare the ability to distinguish brain activations 
using four analysis methods: (1) SD-pair data processed with the 
MBL without any additional processing, (2) SD-pair data proc-
essed using the MBL with SSR, (3) DOT reconstructions, and (4) 
DOT reconstructions with SSR. First, we examined time traces of 
the hemodynamic response to the visual stimulus from a single, 
representative second-nearest neighbor SD-pair generated with and 
without SSR (methods 1 and 2). If no SSR processing is applied 
to MBL data, then it is difficult to distinguish individual hemody-
namic activations (Figure 3A). One reason that this data fails to 
show canonical responses is that it also contains superficial and 
systemic variation; using high-density optode arrays we can meas-
ure the superficial noise signal (Figure 3B). Using SSR to remove 
this signal from the second-nearest neighbor SD-pair produced a 
consistent canonical hemodynamic response (Figure 3C). While 

to scalp and skull properties, while second-nearest neighbors sam-
ple into the brain as well as the scalp/skull (Figure 2B) (Dehghani 
et al., 2009). We thus assume that the second-nearest neighbors con-
tain the desired brain signal obscured by noise: S

NN2
 = S

brain
 + S

noise
. 

Regressing the noise from the second-nearest neighbor data will 
then, in principle, produce a more accurate measure of brain prop-
erties: S

NN2
 − S

noise
 = S

brain
 (Saager and Berger, 2005).

Our hypothesis is that the first-nearest neighbors can be used 
to construct a measure of this noise, which consists of both global 
variations and any changes localized to the superficial tissue lay-
ers: S

NN1
 ≈ S

noise
 = S

superficial
 + S

global
. Specifically, our noise signal is 

produced by spatially averaging the first-nearest neighbor signals: 
y N yn nn j

N
j

nn= =( )1 1Σ . Here, y
j
 is the jth first-nearest neighbor pair 

measurement, N
nn

 is the number of first-nearest neighbors in the 
array, and y

n
 is the superficial noise signal. This formulation con-

tains two deviations from sparse fNIRS techniques. First, while one 
might desire a shorter first-nearest neighbor separation (∼0.5 cm) 
(Saager and Berger, 2008), our separation is constrained by the 
optode geometry needed for an imaging array. Second, rather 
than having an individual short-separation regressor for each 
deep measurement, we have averaged all first-nearest neighbors. 
These two changes should have the effect of partially mitigating 
each other, since even if some first-nearest neighbors have small 
sensitivity to the brain activation, using a large spatial average for 
the regressor means that local brain activations will not appear in 
the regressor (see the discussion for more on these effects).

The contribution of this noise signal to all measurements is 
removed by regression: y y yi i i n,brain = − α , where α

i
 is a temporal 

correlation factor αi i n n ny y y y= , , , y
i
 is the ith unmodified 

SD-pair time course, and y
i,brain

 is the same SD-pair after SSR. 
Here the brackets, <a,b> indicate calculation of the inner product 
between two time courses a and b. Note that this regression against 
y

n
 is also performed on each of the individual first-nearest neigh-

bor channels, which will still contain individual variation. When 
data were processed as SD-pair measures of absorption change 
(i.e., fNIRS: section “Modified Beer-Lambert law (fNIRS)”) this 
remaining variance in the first-nearest neighbors is not relevant, 
as we examine only individual second-nearest neighbor channels. 
However, when performing three-dimensional tomographic recon-
structions of volumes of absorbance change (i.e., DOT: section 
“Diffuse optical tomography reconstructions”), the first-nearest 
neighbors (with their remaining variance) are used in the recon-
struction and contribute to the image.

Modified Beer-Lambert law (fNIRS)
Measurements of absorbance change were produced from the 
log-ratio of raw SD-pair data. A band-pass filter (0.02–0.5 Hz) 
removed pulse and long-term drift. Using the modified Beer-
Lambert law (MBL), ∆ ∆µa A L pf= ⋅d , changes in absorption were 
determined from absorbance. Here ∆A is the change in absorb-
ance, L is the separation between this measurement’s source and 
detector, and dpf is the differential path-length factor (a term 
that corrects for light being multiply scattered within the head, 
and thereby traveling a longer distance than the physical source 
detector separation). We used values for dpf derived from the work 
of Duncan et al. (1996) of 5.11 cm−1 for 750 nm and 4.67 cm−1 
for 850 nm.
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SSR can also be quantified in voxel time traces chosen from the 
area of peak activation (Figure 4D). These traces (Figures 4E,F) 
show the ability of SSR (as with SD-pair data) to reduce noise, 
improve statistical significance, and qualitatively improve the 
shape of the hemodynamic response. Comparing CNR of the 
various methods shows that there are gains through the use of 
DOT alone, but there is a synergistic effect between SSR and DOT 
with the signal quality being highest after the utilization of both 
methods (Table 1).

The above exemplary results can be generalized to the group data 
demonstrating consistent CNR improvement through the use of the 
SSR method and DOT (Figure 5). On average, tomographic image 
reconstruction and SSR improve CNR in all contrasts. However, 
some subjects or individual contrasts within a subject fail to show 
improvement when only one of these methods is used (in no case 
however, does SSR drastically decrease the data’s CNR). In combi-
nation, the two depth-discrimination methods improve the CNR 
of all subjects and all contrasts (with the exception of HbR in one 
individual). On average, sequential use of SSR and tomography pro-
vide a 2.24-, 2.18-, and 3.01-fold improvement in CNR for HbO

2
, 

HbR, and HbT, respectively.

the expected response shape is visible after block-averaging without 
SSR (Figure 3D), with SSR, activations due to single stimulus pres-
entations are apparent even before block-averaging. Block-averaged 
SSR data (Figure 3E) had reduced noise (error bars denote standard 
error), improved statistical significance (asterisks mark significant 
deviation from baseline p < 0.05 based on a comparison to the pre-
stimulus baseline of time = −2 s with a two-tailed t-test), and quali-
tatively improved response shape. In this individual, the responses 
for both HbO

2
 and HbT were non-significant in the data prior to 

SSR. This improvement in signal quality is quantified through an 
approximately two-fold improvement in CNR (Table 1).

Tomographic images of ∆HbO
2
, ∆HbR, and ∆HbT were gener-

ated with and without SSR. Reconstructed images of raw ∆HbO
2
 

data during the peak functional response (13  s after stimulus 
onset averaged over one second) show inconsistent responses 
from trial to trial (Figure 4A, top row). In contrast, the images 
of data that have SSR processing show similar activations after 
each stimulus presentation (Figure 4A, bottom row). While both 
activation maps appear similar after block-averaging (Figure 4B), 
the greater noise in the raw data is reflected in an image of vari-
ance over the multiple trials (Figure 4C). Noise reduction due to 
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Figure 3 | Evaluation of the effect of SSR on SD-pair data during visual 
stimulation. The gray shaded regions indicate visual stimulus. (A–C) Time 
traces of the hemodynamic response from six consecutive blocks with 
∆HbO2 in red, ∆HbR in blue, and ∆HbT in green. The superficial noise signal 
(B) is regressed from a raw second-nearest neighbor SD-pair (A), producing 

SSR data (C). Note the consistent clean shape of activation after SSR. 
(D,E) Block-averaged time traces of (A) and (C), respectively. Error bars mark 
standard deviation and asterisks indicate statistically significant deviation 
from baseline. Note the reduced noise and improved CNR of the activation 
after SSR.
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identify these components (Morren et al., 2004; Zhang et al., 2005; 
Markham et al., 2009). An additional method for regression is the 
use of adaptive filtering techniques (Zhang et al., 2007, 2009), which 
have been used in single-source, multi-detector geometries.

In this paper, we have implemented and evaluated a theoreti-
cally and computationally simple regression procedure within 
the context of a high-density DOT imaging array. This method is 
amenable to real-time imaging and has been shown to be capable 
of CNR improvement in each hemoglobin species for ≥ 80% of 
subjects, both in SD-pair data and in image reconstructions. The 
use of tomography individually is still helpful, but less impressive. 
This result might be due to the fact that we are only using first- 
and second-nearest neighbors in the present analysis. As there 
is substantial overlap in the sensitivities of these two measure-
ment distances, we might predict that their ability to completely 

Discussion
Limitations in the signal quality of optical signals have hampered the 
acceptance of fNIRS in clinical practice and cognitive neuroscience 
research. To date, a number of groups have pursued varying tech-
niques to regress or discriminate physiological noise from optically 
acquired functional brain signals. One potential method is to use 
direct peripheral measurements of the hypothesized noise sources 
(e.g., via a pulse-oximeter or respiration belt), which can then be 
regressed from the acquired data [as is commonly performed in 
fMRI (Glover et al., 2000)]. This approach, however, is limited in 
the number of noise sources it can measure, and additionally it 
assumes a similarity between blood flow in the periphery and in the 
head that may not hold in practice. Our lab, as well as others, have 
used statistical techniques that assume orthogonality or independ-
ence between functional brain signals and physiological noise to 

Table 1 | Improvement in the contrast-to-noise ratio (CNR) following the use of SSR and DOT.

Method	 CNR	 Fold-improvement versus MBL

	 ∆HbO2	 ∆HbR	 ∆HbT	 ∆HbO2	 ∆HbR	 ∆HbT

MBL	 3.36	 2.70	 3.01	 N/A	 N/A	 N/A

MBL with SSR	 6.96	 5.35	 4.79	 2.07	 1.99	 1.59

DOT	 4.09	 6.34	 3.43	 1.21	 2.35	 1.13

DOT with SSR	 7.78	 7.51	 5.26	 2.32	 2.78	 1.75

While both SSR and DOT improve CNR relative to standard fNIRS techniques (the modified Beer-Lambert law), the combination of DOT and SSR results in the lowest 
noise. This improvement holds for all three contrasts.
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Figure 4 | Evaluation of the effect of SSR on imaged data. 
(A) Reconstructed images from a 1-cm thick shell of cortex. Each plot shows 1 s 
of data at peak activation from six consecutive blocks, without SSR (top row) 
and with SSR (bottom row) superficial signal regression. (B) The block average of 
the six blocks in (A). (C) Image variance is displayed as the standard deviation of 
each pixel at peak activation across all blocks. Note that while the block-averages 

appear similar, the image variance plot captures the inconsistency in the raw 
(non-SSR) data. (D) Reconstructed image of cortical response to visual stimulus, 
overlaid on adult head to show direction of view and the voxel chosen for time 
trace analysis. (E,F) Block-averaged time traces generated from a single voxel of 
reconstructed data, with and without SSR. Error bars mark standard deviation 
and asterisks indicate statistically significant deviation from baseline.
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for examination of task-evoked neural activity; care should be 
taken in choosing the appropriate noise removal method for 
each experiment.

While a linear regression should be less powerful than an adap-
tive filter, our results are more consistent and comprehensive than 
those previously presented for adaptive filters. Zhang et al. (2009) 
found that with their filter “71% of the [HbO

2
] measurements 

revealed CNR improvements after adaptive filtering, with a mean 
improvement of 60%. No CNR improvement was observed for 
[HbR].” In contrast, our improvement of about 200% in CNR is 
seen across all hemoglobin species. These results show that effective 
filtering can be obtained with simple, easily implemented algo-
rithms. However, it also demonstrates that more research needs 
to be done on the nature of physiological interference in optical 
signals. We expect that greater knowledge of the sensitivities of 
different contrasts to physiological processes will yield even higher 
performing filter algorithms.

While one of the advantages of the proposed method is its ease 
of use, this simplicity does come at the cost of making assumptions 
that may not hold in all cases. One limitation is that there are likely 
several sources that contribute to the measured noise and that the 
linear combination present in the first-nearest neighbor pairs may 
not be the same as the linear combination in the second-nearest 
neighbors. In such a case, simple regression cannot remove all noise, 
but still has been shown to provide noise-reduction benefits (Saager 
and Berger, 2008). An extension of the current technique would be 
a multiple linear regression method combined with direct meas-
urements of other systemic signals (e.g., heart rate, breathing rate, 
and arterial blood pressure), which would, in principle, provide still 
better performance. A second limitation is that the averaged first-
nearest neighbor signal might include some component sensitive 
to the brain. In the present adult study this effect is minimal since 
the brain sensitivity of first-nearest neighbors is low (<5%) and the 
activations were localized. However, in other applications, such as 
imaging infants, where the scalp and skull are much thinner and 

distinguish two depths to be limited. We expect that future DOT 
systems with sufficiently higher signal-to-noise to include fur-
ther source–detector distances would have better depth profiling 
(Dehghani et al., 2009). The combined effect of SSR and image 
reconstruction improves the CNR in all 10 datasets for HbO

2
 

and HbT, and nine of 10 datasets for HbR. SSR and DOT have 
a synergistic effect to improve the depth-sectioning capabilities 
of optical imaging.

Additionally, we see that it is the subjects with the worst initial 
SNR that have the largest improvement after the use of SSR and 
DOT. This result is possibly because there are two contributions to 
noise: physiological noise and instrument noise. Since we expect 
instrument noise to be relatively constant between studies, the vari-
ance between subjects results predominantly from the amount of 
physiological noise present. Subjects with initially poor CNR (and 
thus high physiological noise) will benefit most from the noise 
removal techniques described here. Subjects with initially low 
physiological noise have CNRs limited by instrument noise. We 
would then expect the present techniques (which are designed to 
solely remove physiological noise) to have little effect on the CNR 
of these subjects.

It is important to note that what one refers to as “physi-
ological noise” varies with the context of the experiment. When 
performing a functional activation study (as here), many normal 
physiological processes (including pulse, respiration, blood pres-
sure oscillations, and spontaneous neural activity) all qualify as 
noise as they are undesired variance not related to your experi-
mental paradigm. However, in other circumstances it could be 
the “noise” that you wish to measure. Resting-state functional 
connectivity (Biswal et al., 1995; Fox et al., 2005; Fox and Raichle, 
2007; White et al., 2009) was originally dismissed as noise in 
fMRI signals. Additionally, one can extract important informa-
tion through the examination of optical measurement of pulse 
and respiratory fluctuations (Wolf et  al., 1997; Franceschini 
et al., 2002, 2006). The SSR method in this paper was designed 
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Figure 5 | Evaluation of the signal quality of SSR and DOT versus MBL 
across ten data sets (seven subjects, with some scanned multiple times). 
All graphs plot the fold-improvement in CNR versus the MBL CNR. ∆HbO2, 
∆HbR, and ∆HbT are denoted in red circles, blue squares, and green triangles, 
respectively. (A) Improvement in CNR due to the use of SSR on SD-pairs. 

(B) Improvement in CNR through the use of tomographic image reconstruction 
(chosen at the voxel with maximal response). (C) Improvement in CNR due to 
the combined use of SSR and image reconstruction. Note that it is the subjects 
with the worst initial CNR (farthest to the left) that benefit the most from the 
evaluated methods.
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length, decreased time per stimulus allows the use of multiple 
stimulus paradigms and attempts to decode more complex brain 
functionality.

We have shown that high-density DOT’s overlapping, depth-
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Improvements in repeatability and signal quality advance DOT 
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(Burnett et al., 2005) used only a single laser Doppler (LD) probe 
to monitor the intra-ischemic events, changes in cerebral blood 
flow (CBF) due to stimulation remains to be determined despite 
the promising results.

In the past decade optical imaging [laser speckle imaging (LSI) 
and imaging of intrinsic signals (OIS)] has became a powerful tool 
for collecting information on cortical perfusion and metabolism 
with excellent temporal and spatial resolution (Dunn et al., 2005). 
In the present study we have used multispectral (LSI and OIS) 
imaging to determine if contralateral forepaw stimulation in rat 
has any detectable biological effect on intra-ischemic CBF and/or 
flow/hemoglobin transients (Strong et al., 2007; Jones et al., 2008; 
Luckl et al., 2009) during focal brain ischemia.

MaterialS and methods
Photochemically induced distal middle cerebral 
artery occlusion
All procedures performed were approved by the Institutional 
Animal Care and Use Committee of the University of 
Pennsylvania. Adult male Sprague–Dawley rats (290–320 g) were 
anesthetized with 4% isoflurane for induction in a mixture of 
50% nitrous oxide and 50% oxygen and maintained on 1.2–1.3% 

Introduction
Although many compounds have been investigated in cerebral 
ischemia, none have so far proven clinically useful in humans. 
Therefore, there is an intense interest in developing novel, non-
pharmacological therapies. Techniques, such as the production 
of hypothermia (Yanamoto et al., 1999) and hyperoxemia (Shin 
et al., 2006), have been investigated intensively, but it remains to 
be seen how they transfer from laboratory to bedside. The use of 
electrical/magnetic stimulation represent a new direction in the 
treatment of various diseases of the central nervous system (CNS). 
Neuromuscular electrical stimulation (Chae et al., 2008), repetitive 
transcranial magnetic stimulation (rTMS) (Williams et al., 2009), 
and epidural cortical stimulation (Brown et al., 2006) all seem to 
be promising in the rehabilitation (improving motor function and 
pain) of stroke patients. The successful application of post-stroke 
stimulation raises the question as to whether patients could ben-
efit from stimulation during acute cerebral ischemia. We previ-
ously showed that contralateral forepaw stimulation can reduce 
tissue injury if administered during temporary cerebral ischemia 
in the rat (Burnett et al., 2006), and a recent study found that vagal 
nerve stimulation during ischemia also reduces damage from tran-
sient cerebral ischemia (Ay et al., 2009). Since our previous study 
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Our group has already published the possible neuroprotective effect of contralateral forepaw 
stimulation in temporary focal ischemia in a study. However, the background is still unclear. In 
the present study we investigated the possible mechanism by monitoring focal ischemia with 
multispectral [laser speckle, imaging of intrinsic signals (OIS)] imaging. Sprague–Dawley rats 
were prepared using 1.2% isoflurane anesthesia. The middle cerebral artery was occluded by 
photothrombosis (4 mW) and the common carotid artery was ligated permanently. Physiological 
variables were constantly monitored during the experiment. A 6 × 6 mm area centered 3 mm 
posterior and 4 mm lateral to Bregma was thinned for laser speckle and OIS imaging. Nine 
circular regions of interests (0.3 mm in diameter) were evenly spaced on the speckle contrast 
image for the analysis of peri-infarct flow transients, blood flow, and metabolic changes. 
Both the sham (n = 7) and forepaw-stimulated animals (n = 7) underwent neurological 
examinations 24 h after ischemia at which point all animals were sacrificed and the infarct size 
was determined by triphenyltetrazolium chloride. The physiological variables were in normal 
range and the experimental protocol did not cause significant differences between groups. Both 
the neurological scores (sham: 3.6 ± 1.7, stimulated: 4.3 ± 1.4) and the infarct volume (sham: 
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were significantly (p = 0.013) higher in the forepaw (sham: 3.5 ± 2.2, stimulated: 7.0 ± 2.3) 
stimulated animals.
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isoflurane (1.0–1.25 MAC) in 70% nitrous oxide and 30% oxygen 
during surgery and throughout the study. Body temperature was 
monitored by a rectal probe and maintained at 37.5 ± 0.2°C with 
a heating blanket regulated by a homeothermic blanket con-
trol unit (Harvard Apparatus Limited Holliston, MA, USA). A 
polyethylene catheter (PE-50) was placed into the tail artery for 
the measurement of arterial blood pressure and for blood gas 
sampling. Blood pressure was continuously monitored using a 
pressure transducer and recorded on a computer based recording 
system (PowerLab, ADInstruments, Colorado Springs, CO, USA). 
The right CCA was exposed by a ventral midline incision in the 
neck and the retraction of the sternocleidomastoid muscle. The 
exposed artery was surrounded by a snare. The rats were placed 
into a stereotaxic head holder, and a 6 ×  6 mm area centered 
3 mm posterior and 4 mm lateral to Bregma was thinned for laser 
speckle (Figure 1). Special attention was paid during surgical 
preparation to make the skull thickness uniform (Parthasarathy 
et al., 2008).

A 2-cm vertical incision was made midway between the right 
eye and the right ear. The temporalis muscle was separated and 
retracted to expose the zygomatic and squamosal bones. Under 
an operating microscope (Carl Zeiss, Inc.), a burr hole of 4 mm 
in diameter was made with a high-speed drill 1 mm rostral to the 
anterior junction of the zygomatic and squamosal bones, reveal-
ing the distal segment of the middle cerebral artery (MCA). The 
epidural temperature was monitored by probe and maintained 
at 37.5 ± 0.3°C with a custom-made air ventilator blowing warm 
air to the dura. The right side of the stereotaxic frame was tilted 
upward for the imaging and so that the laser could hit the vessel 
perpendicularly. A laser beam was focused on the artery through 
a spherical lens of 25  cm focal length. To induce occlusion, 
a stock solution of Erythosin B dye (MP Biomedicals, Solon, 
OH, USA), 17 mg/mL in 0.9% saline, was made for intravenous 
injection (via the tail vein) at a dose of 40 mg/kg. Immediately 
after injection of the dye, the MCA was irradiated (532  nm) 
for 5 min with a 4 mW beam from a diode laser (LaserGlow 
Technologies, model LRS-0532-KFM-00030-03). A thrombus 
was produced proximally to the Y-shaped juncture of the frontal 
and parietal branches of the MCA by focusing the laser at that 
site. An orange fluorescence was immediately observed in the 
irradiated distal MCA segment under the operating microscope. 
A white thrombus began to form approximately 4–5 min later 
within the fluorescent segment and gradually elongated distally. 
Following the irradiation, the right CCA was occluded perma-
nently by tightening the snare. Since real time speckle imaging 
was started immediately after the injection of the erythrosin B, 
we could confirm successful occlusion also by real time flow 
measurement. Changes in oxygenation and blood flow were 
monitored through a thinned skull preparation with intrin-
sic optical imaging (Grinvald et  al., 1986; Kohl et  al., 2000) 
and speckle contrast imaging (Briers, 2001; Dunn et al., 2001; 
Durduran et al., 2004).

Imaging
We obtained images of changes in CBF by measuring changes in 
speckle contrast (calculated using 7 × 7 pixel sliding window), C, of 
the raw speckle intensity images (Briers, 2001). Because the camera 

exposure time, T, was much greater than the speckle correlation 
time, τ

c
, which is inversely proportional to the CBF (Bonner and 

Nossal, 1981), we used the simple relation τ
c
 = 2TC 2 (Ramirez-San-

Juan et al., 2008) to relate contrast to CBF. To improve the signal-
to-noise ratio, 15 1/τ

c
 images were averaged together. Relative CBF 

images were then derived by normalizing the averaged 1/τ
c
 images 

with baseline measurements obtained at the beginning of the data 
collection with a correction for biological zero (1/τ

c
 values when 

cerebral perfusion was zero) (Ayata et al., 2004; Strong et al., 2006; 
Zhou et al., 2008). In this study, biological zero images could not 
be obtained in each animal because the animals were not sacrificed 
until days after the imaging. Consequently, a group of animals 
(n = 6) was used to determine the biological zero value, which was 
found to be 9.1 ± 1.2% of baseline.

To monitor oxygenation with intrinsic optical imaging, we 
acquired spectral intensity images at three wavelengths (540, 
580, and 610 nm) and used a modified Beer–Lambert relation-
ship (Arridge et al., 1992) to relate the reflectance attenuation at 
each wavelength to changes in hemoglobin concentration. In this 
analysis, we assumed that contributions to the attenuation from 
chromophores other than oxyhemoglobin (HbO) and deoxyhe-
moglobin (Hb) and changes in scattering over the wavelength 
range used are negligible. Furthermore, we generated the differ-
ential pathlength factors in the modified Beer–Lambert relation 
using Monte Carlo simulations that included the geometry of 
the imaging system (Kohl et al., 2000).

Our imaging instrument is very similar to the one previously 
described by (Dunn et al., 2003). For speckle imaging, a collimated 
laser diode (DL7140-201S, 785 nm, 80 mW; Thorlabs, Newton, 
NJ, USA) driven by a commercial laser diode controller (LDC 
500; Thorlabs, Newton, NJ, USA) provided uniform illumina-
tion on the skull surface. To acquire spectral images at multiple-
wavelengths, a xenon arc lamp (XBO 150 W/1 OFR; OSRAM) 
was directed through an eight-position filter wheel (FW-1000, 
Applied Scientific Instrumentation, Inc) and then coupled to 
a 12-mm fiber bundle illuminating the cortex. The filter wheel 
was programmed such that external trigger pulses consecutively 
switched the filter wheel between four positions. Three positions 
contained 10-nm bandpass filters centered at wavelengths of 540, 
580, and 610 nm, with the other position blocked. The laser diode 
was off while the filter wheel was in the first three positions, but 
switched on when the filter wheel reached the blocked position, 
enabling interleaved spectral and speckle imaging with 140 μm 
spatial resolution every 2 s.

Imaging software (StreamPix; NorPix, Montreal, Quebec, 
Canada) was used to record images over the right MCA terri-
tory acquired by a 12-bit, TEC cooled CCD camera (Uniq; Uniq 
Vision Inc.) with a field of view of 5 × 5 mm. A 60-mm lens 
(Schneider-Kreuznach, Apo-Componon 2.8/40, Germany) was 
used to focus the image, and the aperture was adjusted so that 
the speckle size matched the pixel dimensions (9.9 × 9.9 μm). 
Every 2 s, three spectral and 15 speckle images were taken. A pro-
gram written in the SciWorks software environment (DataWave 
Technologies, Boulder, CO, USA) that interfaces to an A/D board 
controlled the timing for the external triggering of the camera 
and filter wheel, as well as the timing for switching on/off the 
laser diode.
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Calculation of oxygen metabolism changes
Relative changes in the cerebral metabolic rate of oxygen (rCMRO

2
) 

were calculated from the images of CBF, total hemoglobin, and 
deoxyhemoglobin using the relationship (Mayhew et  al., 2000; 
Jones et al., 2001):

r
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where the subscript “o” indicates baseline values and the symbol 
“∆” indicates changes from baseline values. The parameters γ

r
 and 

γ
t
 are vascular weighting constants proportional to the amount of 

deoxyhemoglobin and total hemoglobin in venules, respectively, 
and are assumed to be one in our calculation. Also, while speckle 
measures relative changes in CBF directly, OIS cannot determine 
absolute concentrations, so we assumed baseline values of 60 and 
40 μM for HbT

0
 and Hb

0
, respectively (Dunn et al., 2005). The 

equation for rCMRO
2
 was derived based on direct measurements 

of changes in CBF, deoxyhemoglobin and total hemoglobin in the 
venous compartment. It is assumed, however, that the optical signal 
from the brain is proportional to that in the venous compartment 
and further that the relative volume fractions of the arteriole, capil-
lary, and venules compartments does not change. We have shown 
that this equation is relatively insensitive to changes in these volume 
fractions (Culver et al., 2003) although in the core of the ischemia 
the changes may be more appreciably. The flow transients (where 
rCMRO

2
 has been calculated) are not in the most ischemic regions 

and consequently errors based on this assumption are small.

Temporal protocol and image analysis
Prior to the initiation of imaging, two subdermal electrodes were 
inserted into the left (contralateral to injury) forepaw between dig-
its 1 and 2 and between 3 and 4. After 5 min of collecting baseline 
flow and oxygenation data, a 15-min data collection of real time 
speckle was initiated synchronously with the production of photo-
thrombosis in order to confirm a successful occlusion (Figure 2). The 
occlusion usually occurred in the 4–5th min of the real time speckle 
sequence. In the remaining 10-min CBF was monitored to exclude the 
chance of spontaneous reperfusion. After confirming the successful, 
reperfusion-free occlusion, surface blood flow, and oxygenation were 
monitored in 15 min long intra-ischemic sequences over a period 
of 2 h. Laser speckle (15 Hz) and three-wavelength OIS (540, 580, 
610 nm) data were obtained every 2 s. Seven animals underwent 2-h 
forepaw stimulation (2-mA pulses, 5 Hz for 4 s with 3-s rest) starting 
with the first intra-ischemic (LS + OIS) sequence synchronously and 
continuing for 120 min, while seven animals did not receive forepaw 
stimulation. Data from the literature indicate that a 2 mA forepaw 
electrical stimulus is innocuous (Luo et al., 2009).

The high spatial resolution images were divided into nine equal 
sectors, and one circular region of interest (ROI, 0.3 mm in diameter; 
Figure 1) was placed in each sector, where care was taken to ensure 
the ROIs were not over any large blood vessels. Changes in blood flow, 
hemoglobin, and metabolism in each ROI over time were analyzed.

The average residual cerebral blood flow (rCBF) during the first 
120 min of ischemia was calculated as a percentage of the base-
line (5  min) prior to the occlusion over each ROI. Both hemo-
globin and peri-infarct flow transients (PIFT) were identified by 

Figure 1 | Schematic figure of the thinned skull with the positions of 
the nine regions of interests (ROI). The shadowing (white line) shows the 
border zone of the lesion in both groups of animals (no significant difference) 
after mapping the infarct area with the map of ROIs. The red ellipse indicates 
the cortical representation of the forepaw as determined by blood oxygen-
level dependent imaging (Ghosh et al., 2009) and by OIS in our laboratory.

Figure 2 | Schematic of study design. Ischemia was produced by direct 
occlusion of the right middle cerebral artery (MCA) by photothrombosis along 
with right common carotid artery occlusion (rCCAO), and optical imaging was 
done during the acute phase of ischemia.

their propagating feature (transients seen in at least two ROIs with 
appropriate time delay). The occurrence of flow transients over each 
ROI was calculated as the percentage of the total number of flow 
transients in each experimental group (Strong et al., 2007; Jones 
et al., 2008; Luckl et al., 2009). The duration of the flow transients 
was determined by computing a mean of the laser speckle signal 
1  min both prior to and following a peri-infarct flow transient, 
and then determining the start and the end of the PIFT from the 
time at which the mean laser speckle signal intercrossed with the 
ascending or the descending leg of the PIFT (Luckl et al., 2009). The 
amplitude was obtained as the percent change in CBF. We measured 
the hypoperfusion and hyperemia components of the amplitudes 
separately. The duration and the amplitudes of the Hb (Hb, HbO) 
transients and CMRO

2 
changes were determined similarly.

Neurological evaluation and infarct volume measurement
A neurological evaluation was performed at 24  h post-injury 
according to the protocol of (De Ryck et al., 1989). Visual placing 
in forward and sideways directions, tactile placing of the dorsal 
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The averaged number of flow transients were significantly (p < 0.05) 
higher in the forepaw-stimulated animals (7.0 ± 2.3) compared to 
the non-stimulated group (3.5 ± 2.3). The flow transients propagate 
mostly over the peri-ischemic (ROI 7–9) and the penumbral (ROI 
4–6) region while the occurrence of flow transients is very low over 
ROI 1–3 which probably represents the core.

We could distinguish five different morphologies of flow 
transients as described previously (Luckl et  al., 2009). Briefly: 
(I) monophasic, hyperemic; (II, III) biphasic (hyperemia or 
hypoperfusion dominant); and (IV, V) monophasic, hypoper-
fusive (transient or prolonged). The propagation of the flow tran-
sients was multi-directional, sometimes giving the impression of 
being “disordered”. In one case, the propagation was bi-directional 
(splitting) and in another case, a hyperemic, low frequency flow 
oscillation could be seen over a well-circumscribed part of the 
ischemic cortex. In early studies with this model we saw the whole 
cycling propagation pattern described by Graf et  al. (2007) in 
only a few animals probably because we used a representative, 
but relatively small, “window” size compared to the complete 
ischemic territory.

Hemoglobin/CMRO2 transients
Tables 3 and 4 summarize the results of OIS imaging. Since the 
occurrence of transients is very low over the “core” region (ROI 
1–3) (Table 2) we only examined the data coming from ROI 4–9 in 
the statistical analysis. Forepaw stimulation significantly (p < 0.05) 
reduces the transient-related CMRO

2 
changes over ROI 4–9 (penum-

bra and peri-ischemic area). In concert with this result, we found 

and lateral paw surfaces, and proprioceptive placing were tested 
and scored on a 10-point scale ranging from 10 (no deficit) to 0 
(maximum deficit).

Rats were sacrificed 24 h after MCAO. The brain was removed 
from the skull and was sectioned in the coronal plane at 1.5-mm 
intervals using a rodent brain matrix. The brain slices were stained 
with 2% triphenyltetrazolium chloride (TTC), photographed and 
the infarct volume was determined as described previously (Luckl 
et al., 2007). We also mapped the infarcted area to the imaging data. 
The distance between the midline and the border of the infarct 
zone on the TTC slices was measured and mapped onto the flow 
and hemoglobin images. According to our sectioning method slices 
from No. 2 to No. 5 correspond to the thinned area on the skull.

Statistical analysis
The physiological parameters (baseline and intra-ischemic), the 
outcomes (infarct size, edema), and the number of flow tran-
sients were tested using two-way repeated-measures analysis of 
variance (ANOVA). When differences were found, a Holm–Sidak 
test was conducted to probe the origin of differences (control vs 
stimulated, baseline vs ischemia) and to correct for multiple tests. 
Neurological scores were examined with a Mann–Whitney rank 
sum test. A two-way ANOVA with repeated-measures analysis 
was used to statistically exclude presence of regional heterogene-
ity in the baseline flow and to compare the mean amplitude of 
the hemoglobin (oxy, deoxy) transients and the related CMRO

2
 

changes. Region and group (stimulated, non-stimulated) were the 
independent variables and hemoglobin and CMRO

2
 transients were 

dependent variables.

Results
Physiological variables
The physiological variables were in a normal range in each animal 
(Table 1). There were no significant differences in any parameter 
between the control and stimulated groups. However, occlusion 
did produce a significant increase in MABP (p < 0.01) independ-
ent of group (control, stimulated), but in no other physiological 
parameter did occlusion significantly produces changes.

Histological and neurological outcome
Both the neurological (sham: 3.6 ± 1.7, stimulated: 4.3 ± 1.4) and 
the histological (sham: 124 ± 39 mm3, stimulated: 147 ± 47 mm3) 
outcome did not show significant difference between stimulated 
and control groups. By mapping the infarct zone with the ROI 
map we found that ROI 7, 8, 9 represents the peri-ischemic area 
in both groups.

Cerebral blood flow and peri-infarct flow transients
Two-way ANOVA with repeated measures (animal and ROI) showed 
that there was a difference in residual blood flow after occlusion 
between the peri-ischemic area (ROI 7–9) and the ischemic cortex 
(ROI 1–6) (p < 0.002), but no difference between stimulated and 
non-stimulated animals (p = 0.658). The results of laser speckle 
imaging are presented in Table 2. The averaged residual flow after 
the occlusion was between 47% and 58% of baseline in both groups 
over the peri-ischemic area. Similarly, there were no differences in 
residual flow (26–35%) between groups over the ischemic cortex. 

Table 1 | Physiological variables.

	 Control	 Stimulated

Baseline

Weight (g)	 309 ± 19	 298 ± 15

MABP (mm Hg)	 91 ± 8	 97 ± 6

pH	 7.46 ± 0.03	 7.43 ± 0.04

PO2 (mm Hg)	 126 ± 14	 130 ± 24

PCO2 (mm Hg)	 35.9 ± 4.7	 39.6 ± 4.9

Core temp (ºC)	 37.5 ± 0.2	 37.5 ± 0.2

Dura temp (ºC)	 37.5 ± 0.3	 37.4 ± 0.3

Ischemia (20 min post-MCAO)

MABP (mm Hg)	 114 ± 15	 118 ± 9

pH	 7.46 ± 0.04	 7.45 ± 0.03

PO2 (mm Hg)	 122 ± 21	 122 ± 14

PCO2 (mm Hg)	 35.1 ± 4.9	 36.0 ± 5.0

Core temp (ºC)	 37.6 ± 0.2	 37.4 ± 0.2

Dura temp (ºC)	 37.5 ± 0.2 	 37.5 ± 0.2

Ischemia (80 min post-MCAO)

MABP (mm Hg)	 113 ± 13	 118 ± 8

pH	 7.45 ± 0.03	 7.44 ± 0.03

PO2 (mm Hg)	 119 ± 18	 121 ± 11

PCO2 (mm Hg)	 36.61 ± 3.1	 34.2 ± 4.3

Core temp (ºC)	 37.6 ± 0.2	 37.5 ± 0.2

Dura temp (ºC)	 37.5 ± 0.2 	 37.5 ± 0.1

Mean ± SD.
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groups. It should be stressed that this study was designed only to 
look for any possible biological effect of contralateral forepaw 
stimulation. We produced a permanent ischemia by photothrom-
bosis, but applied forepaw stimulation only for 2  h. The pho-
tothrombosis model of distal MCA occlusion was chosen since 
it allowed for the dura to remain intact during the surgery and 
therefore was less invasive than more direct MCA occlusion tech-
niques for the production of permanent focal cerebral ischemia 
(Chen et al., 1986).

The original hypothesis on the possible beneficial effect of 
contralateral forepaw stimulation in ischemia was that functional 
stimulation might increase the intra-ischemic blood flow through 
collaterals. When we did not see any significant blood flow change 
in our original study (Burnett et al., 2006) in which a single laser 
Doppler probes was positioned over the ischemic region, we attrib-
uted this to the fact that only a single small region in the MCA was 
sampled. Similarly, we could not see increase in flow by laser speckle 

also that the mean amplitude (peak to peak) of oxy and deoxy Hb 
transients were smaller in the stimulated animals, although these 
differences were not significant (Figures 3 and 4). We also did not 
find significant differences between groups with respect to the aver-
age duration of hemoglobin (oxy, deoxy) transients.

Discussion
Our study provides a multispectral, optical imaging analysis of 
intra-ischemic CBF and metabolism during contralateral forepaw 
stimulation. The results show that forepaw stimulation can sig-
nificantly modify the number of PIFT and the transients-related 
metabolic load in the ischemic hemisphere (contralateral to stimu-
lated forepaw).

Although, our previous study (Burnett et  al., 2006) clearly 
showed that forepaw stimulation has neuroprotective effect in tran-
sient focal ischemia, the present study in permanent ischemia did 
not demonstrate differences in outcome measurements between 

Table 3 | Changes in oxygen concentrations and cerebral oxygen metabolism in animals during forepaw stimulation (mean ± SD).

	 Parameters	 ROI_4	 ROI_5	 ROI_6	 ROI_7	 ROI_8	 ROI_9

CMRO2	 Change %	 30.9 ± 9.1	 26.7 ± 8.1	 22.4 ± 3.7	 34.3 ± 9.4	 35.4 ± 3.9	 36.7 ± 10.6

HbO	 Amplitude (μM)	 15 ± 12.4	 12.2 ± 9.4	 7.6 ± 1.6	 20.4 ± 12.9	 23.2 ± 10.3	 19.4 ± 6.7

	 Duration (s)	 262 ± 100	 248 ± 54	 246 ± 48	 250 ± 74	 260 ± 30	 232 ± 54

Hb	 Amplitude (μM)	 5.9 ± 1.1	 6.5 ± 1.5	 4.4 ± 1.1	 6.9 ± 1.1	 6.4 ± 1.1	 7.7 ± 2.3

	 Duration (s)	 252 ± 7.2	 230 ± 42	 256 ± 46	 202 ± 44	 176 ± 18	 174 ± 30

Table 4 | Change in oxygen concentrations and cerebral oxygen metabolism in control animals (mean ± SD).

	 Parameters	 ROI_4	 ROI_5	 ROI_6	 ROI_7	 ROI_8	 ROI_9

CMRO2	 Change %	 47.6 ± 8.8	 35.8 ± 5.0	 32.6 ± 5.0	 46.4 ± 12.3	 48.2 ± 9.6	 47 ± 13.7

HbO	 Amplitude (μM)	 22 ± 19.1	 17.1 ± 2.6	 27.4 ± 2.7	 33 ± 15.7	 29.9 ± 13.5	 20.3 ± 9.3

	 Duration (s)	 234 ± 80	 276 ± 32	 292 ± 54	 284 ± 76	 282 ± 68	 270 ± 56

Hb	 Amplitude (μM)	 9.9 ± 7.4	 7.4 ± 3.5	 7.5 ± 3.3	 9.9 ± 4.3	 7.8 ± 2.7	 8.1 ± 2.3

	 Duration (s)	 254 ± 44	 252 ± 66	 278 ± 89	 200 ± 32	 170 ± 40	 196 ± 78

Table 2 | Results of laser speckle imaging in the control- (non-stimulated) and forepaw-stimulated groups.

	 Control animals	 Stimulated animals

ROI	 rCBF* (%)	 Occurrence 	 Average duration	 rCBF	 Occurrence 	 Average duration 

		  of PIFT** (%)	 of PIFT (s)		  of PIFT (%)	 of PIFT (s)

1	 26 ± 7	 12	 220 ± 40	 31 ± 12	 8	 210 ± 40

2	 28 ± 13	 8	 211 ± 23	 29 ± 12	 4	 201 ± 38

3	 27 ± 9	 4	 222 ± 45	 29 ± 15	 4	 187 ± 20

4	 33 ± 16	 52	 212 ± 43	 35 ± 12	 49	 220 ± 44

5	 28 ± 9	 32	 230 ± 45	 30 ± 16	 39	 242 ± 54

6	 33 ± 13	 32	 242 ± 51	 35 ± 12	 45	 246 ± 50

7	 53 ± 18	 100	 256 ± 59	 58 ± 12	 100	 260 ± 72

8	 47 ± 9	 100	 217 ± 55	 48 ± 13	 100	 250 ± 42

9	 54 ± 8	 96	 227 ± 52	 57 ± 18	 94	 242 ± 56

*Average relative cerebral blood flow (rCBF) over the first 120 min of ischemia as a percent of pre-ischemic flow
**Frequency of peri-infarct flow transients (PIFT) in region of interest (ROI) as a percent of total number of PIFTs
in the group.
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In various animal models of cerebrovascular disease, spreading 
depolarization (SD) has been found to contribute to ischemic injury 
through its high metabolic and excitotoxic impact (Nedergaard 
and Astrup, 1986). SDs increase cerebral metabolic rate by 71% 
(Piilgaard and Lauritzen, 2009) in non-ischemic rat cortex. The 
metabolic load due to the transients in our control animals over the 
peri-ischemic cortex with CBF around 50% of control was 46–48% 
while the CMRO

2
 change was 30–35% over the penumbra. Forepaw 

stimulation decreases this metabolic load significantly by 30–45% 
over both penumbral and peri-ischemic tissue.

The expansion of the core coincides with the occurrence of repeti-
tive spreading depolarizations (Hossmann, 1996; Shin et al., 2006). In 
a distal MCAO model of mice each subsequent spreading depolariza-
tion expanded the core by an additional 19% (Shin et al., 2006). Our 
experience with filament occlusion in rat shows that the number of 
flow transients clearly correlate with the histological outcome but not 
in a definite stepwise fashion (Luckl et al., 2009). Similarly, NADH 
fluorescence studies in focal ischemia showed that recurrent depolari-
zation increases the severity of neuronal injury but only a proportion 
of spreading depolarizations enlarge the core (Higuchi et al., 2002; 
Sasaki et al., 2009). In the present study we found that the number 
of flow transients were significantly higher in the stimulated group. 
Taking the outcome measurements into consideration, it is likely 
that a certain percent of transients with the decreased metabolic load 
is non-injurious. Whether forepaw stimulation increases the “real” 
number of transients or increases only the speed of these transients 
around the core remains unanswered in this study.

in the forepaw-stimulated animals in the present study. There was 
no significant difference in residual flow between groups even over 
the peri-ischemic (ROI 7–9, watershed zone between MCA and 
anterior cerebral artery) region.

The averaged number of flow transients, however, was signifi-
cantly higher in the forepaw-stimulated animals. In addition, we 
also found that the mean amplitude of oxy- and deoxy Hb transients 
was smaller although non-significantly in the stimulated animals, 
and forepaw stimulation significantly reduced the transient-related 
CMRO

2 
changes over ROI 4–9 (penumbra and peri-ischemic area). 

It is important to note that we detected these changes over the 
whole (6 × 6 mm) monitored region which is larger than the corti-
cal representation area of the forepaw (Figure 1). This significant 
“mismatch” indicates at first sight that the underlying mechanism 
is probably not related to a possible input of stimulation into the 
ischemic cortex. However, data from the literature suggest that the 
flow transients show a cyclic propagation pattern around the core. 
Although our “window” was relatively small for detecting the full 
circling pattern, our data suggest that a significant proportion of 
flow transients propagate through the forepaw area. Our results 
also indicate that at least a part of the forepaw area is peri-ischemic 
with rCBF over 50% of baseline. Such level of ischemia still allows 
synaptic activity and some cortical input (Hossmann, 1994; Burnett 
et al., 2005). We speculate that the forepaw area in the cortex may 
include a small territory at the ACM–ACA watershed zone where 
spreading depolarizations and the corresponding flow/hemoglobin 
transients can be modified through electrical stimulation.
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Figure 3 | Demonstration of flow transients in relative cerebral blood 
flow (CBF/CBFo) in peri-ischemia regions. (A, B) and in the ischemic core 
(C, D) from a typical rat not receiving forepaw stimulation during ischemia 
(A, C) and from a rat receiving forepaw stimulation during ischemia 

(B, D). The “o” subscript refers to the parameter prior to MCA occlusion.  
Note the significant flow transients in the peri-ischemic territory  
(ROIs 7–9), whereas the occurrence of the transients over the ischemic core 
(ROIs 1-3) was very low.
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forepaw area and that it can be modulated by forepaw stimulation 
is presumably higher in proximal MCAO than in the distal MCAO 
model. Differences in hemodynamics in different stroke models 
may also determine the effect of stimulation. For example distal 
occlusion of the MCA leaves the proximal branches patent while 
these are closed during proximal MCA occlusion (filament occlu-
sion). The inability to see any appreciable increases in the present 
study using imaging, which monitors a large region does suggest 
that forepaw stimulation during photothrombotic occlusion of the 
distal MCA in the rat does not increase blood flow in the ischemic 
or peri-ischemic territory. This is not to say that blood flow would 
not be altered in other focal ischemia models.

Strictly speaking, the theory of laser speckle imaging assumes 
that the speckle intensities over time are Gaussian with mean zero 
(Lemieux and Durian, 1999). This assumption breaks down in the 

The site of the MCA occlusion may influence the outcome of the 
experiment. With this model (distal photothrombotic occlusion of 
the MCA) we found that the propagation of the flow/Hgb transients 
was confined mostly to ROI 7–9. In a filament occlusion study 
(proximal occlusion of the MCA) with a “window” in a similar 
position, we found that the propagation pattern of the PIFTs is more 
conservative (fronto-caudal) with the transients traveling through 
the entire observational area and the occurrence of the flow tran-
sients being close to 100% over each ROI (Luckl et al., 2009). The 
explanation might be that the distal occlusion of the MCA induces 
an infarct only in the parietal lobe while the proximal MCAO affects 
a larger volume (parietal and temporal lobe) making the diameter 
and the extent of the presumed cycling larger. Taking into consid-
eration that the location and the extent of the forepaw area may vary 
in animals, the chance that a flow transient propagates through the 
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Figure 4 | (A) Maps of changes in relative blood flow (rCBF), relative 
oxyhemoglobin (rHbO), relative deoxyhemoglobin (rHb), and relative oxygen 
consumption (rCMRO2) during a transient in the peri-ischemia cortex of a exemplar 
control (non-stimulated) and forepaw-stimulated animal. In both animals, the 
transient is moving toward the right of the image (caudally). The color bar indicates 

fractional decreases or increases of each parameter with respect to its level just 
prior to the start of the transient. The time course of the parameters for the region 
of interest shown by the circular ROI in the rHb images is shown for the control 
(B) and stimulated (C) animal, with the images shown in (A) obtained at the time 
indicated by the arrows. Scale bar is 1 mm.
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Optical coherence tomography (OCT) is a non-invasive 
technique that uses reflected/back-scattered light to construct 
depth-resolved images of tissue. Recent OCT based techniques have 
potential to study AP related minute changes at different depths. 
The techniques have the additional advantage of being less invasive 
than many other measurements, because they work in reflection 
geometry, which means the source and detector are on the same 
side of the nerve. Here, we review the related work in this area, and 
present new data for depth-localization of neural activity in squid 
giant axons (SGA) stained with a voltage-sensitive near-infrared 
dye. Real-time cross-sectional images of a spectral-domain OCT 
(SD-OCT) system were used to select center portion of the SGA 
for functional interrogation. By monitoring the same depth profile 
over time, we acquired M-mode SD-OCT images while electrical 
current stimulus pulses were applied to the axon to initiate propa-
gated APs. Analysis of the intensity and phase of the interferometric 
signal showed local changes on a millisecond time scale. The results 
are also compared with the changes in transmitted light intensity, 
reflection-mode cross-polarized light intensity and electrical APs, 
which are recorded simultaneously with the SD-OCT signal. Since 
the dye approach is known to be extremely fast and linear, our 
technique may be developed as a depth-resolved optical voltmeter 
measuring local changes in membrane potential.

Materials and Methods
Optical Coherence Tomography
Optical coherence tomography is a depth-resolved, high-resolution, 
non-invasive technique that employs low-coherence interferometry 
to image biological tissue up to a depth of a few millimeters. It is 
similar to ultrasound imaging except that reflected/back-scattered 

Introduction
Indications of neural activity are usually classified in “slow” and 
“fast” categories. The slow signals occur in a few seconds to minutes, 
and, as e.g., hemodynamic response probed by functional magnetic 
resonance imaging, they represent indirect measurements of neural 
activity. On the other hand, the fast signals occur in the millisec-
ond timescale and are directly correlated to changes in membrane 
potential. Electrical measurements of membrane potential using 
external or internal electrodes are studied widely for neural activ-
ity, but the use of electrodes in many applications is not feasible, 
and its invasive nature can easily induce irreversible damage to 
nerve fibers. Besides, spatial resolution of the external electrical 
measurements is typically low. As the development of new meth-
ods that directly assess neural activity becomes a pressing need, a 
variety of optical techniques and contrasts are being investigated 
for imaging neural structure and function with high spatial and 
temporal resolutions.

The use of optical instrumentation to study neural activity dates 
to late 1940s. During action potential (AP) propagation in neural 
tissue light scattering, absorption, birefringence, fluorescence, and 
volume changes have been reported (Cohen, 1973). Imaging with 
voltage-sensitive dyes has become an important part of neuroscience 
for observing membrane potential in single and multiple neurons 
(Homma et al., 2009). However, the techniques have not produced 
information to locate the APs at different depths. Development 
of new techniques and improvement of current approaches are 
essential to obtain a useful test for neural function. For instance, 
imaging the activity with optical slices rather than in physical slices 
(e.g., brain slices) would be a major advancement in functional 
assessment of neural tissue.

Detection of neural action potentials using optical coherence 
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near-infrared light is used rather than acoustic waves. Figure 1 illus-
trates a basic fiber-based OCT system in time and spectral domains. 
The systems can be implemented in bulk optical setups or with 
single mode fibers. Light from a broadband source such as a super-
luminescent diode or mode-lock Ti:Sapphire laser is typically split 
into the reference and sample arms. Interference of light returning 
from these arms to the fiber coupler (or beamsplitter) produces the 
axial information. Time-domain OCT (Huang et al., 1991) utilizes 
both axial (A-line) and lateral (B-line) scanners to construct cross-
sectional images from amplitude of the photo-detector signal. At 
a given time, the photo-detector signal represents a single depth 
location when the optical path length of the reference arm matches 
that of the location within the sample. Thus, this method may have 
limited use for detecting neural activity.

The axial resolution ∆z (∼2–20  μm) of the OCT systems is 
determined by the center wavelength λ

0
 and spectral bandwidth 

∆λ of the light source. For a Gaussian spectrum, ∆z is given by 

∆ ∆z = ( )( )( )2 2 0
2ln π λ λ . High axial resolution requires a short 

temporal coherence provided by broad bandwidth light sources. 
The lateral resolution ∆x, on the other hand, is determined by 
sample path optics that focuses the beam on the sample, and 
given by ∆x = 4λf/πd, where d is the spot size on the lens with the 
focal length f. High lateral resolution requires a lens with high 
numerical aperture (NA), and correspondingly a small beam spot 
at the focus.

Unlike in time-domain OCT, the reference mirror of the 
Michelson interferometer is not scanned in SD-OCT (also known 
as Fourier-domain OCT). Instead, SD-OCT uses a spectrometer 
to record interference of back-scattered light from all depth points 
simultaneously (Fercher et al., 1995). Then, a Fourier transform 
algorithm relates the spectral modulations in k-space to informa-
tion along the axial direction. This allows imaging a depth profile 
(A-line) in ∼10–50 μs (integration time of the spectrometer); thus, 
provides adequate temporal resolution for the fast signals of neural 
activity for a full depth profile. To show the operation of SD-OCT, 
a reflector was placed in the sample arm. Interference between the 
reference and sample light resulted in modulations on the optical 
spectrum (Figure 2A). After spectral shaping, which is not required, 
the Fourier transform algorithm produced the spatial information 
along an A-line. Figure 2B shows the magnitude of the signal in 
linear scale. The peak at 220 μm is the envelope of the coherence 
function and corresponds to the reflection from the sample sur-
face. The width of the coherence function determines the axial 
resolution. By scanning the beam over a sample, SD-OCT produces 
real-time images, which helps selecting a particular region of neural 
tissue for functional study.

There are various types of OCT that use intensity, phase or polari-
zation properties of light for imaging microstructure, blood flow, or 
birefringence properties of tissues. The readers are referred to review 
articles (e.g., Fercher et al., 2003) or books (e.g., Drexler and Fujimoto, 
2008) for detailed description of the concepts and principles.

Figure 1 | Generic system for optical coherence tomography (OCT). In 
time-domain OCT, a photo-detector detects interferometric fringes while the 
reference mirror is scanned in axial direction. In spectral-domain OCT, the 
reference mirror is stationary, and a spectrometer records the modulations on 
the optical spectrum due to interference, which is then used in calculation of 
the axial information for all depth points, simultaneously.

Figure 2 | Description of SD-OCT measurement. (A) Strong modulation on optical spectrum (λ = 835 nm; ∆λ = 75 nm) is due to a reflective surface in the sample 
arm. (B) The peak at 0 is a Fourier transform of the source spectrum, the peak at 220 μm is the reflector causing modulations on the spectrum.
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Phase-sensitive Optical Coherence Tomography
Coherence functions consist of interferometric fringes. Let us con-
sider a time-domain system. For low coherent light sources with 
Gaussian spectral density, the interference term I can be described 
by a Gaussian envelope and sinusoidal fringes as

I e fa
Nτ π τ ϕ φτ( ) ∝ + +( )−( )/ cos ,4

2

2
	

(1)

where τ is the temporal delay between light in sample and reference 
paths, a = (ln2)1/2/∆ω and ∆ω is angular optical frequency width 
of the source, f is the frequency of fringes that is determined by 
the scanner or a modulator in the reference arm, ϕ is the phase 
carrying physically relevant information about a sample, and φ

N
 

is the phase noise in the interferometer due to environmental per-
turbations. For a reliable phase measurement, phase noise should 
be cancelled by a common-mode phase noise rejection scheme. 
This can be achieved by a common path interferometric setup or 
a differential phase operation provided by dual channel interfer-
ometers. In the latter approach noise φ

N
 is cancelled by computing 

phase difference between two channels/points, ∆ϕ = ϕ
1
 − ϕ

2
. ∆ϕ is 

proportional to the optical path length difference (∆p) between the 
observation points, ∆p = (λ

0
/4π)∆ϕ. As a result, the ∆p measure-

ment yields sub-wavelength sensitivity, which is useful to monitor 
minute changes in refractive index or geometrical size of samples. 
This approach has been utilized for detecting AP related minute 
changes from a single point in crustacean nerve (Akkin et al., 2004; 
Fang-Yen et al., 2004).

The phase information is readily available in SD-OCT, as well 
(Choma et al., 2005; Joo et al., 2005). By using the phase of the com-
plex valued depth profile, which is obtained by a discrete Fourier 
transform algorithm, changes in optical path length can be quanti-
fied for a full depth profile simultaneously. SD-OCT can reject the 
phase noise by common path implementations that doesn’t utilize 
a separate reference arm or by measuring phase difference between 
two depth locations. The latter was used to report ∆p response due 
to AP propagation in crustacean nerve (Akkin et al., 2007) and 
SGA (Akkin et al., 2009). Using a fiber-based SD-OCT, we recorded 
interference between the front and back surfaces of a fixed glass slide 
for 1 s with a temporal resolution of 34.l μs. The standard deviation 
of the phase measurement (∼0.75 mrad) suggested about 50 pm 
noise for ∆p measurements. Signal-to-noise ratio degradation in 
biological tissue and motion artifacts may worsen the sensitivity; 
nevertheless, SD-OCT has the time resolution and sensitivity to 
study the transient changes related to AP propagation at all points 
along a depth profile. Furthermore, development of single-shot 
two-dimensional techniques at high imaging speeds (Witte et al., 
2009) is promising for functional investigation of neural tissue in 
cross-sectional optical slices.

Previous work on detecting neural activity using 
OCT techniques
Intensity measurements
Time-domain OCT can be applied to detect slow changes in 
reflectivity/back-scattering during neural activity. OCT was used 
to detect visually evoked cortical functions of a cat brain in vivo 
(Maheswari et  al., 2002, 2003; Rajagopalan and Tanifuji, 2007). 
Neural activity related local reflectivity changes occurring in a small 

volume revealed that the optical response was about 1 s or more 
after the onset of visual stimulus, and lasted for duration of a few 
seconds (Maheswari et al., 2003). In another study, time-domain 
OCT reflectance measurements from rat somatosensory cortex dur-
ing forepaw electrical stimulation showed a functional signal with 
a time course corresponding to the hemodynamic signal (Aguirre 
et al., 2006; Chen et al., 2009). Time-domain OCT was also used 
to report a scattering increase from nerve fibers from abdominal 
ganglion of sea slug, which was repetitively stimulated over several 
minutes (Lazebnik et  al., 2003). Using the same model, scatter-
ing intensity from single neurons was recorded by SD-OCT (Graf 
et al., 2009).

The most developed medical application of OCT is imaging the 
anatomy of retinal layers in real-time at micron scale resolution. 
Since visible light activates retina and induces changes related to the 
physiology and circuitry of the retina, OCT with its near-infrared 
beam has potentials for detecting layer-specific retinal activity. 
Isolated frog retina was used to demonstrate OCT measurement 
of light-activated near-infrared scattering changes in photoreceptor 
and ganglion layers (Yao et al., 2005). Then, light-activated reflec-
tivity changes in isolated rabbit retina were observed in the inner/
outer segments of the photoreceptor layer and the plexiform layers 
using time-domain OCT (Bizheva et al., 2006). By using SD-OCT, 
reflectivity measurements demonstrated non-invasive functional 
imaging of rat retina in vivo (Srinivasan et al., 2006).

Phase measurements
Conventional time-domain OCT is insensitive to fast (millisecond) 
and small (nanometer) changes due to AP propagation. On the 
other hand, differential phase implementations of the technique can 
probe a single nerve location in depth and a reference surface nearby 
at the same time with microsecond temporal resolution and sub-
nanometer optical path length resolution. Using a phase-sensitive 
optical low-coherence reflectometer, depth-resolved surface and 
subsurface changes from nerve bundles dissected from crayfish 
claw was recorded during AP propagation (Akkin et  al., 2004). 
The measured ∆p response was about 1 nm in amplitude, 1 ms in 
duration and occurred at about the AP arrival time to the optical 
measurement site. Initial direction of the ∆p response was either 
an increase or a decrease. This may be supported by contact-mode 
measurements reporting a contraction followed by a slow swelling 
for a crayfish giant axon (Hill et al., 1977), and swelling followed by 
contraction for squid giant axon (Iwasa and Tasaki, 1980) due to 
AP propagation. Using a different differential phase interferometer 
probing a lobster nerve surface, swelling of about 5 nm in about 
10  ms duration was reported (Fang-Yen et  al., 2004). SD-OCT 
was also demonstrated to be able to measure these changes from 
lobster and crayfish nerve preparations, which showed 0.5–2.5 nm 
∆p responses within the nerves (Akkin et al., 2007).

More recent SD-OCT phase measurements showed details of 
the transient changes on SGA during activity (Akkin et al., 2009). 
Experiments were performed at room and cold temperatures, and 
in hypertonic solutions to analyze transformation and amplifica-
tion of the optical (∆p) response. To demonstrate how well the 
∆p response matches with the electrical AP, and to describe the 
measurements better, here we present Figures 3 and 4. After real-
time SD-OCT imaging of axonal cross-sections in a nerve chamber, 
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axonal surfaces as well as a reference glass above the axon were 
monitored during AP propagations initiated by electrical current 
pulses. Figure 3 illustrates the depth profile probed in this experi-
ment, and the ∆p responses of many points chosen from the top 
and bottom surfaces of the axon. The glass surface was used for 
differential phase measurement to cancel the noise on the signals 
acquired from a level in the top (Figure 3B) or bottom (Figure 
3C) surfaces of the axon, and not needed for the ∆p response 
(Figure 4A) between the top and bottom surfaces of the axon. 
In Figure 3, an upward change in ∆p indicates a decrease, and 
a downward change indicates an increase in optical path length 
between a surface and the reference glass. In Figure 4A, an upward 
change in ∆p indicates an increase in optical path length between 
the top and bottom surfaces of the axon, and a downward change 
represents a decrease. These figures also show repeatability of the 
response as a train of three pulses were applied as shown together 
with the corresponding AP recording in Figure 4B. The arrival 
of each AP to the optical recording area is approximately at the 
zero-crossings of the electrical signal (9.5, 19.5, and 29.5 ms). Each 
trace in Figures 3 and 4 is an average of 250 records and has 5 kHz 

Figure 3 | Depth profile of a squid giant axon probed by the SD-OCT (A); 
the insets show the labels of points, whose responses are given in (B,C), and in 
Figures 4 and 5. ∆p traces in (B,C) are recorded from top and bottom surfaces 
of the axon with respect to the reference glass, respectively. Each trace in (B,C) 

is an average of 250 responses, and has 5 kHz bandwidth. Diameter of the 
axon was 410 μm. Saline solution was cold seawater (temperature: 2°C). 
The timing of the electrical stimulation and electrical AP recording is given 
in Figure 4B.

Figure 4 | SD-OCT measurement of action potential (AP) related path 
length change (∆p). ∆p trace in (A) is measured between the top and bottom 
surfaces of the axon (points g and v) and is equivalent to subtraction of the 
corresponding ∆p traces in Figure 3. The optical response is relatively large 
compared to most of our results. (B) Shows the externally and differentially 
recorded AP; arrows indicate stimuli (500 μA, 50 μs). Each trace is an average 
of 250 responses, and has 5 kHz bandwidth.
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as an OCT contrast agent for depth-resolved detection of neural 
activity. The preliminary data presented here is encouraging and 
shows feasibility of the approach.

Figure 6A illustrates the sample arm configuration of our fiber-
based SD-OCT system, which was not polarization sensitive, but we 
used polarization optics to observe reflection-mode cross-polarized 
light intensity with detector D

R
. Another detector (D

T
) was used 

to observe AP related changes in transmitted light intensity due to 
absorption or scattering changes. Collimated light (λo: 835 nm, ∆λ: 
75 nm) with a diameter of 2.4 mm enters to a Wollaston prism at 
its divergence angle; therefore, linearly polarized light is directed 
and focused on a squid giant axon that is oriented 45° with respect 
to the incoming polarization state.

Light from two broadband superluminescent diodes were com-
bined to improve the axial resolution. The envelope of Figure 2A 
suggests the spectral characteristics of the combined source and 
Figure 2B shows the corresponding axial resolution. The reference 
arm of the SD-OCT consisted of an attenuator and a stationary 
reflector. In the detection arm, a custom built spectrometer con-
tains a 75-mm achromatic collimator, 1200 lines/mm transmission 
grating and 100 mm achromatic lens, which focuses the optical 
spectrum on a line scan CCD camera.

The experiment was performed at Marine Biological Laboratory 
(Woods Hole, MA, USA). A dissected giant axon of squid (Loligo 
pealeii) was stained with a near-infrared dye (IR-144, Eastman 
Kodak Co., 1 mg/ml in sea water). Structures and characteristics 
of IR-144 and several other IR dyes can be found in Webb et al. 

bandwidth. The shape and timing of the AP related responses were 
similar for those points located on the same surface. Clearly, the 
signal-to-noise ratio was better for the points having higher ampli-
tudes, which are plotted and labeled in the insets of Figure 3A. 
Dots in the insets are about 1.1 μm apart.

Results showed that the ∆p response measured between the top 
and bottom surfaces of the axon ranged from sub-nanometers 
to 21  nm on a millisecond time scale (Akkin et  al., 2009). The 
responses were mostly biphasic. The initial direction of the first 
event was constant for a given location, but alternated for differ-
ent locations in about equal frequency of occurrence. Hence, these 
transient events appeared to have local characteristics. Mean values 
of ∆p response was 1.1 nm at room temperature (20–21°C) and 
1.65 nm in cold (∼2°C). For most of the ∆p responses, which were 
below 1.2 nm, the mean values at room temperature and in the 
cold were 0.57 and 0.68 nm, respectively. This suggests that cool-
ing for most of squid giant axon data increased the ∆p response by 
about 19%. Increasing the NaCl levels in saline solution (seawa-
ter) decreased the diameter of the axon as expected and produced 
significantly larger ∆p responses during AP propagation. These 
SD-OCT phase measurements and possible mechanisms are dis-
cussed in Akkin et al. (2009). However, the mechanistic origins of 
the changes producing the optical signals are not yet conclusive. 
The lack of knowledge hampers improvements in the assessment 
of activity for both simple and complex neural tissues.

In addition to the phase measurements (∆p response), we ana-
lyzed the same SD-OCT data set used in Figures 3 and 4 to obtain 
an AP indicator based on changes in back-scattered/reflected light 
intensity. Figure 5 shows the variations in the SD-OCT intensity 
signal (∆I) for many points on the top surface of the squid giant 
axon. The intensity traces in Figure 5 are also averages of 250 
records and have 5 kHz bandwidth. It is clear that the ∆I traces are 
noisier compared to the ∆p traces of Figure 3. All ∆I responses were 
less than 1% of the intensity level given in Figure 4A. Moreover, the 
shapes and directions of the ∆I traces varied significantly between 
the points. No ∆I response was observed for the bottom surface 
and the other points on the top surface of the axon. We did not 
observe a ∆I response frequently, which is consistent with the very 
small (10−6 to 10−5) changes in light scattering observed without 
depth resolution by Cohen et al. (1972).

Dye contrast in OCT
Most intrinsic optical signals of neural activity are small and require 
signal averaging. On the other hand, imaging with voltage-sensitive 
dyes has increasingly become an important part of neuroscience 
for studying neural activity in various models. Many dyes are com-
mercially available, and there is a demand for near-IR dyes as the 
longer wavelengths can penetrate more in the scattering tissue. 
Near-IR dyes will also be good for retinal studies, since they don’t 
excite the photoreceptor cells. The fluorescence dyes, because of 
use in reflection geometry, are more desirable for many applica-
tions. Function in neurons in a superficial plane can be imaged by 
conventional techniques, but axial (depth) sectioning is not inher-
ently provided. In other words, function of cells lying behind other 
cells in the light path could not be distinguished. We believe that 
OCT is a potential candidate to fill this gap. Although OCT does 
not require exogenous chemicals, we used a voltage-sensitive dye 

Figure 5 | AP related changes in the SD-OCT intensity signal (∆I 
response). Each trace has a label that corresponds to a particular level in the 
depth profile shown in Figure 3A. Bars on the right represent 0.25% change 
of the corresponding intensity level. Other locations did not produce a 
detectable ∆I response. Each trace is an average of 250 responses, and has 
5 kHz bandwidth.
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changes of the SD-OCT signals from the same axon. Figure 8A 
shows the depth profile probed in this experiment with labels indi-
cating points, whose responses were presented in this and next 
figures. To utilize the phase signals, common-mode phase noise was 
removed by subtracting the phase of a glass–saline interface above 
the squid giant axon from the phase of the measurement points. 
Then the phase difference (∆ϕ) was converted to single-pass optical 
path length change (∆p) for convenience, ∆p(z) = (λ

0
/4π)∆ϕ(z), and 

plotted as a function of time. The ∆p traces in Figure 8B shows 
similar responses for the four points chosen from the top surface 
of the axon. Other points on the same surface produced similar 
∆p responses, as well. Such traces may also be obtained without 
the use of dye (Akkin et al., 2009). The top surface of the axon 
produced less than 1% intensity change for a few points as shown 
in Figure 8C; whereas multiple points for the bottom surface pro-
duced different results.

Figure 9 shows the intensity and phase signals of SD-OCT for 
eight points located at the inner side of the bottom surface of the 
axon. Even though separations of the points are less than the axial 

(1975). The axon was placed in a nerve chamber (description 
in Akkin et  al., 2009) and kept in a cold environment (∼2°C) 
during the experiment. By scanning the beam over the sample, 
the SD-OCT system displayed cross-sectional images of the 
axon in real-time. Figure 6B shows the logarithmic representa-
tion of the reflectivity image with 43  dB dynamic range. The 
axial and lateral resolutions were 4.3 μm in tissue (5.9 μm in air) 
and 21 μm, respectively. The optical power on the axon did not 
exceed 1 mW. After selecting the center of the axon, the beam 
was stationary at the center (M-mode imaging) to observe the 
AP related changes.

Simultaneous with the SD-OCT measurement, the two detec-
tors (D

R
, D

T
) measured changes in transmitted light intensity and 

reflection-mode cross-polarized light intensity. Figure 7 shows 
the photo-detector signals that are not depth-resolved, and the 
differentially and externally recorded electrical AP. The arrows 
represent the current pulses (500 μA, 50 μs) applied to the squid 
giant axon. Each record consisted of three stimuli to show the 
repeatability of the responses. Each trace is an average of 250 
records to reveal the details. With the arrival of each AP to the 
optical recording area (approximately zero-crossings at 10, 20, 
and 30 ms), the transmitted light intensity (Figure 7A) was tem-
porarily reduced by about 0.15% followed by an increase making 
the response biphasic. The back-scattered cross-polarized signal 
(Figure 7B) resulted in a detectable signal as well. Since this sig-
nal was not detectable for the unstained axon studied above, it 
may indicate an enhancement of the dye for the reflected signal. 
An earlier study (Ross et al., 1977) reported transmission-mode 
cross-polarized intensity change from the edge of an axon stained 
with merocyanine-rhodamine, but did not show a detectable signal 
at the center of the axon. Therefore, the cross-polarized signal 
measured at the center of the axon in reflection geometry may 
be enhanced further by utilizing the edges. Moreover, Figure 7B 
suggests the use of polarization-sensitive OCT systems for func-
tional neural imaging.

We used SD-OCT to look for dye dependent changes in back-
scattered light intensity near the surfaces of the stained squid giant 
axon because the largest voltage changes occur across the axon 
membrane. We simultaneously measured intensity and phase 

Figure 6 | (A) SD-OCT sample arm configuration, D: detector, W: Wollaston prism. (B) Image of a 420-μm diameter stained squid giant axon. The-dashed line 
indicates the A-line probed in the experiment.

Figure 7 | Transmitted light intensity change (A), and reflected 
cross-polarized light intensity change (B) during AP propagation in the 
stained squid giant axon. Electrical action potential recording is in (C); 
arrows indicate stimuli (500 μA, 50 μs). Each trace is an average of 250 
responses. Saline solution was cold seawater (temperature: 2°C).
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Figure 8 | Depth profile of the stained squid giant axon probed by the 
SD-OCT (A), and ∆p (B) and ∆I (C) responses of the top surface of the axon. 
The insets show the labels of points, whose responses are given in (B,C), and 

the next figures. Bars in (C) represent 0.5% change of the corresponding 
intensity level. Each trace is an average of 250 responses, and has 5 kHz 
bandwidth. The AP is given in Figure 7C.

Figure 9 | ∆p (A) and ∆I (B) responses of the eight points located at the inner side of the bottom surface of the stained axon. Each trace is an average of 250 
responses, and has 5 kHz bandwidth. The AP is given in Figure 7C.
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responses were comparable, which is perhaps related to the low 
intensity level. Point p, on the other hand, produced a triphasic 
∆p response, but not a detectable ∆I response. Points n and o 
produced large ∆p responses (about 13 nm and 11 nm, respec-
tively) in the same direction, but the signs of their ∆I responses 
were in opposite directions. The sign of the intensity change was 
different at different locations within the coherence length. This 
requires further investigation.

Figure 11 shows the responses of the remaining points. The ∆p 
traces were similar to those in Figure 9A. The ∆I responses and 
their normalized peak-to-peak changes are given in Figure 11B. As 
shown, the ∆I responses for points on the outer side of the bottom 
surface were difficult to detect.

Figures 9–11 reveal an unexpected complexity of signals associ-
ated with APs at different depths within the cellular sheath that sur-
rounds the squid giant axon. Assuming the ∆p responses were caused 
by displacements, the observed intensity changes are too large to 
be explained by about 6 nm shift of a 4.3-μm coherence function, 
which should produce about 0.4% change at the full-width-half 

resolution, we provide these to describe the nature of the responses. 
Both ∆p and ∆I responses are highly correlated with the arrival of 
APs to the measurement area (simultaneously recorded APs are 
shown in Figure 7C). The ∆p traces for the eight points are simi-
lar to each other (Figure 9A). The intensity traces are shown in 
Figure 9B. The amplitude and sign of the ∆I responses varied for 
different points. Moreover, the biphasic feature observed for the 
∆p response was not apparent for most of the ∆I responses. By 
normalizing the ∆I responses by the intensity at the corresponding 
levels, we obtained the peak-to-peak normalized intensity changes 
as shown in the right side of the figure. These values represent a 
large increase in the signal-to-noise ratio over the results obtained 
with unstained axons.

The responses of points m, n, o, and p are shown in Figure 
10 as they represent different characteristics. The ∆p responses 
of points m and p are very much different than the ∆p responses 
of all other points. The point m with the smallest intensity 
level produced the largest normalized intensity change that was 
about 13%. For this point, the shape and timing of the ∆p and ∆I 

Figure 10 | ∆p (A) and ∆I (B) responses of the four points located within the bottom surface of the stained axon. Each trace is an average of 250 responses, 
and has 5 kHz bandwidth. The AP is given in Figure 7C.

Figure 11 | ∆p (A) and ∆I (B) responses of the 10 points located at the outer side of the bottom surface of the stained axon. Each trace is an average of 250 
responses, and has 5 kHz bandwidth. The AP is given in Figure 7C.
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dyes for specific wavelength regions that OCT systems operate; so 
that voltage induced changes in absorption or scattering properties 
can be captured in reflection geometry and with depth-sectioning 
capability. More work will be needed to understand the mechanism 
underlying these optical signals associated with the passage of APs. 
The development of the SD-OCT technique to identify functional 
and dysfunctional areas within the nerve has tremendous advan-
tages in functional neural imaging. The technique would enable 
us to compare the local structural and potential changes with high 
spatial and temporal resolutions, and be used as an alternative or 
supportive tool to electrophysiology. The approach has potential 
to produce critical data, which could increase the understanding of 
functioning nerve and aid future diagnostic applications.
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maxima and less at the higher levels. Another important point is 
that the timing and the shape of these dye intensity and phase sig-
nals are different. The phase signals peaked little after (0.3–0.5 ms) 
the intensity signals and lasted longer for most points. This suggests 
that the dye intensity signal may be directly related to the local 
potential changes, and the phase signal may result from AP-induced 
structural changes. While more work is needed to understand the 
mechanisms of the AP related phase and intensity signals of OCT, 
its depth-resolved signals clearly provides more information than 
the conventional transmission-mode recording, and it works in 
reflection geometry.

Conclusion
We utilized SD-OCT intensity measurement on a squid giant axon 
stained with a voltage-sensitive dye to localize the activity in depth. 
Although OCT does not require exogenous chemicals, prelimi-
nary data demonstrated that the stained axon produce significant 
change in local back-scattered light intensity around the mem-
brane during AP propagation. The phase signals of SD-OCT are 
available as well, and changes in transmitted light intensity and 
reflected cross-polarized light intensity were also reported for the 
same axon. The results suggest a need for the development of new 
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suggested intra-regional processing was more associated with 
hemodynamic signals than with input, they did not dissociate 
the two and examine the accompanying hemodynamics. Therefore 
to test this idea directly it would be advantageous to manipulate 
a neural system to clearly disassociate the input from the cortical 
processing. To further this aim, we measured the hemodynamic 
and neural responses to 16s electrical whisker pad stimuli in rat 
barrel cortex using 2-dimensional optical imaging spectroscopy 
(2D-OIS) and multi-channel electrophysiology both before and 
after inactivation of cortical processing by local cortical injection 
of the γ-aminobutyric acid type A (GABA

A
) receptor agonist mus-

cimol. As based on previous work (Higley and Contreras, 2007) 
cortical muscimol infusion would not be expected to affect the 
thalamocortical input into the cortex but inhibit subsequent intra-
cortical processing. This pharmacological manipulation allowed 
assessment of the separate contributions of cortical input and 
subsequent processing to the accompanying evoked hemodynamic 
response. Intra cerebral infusions of this agonist have recently 
been successfully used to assess the contribution of inhibitory 
cortical activity to “paired-pulse” whisker inhibition (Higley and 
Contreras, 2007) and to study the effect of GABAergic tone on neu-
rovascular coupling in the cerebellum (Caesar et al., 2003, 2008). 
Our data suggest, that although the quantitative neurovascular 
coupling relationships for cortical input and intra-cortical process-
ing are similar, intra-cortical processing accounts for a the majority 
of the neurovascular response evoked by sensory stimuli.

Introduction
To produce maps of cortical activation modern neuroimaging 
techniques such as fMRI rely on changes in hemodynamic vari-
ables occurring in close proximity to localized increases of neu-
ral activity. This relationship, termed neurovascular coupling, is 
still not completely understood. Following experiments both in 
anesthetized (Lauritzen, 2001; Jones et al., 2004; Logothetis, 2007; 
Rauch et al., 2008) and awake animals (Goense et al., 2008), the 
predominant view is that the hemodynamic response is more 
closely associated with synaptic activity rather than with spik-
ing output (Lauritzen, 2001; Jones et al., 2004; Logothetis, 2007; 
Rauch et al., 2008). However, an unresolved issue is whether the 
hemodynamic response is more representative of the synaptic 
activity associated with the direct input into an area of cortex or 
subsequent intra-cortical processing (Mangia et al., 2009). Recent 
studies in the anesthetized rat have suggested that in both corti-
cal (Radhakrishnan et  al., 2007; Franceschini et  al., 2008) and 
sub-cortical (Angenstein et  al., 2009) structures, intra-regional 
processing could be more important than the initial evoked input 
to a brain region in generating accompanying hemodynamic 
responses. This has important consequences for the interpreta-
tion of data from neuroimaging techniques such as the Blood 
Oxygen Level dependent (BOLD) fMRI signal as it would allow 
accurate interpretation of cerebral hemodynamics in terms of 
stimulus processing. Although these studies (Radhakrishnan et al., 
2007; Franceschini et al., 2008; Angenstein et al., 2009) strongly 
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reduced in magnitude by ∼79% compared to that elicited pre-infusion. The whisker-evoked 
hemodynamic responses were reduced by a commensurate magnitude suggesting that, 
although the neurovascular coupling relationships were similar for synaptic input as well as for 
cortical processing, the magnitude of the overall response is dominated by processing rather 
than from that produced from the thalamocortical input alone.
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Materials and Methods
Animal preparation and surgery
All procedures were performed in accordance with the 1986 Animal 
(scientific procedures) Act, under approval from the UK Home 
Office. Female Hooded Lister rats of 230–330 g were kept in a 12-h 
dark/light cycle at a temperature of 22°C, with food and water 
supplied ad libitum. Animals were anesthetized with urethane at 
1.25 g/kg i.p., additional doses of 0.1 ml urethane were administered 
if required. Atropine was administered at 0.4 mg/kg s.c. to lessen 
mucous secretions during surgery. Temperature was maintained at 
37°C using a homoeothermic blanket (Harvard Apparatus) through 
rectal temperature monitoring during surgery and experimental 
procedures. The animals were tracheotomized, allowing artificial 
ventilation and recording of end-tidal CO

2
. Blood gas measure-

ments and end-tidal CO
2
 measurements were taken to allow cor-

rect adjustment of ventilator parameters to keep the animal within 
physiological limits. Femoral arteries and veins were cannulated to 
allow the measurement of mean arterial blood pressure (MABP) 
and drug infusion. Phenylephrine was infused at 0.13–0.26 mg/h 
to maintain MABP between 100–110 mmHg (Golanov et al., 1994; 
Nakai and Maeda, 1999). Animals were placed in a stereotaxic frame 
(Kopf instruments). The skull overlying the somatosensory cortex 
was thinned to translucency with a dental drill, with the skull surface 
cooled with saline. A circular plastic ‘well’ (20-mm diameter) was 
attached over the thinned area of the skull using dental cement. 
The well was filled with saline, to reduce specularities from the 
skull surface.

2-Dimensional spectroscopy (2D-OIS) imaging
A Dalsa 1M30P camera operating in 4 × 4 binning mode recorded 
images of the cortical surface and each image pixel represented 
75  ×  75  um The camera has a quantum efficiency of 28% at 
500  nm. The cortical surface was illuminated with four wave-
lengths of light using a Lambda DG-4 high-speed filter changer 
(Sutter Instrument Company, Novato, CA, USA) and light source 
that was synchronized to camera image capture. The four wave-
lengths were specifically chosen as two pairs (495 nm ± 31 FWHM 
and 559 nm ± 16 FWHM; 575 nm ± 14 FWHM and 587 nm ± 9 
FWHM). The wavelengths in each pair were chosen such that 
they had a similar total absorption coefficient and thus sample 
the same tissue volume but have specific absorption coefficients 
for oxyhemoglobin (HbO

2
) and deoxyhemoglobin (Hbr) that are 

as different as is possible to maximize signal to noise ratio. The 
frame rate of the camera was 32  Hz, which was synchronized 
to the filter switching, thereby giving an 8  Hz effective frame 
rate for each wavelength and therefore the subsequent estimates 
of hemodynamics. To create spatio-temporal “maps” of cortical 
hemodynamics the data were subject to Spectral analysis using 
a path length scaling algorithm (PLSA) described in detail pre-
viously (Berwick et al., 2005, 2008). Briefly the algorithm uses 
modified Beer-Lambert Law with a path length correction factor. 
We estimated the concentration of hemoglobin in tissue at a con-
centration 104 μM based on previous measurements (Kennerley 
et al., 2005) and the saturation was calculated on a pixel by pixel 
basis (Berwick et al., 2008). The spectral analysis produced 2D 
images over time, of oxyhemoglobin (HbO

2
), deoxyhemoglobin 

(Hbr), and total hemoglobin (Hbt).

Experimental Procedures
Subcutaneous stainless steel stimulation electrodes insulated 
to within 2 mm of the tip were inserted in a posterior direction 
between rows A/B and C/D of the left whisker pad of the rat ensur-
ing the whole whisker pad was stimulated when electrical stimuli 
were applied. Stimuli produced no change in MABP, pCO

2
 or heart 

rate suggesting that electrical whisker pad stimuli did not pro-
duce any systemic changes that could affect cortical hemodynamics 
of interest.

Localization of whisker region for electrode placement
An initial 2D-OIS experiment was performed to localize whisker 
barrel cortex for accurate placement of a multi-channel electrode. 
Brief whisker pad stimuli (2 s) were presented to localize whisker 
barrel cortex. Electrical whisker pad stimuli (1.2 mA, 2 s, 5 Hz) 
were presented for 30 trials with a 26 s inter-stimulus interval. Data 
from individual trials were averaged and subjected to the spectral 
analysis. Images of hemodynamic changes were co-registered with 
images of the cortical surfaces to guide electrode placement. A 
very small whole in the thinned skull directly above the selected 
location was made with a dental drill and the bone removed. The 
dura was then pierced with a 27 gauge needle. A 16-channel elec-
trode coupled with a fluidic probe loaded with Muscimol (75-μm 
spacing, Neuronexus technologies Inc, concentration of Muscimol 
0.125 μg per μl), was inserted normal to the cortical surface, to a 
depth of 1200 μm. The probe was coupled to a pre-amp and data 
acquisition device (Medusa Bioamp, TDT, Florida); using a custom 
written script in MATLAB (Mathworks).

Experimental paradigm
Following accurate electrode placement, concurrent electrophysi-
ological measures of neural activity were recorded while accompa-
nying cortical hemodynamics were measured simultaneously with 
2D-OIS. Once the electrode was inserted a control experiment was 
performed which consisted of 30 trials with an inter-stimulus inter-
val of 70 s. Stimulation occurred after 19 s in each trial (1.2 mA 16 s 
at 5 Hz). Data was trial averaged and then subjected to the same 
spectroscopy analysis as described above. Simultaneously neural 
activity was collected across all 16 channels of the multi-electrode at 
a sampling frequency of 6.1 KHz for a period of 26.7 s starting 5.2 s 
before stimulation onset within each trial. After this experiment 
1 μl of muscimol was infused over a period of 1 min using a 10-μl 
Hamilton syringe and syringe pump (World Precision Instruments 
Inc). After the muscimol had been allowed to take effect the long 
stimulation 2D-OIS and simultaneous neural activity paradigm 
was repeated.

Electrophysiological data analysis
The 16-channel neural data was analyzed by performing current 
source density (CSD) analysis. Recordings were averaged over trials, 
with stimulus onset “jittered” within a 20-ms window to reduce 
effects of 50 Hz mains noise. The resultant evoked field potential 
recordings were sampled at 6 kHz with 16-bit resolution. The CSD 
analysis has been described in detail previously (Martindale et al., 
2003). The field potentials were used to obtain spatio-temporal 
estimates of the current sources and sinks within the cortical layers 
(Nicholson and Freeman, 1975; Mitzdorf, 1985). The current sink 
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veins. Examination of the time series of the response for the two 
ROI selected (Figure 1D) demonstrates that the response in the 
anterior barrels (dotted lines) distal to the electrode is only slightly 
larger than from the region immediately surrounding the elec-
trode tip (solid lines). Following infusion of muscimol the spa-
tial extent and magnitude of the hemodynamic response elicited 
by whisker stimuli was altered compared to that observed prior 
to muscimol infusion. By observation of spatial images calcu-
lated by averaging images collected during stimulus presentation 
(Figure 1E), Hbt, HbO

2
 and Hbr around the electrode tip were 

attenuated compared to those elicited prior to muscimol infu-
sion and with respect to the ROI distal to the electrode. This can 
also be observed in the time series responses from the two ROI 
(Figure 1F) which demonstrate that the hemodynamic response 
around the electrode tip has been substantially reduced following 
muscimol infusion whereas the response from the distal region 
of interest being relatively unaffected.

Time series of animal averaged cortical hemodynamic 
responses (n = 8)
A region of interest was selected around the electrode tip in each 
animal Hemodynamic data was pixel averaged to create a time 
series for each animal and then data was subsequently averaged 
across animals (Figure 2). The “control” hemodynamic response 
elicited by 16 s whisker stimuli prior to muscimol infusion was 
similar to that described previously (Berwick et al., 2005). It con-
sisted of an immediate large increase in Hbt and HbO

2
 that peaked 

after ∼5 s, follow by a decrease to an elevated plateau that lasted 
for the remainder of stimulus presentation before returning to 
baseline. The Hbr response was characterized by a small increase 
within the first second of stimulation, usually referred to as the 
“deoxy dip” followed by a large decrease below baseline reaching a 
minima at ∼5 s slowly returning to baseline after stimulus cessation. 
Despite displaying a similar time course to that elicited by whisker 
stimuli prior to muscimol infusion, following muscimol infusion 
all aspects of the hemodynamic were substantially attenuated in 
magnitude (Figure 2).

Neural activity assessed by current source density analysis (CSD)
By using a combined multi-channel electrode and infusion flu-
idic port we were able to monitor the neural response locally at 
the site of muscimol infusion. CSD analysis converts laminar 
field potentials evoked by whisker stimuli into current sinks and 
sources as a function of cortical depth (Nicholson and Freeman, 
1975; Mitzdorf, 1985). The neural response to whisker stimuli for 
a representative animal in the pre-muscimol infusion “control” 
condition (Figure 3A) showed the characteristic evoked super-
ficial source with an accompanying underlying sink centered at 
Layer IV. The ‘heat map’ representation of the CSD analysis was 
derived by averaging of all 80 impulses (16 s stimulation at 5 Hz) 
of the electrical whisker pad stimulus train presented. This cur-
rent sink in layer IV represents active excitatory post synaptic 
potentials in response to each electrical whisker pad impulse. We 
selected this current sink as our measure of neural activity and 
averaged across animals. (Figure 3B). It can be seen the largest 
neural response was elicited by the first impulse of the stimulus 
train with responses to subsequent impulses of the train being at 

with the greatest amplitude was located ∼500 μm below the surface 
of the brain. This corresponds to layer IV, which receives direct som-
atosensory input from the ventral posterior thalamus. The main 
current sink in layer IV, which is believed to be a result of excitatory 
post synaptic activity (EPSP) in the barrel, was taken as our neural 
activity measure and will be referred to as the CSD Sink.

Post-mortem cytochrome oxidase histology to confirm location of 
somatosensory cortex
Following most experiments post-mortem brain tissue was pre-
pared for subsequent histological analysis. The histological methods 
have been explained previously (Zheng et al., 2001) and as such is 
only described briefly here. Rats were transcardially perfused with 
saline, followed by 4% paraformaldehyde and finally photographic 
emulsion (Jessops Ltd) to enable visualization of surface cortical 
vessels in histogical sections. Brains were removed and the right 
cortex was separated from the rest of the cerebrum and compressed 
to a thickness of 2 mm. A cryostat was used to section the cor-
tex into slices tangential to its surface. An initial surface slice of 
200 μm was sectioned to ensure visualization of the surface blood 
vessels, and then subsequent 50-μm sections were taken. The slices 
were placed into an incubation medium in a dark room at 37°C 
to allowing stain for cytochrome oxidase to visualize barrel repre-
sentations; this is a modified version of the procedure described 
by Wong-Riley and Welt (1980). The photographic emulsion in 
the vessels in histological sections was developed after staining. 
Photomicrographs of the resultant histological sections of cortex 
were taken and the images were linearly warped to each other by 
locating corresponding features by eye.

Results
Spatial analysis of the hemodynamic response before and 
after muscimol injection
Hemodynamic responses were recorded from the right soma-
tosensory whisker barrel cortex of urethane anesthetized rats 
following presentation of 16 s electrical stimulation of the left 
whisker pad. The electrode (with fluidic port attached) place-
ment was accurately placed into the cortex as demonstrated by 
an in vivo CCD camera “gray-level” image of the cortical surface 
(Figure 1A). An image of combined photomicrographs of post-
mortem histology of the cortical surface and the underling cortical 
barrels is shown for comparison (Figure 1B). It can be seen the 
electrode and fluidic port have been inserted into the cortex in 
the region of whisker barrel B1. For this representative animal 
two regions of interest (ROI) were chosen from which to exam-
ine the resultant time series of cortical hemodynamics following 
pixel averaging. One ROI was selected near to the electrode tip 
and a second from anterior whisker barrels distal to electrode 
placement. To assess the spatial extent of the hemodynamic 
response prior and post muscimol infusion, an average response 
image was created by averaging all images collected during the 
entire stimulus presentation period (16 s) for Hbt, HbO

2
 and Hbr 

(Figures 1C,E). For the whisker-evoked hemodynamics collected 
prior to muscimol infusion (control, Figure 1C) a large increase 
over the whole whisker barrel cortical region can be observed for 
both Hbt and HbO

2
; whereas Hbr showed a large decrease over 

the whole whisker region particularly in the “draining” cortical 
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Statistical analysis
The sum (Σ) of the time series of Hbt and the layer IV CSD-sink 
were calculated for each animal (Table 1). As total hemoglobin 
concentration (Hbt) is the sum of oxyhemoglobin and deoxyhe-
moglobin concentration and during the hemodynamic response 
function the increases in Hbo and decreases in Hbr are corre-
lated (Jones et al., 2001, 2002) it was decided to select the mag-
nitude of Hbt changes as the dependent variable for statistical 
analysis of hemodynamics. A one-way repeated measures (pre 
or post muscimol injection) MANOVAs with two dependent 
variables (Hbt and CSD magnitude) suggested that the injec-
tion of muscimol caused a significant change in response size 
(size: Wilks’ Lambda = 0.15, hypothesis df = 2, error df = 6, 
F = 16.93, P = 0.003). Subsequent univariate’s ANOVA suggested 
that both Hbt and CSD responses were significantly reduced 

a lower but similar magnitude. Following infusion of muscimol 
the spatial profile of the results of CSD analysis are similar to that 
observed prior to muscimol infusion but are greatly reduced in 
magnitude (Figure 3C). The sink in layer IV appeared to be less 
broad in time than the control response. Examination of the ani-
mal averaged time series of the layer IV sink (Figure 3D) showed 
that the response to the first impulse of the stimulus train was 
reduced compared to that elicited prior to muscimol infusion. 
There was also a large reduction in magnitude of responses to 
subsequent impulses of the stimulus train compared to the con-
trol condition. When these “CSD-sink time series” were averaged 
across each impulse of the stimulus train (Figure 3E) it can be 
seen that the size of the sinks elicited were smaller and displayed 
more of a temporally transient nature compared those elicited 
prior to muscimol infusion.

Figure 1 | Hemodynamic responses in a representative animal before and 
after local cortical infusion of muscimol. (A) In vivo gray level CCD camera 
image of the somatosensory cortical surface. The electrode with drug infusion 
probe attached is visible on the right hand side of the image. (B) An image of 
combined photomicrographs of post-mortem histological sections of the cortical 
surface and the underling cortical barrels from Layer IV. (C) Total blood volume 
(Hbt), Deoxyhemoglobin (Hbr) and Oxyhemoglobin (HbO2) responses to 16-s 
electrical stimulation of the whisker pad. Each image represents an average 

change in micromolar concentration from baseline over the 16-s stimulation 
period. (D) Time series of hemodynamics response prior to muscimol infusion 
from a region of interest around the electrode tip (solid lines) and an additional 
ROI distal to the electrode in the more anterior whisker barrels (dotted lines). (E) 
Hemodynamic response images post muscimol injection. (F) Time series of 
hemodynamics response post muscimol infusion from a region of interest 
around the electrode tip (solid lines) and an additional ROI distal to the electrode 
in the more anterior whisker barrels (dotted lines).
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Figure 2 | Average hemodynamic responses across animals (n = 8) from a region of interest proximal to electrode tip pre (solid lines) and post (dashed 
lines) muscimol infusion. (Error bars = SEM).

Figure 3 | The results of current source density (CSD) of multi laminar 
local field potential responses elicited by electrical whisker pad 
stimuli pre and post muscimol infusion. (A) Representative animal 
impulse averaged CSD response prior to muscimol infusion. (B) Time 
series of layer IV CSD-sink averaged across animals before muscimol 

infusion. (C) Averaged CSD response post muscimol infusion for the same 
animal as in (A). (D) Time series of layer IV CSD-sink averaged across 
animals post muscimol infusion (E) Time series of impulse averaged layer 
IV CSD-sink response pre (blue) and post (red) muscimol injection  
(error bars = SEM).
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The data suggests that although the neurovascular relationships 
were similar between input and processing a vast majority of the 
magnitude of the response was due to processing. Most studies 
investigating neurovascular coupling with fMRI or other tech-
niques have concluded that the hemodynamic response is due 
to synaptic input and cortical processing but have not tried to 
disassociate the two. Two recent findings have, like this study sug-
gested that the hemodynamic response is due to the processing 
of information rather than the input. Franceschini et al. (2008) 
measured the somatosensory evoked potentials (SEPs) evoked 
by forepaw stimuli and accompanying cortical hemodynamics 
with diffuse optical imaging tomography. They found that the N1 
and P2 aspects of the field potential predicted the evoked hemo-
dynamics better than did the P1. As P1 is more associated with 
synaptic input than the N1 and P2 measures of the field potential 
they suggested that the hemodynamic response was more associ-
ated with cortical processing than synaptic input. Angenstein et al. 
(2009) directly electrically stimulated the perforant pathway of 
the hippocampus in anesthetized rats and measured spiking out-
put and the accompanying BOLD fMRI signal. They found that 
perforant pathway stimuli that evoked the same spiking output 
in hippocampus had variable accompanying BOLD responses 
and thus the variability in the BOLD response must have been 
due to differences in intra-regional processing. They therefore 
concluded that the evoked BOLD response depended more on 
the local processing of neural activity than the output or input 
activity. The current study confirms and extends these recent find-
ings by measuring more local changes of neurovascular coupling 
(Layer IV current sink and local changes in hemoglobin), and by 
actively disassociating between the synaptic activity associated 
with input and intra-cortical processing with the use of musci-
mol infusion.

The results of the present investigation differ from those obtained 
in studies performed in rat cerebellum (Caesar et al., 2003, 2008) 
following local muscimol infusion. In these studies muscimol appli-
cation had little effect on field potential magnitude whereas the 
blood flow responses were reduced at superficial cerebellar cortical 
depths. These authors suggested that GABAergic tone, at least in 
the cerebellum, plays a role in the relay of excitatory input into 
blood flow responses. Comparison of these results and those of the 
current study highlight the potential differences in neurovascular 
responses between different brain areas.

Limitations of current study
The main limitation of the current study is the assumption that 
the input from the thalamus is not affected by cortical applica-
tion of muscimol. This is an important issue because there are 
far greater corticothalamic descending projections than the 
thalamocortical projections ascending into the cortex. Recently 
Higley and Contreras (2007) investigated whether effective cor-
tical neural inhibition following presentation of stimuli to two 
whiskers was generated in the cortex or a property of sub-cortical 
interactions. Their experiment was similar that conducted here 
in that, CSD analysis of neural responses to whisker stimulus 
were observed before and after cortical application of musci-
mol (CSD responses also very similar cf Figure 2A, Higley and 

even if Bonferroni corrected. (Hbt: F = 39.487, P = < 0.0001; 
CSD: F = 8.694, P = 0.021). The reductions in neural and hemo-
dynamics responses were similar (79 and 72% respectively). 
Therefore even though the magnitude of response has reduced, 
the quantitative relationships of neurovascular coupling were 
similar before and after muscimol infusion suggesting the 
neurovascular coupling mechanisms are conserved for input 
and processing.

Discussion
The aim of the current study was to assess the neurovascular rela-
tionships for input and cortical processing and whether they had 
equal contributions to the overall neurovascular response elicited 
by sensory stimuli. We first performed a 16 s whisker stimulation 
in control conditions and then repeated the same stimulation 
following local cortical infusion of the GABA

A
 receptor agonist 

muscimol. Muscimol was infused to prevent the whisker stimulus 
driven thalamocortical information being processed by further by 
the cortex (Higley and Contreras, 2007).

The time series of current sink in layer IV following musci-
mol infusion (Figure 3 far right panel) was far more transient 
than that elicited by whisker stimuli prior to infusion. It has been 
shown that, in addition to the synaptic activity due to thalamic 
input, whisker stimuli also evoke longer latency synaptic activity 
in layer IV due to cortical interactions. Thus, it appears that it is 
this longer latency synaptic activity associated with intra-cortical 
processing that is (Ebner and Armstrong-James, 1990) absent 
from the time series of CSD-sink following muscimol infusion. 
Furthermore, Higley and Contreras (2007) showed a similar 
change in time series of CSD from layer IV evoked by whisker 
stimuli following intra-cortical musicmol infusion. They made 
recordings from thalamus and suggested that the thalamocorti-
cal input was unchanged by intra-cortical muscimol infusion. 
This is also suggestive the sink at layer IV provides a measure of 
intra-cortical processing and thalamic input, the former being 
disrupted by muscimol infusion.

Table 1 | Magnitude of hemodynamic and neuronal responses before 

and after muscimol infusion.

Animal	 Hbt	 Hbt	 CSD-sink	 CSD-sink 

	 control	 muscimol	 control	 muscimol

1	 416.1	 117.0	 0.09	 0.01

2	 262.6	 106.3	 0.09	 0.04

3	 217.5	 95.7	 0.20	 0.04

4	 347.6	 77.4	 0.17	 0.03

5	 417.9	 42.4	 0.24	 0.03

6	 325.8	 116.6	 0.11	 0.07

7	 375.2	 73.1	 0.57	 0.10

8	 136.8	 57.3	 0.08	 0.02

Mean 	 312.4	 87.5	 0.19 	 0.04 

(%		  (72%) 		  (79%) 

Reduction)

SEM	 35.2	 9.8	 0.06	 0.01
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Contreras, 2007). However, unlike the present investigation they 
also made concurrent electrophysiological measurements of tha-
lamic neural activity and showed that the cortical application of 
muscimol had no effect on the whisker-evoked responses in the 
thalamus. This provides good evidence that in our study that the 
thalamic input to the cortex would be unaffected by muscimol 
application to the cortex.

Conclusion
The results of this study show that although the quantitative neu-
rovascular coupling relationship is similar for both cortical input 
and intra-cortical processing a great majority of the measured neu-
rovascular response is driven by intra-cortical processing. These 
results may have important implications for the interpretation and 
understanding of cortical fMRI signals.
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coherent spontaneous BOLD fluctuations from the cortex contral-
ateral to that activated by the task, reduced inter-trial variability 
and therefore suggested a superposition of evoked and ongoing 
hemodynamics. Another approach for examining the role of spon-
taneous pre-stimulus fluctuations in the trial-to-trial variability of 
stimulus-evoked neurophysiological data, is to group trials based 
on some property of their pre-stimulus time series, average trials 
in each group and examine whether the mean groups responses 
differ (Sauseng et al., 2007). To investigate whether this approach 
could confirm and extend the findings of Fox et al. (2006b) we 
first recorded whisker pad stimulus-evoked cortical hemody-
namics in the rodent barrel cortex of anesthetized rodents with 
2-dimensional optical imaging spectroscopy (2D-OIS, Devor et al., 
2003; Berwick et al., 2005, 2008). This allowed measurement of 
the individual components of the hemodynamic response (oxy-
hemoglobin, deoxyhemoglobin and total hemoglobin) at a higher 
temporal resolution than that afforded by fMRI. Data was exam-
ined on a trial by trial basis and grouped based on pre-stimulus 
hemodynamics. As hemodynamic fluctuations are oscillatory in 
nature (Mayhew et al., 1996), an identical magnitude of hemody-
namics occurs at two distinct phases (e.g., 0° and 180°). Therefore 
if trials were grouped based on the magnitude of hemodynamic 
activity at stimulus onset, information regarding whether the 
fluctuation was “rising” or “falling” at this time point would be 
lost. Therefore the metric of pre-stimulus hemodynamic activity 
chosen to “classify” individual trials, was not the magnitude of pre-
stimulus hemodynamic activities but their phase angle at stimulus 

Introduction
The changes in blood flow, volume and oxygenation that accompany 
brain activation are collectively referred to as the hemodynamic 
response. Cerebral hemodynamics are of interest to cognitive 
neuroscience as they form the basis of non-invasive human brain 
imaging techniques such as Blood Oxygenation Level Dependent 
(BOLD) fMRI (Kwong et al., 1992; Ogawa et al., 1992). However, 
stimulus-evoked hemodynamic responses are known to display 
considerable inter-trial variability (Aguirre et al., 1998); and the 
sources of this variation are poorly understood. The ubiquitous 
low frequency fluctuations in “resting state” hemodynamics 
(Biswal et al., 1995; Mayhew et al., 1996; Lowe et al., 1998; Obrig 
et al., 2000; Spitzer et al., 2001; Greicius et al., 2003; Majeed et al., 
2009) could be one possible source of the variation in subsequent 
stimulus-evoked responses. Understanding whether ongoing and 
evoked hemodynamics sum linearly is an important prerequisite 
for developing methods to reduce inter-trial variability. In the case 
of multiple successive stimulus presentations (Malonek et al., 1997) 
both linear (Martindale et al., 2003) and non-linear (Cannestra 
et al., 1998) summation has been reported. In the case of ongoing 
and evoked hemodynamics, a recent study suggests that ongoing 
hemodynamic activity may contribute to the variation in stimulus-
evoked hemodynamic responses (Fox et al., 2006b), in a similar 
fashion to that in which resting cortical activity contributes to the 
variance in evoked neural responses (Arieli et al., 1996). Fox and 
colleagues measured task related BOLD signal changes in motor 
cortex and found inter-trial variability. Subsequent subtraction of 
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onset. Individual trials were then averaged according to the phase 
of their pre-stimulus hemodynamic fluctuations. This revealed 
that cortical hemodynamics display distinct responses to sensory 
stimuli depending on the phase of pre-stimulus fluctuations. To 
investigate the origin of this phenomenon, null trials of identical 
duration were collected where no stimuli were presented. Phase 
averaged “null trial data” was then used to investigate whether 
ongoing and evoked hemodynamics linearly superpose by exam-
ining times series produced by subtracting phase averaged “null 
trial data” from phase averaged stimulus-evoked trials.

Materials and Methods
Animal preparation (n = 6)
Female Hooded Lister rats weighing between 250 g and 400 g were 
kept in a 12-h dark/light cycle environment at a temperature of 
22°C with food and water ad libitum. Prior to surgery, animals 
were anesthetized with urethane (1.25 g/kg i.p.). Rectal tempera-
ture was maintained at 37°C throughout surgical and experimental 
procedures using a homeothermic blanket (Harvard). Animals were 
tracheotomized to allow artificial ventilation and measurement of 
end-tidal CO

2
. Ventilation parameters were adjusted to maintain 

blood gas measurements and end-tidal CO
2
 within physiologi-

cal limits. The femoral vein and artery were cannulated to allow 
drug infusion and measurement of mean arterial blood pres-
sure respectively. Phenylephrine (0.13–0.26  mg/hr) was infused 
to maintain blood pressure between physiological limits (MABP, 
100–110 mmHg). Animals were placed in a stereotaxic frame (Kopf 
Instruments) and the skull overlying the somatosensory cortex 
was thinned to translucency with a dental drill under constant 
cooling with saline. A plastic “well” was attached to the thinned 
skull and filled with saline (37°C) to reduce specularities from the 
skull surface. All procedures were carried out in accord with Home 
Office regulations.

2D optical imaging spectroscopy estimates of  
hemoglobin changes
Images of the cortical surface were collected with a high-speed 
CCD camera. The cortex was sequentially illuminated with four 
wavelengths (two pairs) of light (495 ± 31 and 587 ± 9 nm FWHM; 
559 ± 16 nm and 575 ± 14 FWHM ) with a Lambda DG-4 high-
speed filter changer (Sutter Instrument, Novato, CA, USA) and 
stabilized 300W xenon arc light source (Figure 1). The wavelengths 
in each pair are chosen such that they sample a similar same tissue 
volume. However, for each of the two wavelengths in each pair, one 
is associated with a greater absorption co-efficient for oxyhemo-
globin than deoxyhemoglobin and the other is associated with a 
greater absorption co-efficient for deoxyhemoglobin than oxyhe-
moglobin. The camera data collection (30 Hz) was synchronized 
to filter changing such that each subsequent image was collected 
with a different wavelength of cortical illumination. This “multi-
wavelength” optical imaging data was subject to spectral analysis 
using a modified beer Lambert law that corrects for the wavelength 
dependency of photon path length (Mayhew et al., 1999) and has 
been used previously to analyze this form of spectroscopic data 
(Berwick et al., 2005, 2008). This allowed estimation of changes in 
total hemoglobin concentration (Hbt), oxyhemoglobin concentra-
tion (HbO

2
) and deoxyhemoglobin concentration (Hbr). As data 

from each of the four wavelengths of illumination were required 
for spectral estimates of hemoglobin changes the effective sam-
pling frequency was that of the camera frame rate divided by 4 
(30/4 = 7.5). The baseline value of cortical Hbt was set at 104 μM 
which was estimated by a previous MRI study in rodent (Kennerley 
et al., 2005).

Stimulus presentation, paradigms and data analysis
All stimulus presentation was controlled through a 1401plus (CED 
Ltd, UK) running custom-written code with stimulus onset time 
locked to the CCD camera. Electrical stimulation of the whole 
whisker pad was delivered via stainless steel electrodes inserted in an 
anterior direction each side of the whisker pad (Mayhew et al., 2000; 
Jones et al., 2001, 2002, 2004, 2005; Sheth et al., 2003). All electrical 
stimuli were presented for 3 s at 1 Hz with a 0.3 ms individual pulse 
width at an intensity of 1.2 mA (Jones et al., 2004, 2005, 2008). No 
change in MABP, heart rate or PCO

2
 were observed at this stimulus 

intensity suggesting that the measured hemodynamic responses 
were not contaminated by systemic physiological changes. Trials 
were 24-s long with a 1-s inter-trial interval. Stimulation occurred 
on the 8th second of each trial. Experimental runs consisted of 30 
trials. In each experimental run, either stimuli were presented or 
else data with identical parameters were collected without present-
ing stimuli. 6–9 experimental runs (180–270 trials) where stimuli 
were presented (termed “stimulus-evoked”) and 6–8 experimental 
runs (180–240 trials) where stimuli were not presented (termed 
“nulls”) were collected for each animal (n = 6).

For each animal, trial averaged images of total Hbt changes fol-
lowing stimulus presentation were analyzed using a signal source 
separation algorithm (Molgedey and Schuster, 1994) as previously 
described (Zheng et  al., 2001). This procedure has been shown 
on numerous occasions to localize spatially discrete activations of 
barrel cortex which show excellent concordance with cytochrome 
oxidase histology in tangential (Jones et al., 2001, 2002) and coronal 

Figure 1 | A schematic diagram of the absorption spectra of 
oxyhemoglobin (HbO2) and deoxyhemoglobin (Hbr) displaying the 
choices of wavelengths of filters for the incident illumination used for 
optical imaging spectroscopy.
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point (corresponding to the time of stimulus onset in the stimulus 
presentation trials. Again trials were then assigned to one of four 
groups (0°–90°; 90°–180°; 180°–270°; 270°–360° and averaged).

Results
The trial and animal averaged whisker evoked cortical 
hemodynamic response
Trial and animal averaging revealed the characteristic cortical 
hemodynamic response elicited by stimulation of the whisker pad 
as measured by optical imaging spectroscopy (Figure 2). Following 
stimulus onset there was an increase in total Hbt and an increase 
in oxyhemoglobin (HbO

2
) concentration. Changes in deoxyhe-

moglobin (Hbr) concentration were biphasic displaying a small 
early increase shortly after stimulus onset, then decreasing below 
pre-stimulus baseline.

Individual trial data displays inter-trial variability and 
spontaneous pre-stimulus fluctuations
However, examination of individual trials suggested that stimulus-
evoked hemodynamic responses displayed considerable inter-trial 
variability (Figure 3). Twenty trials of the stimulus-evoked changes 
in hemodynamics from a single subject are shown for example 
(Figure 3). Individual trial data show variability in response mag-
nitude and contain low frequency spontaneous fluctuations in the 
pre-stimulus “baseline” period. Indeed examination of trials in 
which stimuli were not presented reveals low frequency fluctuations 

sections (Jones et al., 2004). “Barrel maps” were registered with 
images of cortical surface for selection of a region of interest (ROI). 
A parenchymal ROI was selected in the center of the active barrel 
region avoiding overlying surface vasculature. This ROI was used 
to provide time series of hemodynamics for each “stimulus-evoked” 
or “null” trial for each animal.

Trial averaging according to phase of spontaneous 
pre‑stimulus hemodynamic fluctuations
A Hilbert transform (Matlab TM function “Hilbert”) was used to 
calculate the phase of the ongoing pre-stimulus fluctuations in 
Hbt. Briefly, this technique assumes the time series to be the real 
part of a complex signal and determines the imaginary part. The 
phase is calculated as the inverse tangent of the ratio of the imagi-
nary and real signals (Pikovsky et al., 2001). This allows calcula-
tion of the instantaneous phase of an ongoing time series even if 
the time series is not precisely sinusoidal (Haslinger et al., 2006) 
and has been extensively used to characterize EEG data (Le Van 
Quyen et  al., 2001; Le Van Quyen and Bragin, 2007). For clar-
ity phase angle is expressed in degrees (rather than radians) and 
between 0 and 360. Trials were then assigned to one of four groups 
(0–90°; 90–180°; 180–270°; 270–360°) based on the phase of the 
ongoing fluctuations in Hbt immediately before stimulus onset. 
In the case of trials in which stimuli were not presented, phase 
was calculated for an identical period (8 s) of the time series and 
trials were again averaged based on the phase found at the 8-s time 

Figure 2 | Mean cortical hemodynamics in response to sensory stimuli as measured by optical imaging spectroscopy. Changes in Total Hemoglobin (Hbt), 
oxyhemoglobin (HbO2) and deoxyhemoglobin (Hbr) following presentation of electrical whisker pad stimuli (3 s, 1 Hz, 1.2 mA).
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higher frequency component is most likely to be due to breathing 
as animals are artificially respirated at a rate of between 1–2 Hz and 
in individual animals (e.g., Figure 4E) a peak at similar frequency 
(∼1.2 Hz in this case) can be seen in the Fourier transform of both 
the end-tidal CO

2
 trace and the cortical hemodynamics.

Averaging trials according to the phase of spontaneous 
pre-stimulus hemodynamic fluctuations at stimulus onset
Data was examined on a trial by trial basis and grouped based 
on pre-stimulus hemodynamics. The question arises as to which 
metric of pre-stimulus hemodynamics to use to classify trials. 
As hemodynamic fluctuations are oscillatory in nature (Mayhew 
et al., 1996; Majeed et al., 2009) at any particular time point their 
time series could be classified by phase or magnitude. As an iden-
tical magnitude of hemodynamics could occur at two distinct 
phases (e.g., 0° and 180°), if trials were grouped based on the 

in Hbt, HbO
2
 and Hbr (Figure 4A). The frequency of these low 

frequency fluctuations was ∼0.1  Hz (Figure  4B) as previously 
reported (Mayhew et al., 1996; Spitzer et al., 2001; Majeed et al., 
2009). Hbt fluctuations led those of HbO

2
, while HbO

2 
and Hbr 

were approximately in anti-phase (Figure 4A). It can be observed 
that hemodynamics contain low frequency fluctuations with higher 
frequency “noise” superimposed on the time series (Figures 4A,B). 
These higher frequency fluctuations are orders of magnitude lower 
than the predominant fluctuations at ∼ 0.1 Hz (Figure 4C). The 
data were smoothed using a Savitzky–Golay filter with a 3rd order 
polynominal to remove higher frequency components from the 
data. It can be seen that this does not alter the phase, frequency or 
magnitude of the data (Figure 4C). It simply removes the higher 
frequency “noise” which is well outside the frequency range of 
the low frequency fluctuations (Figure  4) and therefore do not 
require more sophisticated removal techniques. The source of this 

Figure 3 | Cortical hemodynamic responses display considerable inter-trial variability. Twenty individual “un-averaged” trials of the changes in Total 
Hemoglobin (Hbt), oxyhemoglobin (HbO2) and deoxyhemoglobin (Hbr) following presentation of electrical whisker pad stimuli (3 s, 1 Hz, 1.2 mA) as measured by 
optical imaging spectroscopy.
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could be relatively sensitive to noise. Notwithstanding, reasonable 
estimates of phase of the raw data can be obtained (Figure 5A) 
albeit with “noise” commensurate with that in the original time 
series and “difficulty” at some time points. As such, before the 
Hilbert transform was used to estimate phase the data was first 
smoothed using a Savitzky–Golay filter with a 3rd order poly-
nominal to remove higher frequency components (Figures 4,5). 
Following filtering, it can clearly be seen that the Hilbert trans-
form is accurately tracking the ongoing phase of the predominant 
0.1 Hz component (Figure 5D).

magnitude of hemodynamic activity at stimulus onset, informa-
tion regarding whether the fluctuation was “rising” or “falling” at 
this time point would be lost. Therefore the metric of pre-stimulus 
hemodynamic activity chosen to “classify” individual trials, was 
their phase angle at stimulus onset. The Hilbert transform was 
used to calculate the phase of each data point of the pre-stimulus 
period of Hbt (Figure 5). The Hilbert transform is advantageous 
in that it can track the instantaneous phase of a time series even 
if the time series is not perfectly sinusoidal or periodic, from as 
little data as 3 data points. However, this means that this method 

Figure 4 | Cortical hemodynamics display low frequency fluctuations in 
the absence of stimulus presentation. (A) The time series of the changes in 
Total Hemoglobin (Hbt), oxyhemoglobin (HbO2) and deoxyhemoglobin (Hbr) from 
of a single example trial where stimulus was not presented. (B) The same data as 

(A) smoothed with a Savitzky–Golay filter. (C) Mean power spectra of all trials in 
which stimuli were not presented. (D) Mean power spectra of all trials in which 
stimuli were not presented following smoothing procedure. (E) Fourier spectrum 
of total Hbt and end-tidal PCO2 measurements from an example animal.
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the pre-stimulus time series in each of the phase groups suggests 
that the analysis procedure is effective (Figure 6B) in that each mean 
phase averaged time series differs from one another and appears 
to display an expected appropriate time course. To illustrate this 
further an artificial sine wave is shown for comparison (Figure 6A). 
Furthermore this averaging procedure does not alter the frequency 
of the low frequency components as the Fourier spectrum of the 
pre-stimulus phase averaged time series is similar to that observed 
for data collected in the absence of stimuli (Figure 6C compared 
to Figure 4C).

Subsequent “phase-averaged” total hemoglobin responses evoked 
by sensory stimuli were of differing magnitudes (Figure 6D). The 
magnitude of the stimulus-evoked increases in Hbt was smallest in 
the 0°–90° group, followed by in the 270°–360° group and 90°–180° 

A total of 1404 trials were taken from six animals and were ranked 
according to their phase at the time point of stimulus onset. Phase 
was calculated for the 8-s pre-stimulus period for each trial. To 
demonstrate this was a sufficient time period to reliably estimate 
the phase at the time point of stimulus onset, an 8-s subsection 
of a longer time series is shown (highlighted in red Figure 5C). 
After several seconds (∼2 s) the estimate of phase for this segment 
(Figure 5D) is similar than that obtained by tracking the phase of 
the time series preceding this segment. This suggests that 8 s is a 
sufficient time period to estimate the phase of these fluctuations. 
Trials regardless of subject origin were then assigned to one of four 
groups according to the phase angle of the spontaneous hemody-
namic fluctuations (0°–90°; 90°–180°; 180°–270°; 270°–360°) in 
Hbt at the single time point before stimulus onset. Examination of 

Figure 5 | Hilbert transform allows estimation of the instantaneous phase 
of spontaneous cortical hemodynamic fluctuations. (A) The time series of 
the changes in oxyhemoglobin (HbO2) from a single example trial where stimuli 
were not presented. (B) The phase angle for each time point of the data 
presented in (A) calculated using the Hilbert transform. (C) The same data as 
that presented in (A), smoothed with a Savitzky–Golay filter. (D) The phase angle 

for each time point of the data presented in (C) calculated using the Hilbert 
transform. A small section of (C) is highlighted in red and the phase calculated 
from these time points alone is highlighted in red in (D). This suggests that a 
commensurate estimate of phase can be obtained after tracking only several 
seconds of data to that obtained by tracking the phase of the data for 8 s 
preceding these time points.
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the “pre-stimulus” period (compare Figure  7A and Figure  7B). 
However, the time series differed after stimulus presentation with 
the phase averaged null trials providing an indication of the aver-
age “behavior” of the hemodynamics for each phase group had a 
stimulus not occurred. In the case of the phase averaged “null” trials 
there appears to be a slight dampening of the fluctuations after a 
certain period (approximately 10 s). This is because the fluctuations 
are not perfectly sinusoidal and periodic and as such, averaging 
trials together that are grouped for phase at a certain time point 
does not result in an infinite time series of unvarying amplitude. To 
investigate whether the differences in stimulus-evoked responses in 
each phase group were due to superposition of ongoing and evoked 
hemodynamics, phase averaged “nulls” were subtracted from phase 
averaged stimulus-evoked responses. This subtraction resulted in 
four similar time series that closely resembled the time series of 
the mean of all trials without phase averaging (Figure 7C). Slight 

group and was largest in the 180°–270° group (Figure 6). Trials 
were treated as subjects for statistical analyses. An independent 
groups ANOVA suggested that Hbt maxima differed significantly 
in these phase groups (F = 86.614, df error = 1284, p = 0.000). 
Bonferroni corrected post hoc tests suggested the Hbt maxima 
in each phase group differed significantly (p = 0.000) from one 
another apart from between the 90°–180°group and the 180°–270° 
group (p = 0.520).

“Null” trials in which stimuli were not presented
To investigate the possible origin of this phenomenon, data from 
trials in which no stimuli were presented were also averaged based 
on the phase of their Hbt fluctuations at a time point that cor-
responded to stimulus onset (8  s in each trial) in the stimulus 
presentation trials. This resulted in phase averaged time series that 
were identical to phase averaged stimulus-evoked responses during 

Figure 6 | Cortical total hemoglobin responses to sensory stimuli. (A) An artificial sine wave with respect to angle in degrees is shown for reference. (B)  Hbt 
responses to sensory stimuli were grouped based on the phase of their pre-stimulus fluctuations at stimulus onset and averaged. (C) Power spectra of pre-stimulus 
fluctuations following phase averaging procedure. (D) Mean maxima of Hbt changes evoked by sensory stimuli depending on the phase of pre-stimulus fluctuations 
at stimulus onset.
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(Figure 8). Likewise, subtraction of phase averaged HbO
2
 null trials 

from phase averaged stimulus-evoked trials also resulted in four 
similar time series. A commensurate phenomenon was observed 
for changes in Hbr (Figure 9).

An additional analysis was performed to investigate whether 
these phenomena were due to simply averaging subsets of trials 
rather than the suggested averaging of trials based on their phase at 
stimulus onset (Figure 10). Trials were randomly allocated to four 

differences between the “phase averaged responses” and the mean 
response may have been due to non-identical trial numbers in each 
of the phase groups. Similar phenomenon could be observed in the 
other components of the hemodynamic response as measured by 
optical imaging spectroscopy, oxyhemoglobin (HbO

2
, Figure 8A) 

and deoxyhemoglobin (Hbr, Figure 9A). When changes in oxyhe-
moglobin concentration were averaged on the basis of their phase 
at stimulus onset they also displayed differences in magnitudes 

Figure 7 | Linear superposition of sensory-evoked and ongoing cortical 
total hemoglobin concentration changes (Hbt). (A) Hbt responses to sensory 
stimuli were grouped based on the phase of their pre-stimulus fluctuations at 
stimulus onset and averaged. (B) Hbt trial data without presentation of sensory 

stimuli (“nulls”) are grouped based on the phase of their pre-stimulus 
fluctuations at the same time point within each trial and averaged. 
(C) Subtraction of the phase averaged stimulus-evoked responses from their 
phase averaged null counterpart results in four similar time series.
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Discussion
The data and analyses presented here extend and confirm the finding 
of Fox et al. (2006b) by further demonstrating interaction between 
stimulus-evoked and ongoing cortical hemodynamics. The data 
and analyses presented here suggest that depending on the phase 
of ongoing cortical hemodynamic fluctuations at stimulus onset, 
stimulus-evoked hemodynamics display different magnitudes and 
temporal dynamics. To investigate the origin of the interaction 

groups and averaged. It can be clearly seen that in case of stimulus-
evoked responses, group averaging resulted in four similar time 
series that closely resembled the mean of all trials. In the case of 
trials where stimuli were not presented, this resulted in time series 
in which little remnants of spontaneous fluctuations remained. 
Unsurprisingly, subtraction of the phase averaged stimulus-evoked 
responses from their phase averaged null counterparts produced 
little alteration of the “group-averaged” time series.

Figure 8 | Linear superposition of sensory-evoked and ongoing cortical 
oxyhemoglobin concentration changes (HbO2). (A) HbO2 responses to 
sensory stimuli were grouped based on the phase of their pre-stimulus 
fluctuations at stimulus onset and averaged. (B) HbO2 trial data without 

presentation of sensory stimuli (“nulls”) are grouped based on the phase of 
their pre-stimulus fluctuations at the same time point within each trial and 
averaged. (C) Subtraction of the phase averaged stimulus-evoked responses 
from their phase averaged null counterpart results in four similar time series.
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parameters in cortex both ipsilateral and contralateral to the sensory 
stimulus (Devor et al., 2008) adopting a similar approach to Fox 
and colleagues in this animal model would have resulted in the 
subtraction of sensory responses rather than just coherent spon-
taneous fluctuations. Thus rather than compare coherent fluctua-
tions from contralateral barrel cortex during stimulus presentation, 
we collected data in the absence of stimuli from the same barrel 
cortex ROI selected for stimulus-evoked trials. The use of optical 

between spontaneous and motor-evoked fMRI signals, Fox and 
colleagues utilized the coherent fluctuations from the contralateral 
motor cortex that was not activated by task demands (Fox et al., 
2006b). Subtraction of these spontaneous fluctuations on a trial-
to-trial basis removed a significant component of the variability 
of the stimulus-evoked responses (Fox et  al., 2006b). As in the 
somatosensory system of the anesthetized rodent, sensory stimuli 
have been shown to elicit changes in metabolic and hemodynamic 

Figure 9 | Linear superposition of sensory-evoked and ongoing cortical 
deoxyhemoglobin concentration changes (Hbr). (A) Hbr responses to 
sensory stimuli were grouped based on the phase of their pre-stimulus 
fluctuations at stimulus onset and averaged. (B) Hbr trial data without 

presentation of sensory stimuli (“nulls”) are grouped based on the phase of 
their pre-stimulus fluctuations at the same time point within each trial and 
averaged. (C) Subtraction of the phase averaged stimulus-evoked responses 
from their phase averaged null counterpart results in four similar time series.
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forms the upper limit of the frequency spectrum of fluctuations used 
in such studies for connectivity analysis, as the data is pre-filtered 
below this frequency before subsequent correlation analyses are con-
ducted. Vincent et al. (2007) inferred functional connectivity from 
spontaneous fMRI signals in both human subjects and non-human 
primates. They filtered their data into different frequency ranges 
depending on species, which may suggest that spontaneous fMRI 
fluctuations may have different predominant frequencies between 
species. However, Obrig et al. (2000) reviewed studies making tran-
scranial Doppler sonography (Zhang et al., 1998a,b), near infrared 
spectroscopy (Elwell et al., 1996, 1999) and fMRI (Mitra et al., 1997) 
measures of spontaneous fluctuations in cerebral hemodynamics in 
humans and Laser Doppler flowmetry (Golanov and Reis, 1996) or 
optical (Mayhew et al., 1996) measures of cerebral hemodynamics 
in animals. They found that the majority of studies reported fluctua-
tions at ∼ 0.1 Hz regardless of species. Notwithstanding the variety 
of frequencies that may be present in cerebral hemodynamics, we 

techniques also enabled measurement of the different aspects of 
the hemodynamic response that underlie the fMRI response. In 
addition, for each aspect of the hemodynamic response: HbO

2
, Hbr 

and Hbt, these “null” trials were also sorted on the basis of their 
phase at the time point corresponding to stimulus presentation 
in the stimulus-evoked trials. Phase averaged null trials were sub-
tracted from their phase averaged counterparts and the similarity 
of the resultant time series strongly suggests a linear superposition 
of ongoing and evoked cortical hemodynamics.

Spontaneous fluctuations in hemodynamic based brain imaging 
signals have also become of interest to cognitive neuroscience as they 
display temporal coherence in functionally related neuroanatomical 
structures and as such, fMRI data collected in the absence of stimuli 
or tasks (often termed “resting state”) is now routinely used to assess 
functional connectivity (Biswal et al., 1995; Lowe et al., 1998; Hampson 
et al., 2002; Greicius et al., 2003; van de Ven et al., 2004; Fox et al., 2005, 
2006a). However, the 0.1 Hz fluctuation investigated here typically 

Figure 10 | Random assignment of sensory-evoked and ongoing cortical total 
hemodynamics to four groups. (A) Hemodynamic responses to sensory stimuli 
were randomly assigned to one of four groups and averaged. (B) Hemodynamic trial 

data without presentation of sensory stimuli (“nulls”) were randomly assigned 
to one of four groups and averaged. (C) Subtraction of the group-averaged 
stimulus‑evoked responses from their “group-averaged” null counterparts.
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were obtained with high-pass spatial filtering optical techniques. 
The resulting images displayed patterns of blood flow in the human 
retina, with arterioles and venules highlighted because the velocity 
of blood flow was greatest in these vessels.

More recently, LSF has been used to monitor blood flow in the 
retina using digital cameras and computational techniques to cal-
culate speckle contrast images. Retinal vessels have been imaged 
in rabbit (Tamaki et al., 1994) and rat (Cheng et al., 2008) retinas 
and changes in blood flow have been monitored in response to 
varying intraocular pressure and varying levels of inspired oxygen. 
LSF has also been employed to investigate the effects of glaucoma 
therapies on retinal circulation in rabbits (Tamaki et al., 1997b), 
monkeys (Ishii and Araie, 2000), and people (Koseki et al., 2008) 
and to monitor the choroidal circulation in patients with polypoidal 
choroidal vasculopathy (Watanabe et al., 2008).

We now describe results obtained using LSF to image blood flow 
in the in vivo rat retina. The goals of this project were twofold. First, 
we wanted to develop a technique to combine LSF with laser scanning 
confocal microscopy of the retina. This would allow us to monitor 
spatial and temporal patterns of retinal blood flow with LSF while 
simultaneously monitoring the diameter of retinal vessels with con-
focal line scans. An added benefit of this technique is that a second 
channel of the confocal microscope can generate spatially and tem-
porally defined visual stimuli to activate retinal photoreceptors.

The second goal of this project was to determine whether blood 
flow is regulated at the local level in the retina. In the brain, localized 
increases in neuronal activity lead to spatially restricted increases in 
blood flow (Iadecola and Nedergaard, 2007). This hemodynamic 
response, termed functional hyperemia, supplies active neurons with 
needed oxygen and nutrients. Previous work using laser Doppler 
flowmetry and other techniques (Riva et al., 2005) has shown that 
global stimulation of the retina results in global increases in retinal 
blood flow. In addition, an fMRI study has demonstrated that when 

Introduction
Laser speckle flowmetry (LSF) has been successfully employed to 
measure blood flow in the CNS for three decades. It has the distinct 
advantage over other methods of monitoring blood flow, such as 
laser Doppler flowmetry, as it can produce two-dimensional images 
of blood flow with high spatial and temporal resolution.

The principals underlying LSF have been described in detail 
elsewhere (Fercher and Briers, 1981; Dunn et al., 2001; Yuan et al., 
2005). Briefly, when an optically rough surface is illuminated with 
coherent light, a speckle pattern is produced as the incident light is 
reflected off of surfaces lying at different depths. Some areas of the 
surface appear bright due to constructive interference while other 
areas appear dark due to destructive interference. If the surface is 
stationary, the speckle pattern of bright and dark spots will remain 
stationary as well. However, if the surface moves (e.g., blood cells 
moving through vessels), the speckle pattern will blur with time. 
Thus, a stationary region on the surface will have a high speckle 
contrast while a moving region will have a low speckle contrast 
when imaged over the appropriate time window (Yuan et al., 2005). 
In practice, local speckle contrast is calculated by imaging a sur-
face with a digital camera and computing the standard deviation 
of brightness divided by the mean brightness over a small array 
of pixels. The resulting speckle contrast value is used to evaluate 
relative velocity. With modern computational techniques, speckle 
contrast can be calculated and speckle images analyzed almost 
instantaneously.

Although LSF has been used in many studies to monitor blood 
flow in the cortex (Bolay et al., 2002; Ayata et al., 2004; Durduran 
et al., 2004), the very first use of LSF was to monitor blood flow 
in the retina. The first studies (Fercher and Briers, 1981; Briers 
and Fercher, 1982) were conducted in the early 1980s, before it 
was practical to calculate speckle contrast with digital techniques. 
Instead, the retina was imaged on film and speckle contrast images 
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one-half of the retina is stimulated with light, blood flow increases 
in that half, but not the other half of the retina (Duong et al., 2002). 
However, fMRI does not currently have the resolution to accurately 
determine the spatial extent of the functional hyperemia response 
in the retina. Laser speckle flowmetry, in contrast, is ideally suited to 
mapping the spatial extent of blood flow increases evoked by focal 
stimulation (Dunn et al., 2001; Ayata et al., 2004).

We describe in this report methods for successfully combining 
LSF and laser scanning confocal microscopy to monitor blood flow 
in the retina of the anesthetized rat. With this combined imaging 
system, we use confocal microscopy to stimulate photoreceptors in 
restricted retinal regions while simultaneously monitoring arteriole 
diameter with confocal line scans. At the same time, we use LSF to 
visualize spatial patterns of blood flow changes. We find that, as in 
the brain, focal stimulation of retinal photoreceptors does indeed 
produce localized increases in blood flow in the retinal circulation. 
Spatial patterns of functional hyperemia responses suggest that 
blood flow is regulated primarily by first and second order arterioles 
in the retina, but not by capillaries or venules.

Materials and Methods
In vivo retina preparation
Experiments were performed on male Long-Evans rats (250–350 g). 
Animals were treated in accordance with the guidelines of the 
Institutional Animal Care and Use Committee of the University 
of Minnesota. The initial surgery was performed under isoflurane 
anesthesia (2%). The femoral vein and artery on the left side were 
cannulated for drug administration and monitoring of blood pres-
sure. The animal was placed in a modified stereotaxic holder with 
a three-point head restraint. The cornea and conjunctiva of the 
right eye were numbed with proparacaine hydrochloride (0.5% 
solution) and the pupil dilated with atropine sulfate (1% solu-
tion). The stereotaxic holder was fixed to a movable stage below 
an upright microscope that served to image the retina for both 
LSF and confocal microscopy. An IV bolus of atropine (0.1 mg/
kg) was delivered prior to any eye manipulations to counter the 
oculocardiac reflex, which can reduce blood pressure.

Following surgery, anesthesia was maintained for the duration of 
the experiment by continuous infusion of α-chloralose (55 mg/kg/h). 
A soluble form of α-chloralose (α-chloralose-HBC-complex, Sigma) 
was used. Animals were paralyzed with gallamine triethiodide (initial 
bolus of 15 mg/kg and continuous infusion at 15 mg/kg/h) to pre-
vent eye movements. Depth of anesthesia was assessed by monitoring 
heart rate and blood pressure and anesthesia infusion adjusted accord-
ingly. Core body temperature was monitored and maintained at 37°C 
(TC-1000 Temperature Controller, CWE). Blood oxygen saturation 
level and heart rate (MouseOx, Starr Life Sciences Corp), arterial blood 
pressure (Pressure Monitor BP-1, World Precision Instruments), and 
end-tidal CO

2
 (microCapStar, CWE) were monitored continuously. 

Blood gases and pH were sampled periodically (Instrumentation 
Laboratory Gem Premier 3000). The animal was artificially ventilated 
(40–50 breaths/min; CWE SAR-830-P) and blood oxygen saturation 
level, end-tidal CO

2
 and mean arterial pressure maintained within 

physiological limits (92–97%, 35–45 mm Hg, and 90–115 mm Hg 
respectively) by adjusting the ventilator breath rate and pressure and 
the O

2
 level of the inspired air.

Retinal imaging
The retina was viewed through the cornea and lens with an Olympus 
BX61W1 upright microscope and 4× and 10× dry objectives. The 
refractive properties of the cornea were neutralized by placing goni-
oscopic prism solution and a contact lens (5.4 mm fundus laser lens, 
Ocular Instruments) over the cornea (Figure 1A). A CoolSnap ES 
digital CCD camera (Photometrics) was attached to the phototube 
of the microscope for LSF. The retina was imaged simultaneously 
with an Olympus FluoView 1000 laser scanning confocal micro-
scope. Light from the retina was separated by a dichroic mirror 
(T600lpxr, Chroma Technology) in the microscope, with 808 nm 
light passing through to the LSF digital camera and 400–600 nm 
wavelengths reflected into the confocal scanner (Figure 1B). An 
808 nm bandpass filter was placed in front of the LSF camera to 
block residual visible wavelengths.

Laser speckle flowmetry
Retinal blood flow was monitored by LSF. The retina was illumi-
nated with 808  nm infrared light from a laser diode (200  mW, 
L808P200, ThorLabs) and imaged with the digital camera. The 
retina was illuminated by focusing light from the laser diode onto 
one end of an optical fiber (240  μm diameter) and placing the 
other end of the fiber against the globe. The end of the optical 
fiber was positioned on the eye at a 35° angle from the horizontal, 
approximately 1.5 mm below the limbus. The precise position of 
the end of the optical fiber was adjusted to maximize signals from 
the retinal vasculature and minimize signals from the choroidal 
circulation. The infrared beam emerging from the optical fiber was 
sufficiently dim as to not cause damage to the eye and was kept 
on continuously.

Images of the retina were acquired with a 40 ms exposure time. 
In preliminary experiments, we found that shorter exposure times 
reduced the speckle signals in smaller vessels, while longer exposure 
times decreased the signals in larger vessels (Yuan et al., 2005). Two-
dimensional LSF images were calculated using a custom MatLab 
routine. Raw images were spatially binned into 5 × 5 pixel arrays 
and speckle contrast values computed using the following relation 
(Dunn et al., 2001),

Speckle contrast value
standard deviation of pixels in arr= aay

mean intensity of pixels in array 	
(1)

LSF ratio images, showing changes in blood flow produced by 
light stimulation, were computed by first averaging all speckle 
images acquired before a stimulus and the images acquired dur-
ing a stimulus and dividing the latter averaged image by the 
former. Ratio images were low pass filtered to reduce noise. 
In ratio images, regions with values less than 1 (decreased 
speckle contrast) indicate areas of stimulus-induced increase in 
blood flow.

The relative velocity of blood flow can be derived from speckle 
contrast values using a computationally intensive relation (Fercher 
and Briers, 1981). However, over the limited range of speckle con-
trast values that we observed experimentally (0.2–0.4), relative 
velocity values can be approximated using the following relation 
(Cheng and Duong, 2007),
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We stimulated retinal photoreceptors with a 12  Hz flickering 
559 nm light of 15 s duration. The luminous flux of the stimulus 
was 0.02 lumens. A flicker frequency of 12 Hz was chosen because it 
produces a maximal functional hyperemia response in many species 
(Riva et al., 2005). A flicker rate of 12 Hz with a duty cycle of 50% 
was generated by scanning a 135 by 20 μm region of the retina with 
the secondary confocal scanner. With a pixel dwell time of 100 μs, 
this elongated horizontal rectangle was scanned downwards in 42 ms. 
At the end of the scan, the 559 nm light was blanked and the beam 
returned to the top of the rectangle. The return scan took an additional 
42 ms. When the scan is repeated continuously, a flickering 12 Hz light 
is produced. Although the dimensions of the scanned rectangle were 
chosen to generate the appropriate stimulus frequency, the rectangular 
region is sufficiently small compared to the overall size of the retina 
to be useful for mapping localized hemodynamic responses.

Retinal photoreceptors were also stimulated with a 12  Hz 
diffuse white light having a luminous flux of 1.9 lumens fall-
ing on the eye. Light from a fiber optic illuminator was gated 
with an electromechanical shutter and focused onto the eye 
through a fiber bundle. This light effectively stimulated the entire 
retinal surface.

Results
Simultaneous confocal and LSF imaging of the retina
We imaged the retina through the cornea and lens using an upright 
microscope though which confocal and laser speckle images were 
obtained simultaneously. The refractive properties of the cornea 

Velocity
speckle contrast

α 1
2( ) 	

(2)

We used this relation to compute blood velocity images from 
speckle contrast images. As above, images showing changes in 
blood velocity were obtained by computing blood velocity ratio 
images. Blood velocity images obtained during light stimulation 
were divided by those obtained during a pre-stimulus period.

Confocal microscopy
The diameter of retinal arterioles was monitored with laser scan-
ning microscopy. Blood vessels were labeled by IV injection of 
dextran–fluorescein (2,000,000 MW, 1 ml, 3% solution) and imaged 
with 488 nm illumination. The luminal diameter of the vessels was 
assessed with confocal line scans drawn perpendicular to the vessel. 
In the resulting distance vs. time line scan images (see Figure 4B) 
vessel dilation is seen as a widening of the bright lumen of the 
vessel. Luminal diameter vs time graphs were calculated using a 
custom MatLab routine.

Light stimulation
Retinal photoreceptors were stimulated by light generated by the 
secondary (SIM) scanner of the FluoView 1000 laser scanning con-
focal microscope. Using the SIM scanner, the wavelength, intensity 
and scanning of a laser beam can be controlled independently of 
light from the primary scanner, which was used to acquire line scan 
images of retinal vessels.

A B

Figure 1 | The in vivo rat preparation for monitoring retinal blood flow 
with simultaneous laser speckle flowmetry (LSF) and confocal microscopy. 
(A) The retina is imaged through an upright microscope and a contact lens 
placed over the cornea. A hypodermic needle serves as a guide tube for an 
optical fiber for LSF illumination. (B) The retina is illuminated for LSF by 808 nm 
light passing though an optical fiber that is inserted into the hypodermic needle 

guide tube. The retina is imaged simultaneously for LSF and confocal 
microscopy. A dichroic mirror directs the appropriate wavelengths of light from 
the retina to the LSF camera and the confocal microscope. An 808 nm bandpass 
filter prevents confocal excitation or emission light from entering the LSF 
camera. The confocal microscope has a primary scanner (488 nm) for imaging 
retinal vessels and a secondary scanner for generating 559 nm stimulating light.
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speckle contrast (Eq. 1) is invariant with incident illumination. 
Thus, the intensity of the speckle contrast image (excluding the 
major vessels) is relatively uniform, even though the intensity of the 
raw speckle image (Figure 2B) varies greatly. When a blood velocity 
image (Figure 2D) is computed from the speckle contrast image, 
vessels with high blood velocity appear brighter. Blood velocity is 
roughly proportional to pixel intensity in this image and is greatest 
in the primary arterioles and venules.

Illumination of the retina
The LSF in the retina has previously been achieved using a cus-
tom fundus camera that allows on-axis illumination of coherent 
light that passes through the cornea and lens (Tamaki et al., 1994). 
However, when using an upright microscope to obtain simultane-
ous LSF and confocal images, on-axis illumination is difficult to 
implement in practice. Reflection of the coherent light off of the 
microscope lenses and the contact lens produces strong interference 
patterns which obscure portions of the LSF images.

Instead of using on-axis illumination, we have employed an off-
axis method of illumination. Light from an 808 nm laser diode is 
directed through an optical fiber and onto the sclera at the appropri-
ate position and angle to illuminate the retinal area being imaged 
(Figure 1B). Sufficient light passes through the sclera and the reti-
nal pigment epithelium to illuminate the retina. This trans-scleral 

were neutralized with a contact lens placed between the eye and the 
microscope objective lens (Figure 1A). For LSF, the retina was illu-
minated with 808 nm infrared light (Figure 1B). This wavelength is 
well outside the absorption range of photoreceptor photopigments 
(Jacobs et al., 2001). Thus, retinal photoreceptors and neurons were 
not stimulated by the LSF illumination light.

Arterioles and venules, which radiate from the optic disc, can be 
visualized simultaneously by confocal microscopy and LSF. This is 
illustrated in Figure 2, where a confocal image of retinal vessels is 
shown in Figure 2A, a raw laser speckle image acquired simulta-
neously in Figure 2B, a computed laser speckle contrast image in 
Figure 2C and a computed blood velocity image in Figure 2D. In 
the confocal image (Figure 2A), primary arterioles and venules, 
filled with fluorescent dye, radiate from the optic disc at the bottom 
left. Arterioles can be distinguished from venules by their smaller 
diameter. Secondary and tertiary arterioles, branching from the 
primary vessels, are clearly seen in this image, as are retinal capil-
laries. In the raw speckle image (Figure 2B), the larger vessels are 
seen as regions of reduced speckle contrast. They appear smoother 
than surrounding retinal areas, which are more speckled. When 
a speckle contrast image (Figure 2C) is computed from the raw 
image, the larger vessels appear darker. This is because blood is 
flowing more rapidly through the larger vessels, resulting in blur-
ring of the speckles and lowering of the speckle contrast. Computed 

A B

C D

Figure 2 | Laser speckle flowmetry of retinal blood vessels. (A) Confocal 
image of retinal blood vessels labeled with dextran-fluorescein. Primary arterioles 
and venules are seen radiating from the optic disc (at the lower left). (B) Raw 
speckle image acquired simultaneously from the same retina as (A). Note that 
there is less speckling in the regions corresponding to the major vessels. 

(C) Speckle contrast image calculated from (B). Dark lines indicate regions of 
reduced speckle contrast, generated by blood flowing rapidly through the primary 
retinal vessels. (D) Blood velocity image calculated from (C). The brighter areas 
indicate greater blood velocity. In this and subsequent figures, primary arterioles 
and venules are labeled “a” and “v,” respectively. Scale bar for all panels, 250 μm.
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the retinal pigment epithelium. The size and branching patterns of 
the choroidal vessels imaged with LSF resemble those seen in cor-
rosion casts of the choroidal vasculature (Figure 3D).

Light-evoked changes in arteriole diameter
We monitored light-evoked changes in retinal circulation using 
both confocal microscopy and LSF. Retinal arterioles dilate in 
response to light stimulation (Riva et al., 2005). This dilation can 
be quantified with confocal line scans. A line oriented perpendicular 
to an arteriole (Figure 4A, yellow line) is repeatedly scanned for 
the duration of a trial. The resulting line scan image (Figure 4B) 
displays the vessel diameter as a function of time. When retinal 
photoreceptors are stimulated (Figure 4B, white bar), the vessel 
dilates. A plot of vessel diameter vs. time (Figure 4D, trace 2) shows 
that light evokes a rapid increase in vessel diameter with a latency 
of approximately 1 s. Typically, a flickering light evoked a biphasic 
response consisting of a transient dilation lasting around 5 s fol-
lowed by a sustained increase in vessel diameter. In a series of trials, 

illumination pathway is aided by the use of infrared light, which 
passes through tissue more easily than does visible light. Depending 
on the precise position of the optical fiber illuminating the globe, 
either the retinal vasculature or the choroidal circulation is imaged. 
When the optical fiber is positioned 1–2 mm posterior to the limbus, 
the retinal circulation is visualized (Figure 3A). The pattern of arte-
rioles and venules corresponds to the fluorescence confocal image 
of the fluorescein-filled vessels (Figure 3B). In some preparations, 
indistinct splotches, as well as the retinal vessels, are seen in speckle 
contrast and blood velocity images (Figure 3A, arrowheads). These 
splotches are out of focus choroidal vessels. As the focus is shifted 
to the plane of the choroid and the end of the illuminating fiber 
is moved towards the posterior pole of the globe, the choroidal 
circulation becomes more distinct (Figure 3C). The splotches seen 
in images of the retinal vessels correspond to the larger choroidal 
vessels (Figure 3C, arrowheads). Although LSF images of choroidal 
vessels are of reduced quality, one must bear in mind that the vessels 
are imaged through 350 μm of tissue and a heavily pigmented layer, 

A B

C D

Figure 3 | Laser speckle flowmetry of the retinal and choroidal 
vasculature. (A) A blood velocity image of retinal vessels. In addition to the 
primary arterioles and venules, indistinct splotches (arrowheads), which are 
generated by choroidal vessels, are seen. (B) Confocal image of the retinal 
vasculature from the same retinal region as (A). (C) A blood velocity 
image of choroidal vessels in the same preparation as (A) and (B). The 
image was obtained by adjusting the focal plane of the microscope and 

moving the illuminating optical fiber toward the posterior pole of the 
globe. The splotches visible in (A) correspond to major choroidal vessels 
(arrowheads) visible in (C). (D) A corrosion cast of the choroidal vasculature of 
the rat, reproduced at the same magnification as the other panels. Note that 
the size and branching patterns of the vessels are similar to those in (C). From 
Bhutto and Amemiya (2001), used with permission. Scale bar for all panels, 
250 μm.
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blood velocity in the primary arteriole adjacent to the stimulus as 
well as in a neighboring primary arteriole. Smaller velocity increases 
are seen in the primary venules. The time course of velocity within 
one of the arterioles (measured within the boxed area in Figure 4C) 
is illustrated in Figure 4D, trace 3. It has a similar time course to the 
dilation measured in the same vessel (Figure 4D, trace 2).

Line scan measurements of arteriole diameter were made using 
488 nm light, which stimulates retinal photoreceptors as well as 
exciting the dye used to image vessels. Although the intensity of 
the 488 nm light was far dimmer (typically 400-fold) than the 
559 nm light used to stimulate retinal photoreceptors, onset of 
the line scan light did, in many trials, evoke a vascular response. 
However, as shown in Figure  4D, both the increase in vessel 
diameter (trace 2) and the increase in blood velocity (trace 3) 
evoked by the onset of the line scan light were substantially smaller 

vessel dilation averaged 8.87 ± 0.71% (S.E.M.; n = 60, six animals) 
of baseline diameter. Latency to the onset of dilation (time to 50% 
peak amplitude) was 1.51 ± 0.06 s (n = 52, six animals).

Changes in blood velocity were monitored simultaneously with 
vessel diameter using LSF. Hemodynamic responses were analyzed 
by calculating blood velocity images from raw speckle images using 
Eqs 1 and 2. Changes in blood velocity were visualized by calculat-
ing blood velocity ratio images. Averaged velocity images obtained 
during the transient phase of the light response (2–5 s following 
stimulus onset) were divided by the averaged images obtained prior 
to stimulation. Six to 15 ratio images from sequential trials were 
averaged together to improve signal to noise. In these averaged 
pseudocolor ratio images, increased blood velocity is indicated by 
yellows, reds and white. The velocity ratio image for the trial illus-
trated in Figure 4C, shows a prominent light-evoked increase in 

A

C

B

D

Figure 4 | Light-evoked changes in retinal blood flow measured with 
confocal microscopy and LSF. (A) Confocal image of retinal vessels. The 
diameter of the upper arteriole was measured with confocal line scans (yellow 
line). The nearby white bar indicates the location of the flickering light stimulus in 
panels (A) and (C). Scale bar for panels (A) and (C), 250 μm. (B) Line scan image 
obtained from the arteriole in (A). Distance [across the yellow line in (A)] is 
plotted as a function of time. A flickering light [white bar in (B)] evokes vessel 
dilation, indicated by the widening of the vessel cross section. The uneven 
edges of the vessel are caused by a respiratory movement artifact. (C) Blood 
velocity ratio image, showing the light-evoked change in velocity, calculated at 

2–5 s after onset of the stimulus. The flickering light evoked large blood velocity 
increases in the two primary arterioles and smaller increases in the venules. 
(D) Time course of the light-evoked responses. (Trace 1) Change in arteriole 
diameter [measured at the yellow line in (A)] evoked by the onset of the 488 nm 
line scan excitation light, at the beginning of the trace. The flickering light 
stimulus was not turned on. The small response decayed within 10 s. (Trace 2) 
The same conditions as trace 1, except that the flickering light stimulus (black 
bar at bottom) was turned on. (Trace 3) change in blood velocity within the same 
arteriole, measured in the rectangular region indicated in (C). Changes in 
light-evoked arteriole diameter and blood velocity were similar.
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Figure 5 | Blood velocity increases evoked by focal and diffuse light 
stimulation. Each row in the figure represents a different stimulus condition. 
Top three rows, the retina was stimulated with a focal, 15 s flickering light. 
Bottom row, the retina was stimulated with a diffuse 15 s flickering light. The left 
panels of each row show confocal images of the retina. Scale bars (at the 
bottom right of each panel), 250 μm. The middle panels show blood velocity ratio 
images for the same retinal regions. The pseudocolor images show the change 
in blood velocity at 2–5 s after stimulus onset and the pseudocolor scale bars 
indicates ∆ velocity in percent. The locations of the large vessels are indicated by 
black lines. The small white bars in the left and middle panels indicate the 
locations of the focal stimulus. The right panels show the time course of blood 
velocity changes evoked by the light stimulus (black bars below the traces) for 
selected retinal regions. The region where each measurement was made is 
indicated by the numbers in the middle panels. Except when otherwise noted, 
blood velocity was measured within arterioles or venules. (A–C) The retina was 

stimulated near a branch point of first and second order arterioles. Blood velocity 
was measured in a non-stimulated arteriole (1), a venule (2), and the stimulated 
arteriole (3). Increased blood velocity was greatest within and in the regions 
immediately surrounding the stimulated arteriole. (D–F) The stimulus was near a 
third order arteriole. Blood velocity was measured in a venule (1), the stimulated 
third order arteriole (2), and the upstream first order arteriole (3). Increased blood 
velocity was greatest within the stimulated third order arteriole. (G–I) The 
stimulus was in a capillary bed, near a first order venule. Blood velocity was 
measured in the stimulated venule (1), a 200 μm diameter region surrounding 
the stimulus (2), and a distant arteriole (3). Increased blood velocity was small in 
the stimulated region and nearby venule but much larger in the arteriole. (J–L) 
The retina was stimulated uniformly by a diffuse light. Blood velocity was 
measured in an arteriole (1), across the entire imaged region of the retina (2), 
and a venule (3). Increased blood velocity was greatest in the primary arterioles 
and in regions supplied by arteriole branches.

than the responses evoked by the 559 nm flickering stimulus. In 
addition, the response to the onset of the line scan light decayed 
rapidly (Figure 4D, trace 1), well before the flickering stimulus 

was turned on. It should be noted that the 488 nm light was not 
turned on when only blood velocity, and not vessel diameter, was 
monitored (Figure 5).
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diameter centered on the stimulus. We also measured the amplitude 
of blood velocity increase in an annular region 200–400 μm from 
the stimulus to determine whether the local response was restricted 
to the area of stimulation. The velocity increase in this annular 
region was 2.25 ± 0.60% (n = 10, seven animals), not significantly 
different from the response in the 200 μm diameter region centered 
on the stimulus.

Activation of a local region of the cerebral cortex sometimes 
evokes decreased blood flow in regions distant from the central 
region of increased blood flow (Harel et al., 2002; Devor et al., 
2005). In our retinal experiments, we never observed a consist-
ent decrease in blood velocity in response to focal light stimula-
tion, regardless of the location of the stimulus. However, such 
a decrease could have occurred outside the field of view of our 
imaging system.

A diffuse flickering white light also evoked increased retinal 
blood velocity. As expected, blood velocity increases were more uni-
formly distributed across the retina (Figure 5K) than were increases 
evoked by focal stimulation. Velocity increases were larger in some 
retinal regions than others. These regions were generally associ-
ated with second and third order arterioles (Figure 5K). Velocity 
increases were greatest in primary arterioles (11.74  ±  1.91%; 

Light-evoked changes in blood flow
Increases in blood flow evoked by retinal stimulation have been 
characterized using a number of techniques (Riva et  al., 2005). 
However, the spatial extent of these increases has not previously 
been determined. It is not known, for instance, whether a spa-
tially restricted light stimulus will evoke a localized increase in 
blood flow or whether the increase will spread far beyond the 
illuminated region.

We have now characterized retinal blood flow responses to focal 
stimulation using a combination of LSF and confocal microscopy. 
We stimulated retinal photoreceptors with a 559 nm, 12 Hz flicker-
ing light generated by the confocal microscope. This stimulus illu-
minated a 135 × 20 μm region on the retinal surface (see Materials 
and Methods). Changes in blood velocity evoked by this stimulus 
were monitored with LSF using 808 nm illumination.

We found that the spatial pattern of blood velocity increase 
evoked by this focal stimulus varied depending on the location of 
the stimulus relative to retinal arterioles and venules. When the 
stimulus was near a primary arteriole, increased blood velocity was 
greatest in that arteriole and in the region immediately surround-
ing the vessel (Figure 5B). In many cases, other nearby primary 
arterioles also showed large velocity increases (Figures 4C and 5B). 
The time course and amplitude of the velocity increase was calcu-
lated for regions corresponding to the stimulated primary arteriole 
and nearby arterioles and venules. Light-evoked velocity increases 
in the arterioles and venules typically had similar time courses 
(Figure 5C), but the velocity increases in the arterioles were larger 
than were the increases in the venules (Figure 6). The peak velocity 
increase in the stimulated primary arteriole averaged 7.60 ± 0.83% 
(n = 10, seven animals) and had a latency of 1.49 ± 0.12 s (n = 9, 
six animals). The amplitude of the velocity increase in the adjacent 
primary venule was smaller, averaging 2.44 ± 0.48%, with a latency 
of 1.95 ± 0.22 s (n = 6, four animals).

When the focal stimulus was near a second or third order arteri-
ole, increased blood velocity was seen within the stimulated vessel 
and in upstream arterioles serving the vessel (Figure 5E). The time 
course of the velocity increase was similar in the stimulated vessel 
and in upstream vessels. However, the observed temporal similarity 
of these responses may be due to the fact that our sampling rate 
(4 Hz) was not fast enough to detect small changes in response 
latency. It should also be borne in mind that when an increase in 
blood velocity is observed within a vessel, that increase could be due 
to active dilation of that vessel or to dilation of upstream arterioles, 
causing an increase in the pressure head to the vessel.

Blood velocity increases were somewhat smaller when the focal 
stimulus was distant from first, second, and third order arterioles 
(Figures 5G and 6). In these cases, the largest velocity increases were 
seen in primary arterioles, even though they were some distance 
from the stimulus (Figures 5H,I, trace 3). Responses were smaller 
in venules and in regions near the stimulus (Figures 5H,I, traces 1 
and 2). Peak blood velocity increases in the primary arteriole nearest 
to the stimulus averaged 6.47 ± 0.85% (n = 10, seven animals) and 
had a latency of 1.42 ± 0.10 s (n = 10, seven animals). Responses in 
the nearest primary venule averaged 2.07 ± 0.54% (n = 10, seven 
animals) and had a latency of 1.58 ± 0.21 s (n = 8, six animals). 
Responses averaged 2.08 ± 0.59% (n = 10, seven animals) and had 
a latency of 1.22 ± 0.21 s (n = 5, five animals) in a region 200 μm in 

Figure 6 | Amplitude and latency of blood velocity increases measured 
with LSF. Shown are mean response amplitude (peak change in blood 
velocity) and latency (time to 50% peak amplitude) for responses evoked 
under three different stimulus conditions: a focal stimulus near a primary 
arteriole, a focal stimulus far from 1°, 2°, or 3° arterioles, and a diffuse 
stimulus. Blood velocity was measured within primary arterioles (back bars), 
within primary venules (open bars), and, for diffuse stimulation, over the entire 
visible retina (gray bars). Error bars, SEM.
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latency; 1.30 ± 0.05 s, n = 8, five animals; Figure 6) as well as in 
regions near primary and secondary arterioles. Increases were 
substantially smaller in primary venules (3.41  ±  0.68%, n  =  8, 
five animals; latency; 1.36 ± 0.11  s, n = 6, four animals). Blood 
velocity increases averaged over the entire viewable retina equaled 
6.31 ± 1.23% (n = 8, five animals; latency; 1.26 ± 0.09 s, n = 7, five 
animals) (Figure 5L, trace 2).

Discussion
We have described methods for combining LSF and laser scan-
ning confocal microscopy to monitor blood flow in the retina. 
Using this combined imaging system, blood velocity changes 
were measured with LSF and arteriole diameter monitored with 
confocal line scans while retinal photoreceptors were stimu-
lated by modulating the laser light from the secondary scanner 
of the confocal microscope. In contrast to other methods of 
measuring blood flow, LSF has the distinct advantage of per-
mitting blood velocity to be monitored with high spatial and 
temporal resolution.

We illuminated the retina for LSF with 808 nm light delivered 
through an optical fiber pressed against the sclera. This method 
has several advantages. First, photoreceptors are largely insensi-
tive to this infrared wavelength. Thus, retinal blood flow can be 
monitored without stimulating retinal neurons. Second, either the 
retinal vasculature or the choroidal circulation can be imaged with 
LSF, depending on the position of the illuminating optical fiber. 
Although LSF has previously been used to monitor choroidal blood 
flow in patients with polypoidal choroidal vasculopathy (Watanabe 
et al., 2008) and flow in the sub-foveal region of healthy subjects 
(Tamaki et al., 1997a), our work is, to our knowledge, the first to 
image blood flow in an extended network of choroidal vessels in 
the healthy eye. This technique may prove useful in future studies 
of the regulation of choroid blood flow under normal and patho-
logical conditions.

Many previous studies have characterized retinal blood flow 
changes evoked by light stimulation (Riva et al., 2005). However, 
this is the first study to evaluate the spatial distribution of blood 
flow increases evoked by focal stimulation. We found that focal 
retinal stimulation evoked local increases in blood flow. This 
demonstrates that the retina has the ability to control blood flow 
at a local level. As in the brain, local control of blood flow in 
the retina allows needed oxygen and nutrients to be supplied to 
active neurons efficiently, without increasing the supply to inac-
tive retinal regions.

Activity-dependent increases in blood flow in the brain were 
first described well over a century ago (Mosso, 1880; Roy and 
Sherrington, 1890). Yet, the identity of the vessels which mediate 
this functional hyperemia response remains in question. Earlier 
studies suggested that a large fraction of hemodynamic resistance 
in the brain lay within large cerebral arteries (Faraci and Heistad, 
1990) or smaller, precapillary arterioles (Zweifach, 1974) and it was 
thought that dilation of these vessels was responsible for increased 
blood flow (Iadecola, 2004; Lipowsky, 2005). More recently, it has 
been suggested that capillaries may contribute to the regulation of 
blood flow in the brain. A theoretical study suggested that up to 70% 
of the total hemodynamic resistance in the brain vasculature lies in 
the capillary bed (Boas et al., 2008). In addition, pericytes, which 

control capillary diameter, have been shown to contract or relax in 
response to neurotransmitters and neuronal activity (Kawamura 
et al., 2003; Wu et al., 2003; Peppiatt et al., 2006).

The LSF results presented here bear on this issue and suggest that 
in the retina, activity-dependent blood flow changes are control-
led largely by arterioles and that capillaries contribute little to the 
response. If capillary dilation contributed to functional hyperemia, 
focal stimulation of a region devoid of arterioles would result in 
increased blood flow to that region. However, we found the opposite 
to be true. When the retina was stimulated near a primary venule or 
in a region distant from arterioles, little increase in blood velocity 
was seen in the stimulated region. Rather, blood velocity increases 
were largest in the arterioles serving the stimulated region. In addi-
tion, blood velocity increases in the stimulated region of the retina 
were no larger than in an annulus surrounding this region. These 
results suggest that capillaries do not actively dilate in response to 
local neuronal activity and that more distant arterioles mediate the 
functional hyperemia response. The results must be interpreted with 
caution, however, as our LSF technique may not be sensitive enough 
to detect small changes in blood velocity in the capillary bed.

Previous studies have demonstrated that local arteriole dila-
tions can be propagated upstream, leading to the dilation of larger 
arterioles and arteries feeding the stimulated vessels (Iadecola et al., 
1997; Erinjeri and Woolsey, 2002). Our LSF results are consistent 
with this view. When a focal retinal stimulus was near a second or 
third order arteriole, increased retinal blood velocity was observed, 
not only near the stimulated arteriole, but also near the primary, 
upstream arteriole (Figure 5E).

We found that light-evoked velocity increases in primary venules 
were smaller than those observed in primary arterioles. This result 
appears at first to be paradoxical, as all blood flowing into the retina 
through primary arterioles must exit the retina through the venules. 
We attribute this discrepancy to the fact that primary venules in 
the retina are significantly larger in diameter than primary arteri-
oles. Thus, for the same increase in total blood flux, velocity would 
increase to a smaller extent in venules than in arterioles. The dif-
ferences in observed velocity increases are also attributable to the 
different time courses of the responses in arterioles and venules. 
Blood velocity amplitudes were measured during the initial, tran-
sient phase of the response (2–5 s after stimulus onset) while, in 
some cases, responses in venules were larger during the sustained 
portion of the response (Figure 5I, trace 1).

We believe that the combined use of LSF and confocal microscopy 
holds great promise for studying the regulation of blood flow, both 
in the normal retina and in the retina under pathological condi-
tions. A few examples illustrate the potential of this preparation.

•	 Preliminary experiments from our laboratory demonstrate 
that retinal glial cells can be labeled with Ca2+ indicator 
dyes and filled with caged-Ca2+ compounds introduced 
into the vitreous humor through a hypodermic needle 
inserted through the sclera. Photolysis of caged-Ca2+ by 
short wavelength pulses delivered by a confocal microscope 
generate Ca2+ increases in the labeled glial cells. The role of 
glial cells in regulating retinal blood flow can be evaluated 
using this technique (Metea and Newman, 2006; Takano 
et al., 2006).
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expanded tremendously with the use of transgenic mouse lines.
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•	 Preliminary studies show that ischemia can be produced in a 
restricted region of the retina by photothrombosis generated 
by confocal illumination and bleaching of a photo-labile dye, 
such as rose bengal (Ding et al., 2009). The effect of the throm-
bolytic lesion on blood flow in the penumbra can then be stu-
died with LSF.

•	 Preliminary experiments demonstrate that blood vessels and 
blood flow in the mouse retina can be imaged with the same 
LSF/confocal microscopy techniques we describe here for the rat. 
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