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Background: A growing body of literature has implicated the left dorsolateral prefrontal cortex (DLPFC) in the online monitoring of vocal production through auditory feedback. Specifically, disruption of or damage to the left DLPFC leads to exaggerated compensatory vocal responses to altered auditory feedback. It is conceivable that enhancing the cortical excitability of the left DLPFC may produce inhibitory influences on vocal feedback control by reducing vocal compensations.

Methods: We used anodal transcranial direct current stimulation (a-tDCS) to modulate cortical excitability of the left DLPFC and examined its effects on auditory-motor integration for vocal pitch regulation. Seventeen healthy young adults vocalized vowel sounds while hearing their voice pseudo-randomly pitch-shifted by ±50 or ±200 cents, either during (online) or after (offline) receiving active or sham a-tDCS over the left DLPFC.

Results: Active a-tDCS over the left DLPFC led to significantly smaller peak magnitudes and shorter peak times of vocal compensations for pitch perturbations than sham stimulation. In addition, this effect was consistent regardless of the timing of a-tDCS (online or offline stimulation) and the size and direction of the pitch perturbation.

Conclusion: These findings provide the first causal evidence that a-tDCS over the left DLPFC can facilitate auditory-motor integration for compensatory adjustment to errors in vocal output. Reduced and accelerated vocal compensations caused by a-tDCS over left DLPFC support the hypothesis of a top–down neural mechanism that exerts inhibitory control over vocal motor behavior through auditory feedback.
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Introduction

Auditory feedback is an essential part of speech motor control, providing sensory information that allows spakers to monitor and adjust their vocal out to produce their intended speech goals (Smotherman, 2007). This control process is known as auditory-motor integration for speech production, typically manifested as compensatory adjustment of vocal motor behavior in response to any mismatches between expected and actual auditory feedback in voice fundamental frequency (fo), intensity, or formant frequency (F1) (Burnett et al., 1998; Houde and Jordan, 1998; Bauer et al., 2006). Using various neuromaging techqnies including functional magnetic resonance imaging (fMRI), magnetoencephalography (MEG), electroencephalography (ECoG), and event-realted potential (ERP), a growing body of literature has revealed a complex, widely distributed network located in the frontal, parietal and temporal regions as well as subcortical areas (Houde and Nagarajan, 2011; Behroozmand et al., 2015; Guenther and Hickok, 2015; Behroozmand et al., 2018). These regions are thought to detect auditory feedback errors and generate corrective motor commands to control speech production. The precise roles of these brain regions in auditory-vocal integration, however, remain far from clear.

The prefrontal cortex, particularly the inferior frontal gyrus (IFG), has been considered to be an essential region that supports vocal feedback control. For instance, the directions into velocity of articulators (DIVA) model proposes that the left IFG contains a speech sound map that initiates the feedback and feedforward control of speech production (Golfinopoulos et al., 2010). Similarly, the dual stream model posits that the left IFG serves as a core component of a dorsal stream responsible for mapping acoustic speech signals onto articulatory representations (Hickok and Poeppel, 2007). In line with these models, empirical evidence has identified activation of the IFG and its connectivity with temporal and parietal regions in producing vocal adjustments to auditory feedback errors (Flagmeier et al., 2014; Behroozmand et al., 2015; Kort et al., 2016).

In contrast, little attention has been paid to the dorsolateral prefrontal cortex (DLPFC) in the context of auditory-vocal integration. The DLPFC encompasses a large brain region characterized by considerable structural heterogeneity, spanning over Brodmann areas 9, 8a, 8b, and the dorsal part of 46 (Glasser et al., 2016). This structural complexity of the DLPFC positions it as a key brain region for involvement in a variety of cognitive functions, including working memory (Edin et al., 2009), attentional control (Brosnan and Wiegand, 2017), and executive functions (Mansouri et al., 2009). Notably, these cognitive functions have been implicated in auditory-vocal integration. For example, focused attention led to enhanced vocal compensations for pitch perturbations and/or ERP P2 response while divided attention reduced them (Tumber et al., 2014; Liu et al., 2015). As well, engagement of working memory during vocal pitch regulation led to increased vocal compensations and ERP N1 amplitudes but decreased ERP P2 amplitudes in response to pitch perturbations (Guo et al., 2017). Moreover, patients with Alzheimer’s disease (AD) exhibited abnormally enhanced magnitudes and reduced durations of vocal compensations for pitch perturbations that were significantly correlated with their executive and memory dysfunctions (Ranasinghe et al., 2017). These findings suggest that the DLPFC may contribute to auditory-motor integration for vocal production in a top-down manner.

A few neuroimaging studies have provided direct evidence supporting the involvement of the DLPFC in vocal feedback control. For example, Zarate and Zatorre (2008) reported activation of the left DLPFC in non-singers who were instructed to ignore or compensate for perceived pitch perturbations during singing. Ranasinghe et al. (2019) found that patients with AD exhibited significantly larger vocal compensations for pitch perturbations and lower left DLPFC activity than healthy controls, with lower left DLPFC activity predicting larger vocal compensations across both groups. One possible explanation for these abnormalities in vocal feedback control associated with AD is the impairment of prefrontal mediated inhibition (Ranasinghe et al., 2017). More recently, Liu et al. (2020) found that inhibiting the left DLPFC with continuous theta burst stimulation (cTBS), a non-invasive brain stimulation (NIBS) technique that induces inhibitory effects on cortical excitability (Huang et al., 2005), led to enhanced vocal compensations and reduced ERP P2 amplitudes in response to pitch perturbations. This finding establishes a causal link between the left DLPFC and auditory-motor integration for vocal production.

Building upon the essential role of the left DLPFC in suppressing reflex-like or inappropriate behavioral responses (Loftus et al., 2015; Angius et al., 2019) and modulating auditory processing (Knight et al., 1989; Mitchell et al., 2005), Liu et al. (2020) proposed that the left DLPFC may exert top-down control over the interaction between auditory and motor representations of vocal sounds to inhibit compensatory adjustment for feedback perturbations, thereby preventing vocal motor control from being excessively influenced by auditory feedback. This top-down mechiansm mediated by the left DLPFC generates an inhibitory influence on auditory feedback control of vocal production. Dysfunction of this mechanism may account for abnormally ehnaced vocal compensations for feedback errors when the left DLPFC was impaired (Ranasinghe et al., 2017, 2019) or inhibited (Liu et al., 2020). Conversely, it is reasonable that enhancing activity in the left DLPFC may produce inhibitory influences on vocal feedback control. This hypothesis is supported by the findings of Guo et al. (2017), showing that extensive training of working memory that is primarily subserved by the DLPFC decreased vocal compensations and increased ERP P2 amplitudes in response to pitch perturbations. However, direct causal evidence in support of this hypothesis is still lacking.

Therefore, the present study aimed to fill this gap by using transcranial direction current stimulation (tDCS), another NIBS technique that modulates cortical excitability by delivering an electric current to the scalp through electrodes (Nitsche and Paulus, 2000), to increase left DLPFC activity and investigate whether it can produce inhibitory effects on vocal feedback control. Generally, anodal tDCS (a-tDCS) increases cortical excitability whereas cathodal tDCS (c-tDCS) decreases it (Stagg and Nitsche, 2011). Previous studies have shown that a-tDCS over the left DLPFC increases its cortical excitability, as indicated by increased EEG power or fMRI activation in the frontal regions (Keeser et al., 2011; Zaehle et al., 2011). A large body of literature has shown that tDCS over brain regions can influence cognitive or motor functions in healthy and clinical populations (Mancuso et al., 2016; Lefaucheur et al., 2017; Manor et al., 2021; Tedla et al., 2023). Recently, tDCS has been used to investigate the neural mechanisms of auditory-motor integration for vocal production from a causal perspective. For example, Behroozmand et al. (2020) found that a-tDCS and c-tDCS over the left ventral motor cortex led to decreased vocal compensations for downward pitch perturbations compared to sham stimulation, with stronger effects associated with c-tDCS. In contrast, a-tDCS over the left sensorimotor cortex led to increased adaptive responses to F1 perturbations during speech production (Scott et al., 2020). In addition, vocal compensations for pitch perturbations became significantly larger when a-tDCS was applied over the right cerebellum relative to sham stimulation (Peng et al., 2021).

The frequency-altered feedback (FAF) paradigm was used to assess the effects of a-tDCS on vocal feedback control in the present study, during which participants produced sustained vocalizations while hearing their voice pitch-shifted unexpectedly. Participants received either active or sham a-tDCS over the left DLPFC during (online stimulation) or before (offline stimulation) the FAF task. The timing of tDCS was manipulated in the present study, as previous studies have reported inconsistent results regarding the optimal timing of tDCS for congitive performance or motor learning (Stagg et al., 2011; Mancuso et al., 2016; Buchwald et al., 2019). Additionally, Peng et al. (2021) found both online and offline a-tDCS over the right cerebellum led to enhacemed vocal compensations for pitch perturbations. Buidling upon the findings of abnormally enhanced vocal compensations for pitch perturbations when activity of the left DLPFC was disrupted by inhibitory c-TBS (Liu et al., 2020) or impaired due to AD (Ranasinghe et al., 2019), we hypothesized that increasing cortical exicitability of the left DLPFC with a-tDCS would result in reduced vocal compensations comapred to sham stimulation. Consistent with this hypothesis, our results showed smaller vocal responses to pitch perturbations following a-tDCS over the left DLPFC, providing further evidence for its invovlment in top-down inhibitory control over vocal motor behavior.



Materials and methods


Subjects

Twenty students [11 females and 9 males; age (mean ± SD): 21.8 ± 2.2 years] from Sun Yat-sen University were enrolled in this study. All participants met the following criteria: right-handed; native Mandarin speaker; no hearing or speech impairment; no history of neurological diseases; no use of neuropsychiatric drugs; no implanted medical devices such as pacemakers; not pregnant; and no claustrophobia. Three participants were excluded from the statistical analysis because they did not produce sustained vocalizations in a steady manner as required, resulting in the failure of extracting reliable voice fo contours from their voice signals. Therefore, their data had to be excluded from the present study, and the final data pool contained the data from 17 participants [9 females and 8 males; age (mean ± SD): 21.4 ± 2.1 years]. All participants provided written informed consent and the research protocol was approved by the Institutional Review Board of The First Affiliated Hospital of Sun Yat-sen University in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).


Transcranial direct current stimulation

Direct current stimulation was administered by a battery-driven, constant current-stimulator (model EM8060, E&M Medical Tech., China). The present study consisted of two stimulation conditions: anodal stimulation and sham stimulation. In both conditions, a 6 cm × 4 cm electrode was placed over the F3 position on the scalp according to the 10–20 International System of EEG electrode placement to target the left DLPFC (Herwig et al., 2003) and a reference electrode with the same size was placed on the right deltoid muscle. During the anodal stimulation, a constant current of 1 mA was administered for 20 min with a 30 s ramp up/down phase at the beginning and end (Nitsche and Paulus, 2000). During the sham stimulation, the current was turned off after 30 s when it reached 1 mA.



Experimental procedure

This was a randomized, crossover study with four sessions: online active a-tDCS, online sham a-tDCS, offline active a-tDCS, and offline sham a-tDCS. Each session was conducted at least 48 h apart to eliminate the possible carry-over effects. Participants received active or sham a-tDCS over left DLPFC (i.e., online stimulation) while vocalizing the /u/ sound for 6 s following a blue light cue on the computer screen. During each vocalization, participants heard their voice pitch-shifted upwards or downwards by 50 or 200 cents (200 ms duration) in a pseudo-randomized manner. The direction and size of pitch perturbations were varied because previous studies have shown their effects on vocal compensation behavior (Chen et al., 2007; Liu et al., 2011; Scheerer et al., 2013). Additionally, Behroozmand et al. (2020) found that tDCS over left ventral motor cortex reduced vocal compensations only for downward pitch perturbations. A number of five pitch perturbations were pseudo-randomly presented within each vocalization, with the first pitch perturbation occurring 1,000–1,500 ms after the utterance onset and the subsequent ones at 700–900 ms inter-stimulus intervals. To avoid vocal fatigue, participants were required to take a break of 6 s prior to initiating the next vocalization. For the offline stimulation sessions, participants received active or sham a-tDCS over left DLPFC for 20 min before performing the vocalization task with the same parameters as the online stimulation sessions. Within each stimulation session, participants produced 40 consecutive vocalizations that led to a total of 200 trials, with 50 trials for each of the four perturbations (+50, −50, +200, and −200 cents). Notably, sponge electrodes were placed on the scalp during the online active a-tDCS session but were removed from the scalp in the offline active a-tDCS session. To control for the potential confounding effects of subject expectation or motivation between the online and offline stimulation conditions, two different sham conditions were implemented in this study: sponge electrodes were kept on the scalp during the online sham session, but removed during the offline sham session.



Data acquisition

All participants performed the FAF-based vocal production experiment in a sound-attenuated booth. A dynamic microphone (DM2200, Takstar Inc.) was used to pick up the voice signals, which were amplified by a MOTU Ultralite Mk3 Firewire audio interface to 10 dB SPL above the participants’ voice level to reduce the masking effects of the air-and bone-conducted feedback. The voice signals were then pitch-shifted by an Eventide Eclipse Harmonizer controlled by a custom-developed MIDI software program (Max/MSP, v5.0 by Cycling 74). This program also generated the transistor-transistor logic (TTL) control pulse that marked the onset of the pitch shift and the visual cues that instructed the participants to start and stop the vocalizations. The pitch-shifted voice signals were delivered back to the participants through insert earphones (ER-1, Etymotic Research Inc.) after amplification by an ICON NeoAmp headphone amplifier. A PowerLab A/D converter (ML880, AD Instruments) digitized the original and feedback voice signals and TTL control pulses at 10 kHz, and LabChart software (v7.0, AD Instruments) recorded them on an iMAC computer.



Data analyses

As previously described in Peng et al. (2021), an IGOR PRO software program (v6.0, Wavemetrics Inc.) was developed to measure the magnitude and latency of vocal compensations for pitch perturbations across the conditions. In brief, the voice fo contours in Hertz was extracted from the voice signals using Praat software (Boersma, 2001) and converted into cents scale according to the following formula: cents = 100 × (12 × log2(fo/reference)) [reference = 195.997 Hz (G3 note)].Then they were segmented into epochs from 100 ms before to 700 ms after the onset of the pitch perturbation. All individual trials were visually inspected to reject bad trials that were contaminated by vocal interruptions or signal processing errors. Artifact-free trials were averaged to generate an overall vocal response to pitch perturbations for each condition, followed by a base-correction procedure that subtracts the mean fo value in the baseline period (−100 ms to 0) from the fo value after the perturbation onset. The peak fo value in cents and the peak time in ms were considered as the magnitude and latency of a vocal response when the voice fo contours reached their minimum or maximum value.



Statistics analyses

Repeated-measures analysis of variances (RM-ANOVAs) were used to analyze the values of vocal responses to pitch perturbations in SPSS (v.20.0). To investigate the online or offline effects of a-tDCS over left DLPFC, the magnitudes and latencies of vocal responses were subjected to three-way RM-ANOVAs with three factors: stimulation condition (a-tDCS vs. sham), perturbation magnitude (50 vs. 200 cents), and perturbation direction (upwards vs. downwards). In addition, four-way RM-ANOVAs were conducted to examine where the effects of a-tDCS varied as a function of the stimulation timing was delivered, including factors of stimulation timing (online vs. offline), stimulation condition, perturbation size and perturbation direction. Any significant higher-order interactions among these factors led to subsidiary RM-ANOVAs, and Bonferroni correction was used for post hoc multiple comparisons. Probability values for multiple degrees of freedom were corrected using Greenhouse–Geisser in the case of violation of the assumption of Mauchly’ test of Sphericity. Partial η2 ([image: image]) was calculated as an index of effect size to quantify the proportion of variance. p-values <0.05 were considered significant.





Results


Effects of online a-tDCS over left DLPFC

Figure 1 shows the grand-averaged voice fo responses to perburations of ±50 and ±200 cents during active or sham a-tDCS over the left DLPFC. A three-way RM-ANOVA conducted on the peak magnitudes of vocal responses revealed a significant main effect of stimulation condition [F(1, 16) = 24.473, p < 0.001, [image: image]=0.605], indicating that online a-tDCS over the left DLPFC elicited smaller vocal responses than sham stimulation (see Figures 2A,B). However, the magnitudes of vocal responses did not vary as a function of perturbation size [F(1, 19) = 0.451, p = 0.512] or direction [F(1, 16) = 1.080, p = 0.314]. In addition, there were no significant interactions among the three factors (p > 0.3).
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FIGURE 1
 Grand-averaged voice fo responses to pitch perturbations of ±50 cents (left panel) and ±200 cents (right panel) when active (red solid lines) or sham (blue solid lines) a-tDCS over the left DLPFC was applied during the FAF task. Highlighted areas represent the standard errors of the mean vocal responses, while the vertical dash lines indicate the onset of pitch perturbations.
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FIGURE 2
 Violin plots illustrating the magnitudes (A,B) and latencies (C,D) of vocal responses to pitch perturbations of ±50 cents and ±200 cents when active (red) and sham (blue) a-tDCS over the left DLPFC was applied during the FAF task. The shape of the violin shows the kernel density estimate of the data. The white dots and box plots represent the medians and ranges from first to third quartiles of the data sets. The red and blue dots represent the individual vocal responses for active and sham a-tDCS over the left DLPFC. The asterisks indicate significant differences across the conditions.


For the peak latencies of vocal responses, there was a significant main effect of stimulation condition [F(1, 16) = 14.142, p = 0.002, [image: image]=0.469], indicating that a shorter time was required to reach the peak magnitude of vocal response for online a-tDCS over the left DLPFC relative to sham stimulation (see Figures 2C,D). Also, upward perturbations elicited significantly longer peak latencies of vocal responses than downward perturbations [F(1, 16) = 16.595, p = 0.001, [image: image]=0.509], and 200 cents perturbations elicited significantly longer peak latencies of vocal responses than 50 cents perturbations [F(1, 16) = 9.265, p = 0.008, [image: image]=0.367]. The interactions among the three factors were not significant (p > 0.1).



Effects of offline a-tDCS over left DLPFC

Figure 3 shows the grand-averaged voice fo responses to perturbations of ±50 and ±200 cents after active or sham a-tDCS over the left DLPFC. A three-way RM-ANOVA revealed significantly smaller magnitudes of vocal responses elicited by offline a-tDCS over the left DLPFC than sham condition [F(1, 16) = 67.972, p < 0.001, [image: image]=0.809] (see Figures 4A,B). However, there were no significant main effects of perturbation size [F(1, 16) = 0.350, p = 0.562] and direction [F(1, 19) = 1.051, p = 0.321]. The interactions among the three factors were also not significant (p > 0.1).

[image: Figure 3]

FIGURE 3
 Grand-averaged voice fo contours in response to pitch perturbations of ±50 cents (left panel) and ±200 cents (right panel) when active (red solid lines) or sham (blue solid lines) a-tDCS was applied over the left DLPFC prior to the FAF task. Highlighted areas represent the standard errors of the mean vocal responses, while the vertical dash lines indicate the onset of pitch perturbations.
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FIGURE 4
 Violin plots illustrating the magnitudes (A,B) and latencies (C,D) of vocal responses to pitch perturbations of ±50 cents and ±200 cents when active (red) or sham (blue) a-tDCS was applied over the left DLPFC prior to the FAF task. The white dots and box plots represent the medians and ranges from first to third quartiles of the data sets. The red and blue dots represent the individual vocal responses for active and sham a-tDCS over the left DLPFC. The asterisks indicate significant differences across the conditions.


For the peak latencies of vocal responses, upward perturbations elicited significantly longer peak latencies of vocal responses than downward perturbations [F(1, 16) = 5.459, p = 0.033, [image: image]=0.254] (see Figures 4C,D). A marginally significant main effect of stimulation condition [F(1, 16) = 4.309, p = 0.054, [image: image]=0.212] was found, indicating a trend of shorter peak latencies of vocal responses for offline a-tDCS over the left DLPFC than for sham stimulation. The main effect of perturbation size [F(1, 19) = 1.627, p = 0.220] and interactions among the three factors (p > 0.1) were not significant.



Effects of online vs. offline a-tDCS over left DLPFC

A four-way RM-ANOVA conducted on the peak magnitudes of vocal responses revealed a significant main effect of stimulation condition [F(1, 16) = 48.477, p < 0.001, [image: image]=0.752]. The main effect of stimulation timing [F(1, 16) = 3.786, p = 0.069] as well as its interaction with stimulation condition [F(1, 16) = 0.014, p = 0.907] did not reach significance. In addition, the peak magnitudes of vocal responses did not vary as a function of perturbation size [F(1, 16) = 0.764, p = 0.395] or direction [F(1, 19) = 0.001, p = 0.972]. The interactions among the four variables were also not significant (p > 0.1). These results indicate that, regardless of the timing of a-tDCS and the physical features of pitch perturbations, a-tDCS over the left DLPFC led to significantly smaller vocal compensations for pitch perturbations than sham stimulation (see Figure 5A).
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FIGURE 5
 Violin plots illustrating the magnitudes (A) and latencies (B) of vocal responses to pitch perturbations when active or sham a-tDCS was applied over the left DLPFC prior to (offline) or during (online) the FAF task. The white dots and box plots represent the medians and ranges from first to third quartiles of the data sets. The red and blue dots represent the individual vocal responses for online and offline a-tDCS over the left DLPFC. The asterisks indicate significant differences across the conditions.


Regarding the peak latencies of vocal responses, there was a significant main effect of stimulation condition [F(1, 16) = 16.901, p = 0.001, [image: image] = 0.514]. The main effect of stimulation timing [F(1, 16) = 3.638, p = 0.075] as well as its interaction with stimulation condition [F(1, 16) = 0.898, p = 0.357] did not reach significance. The interactions among the four variables were also not significant (p > 0.2). That is, a-tDCS over the left DLPFC led to significantly shorter peak latencies of vocal compensations for pitch perturbations than sham stimulation, with no significant differences between online and offline stimulations (see Figure 5B). However, across the two stimulation timings, upward and 200 cents perturbations elicited longer peak latencies of vocal responses than downward [F(1, 16) = 8.972, p = 0.009, [image: image] = 0.359] and 50 cents perturbations [F(1, 16) = 31.741, p < 0.001, [image: image]=0.665], respectively.




Discussion

The present study investigated the role of the left DLPFC in vocal feedback control by using a-tDCS during or prior to vocal pitch regulation through auditory feedback. The results showed that both online and offline a-tDCS over the left DLPFC led to smaller peak magnitudes and shorter peak times of vocal compensations for pitch perturbations regardless of their size or direction than sham stimulations. Importantly, there were no significant differences between online and offline stimulations, suggesting that the timing of a-tDCS does not significantly influence its effects on vocal feedback control. In conjunction with previous findings of enhanced vocal compensations for pitch perturbations following cTBS over the left DLPFC (Liu et al., 2020), these findings provide compelling causal evidence supporting the involvement of the left DLPFC in auditory-motor integration for vocal production, corroborating the hypothesis that the left DLPFC exerts top-down inhibitory control over vocal feedback control.

The present study confirms our hyothesis that a-tDCS over the left DLPFC led to reduced vocal compensations for pitch perturbations compared to sham stimulation. In light of the findings that cortical excitablity of the left DLPFC can be increased by a-tDCS (Keeser et al., 2011; Zaehle et al., 2011), this finding implies that enhancing left DLPFC activity with a-tDCS may produce inhibitory modulations of vocal pitch regulation through auditory feedback. Consistently, Liu et al. (2020) found increased vocal compensations for pitch perturbations as a consequence of disrupting activity in the left DLPFC with inhibitory cTBS. These studies collectively establish a causal link between the left DLPFC and vocal feedback control, suggesting that enhancing or inhibiting left DLPFC activity exerts modulatory effects on auditory-vocal integration.

Compensatory vocal adjustment in response to auditory feedback errors has been linked to sensorimotor control of vocal production. Previous studies have shown reduced vocal compensations for pitch perturbations in healthy individuals after speech-sound learning or working memory training (Chen et al., 2015; Guo et al., 2017) and in professional singers following intensive vocal training (Jones and Keough, 2008; Zarate and Zatorre, 2008; Wang et al., 2019). And enhanced vocal compensations for pitch perturbations have been observed in patients with neurological diseases such as AD (Ranasinghe et al., 2017), Parkinson’s disease (PD) (Liu et al., 2012; Chen et al., 2013; Huang et al., 2016; Mollaei et al., 2016), and spinocerebellar ataxia (SCA) (Parrell et al., 2017; Houde et al., 2019; Li et al., 2019). Notably, treatment-induced normalization of this overcompensation behavior has been reported in patients with PD following intensive voice training (Li et al., 2021) or cTBS over the left supplementary motor area (SMA) (Dai et al., 2022), as well as in patients with SCA following cTBS over the right cerebellum (Lin et al., 2022). Therefore, reduced or enhanced compensatory vocal adjustment to perturbed auditory feedback may reflect improved or impaired auditory-motor integration for vocal production. Our results showed that a-tDCS over the left DLPFC led to reduced vocal compensations, suggesting that enhancing left DLPFC activity may facilitate vocal motor control through auditory feedback.

Our finding also showed that a-tDCS over the left DLPFC led to reduced peak times of vocal responses to pitch perturbations. In contrast, prolonged peak times of vocal responses were found when inhibitory cTBS was applied over the left DLPFC (Liu et al., 2020). Other NIBS studies targeting other brain regions have shown that a-tDCS over the right cerebellum prolonged the peak times of vocal responses to pitch perturbations (Peng et al., 2021), while cTBS over the right cerebellum (Lin et al., 2022) or the left or right SMG (Li et al., 2023) shortened them. Prolonged vocal responses to pitch perturbations have been observed in patients with PD (Kiran and Larson, 2001) or aphasia (Johnson et al., 2020), reflecting their impaired sensorimotor integration in speech processing. However, these prolonged vocal responses can be normalized by intensive voice training in patients with PD (Li et al., 2021). Accordingly, our observation of shortened peak times of vocal responses induced by a-tDCS over the left DLPFC leads further support to the idea that enhancing left DLPFC activity facilitates auditory feedback control of vocal production.

The present study found no significant differences between online and offline a-tDCS over the left DLPFC in modulating vocal pitch regulation. This pattern of results is consistent with one recent study that reported comparable effects on vocal pitch regulation of online or offline a-tDCS over the right cerebellum (Peng et al., 2021). These findings suggest that online and offline a-tDCS over the left DLPFC or right cerebellum may have equivalent effects on vocal feedback control. Nevertheless, whether online and offline tDCS have similar or distinct effects on cognitive or motor functions remains open and may be influenced by various factors, including the target site, polarity specificity, and task demands. A meta-analysis study reported similar positive effects of online and offline tDCS over the left DLPFC on cognitive and motor functions (Summers et al., 2016), but other studies found distinct effects of online and offline tDCS over the left DLPFC or the posterior parietal cortex (PPC) on verbal and spatial working memory tasks (Zivanovic et al., 2021), or over the cerebellum on motor learning tasks (Samaei et al., 2017). Therefore, further research is warranted to address the effects of online and offline tDCS over other brain regions on vocal motor control, which would not only elucidate the causality of the underlying neural mechanisms but also optimize the parameters and protocols of tDCS for potential therapeutic applications in motor speech disorders.

Our results, along with the findings of Liu et al. (2020), demonstrate that modulating left DLPFC activity affects vocal pitch regulation in a bidirectional manner: enhancing or inhibiting its activity decreased and increased vocal compensations for pitch perturbations, respectively. These findings can be accounted for a top-down inhibitory mechanism mediated by the left DLPFC (Liu et al., 2020), which relies on two key aspects: (1) the left DLPFC mediates cognitive functions such as attentional control, working memory, and inhibitory control, which have been demonstrated to be essentially involved in vocal feedback control (Tumber et al., 2014; Liu et al., 2015; Guo et al., 2017; Ranasinghe et al., 2017); (2) the DLPFC has reciprocal connections to auditory and motor regions (Selemon and Goldman-Rakic, 1988; Romanski et al., 1999). This mechanism suggests that the left DLPFC may exert top-down inhibitory control over the interaction between auditory and motor representations of speech sounds that prevents excessive compensatory vocal adjustment for feedback perturbations to ensure precise and stable speech production (Houde and Nagarajan, 2011). Similarly, Ranasinghe et al. (2017) proposed that the prefrontal cortex may generate an inhibiotry influence on vocal motor control that leads to incomplete compensations for feedback errors. Therefore, dysfucntions of this top-down inhibitory process would result in enhanced vocal compensations for feedback errors, as evidenced by patients with AD who showed enhanced vocal compensations and reduced left DLPFC activity (Ranasinghe et al., 2017, 2019). Conversely, improvement of this top–down inhibitory control process would result in reduced vocal compensation for feedback errors, as evidenced by patients with PD who showed improved vocal loudness following intensive voice training that was correlated with reduced vocal compensations (Li et al., 2021) and increased activity in the DLPFC (Liotti et al., 2003; Narayana et al., 2010). This mechanism also helps explain why working memory training led to reduced vocal compensations for pitch perturbations (Guo et al., 2017). However, the precise neural mechanisms and pathways by which the left DLPFC exerts top-down control over vocal feedback control are largely unknown and warrant further investigation.

Several limitations of the present study should be acknowledged. First, the present study only used a single session of a-tDCS over the left DLPFC to evaluate their immediate effects on vocal pitch regulation. This design leaves open the long-term effects as well as the optimal parameters of a-tDCS for enhancing vocal feedback control. Second, the present study did not collect neuroimaging data such as ERP and fMRI concurrently with the acoustic data, limiting our ability to elucidate the neural mechanisms underlying the causal role of the left DLPFC in vocal feedback control. Finally, the conventional tDCS protocol employed in the present study may induce widespread currents to other brain regions due to the limited focality of stimulation (de Berker et al., 2013). In subsequent studies, high-definition tDCS (HD-tDCS) that offers improved focality of brain stimulation should be considered to verify the present findings.



Conclusion

In summary, the present study showed that a-tDCS over the left DLPFC led to reduced peak magnitudes and prolonged peak times of vocal compensations for pitch perturbations relative to sham stimulation, regardless the size or direction of the pitch perturbation and the timing of the stimulation. These findings provide causal evidence that a-tDCS over the left DLPFC can facilitate auditory-motor integration for rapid and precise control of vocal production. The present study, together with Liu et al. (2020), lends support to the hypothesis of a top-down mechanism mediated by the left DLPFC that exerts inhibitory influences on vocal feedback control.
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Introduction: Glutamatergic neurometabolites play important roles in the basal ganglia, a hub of the brain networks involved in musical rhythm processing. We aimed to investigate the relationship between rhythm processing abilities and glutamatergic neurometabolites in the caudate.

Methods: We aquired Glutamatergic function in healthy individuals employing proton magnetic resonance spectroscopy. We targeted the right caudate and the dorsal anterior cingulate cortex (dACC) as a control region. Rhythm processing ability was assessed by the Harvard Beat Assessment Test (H-BAT).

Results: We found negative correlations between the production part of the Beat Saliency Test in the H-BAT and glutamate and glutamine levels in the caudate (r = −0.693, p = 0.002) whereas there was no such association in the dACC.

Conclusion: These results suggest that higher glutamatergic neurometabolite levels in the caudate may contribute to rhythm processing, especially the ability to produce meter in music precisely.

KEYWORDS
 magnetic resonance spectroscopy, rhythm, glutamate, caudate, rhythm production


1. Introduction

Music contains rhythm, which configures patterns of time intervals. Previous studies noted that dopamine plays an important role in auditory rhythm processing (Grahn, 2009; Koshimori et al., 2019). According to a neuropharmacological study, the glutamatergic system may be involved in time perception by interacting with the dopaminergic system (Cheng et al., 2007). For example, an animal study reported that inhibiting glutamatergic function enhanced dopaminergic function, resulting in altered time perception (Cheng et al., 2007). These findings suggest that glutamatergic function may be related to music rhythm processing.

However, few animal studies reported the relationship between music and glutamatergic function. One study showed that exposing musical stimuli induced the expression of the glutamatergic AMPA receptor in mice (Xu et al., 2007). In addition, listening to music during childhood induced the expression of the glutamatergic NMDA receptor subunit NR2B protein in the auditory cortex, which enhanced the development of auditory functions (Xu et al., 2009). Another study reported that glutamatergic neurometabolite concentrations in the striatum were decreased with sad music called “Shange,” which is one of the Chinese traditional music therapy, and joyful and powerful music called “Zhi” and “Gong” increased its concentrations (Hao et al., 2020). However, these previous studies have the following limitations: (1) they were performed for only rodent models, and (2) they used musical stimuli which include changes not only in rhythm but also in melody, harmony, and timbre to assess the relationship between music and glutamatergic function. Therefore, the relationship between musical rhythm processing and glutamatergic neuro-systems remains unclear.

The striatum has been shown to be closely linked to the perception and production of musical rhythms (Grahn, 2009; Grahn and Rowe, 2013). Previous reports have demonstrated that the striato-thalamo-cortical network is particularly activated when processing beat-based rhythms in music (Grahn, 2009; Grahn and Brett, 2009; Teki et al., 2011a,b). Grahn and Rowe et al. have established that activity in the basal ganglia increases during the processing of musical rhythms (Grahn and Brett, 2009), and patients with Parkinson’s disease who have dopamine dysfunction exhibit impairments in their rhythm perception (Grahn and Rowe, 2009). Additionally, the striatum has been identified as a central region where the dopamine and excitatory-inhibitory systems (glutamate – gamma-aminobutyric acid functions) interact (Agnoli et al., 2013).

Based on these findings, we hypothesized that glutamate levels in the striatum may be related to musical rhythm perception and production. Hence, the present study sought to investigate whether glutamatergic neurometabolite levels in the striatum relate to the rhythm processing ability in humans.

In this study, we quantified the concentrations of glutamatergic neurometabolites in the caudate as a region of interest employing proton magnetic resonance spectroscopy (1H-MRS). As a control region, the dorsal anterior cingulate cortex (dACC) was selected from our previous study in an exploratory fashion (Tarumi et al., 2020). Tarumi et al. (2020) compared Glx levels in the caudate and dACC among patients with treatment-resistant schizophrenia, patients with treatment-responsive schizophrenia, and healthy controls. For the present study, we analyzed the data acquired from the same healthy subjects as in Tarumi et al. (2020). Given that the ACC plays an important role in global executive function, we hypothesized that we could not discern music-specific functions from this region. Thus, we set the dACC as a positive control ROI.



2. Methods


2.1. Participants

The study was approved by the ethics committees at Komagino Hospital, Keio University School of Medicine, and Keio University Shonan Fujisawa Campus. All methods were carried out in accordance with the relevant guidelines and regulations expressed in the Declaration of Helsinki. All participants provided written informed consent prior to enrollment. Thirty-three healthy individuals participated in this study via a private committee for recruitment (Table 1). All participants were screened by qualified psychiatrists (R.T., Y. N, and S.N.) based on the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5). The exclusion criteria of participants were a history of psychiatric disorders, neurological, or significant medical disorders. All experiments were performed at Komagino Hospital. All MRI images were shared with Tarumi et al. (2020).



TABLE 1 Demographic information.
[image: Table1]



2.2. Magnetic resonance imaging

All images were acquired by a 3T GE Signa HDxt scanner with an eight-channel head coil. We assessed a three-dimensional inversion recovery prepared T1-weighted magnetic resonance imaging (MRI) scan (Axial MRI 3D brain volume (BRAVO), echo time (TE) = 2.8, repetition time (TR) = 6.4, inversion time (TI) = 650 ms, flip angle = 8°, field of view (FOV) = 230 mm, 256 × 256 matrix, slice thickness = 0.9 mm). MR scanning as described in Tarumi et al. (2020).



2.3. Acquisition of glutamatergic levels and data processing

We acquired glutamatergic neurometabolite levels using 1H-MRS. The scanning parameters were as follows: PRESS, TE = 35 ms, TR = 2000 ms, spectral width = 5000 Hz, 4096 data points, 128 water-suppressed, 16 water-unsuppressed averages, and 8 numbers of excitation. The locations of the 1H-MRS voxels, and representative spectra are provided in Figures 1, 2. The voxels were placed on the right caudate (voxel size = 7.5 mL) and bilateral dACC (voxel size = 9.0 mL), based on the aims of another project (Tarumi et al., 2020). In this study, we used Glx levels, a combination of glutamate and glutamine. It is because the molecular structures and molecular weights of Glu and Gln are similar, and the spectrum peaks overlap, making it difficult to discriminate between them using 3T MRI. We employed the FID-Appliance for pre-processing of spectra, primarily for estimation and correction of frequency and phase drifts1 (Simpson et al., 2017). Subsequently, we estimated neurometabolite levels utilizing a basis set, and extracted values that were normalized to the unsuppressed water signal from LCModel outputs with institutional units. The authors visually inspected all spectra exported from LCModel. Furthermore, we established criteria for spectra quality and excluded spectra that failed to meet the following criteria: signal-to-noise ratios (SNR) ≤10, full-width at half maximum (FWHM) ≥10 Hz, or %SD values ≥20%. To correct for voxel tissue composition, we segmented the T1-weighted image into gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) using FSL (FMRIB Software Library v5.0, Oxford, UK). Subsequently, we generated individual masks that contained information about voxel size and location on the segmented T1-weighted images using GANNET.2 To acquire the observed metabolite concentrations with respect to a relatively and fully relaxed water peak from tissue [M], we took into account the effects of volume fractions, water relaxation times (T1, T2), and water concentrations for the three compartments (WM, GM, and CSF). We performed calculations that considered LCModel operations as follows:

[image: image]
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FIGURE 1
 Voxel locations of MRS. (A) The voxel location of the caudate (voxel size: 7.5 mL [2.5 × 1.5 × 2.0 cm3]). (B) The voxel location of the dorsal anterior cingulate cortex (dACC) (voxel size: 9.0 mL [3.0 × 2.0 × 1.5 cm3]).


[image: Figure 2]

FIGURE 2
 Representative spectra. (A) The caudate 1H-MRS spectra. (B) The dACC 1H-MRS spectra.


Where [M] WS is water-scaled data from LCModel. And FLC is an LCModel factor that is used to undo the assumptions used by LCModel [i.e., FLC = WCONC*ATT20; WCONC = 35880 and ATT20 = 0.7 = exp(−30/80)].

[image: image]

where, fT and RT are the volume fraction and water relaxation parameters of tissue T (T = GM, WM, and CSF of the voxel), respectively. Relaxation times and relative water tissue content values are outlined in Supplementary Table 1. And, spectrum qualities and tissue heterogeneity values are shown in Supplementary Table 2.



2.4. Assessments for rhythm perception and production abilities

Rhythm perception and production abilities were assessed with the Harvard Beat Assessment Test (H-BAT) (16). The H-BAT consists of three subtests. (1) Beat Interval Test (BIT) in which the participants were discriminated if the tempo of a metronome was getting faster or slower (BIT perception), then tap in synchrony with the tempo-changing metronome without discrimination of temporal changes (BIT production). (2) Beat Finding and Interval Test (BFIT) in which the participants discriminated if the tempo of a rhythm pattern was getting faster or slower (BFIT perception), then tap the quarter-note beat with the tempo-changing rhythm pattern without discrimination of temporal changes (BFIT production). (3) Beat Saliency Test (BST) in which the participants discriminated if a sequence of accented quarter-notes was a duple or triple meter (BST perception), then produce the meter by changing the tap amplitudes without discrimination which meter they heard (BST production). In brief, BIT and BFIT assess the sensitivity to temporal change in non-isochronous tone sequences while BST assesses the sensitivity to amplitude change in isochronous tone sequences (Fujii and Schlaug, 2013). Each of the perception subtests assess the sensory process while that of production subtests assess the sensorimotor process.

The performance of BIT, BFIT, and BST in the H-BAT was quantified with perception and production thresholds. The lower the thresholds, the more precisely the participant perceives and produces the rhythms. The thresholds were normalized by log transformation with the base of two based on the previous study (Fujii and Schlaug, 2013; Paquette et al., 2017). For more details about the tests and analyses on the H-BAT, see the previous studies (Fujii and Schlaug, 2013; Paquette et al., 2017).



2.5. Statistical analysis

Statistical analyses were carried out using IBM SPSS Statistics version 26 (IBM Corporation, Armonk, NY). To account for the effect of music training, we calculated the standard division (SD) of the duration of music training for all participants. If the duration of music training exceeded ±2SD, the participant was excluded as an outlier from subsequent analyses. First, we performed partial correlation analyses by Pearson’s method to examine the relationship between the H-BAT measures and glutamatergic levels in dACC and caudate using age and sex as covariates. Second, partial correlation analyses were performed to examine the effect of the duration of music training. All results of partial correlation analyses are also adjusted by the Bonferroni method. The significance level was p < 0.004 (p < 0.05/n where n equals the number of ROIs and tests).




3. Results

Demographic information is shown in Table 1. Sixteen individuals have musical training imparted by professionals, excluding education in mandatory school. The breakdown of instruments is as follows: piano, 12; organ, 1; flute, 1; saxophone, 1; erhu, 1. A total of 22 and 27 participants’ data were used for the analyses of the caudate and dACC, respectively. At the time of acquisition, we excluded 2 HCs who did not complete scans and 2 HCs with incidental brain anomalies. Further, the data of 2 participants were missing because of a technical issue with the H-BAT application. Regarding statistical analyses, 4 participants’ data on the caudate were excluded due to low SNR values, and 1 participant was rejected through the preprocessing for the spectrum. If the duration of music training exceeded ±2SD, the participant was excluded as an outlier from subsequent analyses (see Supplementary Figure 1).

Partial correlation analyses using age and sex as covariates showed significant correlations between H-BAT subscores and Glx levels in the caudate or the dACC. Table 2 shows the correlation between the H-BAT measures and Glx levels in the caudate and dACC using age, sex, and the duration of musical training. There was a significant correlation between the BST production threshold and Glx levels in the caudate (Figure 3), while no association was found in the other H-BAT measures. We conducted the correlation analyses including the outlier data as a sensitivity analysis. We still had a significant correlation between BST perception and Glx levels in the caudate. On the other hand, in the ACC, no significant relationship was found between Glx levels and any of the H-BAT measures.



TABLE 2 Results of correlation between H-BAT scores and Glx levels in the caudate and the dACC.
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FIGURE 3
 A scatter plot of a correlation between Glx levels in the caudate and BST production scores.




4. Discussion

This is the first 1H-MRS study to examine the relationship between rhythm perception and production abilities measured with the H-BAT and glutamatergic levels in the caudate of healthy individuals. We found a negative relationship between BST production thresholds and Glx levels in the caudate in healthy individuals. On the other hand, no association was detected between the other H-BAT measures and Glx levels in the caudate, or between any H-BAT measures and Glx levels in the dACC (a control region). These results suggest that higher Glx levels in the caudate may specifically reflect the ability to produce a more precise isochronous meter.

What is the role of glutamatergic function in time processing? The dopaminergic function in the striatum has been shown to play an important role in time processing while the glutamatergic function in time processing remains unclear. Cheng et al. (2007) performed a pharmacological study in rats using cocaine, a dopamine transporter blocker, and ketamine, a glutamate receptor antagonist. They showed that cocaine disrupted time perception and ketamine augmented the time disruption modulated by cocaine. This animal study suggests that the dopamine and glutamate pathways may interact with each other to process time (Cheng et al., 2007). In humans, it was noted that time perception was distorted in patients with schizophrenia where the dopamine and glutamate systems are impaired (Carroll et al., 2008). The dopamine dysfunction in the dorsal striatum, one of the pathological hypotheses for schizophrenia, may be caused by glutamatergic dysfunction in patients with schizophrenia (Flagstad et al., 2004; Wada et al., 2022). This study adds evidence to support the relationship between striatal glutamate levels and rhythm processing mechanisms in humans in vivo.

Why was the correlation found only in BST production but not in the other H-BAT measures? This correlation may be attributed to the specific characteristics of BST stimuli. Unlike BIT and BFIT, which use non-isochronous time intervals in their stimuli, BST uses isochronous time intervals. Specifically, the sound stimulus in BST consisted of a tone sequence of 500-msec isochronous time intervals with accented and unaccented tones (Fujii and Schlaug, 2013). To perform BST, participants had to encode the relative-intensity difference between the accented and unaccented tones precisely overtime to process the duple or triple meter precisely. Namely, it is crucial to encode the meter or an organization of sound intensity over time in isochronous intervals in BST. On the other hand, BIT and BFIT use non-isochronous time intervals without any accents. Both BIT and BFIT include gradual changes in time intervals to create a faster or slower tempo (Fujii and Schlaug, 2013). In BIT and BFIT, each interval in the stimuli is different, and therefore, encoding of the absolute duration of time intervals is considered to be important. A previous study noted that there was a difference in neural circuits in the brain when we process absolute and relative time intervals (Grube et al., 2010a,b; Teki et al., 2011a,b). The absolute, duration-based time intervals are considered to be processed in the olivocerebellar network, while the relative, beat-based time intervals are considered to be processed in the striato-thalamo-cortical network (Teki et al., 2011a,b). Considering the results of this study and these separated mechanisms of rhythm processing in the brain, we assume that BIT and BFIT may assess relatively olivocerebellar-based rhythm ability, while BST may assess striato-thalamo-cortical-based rhythm ability. In fact, our previous study showed that the gray-matter volume in the cerebellum was correlated with the BIT and BFIT scores but not with the BST score in the H-BAT in healthy individuals (Paquette et al., 2017). Therefore, these findings suggest that glutamatergic neurometabolite levels in the striatum may contribute to the processing of meter or temporal organization in isochronous time intervals.

Why does this effect appear in the production test but not in the perception test? This discrepancy may be attributed to the role of the striatum in motor output and auditory-motor interaction. Mounting evidence suggests that the cortico-striatal network has an important role in encoding and retrieving motor information; and also see a review by Miyachi et al. (1997), Matsumoto (1999), and Kotz et al. (2009). To perform BST production, participants are required to encode the pattern of accented and unaccented tones precisely as well as produce the meter as motor output by modulating their tapping amplitudes. Conversely, the perception test does not require the same level of motor output, such as the physical articulation of rhythm sequences. Hence, our results suggest that Glx levels in the caudate contribute to the encoding of auditory meter information, the auditory-motor transformation of the meter, and the significant role of motor output. On the other hand, in light of the statistical power of this study, we may not rule out the potential of other rhythm components which relate to glutamatergic function in the caudate. We need to consider differences in the relationship between various types of rhythm components and glutamatergic function in future studies.

We did not find any significant relationship between the H-BAT measures and glutamatergic neurometabolite levels in the dACC. Previous studies reported that both regions play important roles in cognitive monitoring, motor control, and association of perception-production (Bush et al., 2002; Maes et al., 2014; Brockett et al., 2020) and there are structural and functional connectivities between the dACC and striatum (Beckmann et al., 2009). However, our findings suggest that Glx levels in the striatum are more directly related to rhythm or meter processing compared to those in the dACC. Further research is needed to examine the interaction between glutamatergic functions in the dACC and caudate and its relationship to rhythm processing.

There are several limitations to this study. Firstly, our acquisition was solely based on a resting-state quantitative 1H MRS, averaged over time rather than functional MRS employing beat processing tasks Secondly, our research did not measure the voxel in another basal ganglia region. Previous reports have suggested distinct roles of the putamen and caudate in rhythm processing (Coull et al., 2011; Grahn and Rowe, 2013). Consequently, our study was unable to determine whether glutamate levels in each striatal subregion are different or the same in their relation to rhythm processing. Thirdly, we were unable to discern the precise origin of the glutamatergic signal, i.e., whether it was inside or outside the cells. The limitation of MRS only allowed for identifying an averaged glutamatergic signal from all receptors within the placed voxel, given the absence of pharmacological tracers.



5. Conclusion

In conclusion, we found that glutamatergic neurometabolite levels in the caudate were associated with the ability to produce rhythm or meter in healthy individuals. This result suggests that the neurometabilite levels measured with 1H-MRS contribute to further understanding of musical rhythm processing. We propose that a multimodal measurement approach would be efficacious in furthering our understanding of the neurometabolite mechanisms underlying musical rhythm processing in humans.
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Background: The supplementary motor area (SMA) is important for motor and language function. Damage to the SMA may harm these functions, yet tools for a preoperative assessment of the area are still sparse.

Objective: The aim of this study was to validate a mapping protocol using repetitive navigated transcranial magnetic stimulation (rnTMS) and extend this protocol for both hemispheres and lower extremities.

Methods: To this purpose, the SMA of both hemispheres were mapped based on a finger tapping task for 30 healthy subjects (35.97 ± 15.11, range 21–67 years; 14 females) using rnTMS at 20 Hz (120% resting motor threshold (RMT)) while controlling for primary motor cortex activation. Points with induced errors were marked on the corresponding MRI. Next, on the identified SMA hotspot a bimanual finger tapping task and the Nine-Hole Peg Test (NHPT) were performed. Further, the lower extremity was mapped at 20 Hz (140%RMT) using a toe tapping task.

Results: Mean finger tapping scores decreased significantly during stimulation (25.70taps) compared to baseline (30.48; p < 0.01). Bimanual finger tapping led to a significant increase in taps during stimulation (28.43taps) compared to unimanual tapping (p < 0.01). Compared to baseline, completion time for the NHPT increased significantly during stimulation (baseline: 13.6 s, stimulation: 16.4 s; p < 0.01). No differences between hemispheres were observed.

Conclusion: The current study validated and extended a rnTMS based protocol for the mapping of the SMA regarding motor function of upper and lower extremity. This protocol could be beneficial to better understand functional SMA organisation and improve preoperative planning in patients with SMA lesions.

KEYWORDS
 supplementary motor area, TMS, brain mapping, motor function, preoperative diagnostic


1. Introduction

The involvement of the supplementary motor area (SMA) in motor and language function has made this cortical area an interest of current research. Damage to this region due to lesion growth or surgical procedures can lead to a characteristic combination of symptoms called the SMA syndrome. This involves various degrees of contralateral akinesia and mutism (Laplane et al., 1977; Zentner et al., 1996; Nachev et al., 2008; Pinson et al., 2022). Depending on the location of the lesion, a characteristic pattern of facial, upper limb or lower limb motor impairment is more likely to occur. This anterior to posterior shift in the type of deficit suggests a somatotopic organisation of the SMA, thus highlighting the necessity for a holistic functional assessment. In addition, language deficits seem to only evolve specifically when the anterior part of the left hemispheric SMA is affected (Bannur and Rajshekhar, 2000; Fontaine et al., 2002; Zeharia et al., 2012). Examinations regarding the importance of the hemispheric dominance in motor function are lacking. Although the SMA syndrome is known to occur mostly temporarily, time of recovery differs between days to months. However, in some patients even persisting long-term deficits of fine motor function have been observed (Zentner et al., 1996; Krainik et al., 2004). The mechanisms of recovery are not yet fully understood. A common hypothesis proposes an increased interhemispheric connectivity especially towards the healthy SMA as underlying process (Krainik et al., 2004; Vassal et al., 2017; Oda et al., 2018; Tuncer et al., 2022).

The SMA is located within Brodmann area 6 in the superior frontal gyrus, however it is not segregated by strict anatomical boundaries (Nachev et al., 2008). So far research concerning preoperative risk assessment and exact determination of the SMA location to improve surgical planning is very limited. While most studies have focused on fMRI to map SMA function in the cortex, these results are too spatially unspecific for a detailed preoperative planning (Kokkonen et al., 2009; Wongsripuemtet et al., 2018). Recently, navigated transcranial magnetic stimulation (nTMS) over the SMA has been found effective to induce errors in executing fine motor skills using the upper extremity (Schramm et al., 2019, 2020). Furthermore, a protocol for mapping of the SMA with a higher spatial resolution compared to fMRI using repetitive nTMS (rnTMS) has been proposed. This protocol used a finger tapping task to localise upper extremity motor function in the SMA of the dominant hemisphere in healthy subjects (Engelhardt et al., 2023).

The aim of this study was to validate and extend the suggested protocol, while focusing on the involvement of the SMA in motor function especially. Specifically, both hemispheres were measured and a protocol extension for the mapping of the lower extremity has been developed. In the long run, this could be used to acquire a better understanding of the functional organisation of the SMA and to establish a non-invasive SMA mapping protocol within the clinical setting to improve risk assessment and preoperative diagnostics.



2. Methods


2.1. Ethics

This study was approved by the Ethics Committee of the Charité Universitätsmedizin Berlin and conducted in accordance with the Declaration of Helsinki. Written informed consent was provided by each participant.



2.2. Participants

30 healthy subjects (35.97 ± 15.11, range 21–67 years; 14 females) above the age of 18 were recruited for this prospective study. They all had no history of neurological or psychological diseases and met the criteria for receiving an nTMS and MRI. This includes no history of epilepsy or seizures also within the family, migraine, tinnitus, pregnancy, metallic implants (e.g., pacemaker, cochlear implants, intrauterine devices), intake of prescription drugs within the past 14 days and permanent makeup. One additional subject (55 years, female) was excluded from the study due to a high RMT (resting motor threshold) which precluded that required stimulation intensities could be reached.



2.3. MRI

Each participant received a T1-weighted structural MRI (MPRAGE, TR = 2.530 ms, TE = 4.94 ms, TI = 1.100 ms, flip angle = 7, voxel size = 1 mm × 1 mm × 1 mm, 176 slices) measured on a Siemens 3-T Magnetom Trio MRI scanner (Siemens AG, Erlangen, Germany) as individual navigational data for the nTMS.



2.4. Neuronavigated TMS

Using the navigated brain stimulation system (NBS 5, Nexstim, Helsinki, Finland) with a biphasic figure-of-eight coil (outer diameter: 70 mm) each subject underwent a nTMS session divided into two major components. For each hemisphere, assessment of the primary motor cortex was followed by the SMA mapping always examining the contralateral limb. The starting hemisphere was alternated between participants to avoid confounding of any hemispheric differences due to effects of stimulation order.



2.5. Motor mapping

The primary motor cortex was assessed using single pulse nTMS. To examine muscle activity, surface electrodes (Neuroline 720; Ambu, Ballerup, Denmark) connected to the systems’s integrated EMG were attached to the first dorsal interosseus muscle of the corresponding hand. The ground electrode was placed on the left palmar wrist. To keep the muscle output below the threshold of 10 μV all participants were instructed to relax their hand. Subsequently the M1 hotspot was determined as the location, rotation and tilt where reliably the highest muscle responses could be evoked. Afterwards the RMT was assessed using the system’s integrated algorithm (Engelhardt et al., 2019). Furthermore, cortical representation of the target muscle was assessed at 105% of the RMT (Engelhardt and Picht, 2020). This area mapping was performed to delineate motor areas from consequently determined SMA areas.



2.6. SMA mapping

Starting with the upper extremity the SMA was mapped using repetitive nTMS (20 Hz, 120% RMT, 5 s bursts, ITI 5 s) with the stimulation coil positioned perpendicular to the interhemispheric cleft (Engelhardt et al., 2023). Subjects were instructed to perform a finger tapping task for 5 s by tapping the index finger as fast as possible (Hiroshima et al., 2014; Schramm et al., 2019; Engelhardt et al., 2023). The number of taps was recorded by the Apple iPad App Counter +. Firstly, a baseline tapping score was acquired as an average of two rounds without stimulation. If a considerable increase in taps occurred over time due to practice effects the baseline was renewed at a later timepoint within the same session. Secondly, the same task was conducted with stimulation for 15 to 21 stimulation points depending on the individual anatomy. The covered SMA area was estimated as posterior part of the superior frontal gyrus rostral to M1 up to the cortical crossing point of a perpendicular line through the anterior commissure (Vorobiev et al., 1998). Subjects started finger tapping with the onset of SMA stimulation. To avoid muscle fatigue, the participants rested their hand for a few minutes after a maximum of seven stimulations. After covering the suspected SMA area, stimulation of each point was repeated in the same order. Afterwards a SMA hotspot was determined as stimulation point with the largest errors and hence the least amount of finger taps on average. To this purpose the two or three stimulation points with the least taps were stimulated again to decide on the final hotspot with the lowest tapping score as an average of three rounds. Further, only points that were unlikely to activate M1 based on RMT and proximity to M1, were considered as SMA hotspot (Table 1).



TABLE 1 SMA mapping results of the upper extremity for 30 healthy subjects with a median of 19 (IQR 18–20) unique stimulation points per hemisphere.
[image: Table1]

For this hotspot, the participants performed a bimanual finger tapping task to investigate bimanual coordination as part of the SMA function. This included tapping with the index fingers of both hands in parallel. This task was repeated three times. Taps of the stimulated hand were recorded to quantify a facilitation of tapping performance (reduction of the reduced error) compared to unimanual tapping. Further, subjects performed a shortened version of the Nine-Hole-Peg Test (NHPT), where they only had to insert pegs into the pegboard to examine the role of the SMA in dexterity. A shortened version was chosen to ensure task completion was feasible within the maximum possible stimulation duration. The time to insert all pegs was recorded for analysis. After two rounds as baseline, stimulation was applied three times for a maximum of 20 s to cover the full task performance.

Next, the lower extremity was mapped using repetitive nTMS (20 Hz, 140% RMT, 10s bursts, ITI 10s) while the subjects performed a toe tapping task. Two rounds of baseline were followed by stimulating 5 to 10 points in the posterior part of the SMA. This region was chosen according to the proposed somatotopy of the SMA (Bannur and Rajshekhar, 2000; Fontaine et al., 2002; Zeharia et al., 2012). Again, each point was stimulated twice. For analysis visually detected movement disruptions in tapping performance were recorded.



2.7. Data analysis

All sessions were recorded on video using the nTMS system’s inbuilt camera. For each SMA stimulation point of the upper extremity the induced electric field at the M1 hotspot was compared with the RMT. This was achieved by placing the Nexstim software integrated crosshair on the M1 hotspot during SMA stimulation. The system is then automatically able to show the induced electric field in V/m for both the point of stimulation and the crosshair. If the RMT value was exceeded, the SMA stimulation point was excluded from further analysis. For the remaining points, errors were classified into three categories indicating the reduction in finger taps compared to baseline. A reduction of <10% accounted for no error, 10–20% for minor error and ≥ 20% for major error. A fourth category was used to mark M1 affected stimulation points.

For the lower extremity, potential functional SMA points were stimulated again at rest while EMG activity of the abductor hallucis brevis muscle was recorded. In case of strong muscle responses, this stimulation point was excluded from analysis. Errors were categorised into two groups depending on occurrence or absence of visually detected movement effects compared to baseline by two independent observers. Again, an additional category was used to mark M1 affected stimulation points.

Subsequently error classifications were imported into the NBS software to attain coloured SMA maps on the individual MRIs.



2.8. Statistical analysis

The median number of errors and error incidence with their respective interquartile range were calculated for the separate error categories to examine task disruption during stimulation. The focus was on replicable errors only, defined as points with a similar tapping score reduction according to the defined error categories in at least 2 stimulation rounds. In contrast, stimulation points with a tapping score reduction of ≥10% in at least 2 stimulation rounds but within different error categories were defined as limited replicable errors. Furthermore, the effect of SMA stimulation during unimanual and bimanual finger tapping to baseline finger tapping was compared using linear mixed models. Similarly, the impact of SMA stimulation on NHPT performance was assessed. To investigate the impact of hemispheric dominance 3 ambidextrous subjects were excluded leaving a population size of n = 27. Handedness was determined using Edinburgh Handedness Inventory (Oldfield, 1971). The importance of hemispheric dominance on incidence of finger and toe tapping errors during SMA stimulation was evaluated using two-sided Wilcoxon signed-rank test. Specifically, median finger and toe tapping error incidence and interquartile range for each error category was compared between both hemispheres. The level of statistical significance was set to p < 0.05. All analyses were performed using R Studio (version 2022.07.2 + 576) with the packages dplyr (Wickham et al., 2023a), car (Fox and Weisberg, 2019), ggplot2 (Wickham, 2016), reshape (Wickham, 2007), tidyverse (Wickham et al., 2019), MASS (Venables and Ripley, 2002), nlme (Pinheiro et al., 2023) and svglite (Wickham et al., 2023b).




3. Results


3.1. Mapping of the upper extremity

A median of 19 (IQR 18–20) unique points was stimulated across all participants. Replicable errors during the finger tapping task could be induced in 24 out of 30 healthy subjects for at least one hemisphere. Among those, 13 exhibited replicable errors for both hemispheres. In 11 subjects, stimulation led to replicable major errors over a median of 2 (IQR 1–3) points across all hemispheres. Hence, the median error incidence for these subjects was 10.88% (IQR 5.34–15.79%). 23 subjects showed replicable minor errors with a median of 1 (1–2) replicable minor error and a median error incidence of 5.88% (5.13–10.53%) accordingly. Limited replicable errors occurred in 13 subjects over a median of 1 (1–1) stimulation points. The median error incidence for these participants was 5.26% (5.00–5.72%). These results are summarized in Table 1. Overall, there were strong interindividual differences between the occurrence of errors as well as size and distribution of error maps. Some examples of SMA error maps are presented in Figure 1.

[image: Figure 1]

FIGURE 1
 Examples of SMA error maps for four subjects (A–D). Two subplots correspond to one subject for the upper extremity (0.1) and for the lower extremity (0.2). Stimulation points are coloured in their corresponding error category. Upper extremity: grey (no error), orange (minor error), red (major error); lower extremity: grey (no visually detected movement error) and red (visually detected movement error) respectively. White coloured points represent stimulation points for which the residual electrical field at the M1 hotspot field was above the RMT. Larger dots correspond to M1 (yellow) and SMA (red) hotspots. The distance between two stimulation points was 4 to 5 mm on average.




3.2. Additional tasks

A significant reduction of finger taps occurred during stimulation (25.70 ± 4.00 taps) compared to baseline (30.48 ± 2.94 taps; p < 0.01). This effect was not impacted by subjects’ age (p = 0.2604). Bimanual finger tapping increased the number of taps (28.43 ± 3.74 taps) compared to unilateral tapping during stimulation significantly (p < 0.01). However, the number of finger taps in the bimanual condition still remained below baseline (p < 0.01; Figure 2A). An example of the different finger tapping task conditions for two subjects can be found in Supplementary Videos. Completion time for the NHPT increased significantly during stimulation (16.4 ± 4.2 s) compared to baseline (13.6 ± 2.7 s; p < 0.01; Figure 2B) as demonstrated for one subject in Supplementary Videos. In 11 cases (14 hemispheres), the intensity for the NHPT had to be reduced in 5% steps due to system inbuilt safety restrictions forbidding longer stimulation for the necessary completion time. The intensity was 110% for 9 hemispheres and 105% for 3 hemispheres. The lowest applied stimulation intensity was 100% for 2 hemispheres. One subject specifically described a built-up of stimulation effect on the finger tapping task over time.

[image: Figure 2]

FIGURE 2
 Boxplots for (A) finger tapping scores during baseline, unimanual and bimanual tapping during stimulation, (B) Nine-Hole Peg Test during baseline and stimulation. Asterisks indicate statistically different effects (p < 0.05; linear mixed models). Small black dots represent single subject values.




3.3. Mapping of the lower extremity

For the lower extremity, a median of 10 (9–10) unique stimulation points was set per hemisphere across all participants. Replicable visually detected movement errors could be induced in 28 out of 30 subjects (20 bi-hemispherically, 28 uni-hemispherically) for a median of 2 (1–3). Hence, the median error incidence for the lower extremity in these subjects was 20.00% (11.11–33.33%). The exact type of visually detected movement errors varied between subjects. Increased arrhythmicity and reduced fluency in toe tapping was common (Supplementary Videos. Subject 1). In addition, some subjects showed sudden complete arrest of tapping or proceeded with the task even after the stimulation had stopped (Supplementary Videos. Subject 2). For 3 subjects the stimulation intensity was reduced to 130% (2 left-hemispherically, 1 right-hemispherically) due to a very high RMT.



3.4. Impact of hemispheric dominance

Data of 22 right-handed and 5 left-handed participants was included in this analysis. A median of 19 unique points was stimulated for both dominant (IQR 18–20) and non-dominant (IQR 19–20) hemisphere for the upper extremity across subjects. For participants with major errors the median error incidence was 11.76% (5.56–16.67%) for the dominant and 10.12% (5.20–15.20%) for the non-dominant hemisphere accordingly (p = 0.075). For minor errors the median error incidence was 5.88% (5.00–10.53%) for the dominant and 5.56% (5.26–10.39%) for the non-dominant hemisphere (p = 0.672). Subjects with limited replicable errors showed a median error incidence of 5.26% (5.00–5.88%) for the dominant and 5.00% (5.00–5.26%) for the non-dominant hemisphere (p = 0.154). For the lower extremity a median of 10 unique points (9–10) was stimulated across participants for the dominant hemisphere. The non-dominant hemisphere received the same amount of unique stimulation points. A median error incidence of 20.00% (20.00–33.33%) was evaluated for the dominant hemisphere across subjects with visually detected movement errors. For the non-dominant hemisphere, it was 18.33% (10.28–30.00%) respectively (p = 0.204). Overall, differences in error incidences between the dominant and non-dominant hemisphere did not reach the level of significance.




4. Discussion

This study validated a non-invasive rnTMS based protocol for SMA mapping in healthy subjects. The current findings underline the feasibility of an extension of the proposed protocol to the non-dominant hemisphere and lower extremity. Further, refined instructions for mapping procedures and error classifications were provided. Finally, the present study gives insights into the somatotopic organisation of the SMA.

Following the virtual lesion paradigm, the current results are in line with previous studies showing that rnTMS applied to the SMA can induce a reduction of finger taps (Schramm et al., 2019; Engelhardt et al., 2023). Mapping of both hemispheres was possible similarly to preceding studies which used the Jebsen-Taylor hand function test (Schramm et al., 2019, 2020). However, the importance of hemispheric dominance regarding SMA function is not yet fully understood. The mentioned studies report a stronger effect during stimulation of the right hemisphere when looking at right-handed subjects while the current results suggest no significant differences. Other studies linked the occurrence of language deficits to the resection of the dominant hemisphere (Bannur and Rajshekhar, 2000; Dalacorte et al., 2012). In this study, only the SMA involvement in motor function was investigated. Overall, the relevance of hemispheric dominance should be investigated by future studies.

The current study refined and standardised the protocol description and error classification of the previously proposed protocol (Engelhardt et al., 2023). According to this new protocol a minimum of 15 points was stimulated twice per hemisphere and subject. In this context error categories for the finger tapping reduction have been lowered from ≥30% to ≥20% for major errors and ≥ 15% to ≥10% for minor errors. Overall, protocol changes were made specifically with the focus on ensuring replicability of errors.

The previously observed built up of stimulation effects (Engelhardt et al., 2023) was only observed in one subject in the present study. This raises the question whether the effect was indeed related to stimulation or rather a characteristic of subject dependent muscle fatigue. In support of an actual stimulation induced effect, Emanuel et al. (2021) report an increased stuck-in-the-middle phenomenon meaning a sharper decrease in effort towards the middle of a task compared to beginning and end after inhibitory SMA stimulation.

The current results suggest an improvement of finger tapping performance due to bimanual instead of unimanual tapping during stimulation. It has been shown that SMA activation can drive also contralateral executive motor function in case of contralateral SMA failure through transcallosal connections. This is supported by the notion that a strong interhemispheric connectivity facilitates rehabilitation after SMA lesions (Krainik et al., 2004; Vassal et al., 2017). Previous studies have shown the involvement of the SMA in coordinating bimanual movements by altering the interhemispheric connectivity (Serrien et al., 2002; Welniarz et al., 2019). Therefore, a possible explanation might be that bimanual tapping compensates for stimulation induced disruptions. Further, it could be hypothesised that a short delay in tapping normalisation might occur due to the time needed for interhemispheric transmission.

Overall, the present study suggests stimulation effects smaller than reported by Engelhardt et al. (2023). Responsiveness could be increased with higher stimulation intensities while controlling for activation of M1yet at the cost of spatial specificity. The importance of ensuring proper SMA responses by controlling for the residual electric field over M1 was reinforced in the current study. A high interindividual difference regarding size and location of the area susceptible to stimulation was found similarly to the preceding study (Engelhardt et al., 2023). This could be partially explained by functio-anatomical differences or variable effects of methodology. Therefore, we suggest caution when interpreting the absence of errors as this could be due to the absence of function or due to the lack of a sufficiently intense simulation. In contrast, induced errors could be more reliable. However, these hypotheses need to be investigated in a clinical sample, where the relation between presence or absence of errors, a potential resection and postoperative deficits can be clearly established.

Previous studies highlight an underlying somatotopy of the SMA mostly based on the clinical outcome after SMA resection. These findings indicate a structural organisation of face, upper and lower extremity from anterior to posterior (Zentner et al., 1996; Fontaine et al., 2002; Krainik et al., 2004). The current results support this hypothesis as errors in upper extremity function occurred mostly in the medial part of the SMA and errors in lower extremity function in the posterior part. However, due to time constraints of the measurement not all SMA portions were examined for lower extremity errors, thus limiting these conclusions. Nevertheless, the present study demonstrates that a somatotopic map could be created using more tasks and testing upper and lower extremities.

As a next step, this refined protocol could be applied to patients to validate whether rnTMS positive stimulation points are functionally essential and therefore rnTMS based SMA mapping could deliver valuable clinical information. In this context, the protocol could be implemented within the clinical setting to aid risk assessment in addition to preoperative diagnostics and planning. Further, it could be used to assess SMA reorganisation due to surgery or other brain lesions by comparing SMA maps of different timepoints.


4.1. Limitations

The present study focused on the number of finger taps as a simple and easy to assess outcome. The toe tapping has been analysed regarding visually detected movement errors by two independent assessors. Future studies could use more detailed and objective measures by applying a sensor to measure timing of taps, inter-tap intervals or movement kinematics. In addition, these measures could be used to investigate a potential built-up of the SMA stimulation effect over time. Further, these analyses could aid to identify mechanisms behind bimanual movement coordination including whether the contralesional SMA takes over function of the lesioned side. Electric field estimates were based on the multi spherical head model integrated in the Nexstim system to enable fast and easy online assessment. However, more realistic head models might lead to slightly deviating results of the electric field estimates (Nieminen et al., 2022). These differences might become relevant when stimulating close to M1 or with residual intensities close to the RMT. Especially for the lower extremity activation of the contralateral SMA cannot be completely excluded due to the high stimulation intensities used and proximity of both areas. Even though the strongest stimulation effects were observed a bit more distant from the midline, a potential confounding activation of the contralateral SMA should be carefully monitored. The current study focused on anatomical landmarks to identify the stimulation area, however SMA boundaries are not strictly defined (Nachev et al., 2008). Sites inducing foot movement disruptions also encompassed sites which produced major disruptions in finger tapping. This suggests that given the existence of a somatotopy, boundaries between hand and foot areas might not be sharp. Future studies could stimulate more frontal or lateral regions such as the pre-SMA to further investigate spatial delineation and somatotopic organisation of the SMA. This could also aid to additionally validate SMA specificity of stimulation effects.



4.2. Conclusion

The present study refined and validated a protocol for the non-invasive rnTMS based mapping of the SMA considering both hemispheres and somatotopy of the SMA. As a next step, this protocol will be tested in a clinical setting to test its ability to aid preoperative diagnostics, risk assessment for the occurrence of the SMA syndrome and assessment of postoperative reorganisation in brain tumor patients.
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Objective: Although intracranial electrical stimulation has emerged as a treatment option for various diseases, its impact on the properties of brain networks remains challenging due to its invasive nature. The combination of intracranial electrical stimulation and whole-brain functional magnetic resonance imaging (fMRI) in patients with refractory epilepsy (RE) makes it possible to study the network properties associated with electrical stimulation. Thus, our study aimed to investigate the brain network characteristics of RE patients with concurrent electrical stimulation and obtain possible clinical biomarkers.

Methods: Our study used the GRETNA toolbox, a graph theoretical network analysis toolbox for imaging connectomics, to calculate and analyze the network topological attributes including global measures (small-world parameters and network efficiency) and nodal characteristics. The resting-state fMRI (rs-fMRI) and the fMRI concurrent electrical stimulation (es-fMRI) of RE patients were utilized to make group comparisons with healthy controls to identify the differences in network topology properties. Network properties comparisons before and after electrode implantation in the same patient were used to further analyze stimulus-related changes in network properties. Modular analysis was used to examine connectivity and distribution characteristics in the brain networks of all participants in study.

Results: Compared to healthy controls, the rs-fMRI and the es-fMRI of RE patients exhibited impaired small-world property and reduced network efficiency. Nodal properties, such as nodal clustering coefficient (NCp), betweenness centrality (Bc), and degree centrality (Dc), exhibited differences between RE patients (including rs-fMRI and es-fMRI) and healthy controls. The network connectivity of RE patients (including rs-fMRI and es-fMRI) showed reduced intra-modular connections in subcortical areas and the occipital lobe, as well as decreased inter-modular connections between frontal and subcortical regions, and parieto-occipital regions compared to healthy controls. The brain networks of es-fMRI showed a relatively weaker small-world structure compared to rs-fMRI.

Conclusion: The brain networks of RE patients exhibited a reduced small-world property, with a tendency toward random networks. The network connectivity patterns in RE patients exhibited reduced connections between cortical and subcortical regions and enhanced connections among parieto-occipital regions. Electrical stimulation can modulate brain network activity, leading to changes in network connectivity patterns and properties.
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1 Introduction

Epilepsy is a neurological disorder characterized by recurrent and unprovoked seizures resulting from the intrinsic predisposition of the brain to generate unregulated electrical activity within its neural networks (Fisher et al., 2014). Although most epileptic patients show good responses to anti-seizure medications (ASMs), few patients continue to experience uncontrolled seizures despite receiving two ASMs (Schuele and Luders, 2008); this subgroup of epilepsy is called refractory epilepsy (RE) (Kwan et al., 2009). Frequent uncontrollable seizures can damage the developing cortical networks of the brain, leading to poor cognitive prognosis (Helmstaedter and Witt, 2017). It is essential to understand the pathogenesis underlying the electrical activity within brain networks to enable targeted interventions during the condition. Notably, functional imaging technology has been used frequently in neuropsychiatry (Li et al., 2017; Leitgeb et al., 2020; Wang et al., 2020; Song et al., 2021; Guan et al., 2022), thereby contributing significantly to the advancement of research on brain network disorders. Functional magnetic resonance imaging (fMRI), a non-invasive modality, can detect spontaneous neuronal activity within human brain networks at resting-state (Biswal et al., 1995). This technique has become increasingly essential for investigating healthy and dysfunctional brain function, facilitating a more comprehensive understanding of the mechanisms underlying seizure generation and propagation and the alterations within the framework of brain networks in epilepsy (Ogawa et al., 1992; Jiang et al., 2018).

Regarding brain networks, a brain region is defined as a node within the network. The direct topological connections or functional coupling correlations between these brain regions form the edges of the network (Guan et al., 2022). The rs-fMRI brain network approach has been used to identify significant topological characteristics in human brain functional networks through graph theory analysis; these features include small-world property and modular attributes (Wang et al., 2020). Furthermore, this method enables the investigation of functional connectivity between the entire brain and specific local brain regions (Guan et al., 2022). A brain network that exhibits the small-world property is referred to as a small-world network; this type of network is distinguished by a high degree of clustering coefficients (Cp) and a short average path length (Lp) (Watts and Strogatz, 1998; Bassett and Bullmore, 2017). It lies between random and regular networks, balancing the segregation and integration of information processing (Bassett and Bullmore, 2017). This organizational structure appears optimal for functioning in various complex systems, including brain networks (Bullmore and Sporns, 2009). Brain networks can be divided into modules, formed by a subset of highly connected nodes with limited connections to nodes in other modules (Meunier et al., 2010). These modules reflect the major functional systems of the brain, such as motor, somatosensory or visual functions (Stam and van Straaten, 2012). Frequently, damage to relevant modules or networks is associated with brain dysfunction in distinct neural networks.

A growing body of evidence suggests that these properties are altered in certain disease states; furthermore, these alterations in brain network connectivity can serve as valuable novel biomarkers for understanding the underlying psychopathology of diseases (Greicius, 2008; Liu et al., 2008; Zhang and Raichle, 2010; Vlooswijk et al., 2011; Tao et al., 2013; Sethi et al., 2016; Zheng et al., 2018; Tavakol et al., 2019; Drenthen et al., 2020; Tian et al., 2020; Song et al., 2021). For instance, Liu et al. (2008) discovered significant alterations in the small-world attribute of the prefrontal, parietal, and temporal lobes in patients with schizophrenia, compared to healthy controls. These variations also correlate with illness duration in schizophrenia (Liu et al., 2008). A study on Optic neuritis (Song et al., 2021) revealed that a decrease in Cp could signify reduced functional connectivity in specific brain regions due to severe demyelination, often seen in cases of axonal injury. Recent studies suggested that modular-related properties may be sensitive in reflecting brain changes in patients with major depressive disorder (Tao et al., 2013; Zheng et al., 2018; Tian et al., 2020). Studies on the topological properties of brain networks in epilepsy have also been reported. The study conducted by Drenthen et al. (2020) discovered a reduction in small-world organization in the brain networks of children with childhood absence epilepsy (CAE) in comparison to the controls. Additionally, the study revealed a positive correlation between Lp and disease duration as well as seizure frequency in CAE children. Studies of functional networks in temporal lobe epilepsy (TLE) have often reported increases in Lp (Vlooswijk et al., 2011; Sethi et al., 2016; Tavakol et al., 2019), and changes in these attributes have been associated with cognitive deficits (Vlooswijk et al., 2011).

These days, intracranial electrical stimulation has seen extensive use in treating psychiatric and neurological conditions, as well as in the preoperative localization of epilepsy (Lozano and Lipsman, 2013; Forouzannezhad et al., 2019; Thompson et al., 2020). Therefore, the impact of electrical stimulation on brain networks or brain functions, such as on perception (Parvizi et al., 2012), cognition (Parvizi et al., 2013), and emotion (Fried et al., 1998), has garnered considerable attention. However, studies on the properties of brain networks in relation to electrical stimulation are lacking due to its invasive nature. Patients with RE require surgery to intervene in the abnormal discharging of nerve cells in the brain due to uncontrollable seizures. This compensates for the fact that electrodes cannot be implanted in the brains of healthy people to study the effects of electrical stimulation. A novel approach integrates intracranial electrical stimulation with whole-brain neuroimaging in RE patients, enabling the quantification of acute long-range and network-level effects of the stimulation (Thompson et al., 2020). The method, which complements existing rs-fMRI network studies, can examine alterations in the functional connectivity of brain networks following electrode implantation, providing a more intuitive understanding of the impact of electrical stimulation on functional networks (Oya et al., 2017). Therefore, investigating the association between electrical stimulation and functional connectivity can provide insights into the precise impact of electrical stimulation on brain function; this includes its potential to facilitate or impede information transfer. Quantifiable indicators or evaluation criteria are needed to assess this stimulating effect. If there are network properties or phenotypes associated with electrical stimulation, this will provide useful information for the clinical treatment of RE.

Therefore, our study aimed to investigate the brain network characteristics of patients with RE concurrent electrical stimulation and obtain possible clinically significant biomarkers. To achieve this goal, the fMRI data of RE patients under combined electrical stimulation will undergo network connectivity analysis using graph theory topological properties. Firstly, we investigated the network properties in individuals with RE during resting-state and synchronous electrical stimulation in comparison to healthy controls to identify the main features of brain networks in RE patients. Then, we also compared the characteristics of brain networks before and after electrode implantation in the same patients, providing further evidence of the potential effects of electrical stimulation on network properties. This study is expected to provide more information for the diagnosis and intervention of RE.



2 Methods and materials

This study used the [Dataset] ds002799, available on the OpenNeuro data sharing platform.1 This dataset comprised 26 RE patients who underwent fMRI before and after electrode implantation. Most of them have no structural abnormalities or lesions in brain. The University of Iowa Institutional Review Board, Stanford University, and Caltech approved the study protocol. Informed consent was obtained from all the participants.


2.1 Data collection

All patients underwent anatomical MRI [T1-weighted (T1w) images] and rs-fMRI before electrode implantation. The T1w images were obtained using a 3 T GE Discovery 750w MRI equipped with a 32-channel head coil. The BRAVO sequence was used, with the following parameters: echo time (TE) of 3.376 ms, repetition time (TR) of 8.588 ms, flip angle of 12°, and voxel size of 1.0 × 1.0 × 0.8 mm. Participants were instructed to keep their eyes open during the rs-fMRI session before electrode implantation. Each session lasted 4.8 min and was conducted using a 32-channel head coil. The scan parameters were as follows: TR of 2,260 ms, TE of 30 ms, flip angle of 80°, and voxel size of 3.4 × 3.4 × 4.0 mm. Notably, no gap was present and the bandwidth was set at 2003 Hz/Px. The functional images after electrode implantation were scanned with simultaneous electrical stimulation on two distinct scanners before the surgery (Oya et al., 2017). The earlier images were obtained using a Siemens 3 T Trio scanner. In contrast, the later images were obtained using a 3 T Skyra (Siemens) due to specific collection conditions. The scan parameters used were as follows: TR of 3,000 ms; a delay of 100 ms was introduced in TR to coincide with the administration of electrical stimulation; TE of 30 ms; voxel size of 3 × 3 × 3 mm; flip angle of 90°; and bandwidth of 1934 Hz/Px. Notably, the authors of the raw data (Thompson et al., 2020) recommend treating the data obtained on the two scanners as comparable for group analyzes.

To minimize stimulation-induced MRI artifacts and the potential interactions between external electrical stimuli and radiofrequency or gradient switching-induced potentials in the electrodes, the delivery of electrical stimuli was interleaved with echo-planar imaging (EPI) volume acquisition, occurring within a 100 ms blank period devoid of scanner radiofrequency or gradient switching. Stimulation was blocked and organized in (approximately 30 s ON and OFF) with a total run duration of about 10 min for each electrical stimulation (es)-fMRI run of patients, with specific details varying slightly among patients. No significant difference was observed in head motion between no stimulation and stimulation epochs (Thompson et al., 2020). Most patients underwent multiple es-fMRI runs involving the implantation of several electrodes. These es-fMRI runs were included in the fMRI data preprocessing steps. The brain stimulation used bi-phasic charge-balanced square pulses characterized by a length of 50–90 ms, 8–12 mA, and 5–9 pulses administered at a stimulation rate of 100 Hz. The stimulation parameters, including amplitude, duration, and electrode position standard coordinates corresponding to the MNI152 template, can be found in the ieeg subdirectory of [Dataset] ds002799 on the OpenNeuro platform (Thompson et al., 2020). Table 1 presents the stimulation points for each patient. More details about the data collection can be found in these articles (Oya et al., 2017; Thompson et al., 2020).



TABLE 1 The RE patients’ demographics information.
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For comparative analysis of network connectivity with healthy controls, we used the [Dataset] Berlin_Margulies from the 1,000 Functional Connectomes Project.2 This dataset comprised structural and functional images of 26 healthy controls (without neurological or psychiatric disorders) aged 23–44 years. All imaging scans were conducted using a Siemens 3 T Trio scanner. The T1w imaging parameters were as follows: voxel size of 1 × 1 × 1 mm, TR of 2.3 s, TE of 2.98 ms, inversion time (TI) of 900 ms, flip angle of 9°, and bandwidth of 240 Hz/Px. Regarding the fMRI data acquisition, the following parameters were used: 34 slices, voxel size of 3 × 3 × 4 mm, TR of 2.3 s, TE of 30 ms, flip angle of 90°, a total of 200 measurements were acquired in 7.45 min, no delay in TR, and a bandwidth of 2,232 Hz/Px.

The functional scans obtained before electrode implantation are resting-state BOLD fMRI data and were referred to as “rs-fMRI” in our study. The functional data obtained after electrode implantation, scanning with simultaneous electrical stimulation, was denoted as “es-fMRI” in our study. As no task was performed during the es-fMRI scans, and the electrical stimulation did not affect perception or behavior noticeably, the es-fMRI scans can be treated as “resting-state” fMRI (Thompson et al., 2020). When comparing patients with RE and healthy controls, the fMRI data collected from the healthy controls group was labeled as “HC-fMRI.” High-quality T1w images were acquired before any neurosurgical intervention, as the original data researchers recommended and supported by experimental evidence (Thompson et al., 2020). Therefore, during fMRI data pre-processing and analysis, T1w images were used for registration with the images of rs-fMRI and es-fMRI. Consistent with the findings of the previous study (Thompson et al., 2020), we successfully registered es-fMRI images with the T1w images before electrode implantation.



2.2 fMRI data pre-processing

The fMRI data from all enrolled participants were pre-processed using the GRETNA toolbox3 (Wang et al., 2015) in the MATLAB 2013b platform (Mathworks, Natick, MA, United States). The pre-processing protocols involved several steps, including the removal of the initial 10 volumes, correction of slice timing, correction of head motion, normalization of spatial data through T1 segmentation, elimination of linear trends, temporal band filtering (0.01–0.08 Hz), and regression of nuisance signals, including 24-parameter head motion profiles and cerebrospinal fluid and white matter signals. Participants exhibiting excessive head movement (translation >3.0 mm or rotation >3.0° in any direction) and those with framewise displacement (FD) > 0.5 mm were excluded. Upon completion of fMRI data pre-processing, 18 RE patients and 23 healthy controls were included.



2.3 Network connectivity construction and analysis

This study analyzed the differences in network connectivity between RE patients (including rs-fMRI and es-fMRI) and healthy controls. Furthermore, it assessed the effects of electrical stimulation on fMRI network connectivity. The AAL-90 atlas was used to construct 90 × 90 network connectivity matrices for each participant. The parcellation atlas provides essential information about the order, location, and names of each node stored in the toolbox (… \GRETNA\Templates). The resulting network connectivity matrices from various participants were then converted into two types of networks: binary and weighted. This conversion was achieved using sparsity thresholding techniques. These networks were used in our study to describe the characteristics of functional network connectivity. A recent study has demonstrated detailed algorithms for generating binary and weighted networks (Wang et al., 2015). The difference between binary and weighted networks primarily depends on whether connectivity strength is considered (Wang et al., 2015). Figure 1 shows the process for constructing network connectivity. The concept of sparsity, defined as the ratio of actual connections (E) to the total number of potential connections [N(N-1)/2] (Zalesky et al., 2012), has received significant attention in the scientific literatures. It has been used to investigate small-world organization across various connection densities. Previous studies have examined densities as low as 1–5% (Achard et al., 2006; Kitzbichler et al., 2011) and as high as 50% (Lynall et al., 2010). To ascertain small-world organization, the minimum connection density is often determined by ensuring that k > log(N), where k represents the mean node degree (Achard et al., 2006). Applying this principle to a network of dimensions N = 90 results in a minimum connection density of 5% (Zalesky et al., 2012). To ensure meaningful network connectivity and facilitate the estimation of small-world organization, the sparsity threshold used in our study was set at 5–35%, with increments of 1%. For our network connectivity analysis, we used the rs-fMRI data and 50 runs of es-fMRI data from 17 RE patients and fMRI data from 22 healthy controls.
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FIGURE 1
 Network connectivity construction. In this figure, individual fMRI represents the fMRI image of each subject enrolled in present study, which is pre-processed on the standard AAL-90 atlas to construct the functional connectivity matrix for each subject. The three connectivity matrices in the figure show the example of one subject, respectively, selected from rs-fMRI, es-fMRI and HC-fMRI. Finally, the binary networks and weighted networks are constructed using sparsity threshold method. rs-fMRI, the resting-state fMRI of RE patients; es-fMRI, the fMRI concurrent electrical stimulation of RE patients; HC-fMRI, healthy controls’ fMRI.


Our study analyzed various topological properties in brain networks, including global and nodal parameters. The global network properties included characteristics of small-world property and network efficiency, such as global network efficiency (Eg) and local network efficiency (Eloc). The small-world property was evaluated through these parameters, such as the Cp, Lp, normalized clustering coefficient (γ), normalized characteristic path length (λ), and small-worldness (σ). Notably, γ was calculated as the ratio of Cp to Cprand, whereas λ was computed as the ratio of Lp to Lprand. These reference values, Cprand and Lprand, were derived from randomized networks generated by using a Markov-chain algorithm (Maslov and Sneppen, 2002; Sporns and Zwi, 2004) within the GRETNA toolbox; this maintains an equivalent number of nodes and edges, as well as comparable degree distribution to the actual brain networks (Wang et al., 2015). Small-world networks exhibit a significantly elevated mean Cp akin to regular lattice networks (γ > 1), along with small Lp comparable to random networks (λ ≈ 1) (Watts and Strogatz, 1998). Cp, defined as the proportion of connections established between a node’s neighbors, provides insight into the extent of connections within a local cluster (Leitgeb et al., 2020). A pronounced Cp signifies efficient local information transfer and resilience against random attacks and subsequent node failures (Bullmore and Sporns, 2009; Rubinov and Sporns, 2010). In contrast, the Lp refers to the minimum number of edges necessary for traversing from one node to another (Van Straaten and Stam, 2013). The observed Lp within brain networks further emphasizes efficient parallel information transfer and effective global integration (Van Straaten and Stam, 2013).

Our study has also computed various nodal properties concerning network connectivity, including nodal clustering coefficient (NCp), nodal characteristic shortest path length (NLp), betweenness centrality (Bc), and degree centrality (Dc). Bc quantifies the impact of a node on the information flow in the graph, whereas Dc measures the number of direct connections a given node maintains with other nodes in the graph (Guan et al., 2022). To evaluate the global and nodal topological characteristics of the brain networks, the area under the curve (AUC) was computed for each parameter. This metric, calculated independently at the single threshold, is highly sensitive to the abnormal topological structure of brain diseases (Zhang et al., 2011). In the group analysis, AUC values of global and nodal network properties are used to compare the differences in network connectivity between rs-fMRI, es-fMRI and HC-fMRI.

To compare the distribution characteristics of fMRI network connectivity between RE patients (including rs-fMRI and es-fMRI) and healthy controls, network connectivity modules were constructed using a structural division of 90 regions of interest in AAL-90 atlas. These regions of interest were categorized into six sub-modules: frontal lobe, prefrontal lobe, subcortical areas, temporal lobe, occipital lobe, and parietal lobe. Our study computed the connectivity strength of intra-and inter-modules among rs-fMRI, es-fMRI, and HC-fMRI. In total, the connectivity strength from 15 inter-modular connections and 6 intra-modular connections were used to analyze modular connectivity patterns.

A comparative observation was performed using the fMRI data of same patients to conduct a more comprehensive analysis of brain networks pre-and post-electrode implantation. Multiple runs of es-fMRI images from the same patient were compared with their rs-fMRI images, using small-world parameters and network efficiency as comparable quantitative measures. These network properties values of es-fMRI runs were divided into two categories with the values greater than and less than rs-fMRI, and the differences between them were assessed to determine whether the parameters distribution originated from the same population.

All stages of image pre-processing, network construction, and analyses were performed using the GRETNA toolbox. The results about nodal properties and the network connectivity patterns were visualized using the BrainNet Viewer toolbox4 (Xia et al., 2013).



2.4 Statistics

The connectivity topological properties, including global, nodal, and modular parameters, in brain networks of rs-fMRI, es-fMRI, and HC-fMRI were compared using a one-way analysis of variance (ANOVA) test; the analysis controlled for the covariates of mean FD and age of each participant. Non-parametric tests were used when data did not meet the criteria for normal distribution. p-values <0.05 were considered statistically significant. Post hoc tests were performed between any two groups in cases where the ANOVA test revealed significant differences. Bonferroni correction procedure was used to evaluate the multiple comparisons of nodal parameters and modular analysis. Fisher’s exact test was used to determine the consistency of small-world parameters and network efficiency between es-fMRI runs and rs-fMRI data for individual comparisons. Statistical analyses were performed using SPSS version 20 (SPSS, Inc., Chicago, IL, United States).




3 Results

The network analysis finally included 17 patients with RE and 22 healthy controls in our study. No significant differences were observed between both groups with respect to age (p = 0.171) and sex (p = 0.325). The RE patients had an average age of 34.06 ± 11.85, among whom 5 were females and 12 were males. The healthy controls had an average age of 29.73 ± 4.86, including 12 females and 11 males. The demographics of all study participants are presented in Tables 1, 2.



TABLE 2 The healthy controls’ demographics information.
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3.1 Global network properties

The results revealed a consistent trend of change in network topological properties among RE patients and healthy controls as the sparsity threshold varied (Figure 2). As the network’s sparsity threshold increased, σ, Lp, γ, and λ demonstrated a decrease in both binary and weighted networks. Conversely, Cp and network efficiency (Eg and Eloc) increased with varying sparsity thresholds in both network types. Upon comparing the global property parameters across three groups (rs-fMRI, es-fMRI and HC-fMRI), significant differences were observed in σ, γ, Eg, and Eloc among the three groups in both types of networks (Figure 3). Notably, significant differences were observed in Cp and Lp among the three groups in weighted networks (Figure 3). However, in binary networks, no significant differences were observed in Cp (p = 0.174) and Lp (p = 0.101) among the three groups. The binary networks of es-fMRI showed slightly elevated Cp values compared to those of rs-fMRI, although this difference was not statistically significant. The brain networks derived from the es-fMRI exhibited lower σ, γ, Eg, and Eloc and higher Lp values than those from the rs-fMRI and HC-fMRI (Figure 3). Although no statistically significant differences were observed in small-world parameters between the rs-fMRI and HC-fMRI, the rs-fMRI group demonstrated lower σ, Cp, γ and higher Lp values. The binary networks exhibited significant differences in Eg and Eloc between the rs-fMRI and HC-fMRI (Figure 3). The λ demonstrated no significant differences among the three groups, regardless of whether binary (p = 0.429) or weighted networks (p = 0.578) were considered.
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FIGURE 2
 Global network properties varying with changes in sparsity. The figure illustrates the global network property parameters at different sparsity thresholds. The X-axis denotes the sparsity threshold, while the Y-axis represents the corresponding property values. The observed alterations in the line patterns indicate a consistent change in the network properties among the rs-fMRI, es-fMRI and HC-fMRI with varying sparsity levels. (A–G) The figures illustrate the variations in Sigma, Cp, Lp, Gamma, Lambda, Eg and Eloc values in response to changes in sparsity. Sigma (σ), small-worldness; Cp, clustering coefficient; Lp, characteristic path length; Gamma (γ), normalized clustering coefficient; Lambda (λ), normalized characteristic path length; Eg, global network efficiency; Eloc, local network efficiency; rs-fMRI, the resting-state fMRI of RE patients; es-fMRI, the fMRI concurrent electrical stimulation of RE patients; HC-fMRI, healthy controls’ fMRI.
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FIGURE 3
 Comparisons of global network properties. The figure shows the AUC values comparison of global network properties of rs-fMRI, es-fMRI, and HC-fMRI in both binary and weighted networks under all sparsity thresholds. Network properties with statistical differences after multiple correlations are marked with black asterisks. The “a” refers to the AUC values of these network properties. AUC, area under the curve; Sigma (σ), small-worldness; Cp, clustering coefficient; Lp, characteristic path length; Gamma (γ), normalized clustering coefficient; Lambda (λ), normalized characteristic path length; Eg, global network efficiency; Eloc, local network efficiency; rs-fMRI, the resting-state fMRI of RE patients; es-fMRI, the fMRI concurrent electrical stimulation of RE patients; HC-fMRI, healthy controls’ fMRI.




3.2 Nodal network properties

Regarding nodal properties, Bc, Dc, and NCp exhibited differences among the three groups (rs-fMRI, es-fMRI and HC-fMRI) in binary and weighted networks (Figure 4). However, NLp displayed no significant differences among the three groups in either network type. In binary networks, specific nodes, such as the left fusiform gyrus (FFG.L), right putamen (PUT.R), left thalamus (THA.L), and right thalamus (THA.R), demonstrated distinct Bc values (Figure 4A). Similarly, in weighted networks, the Bc of PUT.R exhibited differences. Notably, healthy controls exhibited higher Bc values in the bilateral thalamus and FFG.L compared to RE patients (including rs-fMRI and es-fMRI) in binary networks. Conversely, the rs-fMRI and the es-fMRI of RE patients exhibited higher Bc values in PUT.R compared to healthy controls in both types of networks. The Dc of the right precuneus (PCUN.R), THA.L, and THA.R exhibited significant differences among the three groups in binary networks (Figure 4B), whereas the Dc of left rolandic operculum (ROL.L), left supramarginal gyrus (SMG.L), PCUN.R, left pallidum (PAL.L), right pallidum (PAL.R), THA.L and THA.R exhibited differences in weighted networks. Notably, the rs-fMRI and the es-fMRI of RE patients exhibited increased Dc values in PCUN.R compared to healthy controls in binary and weighted networks. Furthermore, the rs-fMRI exhibited higher Dc values in SMG.L compared to HC-fMRI and es-fMRI in weighted networks. Conversely, in binary networks, THA.L and THA.R demonstrated higher Dc values in healthy controls than RE patients (including rs-fMRI and es-fMRI). Moreover, in weighted networks, ROL.L, PAL.L, PAL.R, THA.L, and THA.R exhibited higher Dc values in healthy controls than RE patients (including rs-fMRI and es-fMRI). The left precentral gyrus (PreCG.L) exhibited higher NCp value in RE patients (including rs-fMRI and es-fMRI) compared to healthy controls in binary networks. By contrast, healthy controls demonstrated increased NCp in left parahippocampal gyrus (PHG.L), right superior occipital gyrus (SOG.R), left putamen (PUT.L), and left superior temporal gyrus (STG.L) compared to RE patients (including rs-fMRI and es-fMRI) in weighted networks (Figure 4C). The binary networks of rs-fMRI exhibited increased NCp in left insula (INS.L) compared to HC-fMRI, while the INS.L of es-fMRI showed the lowest NCp values in two types of networks.

[image: Figure 4]

FIGURE 4
 Distributions and comparisons of nodal network properties. The figure illustrates the distribution of nodal network properties within the brain, highlighting significant differences between RE patients (including rs-fMRI and es-fMRI) and healthy controls in both binary and weighted networks. Specifically, the figures respectively display the comparisons of Bc (A), Dc (B) and NCp (C) in the two types of networks across three groups of individuals. Nodes with distinct differences are exhibited in figures, and marked with their brain region abbreviations. The varying sizes of nodes reflect the different values of the nodal properties, where the red and blue dots, respectively, indicate the increased and decreased nodal property values in brain regions. Bc, betweenness centrality; Dc, degree centrality; NCp, nodal clustering coefficient; FFG.L, left fusiform gyrus; PUT.L, left putamen; PUT.R, right putamen; THA.L, left thalamus; THA.R, right thalamus; PAL.L, left pallidum; PAL.R, right pallidum; PCUN.R, right precuneus; ROL.L, left rolandic operculum; SMG.L, left supramarginal gyrus; SOG.R, right superior occipital gyrus; INS.L, left insula; PHG.L, left parahippocampal gyrus; PreCG.L, left precental gyrus; STG.L, left superior temporal gyrus.




3.3 Network connectivity patterns

The network connectivity distributions among brain modules of three groups (rs-fMRI, es-fMRi and HC-fMRI) were displayed in Figure 5A. The modular analysis revealed significant differences in inter-regional connectivity, such as the connections between frontal lobe module and subcortical regions, and the connections between parietal lobe module and occipital lobe module (Figure 5B). Internal connectivity differences were observed within subcortical areas and the occipital lobe module (Figure 5B). Compared to healthy controls, RE patients demonstrated reduced connectivity between the frontal and subcortical areas while exhibiting enhanced connectivity between the parietal and occipital areas. Notably, modular connectivity strength within the subcortical and occipital networks in RE patients was lower compared to healthy controls. In all modular differences, es-fMRI brain networks exhibited increased connectivity strength compared to those from rs-fMRI.

[image: Figure 5]

FIGURE 5
 Modular distributions and comparisons of network connectivity patterns. The group average functional connectivity matrix of rs-fMRI, es-fMRI and HC-fMRI was used to construct group average connectivity map with modular division, and the connections greater than the sparsity threshold value of 0.05 were shown in this figure (A). In this figure, the internal connections of the modules are connected with lines of the same color as the modules, and the connections between different modules are connected with gray lines. The thickness of the line indicates the connectivity strength of the connections between brain regions. (B) The figure shows the modularization analysis of RE patients and healthy controls. The black asterisks were used to exhibited significant differences after multiple comparisons, and the black arrows were utilized to indicate relative increase or decrease in module connectivity strength. Where the * means p < 0.05, ** means p < 0.01, *** means p < 0.001. RE, refractory epilepsy patients; HC, healthy controls; rs, the resting-state fMRI of RE patients; es, the fMRI concurrent electrical stimulation of RE patients.




3.4 Individual network connectivity comparison between rs-fMRI and es-fMRI

The findings of sub334 were used to exemplify the differences in network connectivity between rs-fMRI and es-fMRI (Figure 6A). Notably, properties, such as σ, Cp, Lp, γ, Eg, and Eloc, exhibited differences, whereas λ showed no significant difference between rs-fMRI and es-fMRI. The rs-fMRI brain networks exhibited elevated σ and γ values, whereas the es-fMRI brain networks demonstrated relatively increased Lp values (Figure 6B) in both network types. Additionally, Eg in binary networks and Eloc in weighted networks of rs-fMRI were higher than those of es-fMRI. The Cp of es-fMRI demonstrated a relatively higher value in binary networks, consistent with group comparison results (Figure 3).
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FIGURE 6
 Comparisons of individual network properties between rs-fMRI and es-fMRI. (A) The figure shows the distribution of AUC values of global network properties between rs-fMRI and es-fMRI in two types of networks using sub334 as an example. (B) The figure shows the comparison of network connectivity properties between rs-fMRI and es-fMRI, and black asterisks mark significant differences in brain networks between the two states. AUC, area under the curve; Sigma (σ), small-worldness; Cp, clustering coefficient; Lp, characteristic path length; Gamma (γ), normalized clustering coefficient; Lambda (λ), normalized characteristic path length; Eg, global network efficiency; Eloc, local network efficiency; rs-fMRI, the resting-state fMRI of RE patients; es-fMRI, the fMRI concurrent electrical stimulation of RE patients.





4 Discussion


4.1 Reduced small-world property and network efficiency

In our study, both RE patients and healthy controls exhibited consistent modifications in the network connectivity characteristics across both binary and weighted networks as the sparsity threshold varied, suggesting that the brain networks of RE patients maintained normal structural and functional properties. Notably, the brain networks of RE patients exhibited the characteristic small-world architecture, with γ > 1 and λ ≈ 1. This persistence of small-world property suggests that information transfer within the brain during cognitive or motor activities continues to be facilitated in RE patients, consistent with a previous study (Song et al., 2021).

However, significant differences are observed in the small-world property between RE patients and healthy controls. In our findings, both rs-fMRI and es-fMRI exhibited lower σ, Cp, and γ and higher Lp values in brain networks compared to healthy controls. This implies that RE patients possess a weaker small-world network than their healthy controls. The small-world property measures the equilibrium between global and local processing mechanisms (Guan et al., 2022). Elevated Cp and γ values signify functional segregation within brain networks, indicating a prevalence of localized interconnectivity (Guan et al., 2022). Conversely, reduced Lp and λ values may suggest functional integration within the brain, reflecting the ability to transmit global information (Guan et al., 2022). In our study, the decreased Cp and γ could suggest a weakening of the local brain networks, leading to decreased interconnections among neighboring brain regions and impeding effective communication. From a network topology perspective, this might result in diminished or severed functional connectivity between certain brain regions, effectively excluding them from processing pertinent brain activity. Simultaneously, the increased Lp could indicate a reduction in the communication efficiency of global networks, thereby inhibiting the comprehensive transmission of information during normal brain activity. This conclusion is further reinforced by the poorer network efficiency parameters (Eg and Eloc) in RE patients compared to healthy controls.

Whereas the findings of small-world property have not been consistent in previous similar studies. Consistent with our results, Jiang et al. (2017) found that the functional networks of right TLE tended to have more random attributes with reduced σ. During the interictal period, the neural network moved into a more randomly organized state with higher Lp and decreased Cp (Ponten et al., 2007). However, Wang J. et al. (2014) discovered that TLE patients exhibited statistically significant increases in Cp and Lp in comparison to the controls. Sethi et al. (2016) analyzed task-free fMRI data in polymicrogyria patients and found higher Cp and Lp in the affected area relative to the contralateral regions, indicating that the lesional anomalies may contribute disproportionately to global modifications. The reasons for the inconsistent findings remain unclear. They may be attributed to differences in sample sizes, patients’ ages and epilepsy phenotype, methods of measuring the connection form, use of ASMs as well as different experimental techniques (Jiang et al., 2017). Network properties appear to correlate with epilepsy phenotypes, and brain network organization seem to be modulated by the specific lesional and histopathological subtype (Tavakol et al., 2019). The RE patients we studied were in a resting state, and we believe that the course of the disease and the state of the disease could also be the factors that influenced the results of the study. In summary, previous studies and our findings indicate elevated Lp with concomitant increases or decreases in Cp within the brain networks of patients with TLE or RE. This suggests that the efficiency of information transfer and integration within the brain networks of these individuals with epilepsy was impaired.

Our study demonstrated the potential decline in the small-world architecture of brain networks among RE patients, indicated by decreased Cp, σ and γ and increased Lp. The brain networks of RE patients may lean toward a more random network structure. Such a shift toward randomness could compromise the stability and coordination of network connectivity between different brain regions, leading to a potential lack of synchronized and systematic responses to external stimuli or spontaneous brain activity. This observation implies that certain brain functions may be compromised or impaired in RE patients. Similar studies have also reported the relationship between small-world parameters and brain dysfunction. For example, Wang X. B. et al. (2014) found that the γ and λ were increased in the patients with mild cognitive impairment, and these abnormalities were associated with the slow speed of information processing in brain networks. Bai et al. (2012) and Wang et al. (2013) demonstrated a positive correlation between higher Lp values and poorer cognitive performance, as evidenced by clinical manifestations such as emotional, cognitive, or language impairment. The authors (Hatlestad-Hall et al., 2021) investigated the correlation between σ and functional neurocognitive networks in focal epilepsy and found that the σ of the default mode network (DMN) was associated with memory performance in patients.



4.2 Decreased activity in certain brain regions affects relevant brain functions

Additionally, RE patients exhibited significant disparities in nodal attributes compared to healthy controls. Bc measures the ability of a node to efficiently transmit information in networks by assessing its contribution to the shortest path between all other pairs of points (Guan et al., 2022). Dc represents the sum of direct connections of a node in a network (Guan et al., 2022). An elevated Dc indicates more connections (Rubinov and Sporns, 2010), implying a central hub status for the node. Variations in Bc and Dc within relevant brain regions indicate differences in transmission efficiency and connectivity strength. Notably, differences in Bc exhibited weakened transmission efficiency in the thalamus and fusiform gyrus among RE patients in our study. The thalamus is a relay station that receives sensory inputs from the ascending reticular activating system and transmits them to cortical areas (Sun et al., 2021), thereby maintaining heightened alertness and vigilance across the brain (Sun et al., 2021). The fusiform gyrus, located in the visual association cortex of the temporal lobe, is mainly responsible for face recognition. This result implies a potential impairment in information transmission ability and visual function among RE patients, affecting normal processing efficiency. Conversely, RE patients exhibited elevated Bc values in the right putamen, indicating the retention of motor control and postural coordination abilities. Additionally, an elevated Dc in the precuneus and supramarginal gyrus signifies increased connections with other brain areas, suggesting that the parietal lobe can serve as a highly connected hub in the brain networks of RE patients. By contrast, decreased Dc values in ROL.L, pallidum, and thalamus suggest reduced activity or connections within and around these brain areas. Notably, the precuneus, a part of the DMN, is activated during periods of rest and relatively inactivated during external stimulus tasks, thereby maintaining the equilibrium of brain networks (Raichle et al., 2001; Luo et al., 2011). Its activation enables the continuous acquisition of information from the environment and the body (Raichle et al., 2001). Meanwhile, the supramarginal gyrus plays a role in complex movements. The enhanced connectivity observed in the precuneus and supramarginal gyrus might compensate for impaired efficiency of information, allowing basic information processing and activity capability maintenance.

NCp serves as an indicator of a local network connectivity strength or capacity of a node. Notably, RE patients exhibited increased NCp in the precentral gyrus and relatively diminished NCp in regions, such as the parahippocampus, occipital lobe, putamen, and temporal lobe, indicating that the local connectivity strength of brain networks in RE patients is lower compared to healthy controls. The precentral gyrus, located in the frontal lobe, is associated with somatomotor functions. The frontal lobe plays a crucial role in various higher-order cognitive functions, behavioral control, and somatomotor and somatosensory functions, which are actively engaged in the sustained consciousness of epilepsy (Caplan et al., 2008). This emphasizes the significance of the frontal lobe in information processing in the brain networks among RE patients. The parahippocampus, forming a part of the hippocampal circuit, is involved in higher neural functions, such as emotion, learning, and memory. The occipital lobe, primarily responsible for visual processing, is intricately connected to cognitive and behavioral control pathways, particularly about visuospatial ability. The superior temporal gyrus plays a vital role in sound processing. These observed findings suggest that the brain functions related to memory, learning, emotion, visuospatial, and sound may be impaired among RE patients. Compared to healthy controls, the discrepancy of NCp in INS.L between rs-fMRI and es-fMRI, suggesting the possible impact of electrical stimulation.

Our study demonstrates that both types of networks yield similar outcomes, indicating that the characteristics of network topological properties are prevalent in the brain networks of RE patients. Conducting a comprehensive analysis of both network types enhances the credibility of our findings. In our study, the results obtained from analyzing global and nodal network properties in RE patients are consistent and mutually reinforcing. The observed disruption of the small-world structure indicates a decline in local connections between different brain network regions, leading to a corresponding decrease in network transmission efficiency. Additionally, the nodal network properties exhibited decreased activity in the brain regions, such as the thalamus, temporal lobe, occipital lobe, basal ganglia, and parahippocampus, whereas increased activity in the frontal lobe and precuneus among RE patients compared to healthy controls. This suggests disrupted connectivity within the brain networks of RE patients, potentially impairing the efficiency of information transmission and network functionality. Notably, these alterations impact brain functions related to consciousness, movement, somatosensory, visual, and auditory processes, emphasizing the mechanisms underlying the observed abnormal brain functions in RE patients.



4.3 Reduced network connectivity among intra-modules and inter-modules

Compared to healthy controls, network connectivity patterns in RE patients exhibited relatively diminished connections and weakened connectivity strength across the entire brain (Figures 5A,B). This observation implies potential reduced activity and impaired functions within areas, such as the occipital network areas and subcortical areas. The reduced connections between the frontal lobe and subcortical areas and the nodal property results suggest a potential weakening or disruption in synchronized activity between the cortex and the subcortical areas (particularly the thalamus), in RE patients. A previous animal study suggested that the cortex and thalamus are oscillatory structures responsible for generating sleep spindles (Steriade et al., 1985). Thus, our results indicate that reduced cortical-thalamic connectivity may affect normal brain activity. The es-fMRI brain networks exhibited a modular feature, with enhanced connections in the brain regions, such as the parieto-occipital lobe (Figure 5A). Nodal properties showed that the Dc values of parietal lobe were higher in RE patients than those in healthy subjects, supporting this finding. Enhanced parieto-occipital connectivity may be a remedy to offset the general reduced connections within inter-modules and intra-modules, allowing RE patients to maintain the basic functions of brain networks. These alterations in network connectivity among RE patients, even during resting-state, could serve as a compensatory mechanism before structural and functional damage ensues. This theory emphasizes the significance of functional connectivity changes before structural changes in certain conditions (Xu et al., 2019; Guan et al., 2022). The increased modular connectivity strength in the es-fMRI brain networks following electrical stimulation can be attributed to the activation of activity between specific brain regions through electrical stimulation, resulting in enhanced connectivity.



4.4 Electrical stimulation can regulate brain activity through network systems

Compared to rs-fMRI, es-fMRI showed comparatively lower σ and γ, as well as increased Lp in two network types and Cp in binary networks. The comparison of network property results among three groups offers additional support for these results. In general, the brain networks of es-fMRI displayed a weaker small-world property and a lower overall efficiency of information transmission. This increased local network connectivity (increased Cp) can be attributed to the effect of electrical stimulation, which causes certain regions of the brain to become more active. It indicates that electrical stimulation may play a significant role in influencing or modulating network activity or connectivity within the brain. Nodal properties suggest that electrical stimulation can contribute to the observed increases or decreases in the activity of certain brain regions compared to their pre-electrode implantation states. This modulation of brain network activity subsequently leads to changes in connectivity patterns, thereby affecting network properties, such as the small-world property.

Our present findings suggest that electrical stimulation may result in less efficient neuronal networks (a weaken small-world network), leading to decreased synchronized connectivity throughout the brain. We attribute the reasons for this outcome to several factors. First, there is a slight signal attenuation resulting from electrode implantation (Thompson et al., 2020). Though the impact is negligible after undergoing quality control and data preprocessing, it cannot be disregarded entirely. Second, various stimulation sites could produce distinctive effects on the characteristics of brain network, because each targeted stimulus might have a different function in brain network pathways. For example, the amygdala is a part of the limbic system and is associated with emotions. The frontal lobe is responsible for many higher cognitive functions, such as language and motor functions. Therefore, their regulation of brain activity might be different, which can lead to different network phenotypic characteristics. Based on the data conditions of our study, the effect of electrical stimulation with the amygdala as the main stimulus target may produce lower network efficiency results (Supplementary Table 1). Of course, more researches are needed to support this hypothesis, which will be improved in future study. Third, electrical stimulation does not solely activate the brain activity surrounding the stimulus point, but produces particular effects by regulating the activity of brain regions through a network system (Fox et al., 2014; Thompson et al., 2020; Vetkas et al., 2022b). Stimulation delivered through implanted electrodes can trigger activation in specific brain regions and enhance activity. By contrast, other regions of the brain may exhibit decreased activity or remain relatively inactive. Consequently, the interconnectivity between brain regions may undergo modification, thereby regulating the flow of information within the original network pathway. It is possible that brain networks as a whole may exhibit a reduction in network efficiency even if enhanced activity in certain brain regions. Combined with the increased Cp, nodal attributes and modular results of es-fMRI, we support the possibility of the latter two hypotheses.

However, the usefulness of this regulatory effect (activation or inhibition) for disease-specific brain networks varies in different circumstances. In other words, whether the electrical stimulation can achieve the desired therapeutic effect is dependent on the pathogenesis, severity of lesions (Fox et al., 2014), and network mechanism of particular diseases. RE, for instance, is primarily caused by recurrent and uncontrollable abnormal synchronous discharges from brain neurons. The treatment approach is to inhibit or terminate these discharges instead of activating them. If the stimulation in a particular area of the brain can regulate the interconnectivity of regions along the neural network pathway, resulting in reduced connectivity strength and efficiency, and ultimately inhibit aberrant synchronous neuronal activity, then this could advance the research and clinical implementation of electrical stimulation for the treatment of RE. Therefore, there is a need for further experimental research to investigate the regulatory effects of electrical stimulation on the brain network systems in the treatment of specific diseases like RE. Several important issues need to be addressed, such as determining the optimal placement of implanted electrodes and effectively managing the regulatory effects. Various brain targets have been explored for deep brain stimulation (DBS) in RE. Targets that have been investigated in randomized controlled trials and are currently used clinically include the anterior nucleus of the thalamus (ANT), the centromedian nucleus of the thalamus (CMT), and the hippocampus (Zangiabadi et al., 2019). The impact of identical target stimulation on distinct epilepsy phenotypes varies. A systematic review analysis suggests more efficient DBS of ANT for focal seizures, wider use of CMT for generalized seizures, and hippocampal DBS for temporal lobe seizures (Vetkas et al., 2022a). In our study, the electrical stimulation sites were predominantly situated in the amygdala and heschls gyrus. However, given the limited findings currently available, it would be premature to conclude if the electrical stimulation at these targets can lead to more effective therapeutic outcomes. To achieve therapeutic benefits, it is advisable to target brain regions that have the potential to induce significant modulation of brain activity while simultaneously inhibiting or disrupting disease-related activities or connections. Future research will identify specific network connectivity models and corresponding network attributes from diverse stimulation sites of individuals with RE. Experimental verification is essential to investigate the changes in brain activity resulting from electrical stimulation. We propose that this study represents an essential initial step toward the comprehensive exploration of network alterations at the individual level following intracranial brain stimulation, which could potentially enhance clinical decision-making in the context of refractory neurological disorders.




5 Limitations

Our study had several limitations. First, it should be recognized that changes to the MRI scanner and parameters were introduced in the laboratory settings before and after electrode implantation, potentially influencing certain fMRI data. However, the authors of raw data conducted quality assessment and made a comparison with a larger sample of healthy individuals, to address this concern. Although the resulting es-fMRI data exhibited some noise and signal loss, these effects did not significantly impact the overall findings. As recommended by the authors (Thompson et al., 2020), data processing was primarily controlled to mitigate motion artifacts and noise, leading to the exclusion of relevant subjects and data. Second, the study faced limitations in establishing a correlation between patients’ clinical characteristics and network connectivity due to constraints in available data. Third, due to relatively small sample size and unbalanced scanning conditions and parameters of this dataset, it is not sufficient for us to draw firm conclusions about the causal effects of electrical stimulation. However, we used two types of networks in the study to improve the scientific quality of the results. And the results of global attributes, nodal attributes and modular analysis supported and complemented each other, which increased the credibility and repeatability of the results of this study. To further substantiate the effects of electrical stimulation, we performed a comparative analysis of the global network properties of the different stimulation points (Supplementary Table 1; Figure 1). Due to the small sample size of the data, only the global network properties in amygdala and heschls gyrus were compared, and there are currently no obvious differences other than network efficiency. In conclusion, our study still provides a lot of information to support the study for the characteristics of brain networks and possible effects of electrical stimulation in patients with RE.



6 Conclusion

Our findings emphasize a reduction in small-world property among RE patients, indicating a shift toward random networks. This alteration in network architecture, characterized by reduced connectivity between network regions, potentially undermines network stability and information transmission efficiency. The revised inter-brain network connectivity pattern observed in RE patients may implicate cognitive and behavioral regulation. Electrical stimulation is a promising avenue for regulating specific brain regions or broader network systems. This approach offers a valuable means to investigate the effects of electrical stimulation on brain network connectivity and may supplement existing methodologies. This provides a foundation for studying the mechanisms of brain networks in RE and developing interventions. In future studies, larger sample sizes and monitoring dynamic changes in functional images following electrode implantation in RE patients will significantly enhance research in this field.
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Introduction: Anodal transcranial direct current stimulation (tDCS) has been reported to modulate gamma-aminobutyric acid levels and cerebral energy consumption in the brain. This study aims to investigate long-term GABA and cerebral energy modulation following anodal tDCS over the primary motor cortex.

Method: To assess GABA and energy level changes, proton and phosphorus magnetic resonance spectroscopy data were acquired before and after anodal or sham tDCS. In anodal stimulation, a 1 mA current was applied for 20 min, and the duration of ramping the current up/down at the start and end of the intervention was 10 s. In the sham-stimulation condition, the current was first ramped up over a period of 10 s, then immediately ramped down, and the condition was maintained for the next 20 min.

Results: The GABA concentration increased significantly following anodal stimulation in the first and second post-stimulation measurements. Likewise, both ATP/Pi and PCr/Pi ratios increased after anodal stimulation in the first and second post-stimulation measurements.

Conclusion: The approach employed in this study shows the feasibility of measuring long-term modulation of GABA and high-energy phosphates following anodal tDCS targeting the left M1, offering valuable insights into the mechanisms of neuroplasticity and energy metabolism, which may have implications for applications of this intervention in clinical populations.
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Introduction

Several studies have demonstrated molecular and neurophysiological evidence linking altered neuronal plasticity to neurological disorders (Di Lazzaro et al., 2010) and altered energy metabolism to metabolic disorders (Soares et al., 2011) in brain areas. It has been suggested that metabolic disorders are associated with neurological disorders (Crabtree and Gogos, 2014; Penninx and Lange, 2018). For instance, abnormal neuroplasticity mediated by altered neurotransmission (Harrison, 1999) has been observed in the prefrontal cortex in schizophrenia patients (Hulshoff Pol and Kahn, 2008). One suggested explanation is that hypofunction of the NMDA-type glutamate receptor cause a decrease in the excitation of GABAergic interneurons, resulting in glutamatergic neurons disinhibition (Kondziella et al., 2007; Moghaddam et al., 1997; Olney et al., 1999; Stone et al., 2009). This disinhibition of glutamatergic neurons may result in excessive glutamate stimulation, which may cause neuronal damage or death via excitotoxicity leading to a hyperdopaminergic state and psychosis. In an EEG study comparing healthy subjects with schizophrenia, variation in the P3a distribution was found which shows differences in the attention system activity (Mugruza-Vassallo and Potter, 2019). Functional imaging studies that assess regional cerebral blood flow (rCBF) can help identify cerebral activity associated with schizophrenia (Tamminga, 1999). For example, Liddle et al. (1992a) and Liddle et al. (1992b) found a negative correlation between the psychomotor poverty symptoms of schizophrenia and rCBF in the lateral prefrontal cortex and overactivity in the striatum.

Pharmacological studies have discovered genes involved in the pathophysiology of schizophrenia (De Jong et al., 2016; Gaspar and Breen, 2017; Rodriguez-Lopez et al., 2020; Ruby et al., 2014), such as GRM3 expression in astrocytic cells, which is required to protect neurons against NMDA induced neurotoxicity (Hikmah et al., 2023). This suggests that diminished GRM3 functionality, which may result in hyper-glutamatergic signalling, may cause more damage to the neurons as a result of the abnormal signaling exhibited in schizophrenia (Saini et al., 2017). In schizoaffective disorder, both schizophrenic and affective occur at the same time (Werner and Covenas, 2016). The mesolimbic system (the hippocampus and prefrontal cortex) plays an important role in the symptoms, which involves alteration in a multi-neurotransmitter system such as dopamine, serotonin, GABA and glutamate (Kulkarni et al., 2022) due to susceptibility genes such as neuregulin-1 dysbindin-1, GAD67 catechol-O-methyl transferase and monoamine oxidase (Haller et al., 2014; Ruby et al., 2014; Werner and Coveñas, 2013).

Several studies using magnetic resonance spectroscopy (MRS) have indicated that major depressive disorder (MDD) individuals have lower GABA concentrations in occipital cortex than healthy controls (Sanacora et al., 2004; Sanacora et al., 1999; Sanacora et al., 2003). MDD, along with GABA, is also related to altered serotonin activity. In many research studies, the binding potential of serotonin receptor, 5-hydroxytryptamine or (5-HT) was found to be lower in patients with MDD than in control subjects (Bhagwagar et al., 2004; Drevets et al., 1999; Hirvonen et al., 2008; Sargent et al., 2000). Selective serotonin reuptake inhibitors (SSRI) are most widely used to treat MDD and have shown significant change in the dorsolateral prefrontal cortex (DLPFC) volume and resting-state functionality (Lee et al., 2023).

Altered neurotransmission as seen in MDD is multifaceted and has been associated with the risk of developing severe medical disorders. i.e. it increases the risk of cardiovascular disorders by 1.5–2 fold (Van der Kooy et al., 2007) for stroke 1.8 fold (Ramasubbu and Patten, 2003) for Alzheimer’s disease by 2.1 fold (Green et al., 2003) and diabetes by 60% (Mezuk et al., 2008). The relationship between metabolic disorder and other psychiatric disorders is evident in the above-mentioned studies. Moreover psychiatric disorders are often accompanied by cognitive impairment in various domains, such as attention, executive functions, memory, and processing speed, as highlighted in studies (Grundman et al., 2004; McIntyre et al., 2015; Millan et al., 2012; Reichenberg, 2010). GABA neurotransmitter plays an important role in cognition and several studies have shown a link between dorsolateral prefrontal cortex GABA to working memory (Duncan et al., 2014; Yoon et al., 2016) and supplementary motor area GABA levels to motor distraction (Duncan et al., 2014; Mullins et al., 2014) and to alterations in cognitive processing with age (Harris et al., 2017; Porges et al., 2017). The interaction between altered neuroplasticity and metabolism has implications on cognitive functions or impairment. Therefore, simultaneously studying the neurochemical mechanisms behind neuronal plasticity and energy metabolism may offer significant breakthroughs for therapeutic interventions. With the advanced assessment of high-energy phosphate and neurotransmitters like gamma amino butyric acid (GABA) we can get a deeper insight into the mechanism of such changes in the brain of patients suffering from psychiatric and metabolic disorders.

A well-established approach for modulating neuronal plasticity and energy in humans is a non-invasive brain stimulation technique known as transcranial direct current stimulation (tDCS). By targeting specific brain regions, tDCS can be used to modulate brain energy metabolism and neuronal plasticity. Human in vivo studies have demonstrated that the application of anodal tDCS in the primary motor cortex can lead to spontaneous firing rates of cortical neurons, inducing neuronal excitation and altering energy consumption (Binkofski et al., 2011; Nitsche and Paulus, 2000). This modulation in excitability and energy is likely mediated by an altered concentration of the inhibitory neurotransmitter GABA (Stagg et al., 2009) and high-energy phosphates, e.g., adenosine triphosphate (ATP) and phosphocreatine (PCr).

Owing to ongoing advancements in magnetic resonance (MR) techniques (Choi et al., 2021; Henning, 2018; Wilson et al., 2019), changes in GABA and high-energy phosphates in M1 following tDCS can be monitored using MR spectroscopy (MRS). Specifically, it has been shown that proton (1H)-MRS (Patel et al., 2019) and phosphorus (31P)-MRS can be used to measure changes in GABA and energy phosphates in the M1, for example, following anodal tDCS as compared to sham tDCS. The time courses of separately measured concentrations of GABA and ATP/PCr in the aforementioned studies indicated that GABAergic activity and bioenergetics inside the M1 might work together to modulate neuronal excitability and energy. Consecutive measurement of both 1H- and 31P-MRS, before and after tDCS, could offer a promising approach to yield information related to plastic adaptation and energy consumption in both healthy and diseased brains.

In this study, we hypothesize that the application of anodal tDCS to the M1 region modulates GABA concentration and brain energy consumption. Notably, this work presents a measurement approach that integrates one pre-tDCS, 1H- and 31P-MRS measurement and two consecutive post-anodal tDCS, 1H- and 31P-MRS measurements to demonstrate the viability of using MRI and MRS to measure the long-term modulation of GABA and high-energy phosphates following anodal tDCS targeting the left M1 for the first time.



Materials and methods

Forty-four healthy subjects (22 anodal and 22 sham) with no history of neurological or psychiatric diseases were recruited for this single-blind, randomized control pilot study. The subjects (Mean age: 28 ± 7; Gender: 26 Female and 18 Male) were all right-handed, as evaluated by the Edinburgh Handedness Inventory (Oldfield, 1971). All examinations were conducted at the Division of Clinical Cognitive Sciences of the RWTH Aachen University, Germany, and subjects provided their written informed consent for participation in this pilot study, which was agreed upon by the local ethics committee.

The non-invasive DC-Stimulator (neuroConn GmbH, Germany) used to stimulate the M1 region was programmed to deliver constant, direct current to the brain via two rubber electrodes (5 × 7 cm) covered by saline-soaked (0.9% NaCl) sponges, which modulate brain activity. One electrode was centered over the left M1 (5 cm lateral to Cz, C3) and the other over the contralateral supraorbital ridge using the conventional EEG 10/20 system. To accomplish the electrical contact between the electrodes and the scalp, 0.9% NaCl solution was used as a conducting medium. In anodal stimulation, a 1 mA current was applied for 20 min, and the duration of ramping the current up/down at the start and end of the intervention was 10 s. In the sham-stimulation condition, the current was first ramped up over a period of 10 s, then immediately ramped down, and the condition was maintained for the next 20 min.

All MR measurements were carried out on a 3 T PRISMA MRI scanner (Siemens Healthineers, Erlangen, Germany) with a dockable patient bed. A quadrature double-tuned head coil (RAPID Biomedical, Wuerzburg, Germany) was used to achieve both 1H and 31P acquisitions. Figure 1 shows a tabular representation of the overall experimental design. Each experimental session started with a localizer followed by the acquisition of whole-brain anatomical images using an MP-RAGE MRI sequence [parameters: voxel size = 1.5 × 1.5 × 1.5 mm3, repetition time (TR) = 2,000 ms, echo time (TE) = 2.05 ms, inversion time (TI) = 900 ms, acquisition time (TA) = 4:32 min], with RF power and global static magnetic field (B0) shimming calibrations. Figure 2 shows the 3D anatomical image used to locate a 30 × 30 × 30 mm3 voxel-of-interest (VOI) within the hand-knob area of the left M1. Prior to the MRS measurements, an additional advanced shimming procedure was employed using a FASTEST map MRS sequence (Gruetter and Tkáč, 2000) to improve the B0 homogeneity in the selected VOI. A full-width at half-maximum (FWHM) of the 1H resonance peak in the VOI was achieved at approximately 15 Hz. A MEGA-PRESS MRS sequence (Mescher et al., 1998; parameters: voxel size = 30 × 30 × 30 mm3, TR = 5,350 ms, TE = 68 ms, TA =17:53 min, averages = 96, vector size = 1,024, flip angle = 90°) and a 3D chemical shift imaging MRS sequence (Wenger et al., 2020; parameters: voxel size = 30 × 30 × 30 mm3, TR = 3,730 ms, TE = 2.3 ms, TA = 14:33 min, averages = 6, vector size = 1,024, flip angle = 90°) were applied to acquire 1H-GABA and 31P spectra, respectively. A standard PRESS MRI sequence with eight averages was also included to record an unedited spectrum for the assessment of the creatine and N-acetylaspartate acid (NAA) linewidths. The nuclear Overhauser effect enhancement technique was employed to improve the quality of the spectra in the 31P acquisition. Reference 1H and 31P spectra as shown in Figure 3 were attained before the application of tDCS (pre-stimulation measurements), which took approximately 35 min. After obtaining the baseline MRS scans, the whole patient table, including the subject and the coil, was undocked from the scanner and moved outside the magnet room for stimulation. The stimulation was delivered for 20 min, during which participants were asked to remain still. Following the stimulation, the patient table was docked back to the MR scanner for the subsequent measurements. Undocking and docking of the table procedure helped to mitigate subject movement between the pre- and post-stimulation MRS measurements. The same MP-RAGE MRI sequence was used post-stimulation to ensure that the location of the VOI was identical to the pre-stimulation position. Two consecutive post-stimulation 1H and 31P MRS measurements were conducted. The 1H MRS measurement was conducted for 17:53 min, and then 31P MRS was conducted for 14:33 min twice, in a constant order post-stimulation. All subjects were informed about the duration of the measurement and were asked to remain awake and not to move during the whole experimental procedure.
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FIGURE 1
 The table shows the 1H GABA, 31P MRS and other MR measurements performed before and after tDCS.
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FIGURE 2
 Anatomical MR images in axial, coronal and sagittal slices and the overlaid voxel of interest (in yellow) for 1H and 31P MRS.
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FIGURE 3
 An example of a fitted (A) 1H GABA and (B) 31P spectrum from a healthy subject.


All 1H-GABA-MRS data processing was performed using the LCModel (Provencher, 1993), a spectral quantification tool that fits each spectrum as a weighted linear combination of basis spectra from individual brain metabolites. The difference basis set included GABA, Glu, glutamine, glutathione, and NAA. Based on an 8 × 8 CSI grid, the 31P MR spectra from one voxel were analyzed with TARQUIN 4.3.10(Wilson et al., 2011). All data underwent a Fourier transformation, as well as zero and first-order phase correction, and were fitted as linear combinations of the simulated metabolic basis set, including PCr, ATP, Pi, PE, GPC and GPE for 31P-MRS. While PCr, Pi, PE, GPC and GPE are observed as singlet Lorentzian peaks, the signals from the α- and γ-ATP were modelled as doublets. However, the signal from ATP-ß was excluded from the analysis due to phasing instabilities (Novak et al., 2014). The quality of the final spectra was assessed using the Cramér-Rao-Lower-Bounds (Rao, 1947) minimum possible variance on a fit parameter. Only data that had Cramér-Rao-Lower-Bounds values of less than ≤20% were included in the analysis (Kreis, 2016; Öz et al., 2014; Peek et al., 2023; Wilson et al., 2019).


Statistical analysis

In order to investigate the effects of tDCS on the inhibitory neurotransmitter and energy metabolites in the left M1, changes in proton and phosphorus metabolites in pre- and post-stimulation scans were calculated separately to obtain the information about GABA, ATP/Pi and PCr/Pi. Each ratio was normalized (post1-tDCS/pre-tDCS & post2-tDCS/pre-tDCS) with its reference measurement (pre-tDCS). Statistical analysis was conducted with SPSS (version 29.0 Armonk, NY, USA), with p = 0.05 set as the significance threshold. A mixed-design Analysis of variance was performed for GABA concentration, ATP/Pi and PCr/Pi metabolites. Stimulation (sham vs. anodal) was considered as the between-subjects factor, and measurement (three measurements: one pre-stimulation and two post-stimulation measurements [post1 and post2]) was considered as the within-subject factor. Paired sample t-test comparisons (p > 0.05) were performed in the cases of significant ANOVA results.




Results


Effect of tDCS on GABA

For GABA, the main effect of the stimulation was found to be significant [F(1, 42) = 4.742, p = 0.035]; however, the main effect of the measurement was not significant [F(2, 84) = 2.855, p = 0.063]. That being said, the stimulation × measurement interaction was significant [F(2,84) = 3.387, p = 0.038]. Paired sample t-test comparisons show that concentration did not change significantly from pre-tDCS measurement to post1- and post2-tDCS measurements [ts(21) ≤ 0.277 ps > 0.05] for the sham group. Conversely, relative to the pre-tDCS, GABA concentration in the anodal tDCS group significantly increased after 14 min at the post1-tDCS measurement [ts(21) = 3.380 p = 0.001], and also after 48 min at the post2-tDCS measurement [ts(21) = 1.893 p = 0.036]. Thus, in the sham group, GABA concentration stayed at the pre-tDCS baseline level across all post-tDCS measurements. In contrast, data from the anodal group suggest an increase in GABA concentration across the two time points in the post-tDCS phase. Figure 4A shows the changes in normalized GABA concentration levels induced by tDCS at pre-tDCS, post1-tDCS and post2-tDCS spectroscopy measurements.
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FIGURE 4
 (A) Percentage change in mean GABA concentration. (B) ATP/Pi ratio, and (C) PCr/Pi ratio for anodal and sham stimulation groups, each comprising 22 subjects. Error bars reflect the standard error of the mean. Black plot: anodal/sham stimulation. *Show significances (p < 0.05) for a paired sample t-test.




Effect of tDCS on energy phosphates (ATP/pi & PCr/pi)

For ATP/Pi ratios, neither the main effect of stimulation [F(1,42) = 1.573, p = 0.217] nor the main effect of the measurement [F(2,84) = 0.259, p = 0.772] was significant. Furthermore, the interaction stimulation × measurement was also not significant [F(2,84) = 0.887, p = 0.416]. Figure 4B shows changes in normalized ATP/Pi ratios for pre-tDCS, post1-tDCS and post2-tDCS spectroscopy measurements. For PCr/Pi ratios, neither the main effect of stimulation [F(1,42) = 0.218, p = 0.643] nor the main effect of the measurement [F(2,84) = 0.045, p = 0.956] was significant. Additionally, the interaction stimulation × measurement was also not shown to be significant [F(2,84) = 852, p = 0.430]. Figure 4C shows tDCS-induced effects on normalized PCr/Pi ratios for pre-tDCS, post1-tDCS and post2-tDCS spectroscopy measurements.




Discussion

The human brain functions as a dynamic system, continually adjusting its metabolic interactions to accommodate the activation status and energy requirements of the entire organism. Therefore, static MRS measurements obtained in single sessions necessarily deliver an incomplete picture of the state of the brain. To address this limitation, our feasibility study demonstrates the acquisition of combined measurements using 1H-GABA-MRS, 31P-MRS and anodal stimulation to provide unique information relating to adaptive plasticity and energy consumption in the human brain during extended time periods after plasticity-inducing brain stimulation.

Our results indicate a notable increase in GABA levels measured by 1H-MRS following 20 min of anodal stimulation over the M1 at both the initial post-tDCS measurement and the second post-tDCS measurement, which contradicts previous reports showing a reduction in GABA levels at these time points (Agboada et al., 2019; Patel et al., 2019). Studies have shown that changes in cortical excitability due to tDCS are calcium-dependent (Grundey et al., 2018; Nitsche et al., 2003) and that calcium concentration within a specific range is required for LTP induction (Lisman, 2001). Therefore, it could be argued that previous studies (Patel et al., 2019; Stagg et al., 2009) utilizing relatively low tDCS intensities and/or short durations might have been operating at the lower limit of the calcium concentrations required for inducing the aforementioned neuroplastic changes. Within the range given in Lisman (2001), increasing calcium concentration should, theoretically, increase the efficacy of LTP induction. Hence, prolonging the duration of stimulation beyond a critical time point may lead to a saturation of the after-effects, possibly caused by calcium overflow (Monte-Silva et al., 2013). Consequently, higher calcium concentration might activate counteracting homeostatic mechanisms, such as the activation of potassium channels or the saturation of NMDA receptors, thereby limiting the amount of plasticity (An et al., 2000; Lau and Zukin, 2007; Misonou et al., 2004). These potential mechanisms require further exploration. To the best of our knowledge, there are very few studies investigating the mechanism underlying these non-linear effects (Batsikadze et al., 2013; Jamil et al., 2017; Monte-Silva et al., 2013). In line with this notion, studies using different non-invasive brain stimulation techniques have also reported non-linear cortical excitability effects post-tDCS (Batsikadze et al., 2013; Kuo et al., 2013) with respect to varying intensity (Moliadze et al., 2012) and duration (Choi et al., 2021; Heimrath et al., 2020; Monte-Silva et al., 2013).

In an apparent contradiction to the results obtained in our study, a study from Agboada et al. (2019) reported that, having applied anodal tDCS with 1 mA current for 20 min, cortical excitation could be subsequently monitored for two hours by measuring motor evoked potentials (MEPs) using TMS. However, the reason for these opposing results might be due to a difference in the study population. Furthermore, the amount of extracellular GABA measured by MRS might not correlate with TMS-induced activity in the GABAergic synapses. As neurotransmitters are active in intracellular and extracellular space (Belelli et al., 2009; Martin and Rimvall, 1993), and MRS is not sensitive enough to differentiate between these sources, it is only possible to speculate about mechanisms that are known to change GABA concentration. Moreover, animal studies conducted by Purpura and McMurtry (1965) have shown that direct stimulation in the deep cortical layers leads to the activation of neurons through cathodal stimulation and deactivation through anodal stimulation. Hence, the longer tDCS protocol used in the present study might have more significant effects on GABAergic neurons, which are less affected under the weaker electric field induced by a shorter stimulation duration. It is also possible that longer tDCS protocols may affect the target neurons as well as neighbouring non-target neurons, which might change the direction of plasticity in the target regions.

The levels of MRS GABA have been linked to behavioural measures in M1, where higher GABA levels were associated with greater inhibition and slower reaction times (Stagg et al., 2011). Changes in GABA levels in the dorsolateral prefrontal cortex (DLPFC) have also been observed in studies on impulsivity, a personality trait associated with various psychiatric disorders in the DSM. Studies have indicated that higher GABA levels in the DLPFC are linked to lower urgency scores, suggesting a role in self-control for the GABA-mediated inhibitory mechanism (Boy et al., 2011). Additionally, research by Kühn et al. (2016) and Yoon et al. (2016) demonstrated that higher GABA levels in the DLPFC and anterior cingulate cortex (Rossini et al., 1994) are associated with less performance degradation under higher working memory load compared to subjects with lower GABA levels. Furthermore, elevated GABA levels in the visual cortex have been associated with improved cognitive and perceptual performance in visual discrimination tasks (Cook et al., 2016; Edden et al., 2009; Porges et al., 2017; Sumner et al., 2010). van Vugt et al. (2020) investigated the influence of GABA modulation on audio perception discrimination and mapping motor responses with perceived sounds. Elevated GABA levels in the left sensorimotor cortex (SM1) during training were associated with enhanced behavioural learning, highlighting the role of GABA modulation in forming unique audio-motor learning tasks. The elevated GABA levels in the ACC during situations involving conflict or uncertainty (Bezalel et al., 2019) contribute to decision-making by maintaining inhibition and preventing excessive excitement. A further study investigated the relationship between GABA levels within the sensorimotor cortex and measures of sensory discrimination and demonstrated that healthy subjects who had higher GABA levels showed greater frequency discrimination (Puts et al., 2011). Higher GABA levels were associated with improved performance in orientation discrimination task as seen in studies of the primary visual cortex (Edden et al., 2009). Similar relationships between a variety of task-specific behaviours and levels of GABAergic inhibition have also been demonstrated in a number of brain regions outside the sensorimotor cortex (Boy et al., 2010; Boy et al., 2011; Jocham et al., 2012; Sumner et al., 2010). This implies that MRS-derived measurements of GABA are behaviorally relevant in a variety of cortical areas, and not limited to M1.GABA modulation is not exclusive to learning and has been observed in memory consolidation as well. For an increase in GABA levels in the occipital lobes following a visual learning task helps in fast memory consolidation and protects against interference (Shibata et al., 2017). The use of Zolpidem, a GABAA agonist, during sleep has been shown to enhance episodic memories, indicating the role of GABA in memory consolidation. The Increased GABA activity during sleep supports memory consolidation (Mednick et al., 2013; Zhang et al., 2020).

Coxon and colleagues discovered that engaging in high-intensity interval exercise resulted in elevated GABA levels in SM1 (Coxon et al., 2018). In a study by Maddock, it was demonstrated that vigorous cycling increased GABA/Cr levels in the primary visual cortex post-exercise (Maddock et al., 2016). This suggests that physical exercise influences regional GABA levels beyond SM1, but the regional specificity of GABA changes due to exercise require further investigation.

It has been well reported that GABA and Glu interact along the same biochemical pathway, as Glu is the primary precursor for GABA synthesis (Petroff, 2002; Rae et al., 2003). Given that GABA is synthesized from the alpha decarboxylation of Glu by glutamic acid decarboxylase (GAD-67), the activity-driven expression of GAD-67 controls GABA synthesis and determines the concentration of GABA in interneurons (Lau and Murthy, 2012). It is possible that anodal tDCS may subtly interfere with GAD-67 activity and consequently affect this pathway, resulting in a change in the GABA concentration. However, we were only able to access the Glx information at 3 T, which combined glutamate and glutamine signals due to their close chemical shift range. A study, for example, using 7 T MRI, might help to investigate long-term glutamate modulation and allow further exploration of the mechanism of excitatory glutamatergic neurons in long-term plasticity.

The observed increase in ATP/Pi and PCr/Pi ratios shown in our study can be partially compared to findings from Binkofski et al. (2011), who reported their first non-significant post-tDCS measurement between the end of tDCS and before around 65th minute of MRS measurement, thus also showing an initial rise in energy followed by a subsequent decline after the 65th minute. The increase in ATP/Pi ratio and PCr/Pi ratio in our study could be attributed to a higher rate of energy phosphate synthesis compared to its consumption as a consequence of the longer tDCS duration. ATP concentration has been observed as a potential modulator of neurotransmission (Miller et al., 1980; Miller et al., 1977), and the neurotransmitter glutamate is a known precursor of GABA synthesis and uses glutamic acid decarboxylase (GAD) to synthesize GABA. At least 50% of GAD is present in the brain as apoenzyme (apoGAD), thereby providing a reservoir of inactive GAD that can be drawn on when additional GABA synthesis is required (Itoh and Uchimura, 1981; Miller et al., 1980; Miller et al., 1977). It seems that GAD plays an important role in regulating the transmitter pool of GABA. Studies indicate that the increase in the ATP/Pi ratio accelerates the formation of apoGAD (Meeley and Martin, 1983; Wu and Martin, 1984), inhibits its activation (Porter and Martin, 1988; Sze et al., 1983) and stabilizes apoGAD against thermal denaturation (Meeley and Martin, 1983; Porter and Martin, 1988). It appears that the activation of GAD is regulated by energy metabolism, and increased neural activity leads to a higher turnover of energy metabolites. Moreover, it is plausible that these energy metabolites play a vital role in linking GAD activity with neuronal activity. Thus, it is plausible that elevated levels of ATP might stimulate the activation of apoGAD, thereby promoting GABA synthesis.

GABA appears to have two major functions in nervous tissue, acting both as a neurotransmitter and as an intermediate in the energy metabolism of GABAergic neurons (Shelp et al., 2012). While much attention is given to the role of GABA as a neurotransmitter, its role as a metabolic intermediate is also important and may help to explain the link between neuronal plasticity and energy metabolism. This metabolic function of GABA arises from its relationship with the tricarboxylic acid (TCA) cycle (Baxter, 1970). The TCA cycle is a series of processes that produce high-energy phosphate, such as ATP, following glycolysis. Three enzymes of GABA pathways, GAD, GABA-a-oxoglutarate transaminase and succinic semialdehyde dehydrogenase, facilitate a bypass known as the GABA shunt. This bypass allows for the circumnavigation of two steps of the TCA cycle, leading to the production of glutamate for GABA synthesis. In this way, GABA is metabolized via the GABA shunt within the TCA cycle, thus emphasizing the role of GABA synthesis in maintaining adequate GABA levels. Based on this neurochemical mechanism, it might be possible that the longer stimulation protocol demands higher energy phosphate synthesis and also higher GABA synthesis, which may work together to regulate the higher demand for energy phosphate and the corresponding GABA synthesis in the brain. Our study demonstrates that anodal tDCS leads to an increase in ATP resynthesis to meet the energy demand, which is similar to the energy regulation observed after physical exercise (Hargreaves and Spriet, 2020). Modulation of energy following physical activity has shown to improve memory, reasoning, planning, motor skill (Nanda et al., 2013; Statton et al., 2015) and promote cognitive functioning in both healthy as well as clinical populations such as stroke, multiple sclerosis and depression (Moriarty et al., 2019; Moriya et al., 2016; Sandroff et al., 2015; Sibley et al., 2006; Vasques et al., 2011; Wang et al., 2016). Physical activity boosts brain-derived neurotrophic factor (BDNF), promoting neuroplasticity (Loprinzi and Frith, 2019), and consequently enhancing memory and learning (Piepmeier and Etnier, 2015), while also offering protection against Alzheimer’s and depression (Bjornebekk et al., 2005; Erickson et al., 2011; Liu and Nusslock, 2018). Elevated BDNF levels are associated with the survival and growth of neurons (McAllister et al., 1999). Lower BDNF levels are linked to ageing and neurodegenerative diseases (Holsinger et al., 2000). These findings reveal the usefulness of physical exercise or alteration of energy regulation as shown in our study can be employed as an auxiliary tool for rehabilitation because it appears to affect the neurological system for learning and skill acquisition.

The results of this study suggest that the new combined approach introduced here has strong implications for the measurement of energy and neural plasticity in both healthy subjects and neuropsychiatric patients (Gobel et al., 2013; Jauch-Chara et al., 2015; Stagg et al., 2011; Stagg and Johansen-Berg, 2013). For instance, psychiatric and metabolic diseases have been found to be interconnected, often acting as a precursor to each other (Estrov et al., 2000; Zuccoli et al., 2017). In this context, combined 1H- and 31P-MRS together with anodal tDCS may represent a two-pronged approach to better understand impaired glucose metabolism and psychiatric disorders without the need for pharmacological intervention. Furthermore, this approach can be employed in numerous additional experiments aiming to optimize the described experiment from a clinical perspective. For instance, improvements in terms of shortening acquisition time and increasing the signal-to-noise ratio can be achieved at ultra-high field strengths (Pradhan et al., 2015), particularly with the use of double-tuned, multi-channel array coils (Rowland et al., 2020). Additionally, further investigation of the intensity and duration of the stimulation in order to understand the neurochemical mechanisms involved could also extend the impact of the tDCS. Apart from tDCS, future research may explore other transcranial electrical stimulation options, including transcranial alternating current stimulation (tACS), transcranial pulsed current stimulation (tPCS) or transcranial random noise stimulation (tRNS), to investigate neurochemical pathways in the brain. This feasibility study serves as a potential tool for expanding our understanding of the neurochemistry underlying energy metabolism and neuronal plasticity. Moreover, our experimental approach represents an encouraging nonpharmacological alternative to investigate altered neuronal plasticity and energy metabolism in neurological and metabolic disorders.


Limitations of the study

The current study is limited by the relatively short duration of the post-tDCS measurements, i.e., 67 min following tDCS. This narrow timeframe could be one possible reason for the absence of late significant recovery of energy phosphates. To address this shortcoming and to capture the late energy effects following tDCS, as shown in the study by Binkofski et al. (2011), future studies should aim to measure energy metabolites over a longer time. The follow-up period may not be sufficient to assess the long-term effects of tDCS. Longer-term studies are necessary to determine the durability of the observed changes and their potential implications for clinical applications. Moreover, as this feasibility study is only based on the motor cortex, it cannot be generalized to other brain regions. More studies are needed to explore other brain areas with similar quantitative and statistical investigations.

As studies using identical tDCS protocols have demonstrated different effects in healthy young adults (Alexandersen et al., 2022; Boayue et al., 2020; Willmot et al., 2024), the results obtained from this study are not one-to-one transferable to different age populations or patient groups. However, investigating inter-individual variability was not the aim of the study, and hence, subtle differences between individuals may have been concealed due to the small sample size. For future studies that aim to study inter-individual variability, a larger sample size would be useful for detecting subtle differences. One-to-one comparison with other studies is not possible due to differences in the method, material, acquisition protocols, etc. Further research is needed to investigate the relevance of calcium dynamics at deeper cortical layers and neighbouring brain regions to evaluate the effects of prolonged stimulation protocols. While we have proposed some reasonable explanations and possible molecular mechanisms underlying the aftereffects of prolonged tDCS duration, the precise neurobiological framework regarding neuroplasticity and energy metabolism remains unclear and requires further study.




Conclusion

We have demonstrated that it is possible to induce long lasting effects by anodal tDCS and measure the corresponding GABA and energy phosphate change in left primary motor cortex using proton and phosphorus magnetic resonance spectroscopy. Hence, this new approach may help to better understand the neurochemical mechanism underlying neurological and metabolic disorders.
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AP P-A
tDCS tDCS

group  group
(n=12) (n=12)

Age (years) 21(1) 21(1) 22(1) 0.09
Sex, male/female 6/6 6/6 6l6 -
(number)

Height (cm) 1646(98) | 1663(8.2) 1635 (6.4) 072
Weight (kg) 565(82)  629(135) 569 (65) 0.68

Data are presented as the mean (standard deviation). After confirmation of the normality of
each dataset, one-way analysis of variance was utilized for normally distributed data, and
Kruskal-Wallis test was employed for non-normally distributed data. To specify the effect of
group difference, a p-value was conducted. tDCS, transcranial direct current stimulation;
A-P (DCS, anterior-to-posterior current flow DCS; P-A tDCS, posterior-to-anterior current
flow tDCS.
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A-P tDCS group (n =12) P-AtDCS group (n = 12)

Pre Post Pre Post

SIT-to-stand counts

439) 60 (4) 44(11) 55(6) 45(7) 54(6)
KNEE extensor torque (Nm)
Right side 99.9(19.8) 95.9(25.0) 1024 (31.9) 107.9 (28.1) 97.2(259) 98.7(285)
Left side 87.0(26.0) 87.4(24.5) 950 (326) 1003 (30.6) 89.8(24.5) 863 (21.7)
KNEE flexor torque (Nm)
Right side 1283 (222) 124.8 (204) 124.2(203) 144.2(19.9) 117.6(26.2) 123.1(289)
Leftside 123.0(243) 1218 (247) 1225 (187) 145.3(20.5) 117.0 (16.0) 116.3 (24.8)

Data are presented as the mean (standard deviation). The data demonstrate thesit-to-stand counts and muscle strength before training (Pre) and after 3wecks traning (Post). tDCS,
transcranial direct current stimulation; A-P tDCS, anterior-to-posterior current flow tDCS; P-A tDCS, posterior-to-anterior current flow tDCS.
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Data are represented as mean + standard deviation over 62 head models.
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B, Static magnetic field

csi Chemical shift imaging

FWHM Fullwidth half maximum

GABA ‘Gamma amino butyric acid

Glu Glutamate

Glx Glutamate-glutamine

GAD Glutamic acid decarboxylase

LD Long-term depression

e Long-term potentiation

M1 Primary motor cortex

MRI Magnetic resonance imaging

MRS Magnetic resonance spectroscopy
NAA N-acetylaspartate acid

PCr Phosphocreatine

Pi Inorganic phosphate

GpC Glycerophosphocholine

GPE Glycerophosphoethanolamine

TCA ‘Tricarboxylic acid

DCs ‘Transcranial direct current stimulation
™S ‘Transcranial magnetic stimulation
MEP Motor evoked potential

vor Volume of interest

R Repetition time

TE Echo time

TA Acquisition time

PRESS Point resolved spectroscopy,
MEGAPRESS Meshcher-garwood point resolved spectroscopy
MDD Major depressive disorder

DLPFC Dorsolateral prefrontal cortex.

sM1 Sensorimotor cortex

ACC Anterior cingulate cortex

ACS ‘Transcranial alternating current stimulation
PCS ‘Transcranial pulsed current stimulation

RNS Transcranial random noise stimulation
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A-PtDCS group (n

P-A tDCS group (n =12)

sham tDCS group (n

Pre S1
SICI (% of test MEP)
462 a3 475
(145) 16.7) (187)
MEP AMPLITUDES (mV)
144 096 115
(0.86) (0.83) (0.79)

Pre Sil Post
455 699 623
(12) (10.4) (8.4)
149 130 170
(076) 0.83) 51

Pre S1
66 529
(19.4) (147)
142 153
072) (087)

505
(26.1)

163
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Data are presented as the mean (standard deviation). The data show the short-interval intracortical inhibition (SICI) and motor-evoked potential (MEP) before training (Pre),afte session 1
(S1), and after 3 weeks training (Post). tDCS, transcranial direct current stimulation; A-P tDCS, anterior-to-posterior current flow tDCS; P-A tDCS, posterior-to-anterior current flow tDCS.
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Measure Effect SS df MD I P

T™S Main effect 70.16 (1,22) 70.16 6.28 0.020 022

me Frame Main effect 783.01 (27,594) 29.00 239.12 0.000 022
"TMS, Time Frame Interaction 7.09 (27,594) 0.26 273 0.000 0.11
Area Main effect. 993.88 (1,22) 993.88 181.32 0.000 0.89
Area, Hemisphere Interaction 2536 (1,22) 2536 16.58 0.000 043
‘Time Frame, Area Interaction 33388 (27,594) 125 18.82 0.000 046
“Time Frame, Area Interaction 424 (27,594) 0.15 7.134 0.000 0.24
Hemisphere

Repeated measures analysis of variance rsults in significant main effects and interaction effcts. Significance levels were computed using value of p<0.05. S, sum of squares;df,degrees of
freedom; MS, mean squares; MD, mean difference; F, F-ratios p, value of p; n’p, partial eta square.
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Refractory epilepsy
Functional magnetic resonance imaging

‘The resting-state fMRI of RE.

The fMRI concurrent electrical stimulation of RE patients
Healthy controls' (MRI

A graph theoretical network analysis toolbox for imaging

connectomics
Anti-seizure medications
Childhood absence epilepsy
Temporal lobe epilepsy
Echo-planar imaging
Repetition time

Echo time

Inversion time

Area under the curve
Framewise displacement
Default mode network
Small-worldness

Clustering coefficient

Characteristic path length
Normalized clustering coefficient’
Normalized characteristic path length
Global network efficiency

Local network efficiency

Nodal clustering coefficient

Nodal characteristic shortest path length
Betweenness centrality

Degree centrality

Area under the curve

Left fusiform gyrus

Left putamen

Right putamen

Left thalamus

Right thalamus

Left pallidum

Right pallidum

Right precuneus

Left rolandic operculum

Left supramarginal gyrus

Right superior occipital gyrus

Leftinsula

Left parahippocampal gyrus
Left precental gyrus

Left superior temporal gyrus
Deep brain stimulation

Anterior thalamic nucleus
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HEIEES

=
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50

34

30

31

50

43

35

3

31

31

36

34

2

59

2

Electrode stimulation sites/e:

Left posterior medial frontal (3runs)
Left heschls gyrus (2runs)

Right amygdala (2runs)

Left heschls gyrus (3runs)

Right heschls gyrus (2runs)

Right amygdala (1run)

Right posterior hippocampus (1run)

Right frontal lobe (1run)

Left amygdala (2runs)

Right heschls gyrus (1run)

right parietal lobe (1run)

Right amygdala (1run)

Right amygdala and planum temporal simultaneously (1run)
Right superior posterior occipital lobe (1run)
Left amygdala (1run)

Right frontal lobe (1run)

Right planum temporal (3runs)

Left amygdala (4runs)

Right posterior hippocampus (1run)

Left and right amygdala (1run)

Right heschls gyrus (1run)

Left anterior insula (1run)

Left heschls gyrus (1run)

Left posterior medial frontal lobe (1run)

Left heschls gyrus (1run)

Left amygdala (2runs)

Right anterior cingulate (2runs)

Right amygdala (1run)

Left heschls gyrus (1run)

Right amygdala (1run)

Left anterior insula orbitofrontal cortex (1run)
Right hippocampus (1run)

Right frontal operculum ofe (1run)

Right cingulate (1run)

Right inferior posterior insula (1run)

The Tble | documents the basic information of RE patients included in the network connectivity analysis, including age, sex, the brain regions of electrode stimulation and electrode
years; F, female; M, male; es-fMRI, the fMRI concurrent electrical stimulation of RE patients.

mulation corresponding to es-EMRI runs. RE, refractory epileps
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Sex Age (y)

06204 M 34
12855 M 33
18913 F 29
23506 F 27
27536 M 2
27711 F 2
27797 M 31
28092 F 2
33248 F 2
38279 M 29
47066 F 26
47791 M 31
49134 M a4
54976 M 37
57028 F 37
67166 F 32
75506 M 2
85681 F 2
86111 F 24
91966 F 27
95068 M 2
97162 M 2

The Table documents basic information of healthy controls included in the network
connectivity analysis, including age and sex. y, years; F, female; M, male.
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Planning stage

Imagingand task

paradigms

DCS

Control

Technologically challenging tDCS-imaging studies require careful planning
« Assemble necessary expertise from relevant fields (e.g. physics, imaging, tDCS, data analysis and management)

« Consult relevant technical guidelines for tDCS and combined tDCS-imaging

« Address specific issues arising from combining tDCS with specific imaging approaches (e.g. safety, artifacts, distortions)

(1) Consider the specific strengths and limitations of specific imaging approaches to answer the rescarch question

+ g, spatial vs. temporal resolution, is structural MRI required (modeling)

(2) Ensure compatibility of planned behavioral tasks with the imaging approach

+ Consider that task modifications may be required by specific imaging techniques and that changing behavioral tasks can affect tDCS effects

+ Use robust and simple (few conditions) designs; maximize trial numbers

+ Establish test-retest reliabilty of (adapted) designs

+ Establish behavioral stimulation effets for (adapted) designs in the target population of the planned imaging study

(1) Targeting

+ Neuronavigated targeting is preferred over scalp-based approaches, especially for focal set-ups

+ Implement methods to minimize electrode displacement and verification of positioning accuracy relative to intended target regions (see Figure 1)

(2) Stimulation

+ Individually optimized tDCS are preferable over uniform approaches in contexts that aim to maximize effectiveness

« Optimization can be enhanced by considering multiple sources (e.g., anatomy, modeling, fMRI)

« Focal tDCS is recommended for establishing causal brain-behavior relationships; conventional tDCS may have advantages in specific contexts (e.g.,
clinical populations)

(1) Blinding

« Triple blinding and use of optimized methods for participant blinding and assessment are recommended

+ Reporting of blinding success and adverse effects i essential

(2) Experimental design

+ Carefully consider the required level of experimental control (e.g, task, regional, timing, polarity or a combination of them) to answer specific
research questions

(3) Meta-control

+ Pre-registered reports are the best option to reduce bias and to enhance transparency (Note: carly planning for protocol development and peer review
is required)

« Pre-register methods, hypotheses and analytical approaches and clear statement of exploratory analyses are minimum requirements

+ Implement open science principles, including FAIRification

+ Adhere to relevant field specific (i.c., imaging, tDCS) guidelines for data analysis, sharing and reporting





OPS/images/fnins-18-1354523/fnins-18-1354523-g001.jpg
Methods

A Experimental Setup B Simultaneous tES-fMRI protocol

Motor cortex = MRI timeseries acquisition | TR = 2.05 | 3mm isotropic

electrode € supraorbital
electrode

B
105 ramp. Pseudorandomisation

Cathodal ¥ ucs
cs (o)

EQ
N

MRI control room
. 2 TR






OPS/images/fnins-18-1354523/fnins-18-1354523-g002.jpg
A
Realgnment
FucH

Smoothing

ensorimotor Degree Centraity
w Sensory motor matrx e - ;
imeseriesperreion 90190 Adacency Matrix
AALSegmentation Mean per e






OPS/images/fnins-18-1354523/fnins-18-1354523-g003.jpg
Mean Degree Centrality

175

* B *
Rest to Anodal Rest to Cathodal Rest to Sham
Rest Anodal Rest Cathodal Rest. Sham

®—@ HC *—e |ME






OPS/images/fnins-17-1255209/crossmark.jpg
(®) Check for updates






OPS/images/fnins-17-1255209/fnins-17-1255209-g001.jpg





OPS/images/fnins-17-1196805/fnins-17-1196805-g002.jpg
PPt Blenisd it furmmspros ot s






OPS/images/fnins-17-1196805/fnins-17-1196805-g003.jpg
BST production (Log, dB)





OPS/images/fnins-17-1196805/fnins-17-1196805-t001.jpg
Measures (mean + SD)

Number of participants 3

Caudate 2
Number of participants for analyses

dacc 27
Age, years 43.233411.849
Number of females 13
Duration of music training, years 5.03247.468
Averages of H-BAT measures

Perception ~1.568+1.501
Beat Interval Test (BIT), log,ms

Production | -2.784£1.218

Perception 123241377
Beat Finding and Interval Test (BFIT), log:ms

Production  ~2.029+1.903

Perception 0.823£1.128
Beat Saliency Test (BST), log.dB

Production 1.615+1.488

The number of partcipants, Mean and standard deviation (SD) of age, number of females,
and duration of musical training in years are shown.
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“significant correlations (Bonferroni corrected, p < 0.004).
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