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About this collection

This Collection is a collaboration between Frontiers for Young Minds and Frontiers’ flagship journal, Frontiers in Science.

“What we know is a drop, what we don’t know is an ocean!”

The Frontiers in Science Collection dives into what we don’t know–exploring the most exciting scientific discoveries that will change our lives. We cover everything from how our planet works, to what keeps us healthy, to the most important technologies shaping our future. Curious about how the tiniest things–like microbes and nanobots–can change the world? Want to learn how to take care of your body, your brain, your friends and family, and all the living things around us? Ready to explore the mysteries of the universe? Then this Collection on the most important science is for you–dive in!

How do we do it?

We talk to the most inspiring scientists–the ones with the longest lists of questions and the biggest imaginations! They share their world-changing science in fun, easy-to-understand ways, so you can be a scientist too–ready to make your own discoveries in the future. If you think about it, it’s kind of awesome: against all the odds, through the vast time since the Big Bang, we ended up here, on Earth. The famous astronomer Carl Sagan reminds us that on this tiny blue dot in space, everyone you love, everyone you know, everyone who ever lived, spent their lives.

So what could be more important than discovering all we can about this beautiful planet we call home?

We hope this unique Collection of exciting articles inspires you.

Science is not magic–it is even better. It is real, driven by questions, creativity, and curiosity–just like yours.
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PROTECTING EARTH’S IRREPLACEABLE SPECIES—THE TIME IS NOW!

Eric Dinerstein1*, Andy T. L. Lee1 and Anup R. Joshi2

1RESOLVE, Washington, DC, United States

2Department of Fisheries, Wildlife and Conservation Biology, University of Minnesota, Minneapolis MN, United States
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During five previous mass extinction events, many of Earth’s species died out in a relatively short period of time–like the dinosaurs did 66 million years ago. Scientists believe that Earth is currently experiencing another mass extinction, the sixth such event, but the first to be caused by human activities. This is a wake-up call: over a million species could vanish during our lifetimes! But there is hope: we can save many species by protecting their homes, especially in tropical places where many unique animals and plants live. This article will explain how some of the spots that are currently protected fail to capture all of the places where these at-risk species actually live. To complete the safety net of protection, we must focus on other important areas, called Conservation Imperatives sites, which contain many threatened species but only cover a tiny part of the Earth’s surface. Saving these spots is urgent, and luckily it is not as expensive as you might think. Time is running out, and the sooner we start, the better our chances of preventing many animals and plants from disappearing forever.


EXTINCTIONS PAST AND PRESENT

What first comes to mind when you think about species going extinct? Do you immediately picture giant dinosaurs that used to roam the Earth? Or maybe you think about wooly mammoths, the large, hairy elephant relatives that lived during the last ice age? Or perhaps you picture the flightless dodo, a unique-looking bird that died off due to human actions in the late 1600s. These species are just a few well-known examples—countless animals and plants have become extinct since life first began on Earth (Figure 1A). In fact, there have been five mass extinction events in Earth’s history. During each of these events, many species died out in a relatively short time. The last mass extinction occurred about 66 million years ago, when a large asteroid impact wiped out about 75% of Earth’s species, including most of the dinosaurs (to read more about the extinction of large mammals, see this Frontiers for Young Minds article).
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Figure 1

(A) Hundreds of millions of species have become extinct since life began on Earth. Dinosaurs became extinct 66 million years ago. Wooly mammoths ceased to exist about 10,000 years ago, at the end of the last Ice Age. Dodos became extinct relatively recently—in the late 1600s (this comic does not imply that these animals actually communicated with each other). (B) Here, you can see just a few examples of the more than one million species that are likely to face extinction in your lifetime, if we do not act quickly to protect them (image credits: Polynesia imperial pigeon—RyanStudiesBirds, CC BY-SA 4.0; Roti Island snake-necked turtle—H. Nell, CC BY-SA 3.0; Jamaican ground iguana—Rob Bulmahn, CC BY-SA 2.0; Marvelous spatuletail—Thibaud Aronson, CC BY-SA 4.0; Marquesan kingfisher, eBird).



Unfortunately, mass extinctions are not just events in the long-ago past that you might experience through your science lessons. Many scientists believe that Earth is experiencing a sixth mass extinction right now [1]! The first extinction events can be traced to natural causes, and they happened before the earliest humans appeared. The current extinction event is unique because not only are humans around to witness it, but our actions are actually causing this environmental disaster. Right now, species are being lost to extinction faster than at any other time in human history. More than 1 million species, including mammals, birds, fish, amphibians, reptiles, and plants, will likely face extinction during your lifetime (Figure 1B).

What can we do to prevent this unprecedented extinction crisis and protect Earth’s biodiversity? Urgent steps are needed to conserve rare and threatened species. While there are a number of things we can do to save species, the most important action is preserving their homes, especially by protecting the habitats where rare and threatened species live (to learn about ongoing efforts to protect a species of bird from extinction, read this Frontiers for Young Minds article).



SAVING HOMES CAN SAVE LIVES

You might be thinking, “But efforts to protect habitats are already happening! What about large wildlife reserves, national parks, and other nature sanctuaries?”. You are right, lots of steps have already been taken to safeguard the homes of Earth’s animals and plants. Today, 17% of the planet’s land surface is already in global protected areas, and many countries are trying to do even more. A recent worldwide goal called 30x30 aims to protect 30% of Earth’s land and water areas by 2030.

Although it might look like we are saving a lot of critical habitats, there is a problem—some of our efforts so far might not be protecting the “right” areas. Between 2018 and 2023, about 1.2 million km2 were added as global protected areas, but research indicates that only 9.1% of these additions contain land where rare and threatened species actually live [2]! Instead, some protected areas might contain species that are less threatened, or the areas might be chosen because they are easier to manage or because there is strong support from the local government, for example. But it does not matter how much land we protect if the homes of the rarest, most threatened species are not in those areas.

What is going wrong? How do we know which areas really need protection and which of those crucial areas to focus on first, so that we can save as many rare and threatened species as quickly as possible? These are some of the questions we wanted to answer in our research.



PROTECTING THE MOST AT-RISK AREAS

To figure out the most critical areas to protect first, we used powerful computers and mathematical techniques to combine detailed maps showing where rare and threatened species live with other maps showing the current global protected areas. Many of these species are endemic—a very important word to have in your biological vocabulary! It means species are limited to a small area; that is, they are found nowhere else on Earth (sometimes endemic species have always been rare, like some frog species that have lived all their lives on a mountaintop in Haiti; other endemic species once lived in wider areas but were made rare by human activities such as the clearing of their habitats. This happened to the spectacular kagu—a near-flightless bird inhabiting the rainforests of New Caledonia). By creating these maps and placing them on top of each other using a computer program, we could see the areas where rare, threatened endemic species live that are still not protected [3]. We call these areas Conservation Imperatives sites because it is imperative (extremely necessary) that we conserve (protect) them. Although we found a lot of these sites (16,825, to be specific), protecting them might not be as big a job as you might imagine. That is because the total area of the Conservation Imperatives sites we identified only adds up to 1.2% of Earth’s land surface—that is a tiny number! Remember, the 30x30 goal aims to conserve 30% of the Earth’s surface by 2030, so in comparison, our number is much less and therefore much more achievable.

Our study also uncovered some more good news. Most of the Conservation Imperatives sites are found in the same region of the world, which makes protecting them much easier. 89% of the unprotected sites occur in the tropical belt—warm regions near the equator (Figure 2). Although species in other areas also need our protection, warm, tropical places with high biodiversity often contain species that are rarer and more easily threatened by extinction. The top 5 countries with the highest number of Conservation Imperatives sites are the Philippines, Brazil, Indonesia, Madagascar, and Colombia. The even better news is that we do not always have to build new protected sites from scratch. In about 40% of currently protected sites, we could save the homes (and lives) of many endangered species just by expanding their boundaries outwards by only 2.5 km (Figure 3).
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Figure 2

While Conservation Imperatives sites are found all over the world, most (89%) are found in the warm, tropical areas near the equator.
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Figure 3

It is possible to protect a number of endangered or critically endangered species just by expanding some currently protected areas (blue) slightly—specifically, by adding a 2.5 km “buffer” (orange) all around those areas. While only five species are specifically pictured in this example from Colombia, this expansion strategy could save more than 350 species in these areas [image credits: Monkey: Wikipedia CC BY 2.0; Eagle: Flickr CC BY NC SA 2.0 DEED; Quail dove: flickr CC BU SA 2.0 DEED; Antipitta: ebird; Frog: iStock].



Overall, our research shows that many of the species that most need to be preserved are concentrated into a really small region of the Earth, making the job of protecting them much more do-able than most people might think! This means that, if we start by focusing our habitat-protection efforts in these areas, we could save a lot of species in a fairly short span of time. This would be a huge step toward protecting the world from the worst impacts of the current extinction crisis.



THE COST OF SAVING SPECIES: MORE GOOD NEWS!

Conserving habitats is not as easy as putting up signs saying, “Protected Area—Important Species Live Here!”. Creating or expanding global protected areas costs money. Usually, the land must be bought or leased (kind of like renting) from the people, corporations, or governments that own it. People also need to be paid to look after these areas, and there might be costs involved in keeping the habitats healthy and safe for the animals who make their homes there. Obviously, the more land we need to protect, the more it will cost. Several studies have suggested that it could cost up to US $224 billion per year for 10 years to protect nature globally [4].

If we were to focus on protecting just the 10 most critical tropical regions identified in our study, we could safeguard 63% of the total number of Conservation Imperatives sites, and the cost of this smaller amount of land would be much lower—somewhere around US $59.4 billion. While this might still seem like a lot of money, people in the U.S. spend about $136 billion per year on their pets… do you think it is reasonable to spend less than half of that amount to save our pets’ wild relatives from extinction? We certainly think so!



NOW IS THE TIME TO ACT

In summary, our research suggests that a targeted, worldwide strategy aimed at preventing extinctions is within our reach. If we focus the conservation efforts of the 30x30 goal on protecting Conservation Imperatives sites over the next 3–5 years, we could avoid a worst-case scenario situation in which much of Earth’s biodiversity is lost. But we must act quickly! If we take action right away, the costs of protecting these areas are reasonable and many species will be saved from extinction. However, if we wait 10 or 15 years, not only will land prices go up, but many plants and animals will die between now and then. When species’ population numbers are lower, it takes more time, effort, and money to save them… and we may even be too late.

We hope this article has helped you to realize how urgent it is to take action now. Even as kids, you should not underestimate the power you have to create big changes. While kids everywhere can help, it is especially important to teach kids who live near Conservation Imperatives sites about the value of preserving nearby species. Although many human actions might not show it, most adults want to leave kids with a healthy, thriving planet—they just need to be reminded… sometimes more than once. So, take what you have learned here and speak up for your generation! Spread the word on social media, start conversations at school, and urge the adults in your life to help create a world where you—kids of the future—will also be able to enjoy Earth’s amazing biodiversity.



GLOSSARY

MASS EXTINCTION

A widespread and rapid decrease in Earth’s biodiversity, where many species across different groups suddenly die out due to catastrophic environmental changes or human activities.

BIODIVERSITY

The variety and variability of life on Earth, including the diversity within species, between species, and of ecosystems.

RARE AND THREATENED SPECIES

Species with small or declining populations at risk of extinction due to habitat loss, environmental changes, or other factors that threaten their survival.

GLOBAL PROTECTED AREAS

Specific regions designated to conserve nature, preserve biodiversity, and protect ecosystems from harmful human activities, ensuring the survival of wildlife and natural habitats.

ENDEMIC

Describes a species that is found naturally in only one geographic area, such as a mountain range, single mountain, lake, island, or river, and nowhere else in the world, often due to geographical isolation or specific habitat conditions.

CONSERVATION IMPERATIVES SITES

Currently unprotected areas that require urgent conservation efforts to preserve rare or threatened species.
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Life has been evolving in the oceans much longer than it has on land, resulting in highly diverse ocean organisms—particularly microbes like bacteria and archaea. Ocean microbes perform crucial functions that influence the health of the ocean and ultimately impact Earth’s climate. To understand the diversity and functions of marine organisms, scientists have used a powerful technique called metagenomics to study the DNA of all the organisms present in an ocean-water sample at once. In our research, we combined results from multiple ocean metagenomic studies, taken from various locations and depth zones across the world’s oceans, to produce a global ocean genome composed of 317.5 million groups of similar genes—approximately half of which could be categorized by type of organism and function. This unprecedented amount of data has much to teach us about varied ocean habitats and can help scientists answer many questions about ocean organisms and their functions.


THE OCEAN—THE CRADLE OF LIFE

The ocean is the world’s largest habitat. Oceans cover 71% of our planet’s surface and contain an absolutely enormous volume of water-1.335 billion km3, about 97% of all the water on Earth! The ocean is also the cradle of life—Earth’s first life forms appeared in this watery world about 3.9 billion years ago.

Many kinds of organisms live in the ocean, from plants to animals to bacteria to viruses. While you are probably most familiar with larger marine animals like whales, dolphins, and octopi, the ocean actually contains a large array of animal life. Earth’s first life forms originated in the ocean and only later evolved to conquer land. The long evolutionary history of ocean-based life is illustrated by the fact that, of the 34 major known animal phyla, there is only one that exists exclusively on land (that’s Onychophora, a kind of worm that has legs and a texture like velvet) [1]. It should not be surprising, given how long life has been evolving there, that the ocean contains a tremendous biodiversity—much of which remains unexplored.

All animals—those in the ocean and those on land—are classified as eukaryotes, which means that each of their cells has a distinct nucleus and other membrane-bound functional units called organelles. However, by far the most abundant organisms in the ocean are the prokaryotes, ocean microbes that are invisible to the naked eye. Prokaryotes, which are single-celled organisms without nuclei or specialized organelles, include two types of organisms: bacteria, which you have probably heard of, and archaea, which you might be less familiar with. While bacteria and archaea have many things in common, one important feature that sets these two groups apart is that the cell walls of many bacteria contain a substance called peptidoglycan, which the cell walls of archaea completely lack.

While we know that there are more than two million species of bacteria in the global ocean, we still do not know much about them or the other types of ocean microbes. These organisms are extremely difficult to study because more than 99% of them have not been grown in the lab!



WHY ARE OCEAN MICROBES IMPORTANT?

Individual species of bacteria and archaea are fascinatingly varied. Importantly, they have many unique ways of obtaining energy. Metabolism is the word for the energy-producing chemical reactions inside most cells. These reactions use “food” sources to produce the energy that cells need to grow, reproduce, and generally stay alive. Some bacteria and archaea use sunlight to produce energy, while others break down or transform compounds containing carbon, nitrogen, or sulfur—elements that can affect ocean chemistry and that also play important roles in Earth’s changing climate [2, 3].

Additionally, ocean microbes can be sources of molecules that play key roles in biotechnology. For example, a protein called Taq polymerase was isolated from bacteria growing in super-hot ocean water near hydrothermal vents, which are like deep-sea geysers. This protein is now an important part of a common laboratory test called PCR, which is used for many scientific and medical studies including the detection of the SARS-CoV-2 virus that causes COVID-19.

Just from these examples, you can see that, despite their tiny size, ocean microbes—particularly bacteria and archaea—are critically important ocean-dwellers. What is even more intriguing is that many ocean organisms and their associated functions have not yet been discovered. How can we get a picture of all the organisms that live in the ocean—from eukaryotes to the smallest and hardest-to-study prokaryotes? It would be great, would it not, if we could simply take samples of water or sediment from the ocean and quickly analyze them in the lab to find out what kinds of organisms are living there and which functions they perform? Well, thanks to a powerful new technique called metagenomics, researchers can do this!



STUDYING GENES TO UNDERSTAND ORGANISMS

Every living organism contains DNA, which holds the instructions—genes—that code for the structure and function of that organism. Collectively, all of an organism’s genes are called its genome.

One of the main ways that scientists study the genomes of organisms (a field called genomics) is by sequencing their DNA. Sequencing is a laboratory technique that allows scientists to “read” the DNA code. For many years, DNA sequencing was an error-prone, time-consuming process and scientists could only sequence short stretches of DNA in each experiment—it took an awfully long time to read the genome of an organism. For example, sequencing of the entire human genome, called the Human Genome Project, took 13 years of work by many scientists spread across 20 institutions worldwide [4].

However, in the past decades, some amazing technical advances in the field of DNA sequencing have not only made whole-genome sequencing faster, easier, and cheaper, but have enabled the field of metagenomics to explode. “Meta-” means “higher” or “beyond,” so, metagenomics is “beyond” the study of one organism’s genome—it is the study of the pooled genetic information from all the organisms contained in a sample from the environment, like water or soil. Using metagenomics techniques, scientists can sequence all the DNA in a sample of ocean water to figure out the global ocean genome—all the genes from all the organisms in that sample. This information can tell scientists which types of organisms are present and what kinds of ecologically important functions they are performing in ocean habitats [5]!



THE POWER OF METAGENOMICS: WHO LIVES IN THE OCEAN AND WHAT ARE THEY DOING?

The first metagenomic study of the ocean was performed by the Sorcerer II Global Ocean Sampling Expedition, back in 2003–2004, which analyzed a marine plankton community. Over the past 10 years, other expeditions have occurred, including the TARA Ocean Expedition, which collected 243 samples from 68 sampling sites between 2009 and 2013, mostly from the upper ocean. Metagenomics analysis of these samples identified 33.3 million genes! (In contrast, the human genome contains approximately 30,000 genes—see here for more info.) Additional studies, including the Malaspina Expedition, the Ocean Sampling Day Program [6], and the Hawaii Ocean Time Series, have expanded on these results, sampling other oceans, specific marine habitats, and water from various depths.

It is important to recognize that the ocean environment is not the same from the surface to the ocean floor—we can divide it into four unique zones, as shown in Figure 1A. In our research, we combined the vast amount of metagenome data from 2,112 ocean samples collected from multiple past studies (Figures 1B, C), to create a full “catalog” of the global ocean genome, called KMAP Global Ocean Gene Catalog 1.0. This catalog contains an amazing amount of information-317.5 million gene clusters (collections of similar genes grouped together according to function), approximately half of which are annotated, meaning they have been classified according to the type of organism they belong to and the functions of the proteins they code for.
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Figure 1

Samples compiled for our study. (A) Ocean zones and depths. (B) Locations and depth zones of the samples used for our research. You can see that certain oceans, like the Southern Ocean, and certain depth zones, like the dark ocean and the benthic realm, are underrepresented in these samples. (C) Locations from which the metagenomes used in our research were obtained across the benthic and pelagic realms. Depth zones are shown by the colors of the circles.





BACTERIA: THE OCEAN’S MAJOR PLAYERS

Focusing on the annotated gene clusters—those that we can link to a particular type of organism and for which we have functional information—we found that, across all ocean samples, 78.34% of the annotated genes were from bacteria, followed by eukaryotes (12.16%), archaea (6.05%), and viruses (3.44%) (Figure 2A). While genes from bacteria were dominant in every depth zone, genes from these four major types of ocean organisms were not evenly distributed throughout all zones—the benthic realm and the various depth zones of the pelagic realm contained differing proportions of each organism type (Figure 2B). This is not surprising because conditions across depth zones vary—particularly in the amount of light that is available—creating a variety of unique ecological niches in which specific types of organisms can thrive.


[image: image]

Figure 2

(A) Overall abundance of genes from the four major types of organisms across all ocean samples. (B) The abundance of genes from each type of organism differs between depth zones of the pelagic realm (upper, mesopelagic, and dark ocean) and the benthic realm. This tells us that each region of the ocean forms a unique habitat with specific growth conditions, in which certain organisms can thrive.





MICROBE METABOLISM CAN INFLUENCE EARTH’S CLIMATE

Microbial metabolism keeps the oceans healthy by controlling the flow of nutrients and energy. As we mentioned earlier, some microbial metabolic processes influence the cycling of elements—like carbon—that can influence Earth’s climate. Given the importance of microbial metabolism, we took an in-depth look at the metabolism-related genes in our catalog. In samples from the benthic realm, 41.3% of the annotated gene clusters were involved in metabolic processes, compared to just 25% of the gene clusters from the pelagic communities. This tells us that there is a lot going on in this commonly neglected and understudied region of the ocean!

When we sorted the annotated metabolism-related genes found across all ocean samples by the substances being metabolized, we found that that 50% of those genes took part in some form of carbon-related metabolism (Figure 3). Carbon-containing molecules, like carbon dioxide (CO2) and methane (CH4) are greenhouse gases that contribute to global warming. Some bacteria and algae can use photosynthesis to turn CO2 into carbohydrates, with help from sunlight, thus removing CO2 from the atmosphere. But photosynthesis is not the only pathway that ocean organisms use to metabolize carbon! Methane-metabolizing pathways, for example, do not require light and can function in the deep ocean and benthic realm, where light does not penetrate. Some of these pathways have been discovered quite recently and scientists still have much to learn about them.
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Figure 3

Across all ocean samples, more than 50% of the annotated metabolism genes identified in our metagenomic analysis were related to some form of carbon metabolism (CO2 or CH4). Genes involved in the metabolism of nitrogen and sulfur were also present.





METAGENOMICS: THE FUTURE OF OCEAN RESEARCH?

The KMAP Ocean Gene Catalog 1.0 consists of approximately 163 million annotated gene clusters, providing us with an extraordinary amount of information about the types of organisms living at various depths of the ocean and the functions they perform. The global ocean genome is much more than just a simple catalog of the many organisms living there and their functions—it can deepen our understanding of the ocean and provide us with a “baseline” from which to evaluate the effects of human disturbances that can upset the ocean’s delicate balance, including pollution, overfishing, and ocean mining.

While sequencing and studying the global ocean genome has been occurring for some time, two factors have limited the size of those studies: technology and cost. Recent breakthroughs in sequencing technologies have resulted in systems that are faster, more accurate, and portable [7]. Portability is especially important to marine scientists because portable systems can be used onboard oceangoing research vessels. These advances in sequencing technology have also dramatically reduced its cost. In the past, scientists had to ask smaller questions and carefully choose which sequencing experiments to perform because this research was extremely expensive. Today, modern, inexpensive sequencing technology allows relatively simple collection of genome data on an unprecedented scale. These data can help scientists answer questions about the vast array of ecosystem services that ocean organisms provide to keep our entire planet—and us—healthy.

Do you have questions about ocean organisms and their functions? Maybe future metagenomic studies of the global ocean genome will provide answers!



GLOSSARY

EUKARYOTE

An organism whose cells contain a nucleus and other membrane-bound functional units called organelles. Animals, plants, and fungi are examples of eukaryotes.

PROKARYOTE

A single-celled organism that does not have a distinct nucleus or organelles. Bacteria and archaea are prokaryotes.

PEPTIDOGLYCAN

A substance forming the cell walls of many bacteria. Peptidoglycans are not present in the cell walls of archaea.

METABOLISM

Chemical reactions within cells that change “food” into energy.

GENOME

The collection of all the genes of an organism.

SEQUENCING

A laboratory technique that allows scientists to “read” the DNA code, either small segments or the entire genome of an organism.

METAGENOMICS

The study of the genomes of all the organisms in a sample, such as a sample of ocean water or those on the human skin.

ANNOTATED

Classified according to the type of organism the genes belong to and the functions of the proteins they code for.

GREENHOUSE GASES

Gases in the Earth’s atmosphere that trap the sun’s heat, preventing it from escaping back into space.

GLOBAL WARMING

The rising of Earth’s average temperature caused by greenhouse gases in the atmosphere.
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I like sports, reading, math, physics, and all things space!
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The crops that we grow for food are sensitive to the effects of climate change, including drought, flooding, poor soil conditions, and increasing temperatures. This is a major problem because the demand for food continues to grow as Earth’s population increases—and we cannot keep turning land into farmland. Instead, we could try to develop crop plants that can survive the stresses of a changing climate. The wild relatives of many crop plants can thrive in challenging environments, but those survival traits were often lost as farmers bred those plants to become good food producers. How can science help crop plants to regain important survival traits? In this article, we will describe two possible ways: either giving existing crop plants the survival genes from wild plants, or giving wild plants (that already have survival genes) the genes that can make them good food producers. Both options are challenging, so plant scientists have plenty of work to do!


FARMERS AND THEIR CROPS ARE FEELING THE HEAT!

Farming has always been a difficult job. Growing crops can require exhausting physical labor, long hours spent outdoors in all kinds of conditions, and constant worry about pests, diseases, and bad weather that can spoil harvests. While some advances in technology, like GPS-guided tractors and computerized watering systems, have made farming easier over the years, in some ways the job of growing food is becoming even more challenging. Earth’s climate is warming, and the changing conditions are decreasing the amount of food some farmers can produce on their lands [1].

While some plants grow best at warm temperatures, many crops like wheat, rice, potatoes, and soybeans prefer slightly cooler conditions. Even heat-loving crops like corn and sugarcane cannot tolerate the high temperatures projected for the coming decades. Non-living factors that make it difficult for plants to grow, such as high temperatures, too much or too little water, and poor soil conditions, are called abiotic stresses.

Climate change is increasing other abiotic stresses in addition to high temperatures. Some areas are experiencing more (and more severe) droughts and floods. Droughts occur when there is not enough water, making it challenging for plants to absorb the necessary nutrients from the soil. Droughts have been getting more frequent and severe since the 1970s (Figure 1A). At the other extreme, when there is too much water during heavy rains or floods, plants experience waterlogging, which drowns their roots and deprives them of oxygen. Increasing soil salinity, which is the amount of salt in the soil, is another abiotic stress that is worsening as the climate changes [2]. In some places, hot, dry conditions increase the need for farmers to water their crops (Figure 1B), and shortages of freshwater can force farmers to use brackish (slightly salty) water, taken from sources where freshwater mixes with seawater. After a while, salt builds up in the soil and makes it difficult for plants to take up water and nutrients, leading to limited growth and poor yields. All these abiotic stresses, which are getting worse under climate change, are decreasing the amount of food farmers can grow.
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Figure 1

(A) Percent of the Earth affected by droughts in the last 100 years. Droughts have been getting more severe since the 1970s, and dry conditions are a type of abiotic stress that makes it difficult for crop plants to grow. (B) As hot, dry conditions and droughts increase, farmers need to use more water to irrigate their crops. If this water is slightly salty, salt can build up in the soil. High soil salinity is another source of abiotic stress.





CAN WE MAKE PLANTS STRONGER IN THE FACE OF STRESS?

Meanwhile, as climate change is worsening and decreasing the amount of food farmers can produce, the number of people on the planet keeps increasing—so the demand for food is growing. While farmers could solve this problem by making their farms bigger, that is not a good long-term solution. Instead, scientists need to find ways to make crops stronger in the face of abiotic stresses, so farmers can continue to grow as much food as possible on their current farmland.

How do we get strong plants that can survive stresses like high temperatures, drought, waterlogging, and increasing salinity? The answer might be found by looking at crop plants’ wild relatives. Most of today’s crops come from wild plants that early farmers “tamed”, by generations of breeding, to become efficient food producers. Some wild relatives still exist and are stronger than crop plants when it comes to withstanding abiotic stresses—these wild plants have important genes that give them the traits needed to survive in harsh conditions. The survival traits of wild plants were often lost over generations, as early farmers focused on breeding plants that produced lots of food. This is similar to what happened when humans tamed wild dogs to become cute pets. While pet dogs are great companions, many of them no longer have the toughness that helped wild dogs survive without humans.

What if scientists could combine the strength of wild plants with the desirable food-production traits of common crops? Could they produce new plants that could survive the challenges of a changing climate while still producing lots of food?



ADDING WILD “TOUGHNESS” GENES TO MODERN CROPS

One way to make crop plants stronger is to figure out which “toughness” genes were lost and put those genes back into modern crops—a process called rewilding [3]. For example, wild tomatoes have a gene called SlHAK20 that makes them more tolerant to salty soil, but this gene is no longer present in modern tomatoes. Scientists put SlHAK20 back into modern tomato plants and found that their ability to tolerate salt increased [4].

There are two main ways that scientists can put genes from wild plants back into crop plants (Figure 2). First, they can breed crop plants with their wild relatives, carefully selecting the “baby” plants that have the toughness trait and then breeding those, over several generations. This can take a long time! The second method involves genetic engineering, which is a laboratory technique by which scientists can insert, remove, or change an organism’s genes, often giving it new traits. If a desired toughness gene can be identified, scientists can use genetic engineering to precisely add that gene into the DNA of the crop plant.
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Figure 2

Rewilding crop plants to restore the “toughness” traits of their wild ancestors can be done by two main methods. (A) Scientists can breed crop plants with their wild relatives and select the “baby” plants that have the toughness trait. Reestablishing the trait can take multiple generations. (B) Through genetic engineering, scientists can insert toughness genes from the wild ancestors (if they can find them) into the DNA of the crop plant, which reintroduces the toughness trait.





CHALLENGES TO REWILDING

While genetic engineering methods can be faster and more precise than plant breeding, rewilding is not as easy as it might sound. First, scientists must make sure the crop plant’s wild relatives have the toughness trait they are interested in. Then, they must pinpoint which of the many thousands of genes in the wild plant are responsible for that trait—like finding a needle in a haystack! To make this even more complicated, most toughness traits come from a combination of multiple genes, not just one gene, and sometimes complex networks of many genes are involved. The more genes, the more difficult it is to find them all and transfer them into crop plants. Another challenge is to make sure these genes are inserted into the right place inside the plant, for proper operation.



TURNING WILD PLANTS INTO CROP PLANTS

Instead of trying to find “toughness” genes in wild plants and add them back to crop plants, what if scientists started with wild relatives that already have those genes? If scientists could change strong, wild plants into crop plants while being careful to keep the “toughness” traits, this might be an easier way create crops that can tolerate abiotic stresses [5]. For example, maybe scientists could change wild rice plants, which do not produce much rice but can tolerate drought, into a variety that is both drought resistant and a good rice producer. Turning wild plants into crop plants this way is called de novo domestication.

De novo domestication can also be accomplished by genetic engineering, and it might be easier than rewilding. For one thing, domestication does not require adding any new genes. Instead, it typically only requires minor changes that “shut off” or change the strength of a wild plant’s existing genes in some way. So, scientists can use a type of genetic engineering called gene editing to make these gene changes in wild plants, giving them the traits of good crop plants (Figure 3). However, scientists still need to figure out which genes to edit and sometimes, as with rewilding, multiple genes can be involved. Also, the crop plants created by de novo domestication might produce more food than their wild relatives, but still not as much as the high-yielding varieties that most farmers grow today.
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Figure 3

De novo domestication—turning wild plants that can tolerate abiotic stresses into crop plants with good food-production traits—can be accomplished by a type of genetic engineering called gene editing. In this technique, scientists can change or “shut off” certain genes in the wild plant to give it the traits of a good crop plant while keeping the “toughness” genes.





AND THE FINAL ANSWER IS…SCIENCE!

While climate change is making it harder for farmers to grow enough food for everyone, harnessing the power of science can help create stronger crops that can handle difficult changes in weather and soil conditions. As you have seen, both rewilding of crop plants and de novo domestication of wild plants show promise for helping crops handle stressful conditions like high temperatures, drought, flooding, and poor soil—but it is still too early to know which strategy is best. What we do know is that more research is urgently needed on both methods, to give farmers the best chance of success.

Developing stronger crops is not just a scientific challenge—it is a societal one. One challenge is that many people are skeptical about genetically engineered plants. Some worry about whether those plants are safe to eat or if they might damage the environment. Strict laws limiting the use of genetically engineered plants can make it harder for farmers to try out these crops in their fields.

To combat people’s fears, scientists and safety experts are doing lots of testing to make sure genetically engineered plants do not pose any risks to human health or the environment. Teaching the public about genetic engineering is also important, and so is the prevention of false information often spread by the media. Educating people about this issue and teaching them that genetically engineered plants might help farmers to produce enough food for the world’s growing population is critical for getting the public to accept these approaches. As people everywhere face the challenges of a changing world, we need to support research and embrace new technologies that will help farmers succeed at the difficult job of growing enough healthy food.



GLOSSARY

ABIOTIC STRESSES

Environmental factors like drought, extreme temperatures, or poor soil conditions that negatively affect plant growth and survival but are not caused by living organisms like pests or diseases.

DROUGHT

A prolonged period with little or no rainfall, leading to a shortage of water that can harm crops, animals, and ecosystems.

SALINITY

The amount of salt present in soil or water. High salinity can make it difficult for plants to absorb water and nutrients, affecting their growth and survival.

TRAITS

Characteristics or features of an organism, such as color, size, or resistance to disease, that are passed down from generation to generation through genes.

REWILDING

The process of reintroducing natural survival traits, like resistance to drought or pests, back into modern crop plants by using the traits of their wild ancestors.

GENETIC ENGINEERING

A method of directly modifying an organism’s DNA using biotechnology to add, remove, or change specific traits, like making crops more resistant to pests or improving nutritional content.

DE NOVO DOMESTICATION

The process of selectively breeding wild plants or animals from scratch to create new domesticated species with traits desirable for agriculture, like improved yield or easier harvesting.

GENE EDITING

A precise form of genetic engineering that involves making targeted changes to an organism’s DNA, like adding, deleting, or altering specific genes, to achieve desired traits without introducing foreign DNA.
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Feeding the world’s growing population is a huge task, made even more challenging by pests and diseases that threaten crops. For years, pesticides and other chemical treatments have been the common solution, but these chemicals can be dangerous for the environment, and they have been used so much that many of them no longer work well. The world needs a better solution. Fortunately, plants have natural defenses against pests and diseases. Through a process called induced resistance (IR), plants can “ramp up” these defenses, making them stronger in the face of multiple threats. Researchers are exploring ways to activate IR in healthy plants to protect them against future dangers. This fascinating strategy could help to reduce pesticide use—a win-win situation for both farmers and the environment! In this article, we will explain the natural defenses of plants, describe why IR might be a great way to protect crops, and discuss the scientific challenges still to be faced on the path to sustainable farming.


THE IRISH POTATO FAMINE: A LESSON IN CROP PROTECTION

For many of us, fruits, vegetables, and grains are easy to get at local markets or grocery stores, and we might be so used to produce being readily available that we take these crop plants for granted. However, this abundance is not reality for everyone. In some parts of the world, maintaining a steady supply of food is a challenge, sometimes due to the threat of pests and diseases that can wipe out vital crops. According to the United Nations, 20%-40% of crops worldwide are lost to pests each year. This is super expensive—plant diseases cost the global economy around $220 billion per year! The Irish Potato Famine of the 1840s is a historical example that illustrates the devastating impact of plant diseases on food availability. A fungus-like microorganism causing disease struck the potato crops, which were a vital food source for the Irish population, leading to widespread crop failure. Over a million people died from starvation and related diseases, and another million fled their homeland to escape the poverty and hunger. This tragic event highlights the critical importance of protecting our crops from pests and diseases to ensure food security. Today, more than 150 years after the Irish Potato Famine, pests and diseases still threaten the world’s food supply. Although it is common for farmers to use chemical pesticides to protect crops, overuse of these chemicals can have harmful effects on the environment, animals, and human health. Additionally, many pests are becoming resistant to pesticides, making these treatments less effective. The world needs a better solution to protect crops and ensure food security without causing harm.

Interestingly, plants have their own natural defense systems, somewhat like the immune system in humans and animals [1]. Keep reading to learn how plants naturally defend themselves against pests and diseases, and how scientists might be able to use nature’s own remarkable strategies to develop sustainable ways to combat these threats—protecting crops without relying so heavily on pesticides.



HOW DO PLANTS DEFEND THEMSELVES?

Plants are not passive bystanders in nature; they have a variety of strategies to fend off the vast array of pests and diseases that they face daily (Figure 1).
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Figure 1

Plants are affected by many types of pests and diseases. Here are just a few examples: (A) insect pests called aphids on a leaf; (B) a fungus called corn smut on an ear of corn; (C) a water mold called downy mildew on a grapevine leaf; (D) insect pests called mealybugs on a corn plant; (E) a fungus called gray mold on a strawberry; and (F) a fungus called brown rust on wheat (figure credits: iStock).



All plants come equipped with some general, first-line defenses to resist attacks. These include physical barriers like the tough, waxy surface of their leaves, which acts as a shield to block out invaders. But the protection does not stop at the surface. Inside, plants have a set of general chemical defenses that attack and destroy harmful microbes and insects before they can do serious damage. These responses are always ready to protect the plant from common threats. They are not tailored to any specific enemy—think of it like a security system that alerts a homeowner to any disturbance, big or small, without knowing exactly what caused it.

When these general defenses are triggered by invaders, plants produce various protective chemicals and proteins that actively fight off the attackers. For example, when a plant detects an invading insect, it might release bitter chemicals or sticky substances that discourage the insect from eating its leaves. Sometimes plants can release smells that keep insects away or that can even alert other plants that a threat is nearby [2]! But what happens when a stronger, more potent threat comes along? That is when a fascinating aspect of plants’ natural defenses kicks in, called induced resistance (IR).



INDUCED RESISTANCE—PLANTS ON HIGH ALERT!

Sometimes, especially when faced with an unfamiliar or particularly aggressive pest or disease, a plant’s general defenses are not enough. IR helps plants to “ramp up” their defenses in response to threats, making them stronger and more resilient.

When a plant is exposed to a small amount of stress, such as a pest nibbling on its leaves, it does more than just enhance its defenses to deal with the immediate threat. Thanks to IR, plants also have a remarkable ability to “learn” from these encounters. This fascinating process is called defense priming, and it works a bit like the human immune system. When you get a vaccine for the flu or COVID-19, for example, your body receives a small, safe amount of the disease-causing organism. Your body reacts and “remembers” this organism, so the immune system is prepared to fight off the real disease if it is encountered. Similarly, defense priming results in a kind of “memory” that helps plants to be better prepared for future attacks from the same or similar pests or diseases—so they react faster and more powerfully than before [3]. Yes—plants have a kind of “memory” about their past experiences!

IR in plants can be activated in two main ways. First, IR can be activated by a pest damaging the plant or by an infection. Like a vaccination, this first attack teaches the plant how to defend itself against future threats. IR can also be activated by helpful microbes in the soil that live near plant roots [4]. These tiny beneficial organisms prepare the plant’s immune system to defend itself against a variety of pests and diseases. This method of defense priming is especially useful because it involves natural plant-microbe partnerships that improve the plant’s defenses without the need for pesticides or other chemicals. IR activated either by pests or by soil microbes is considered systemic resistance (SR), which means the protection extends to all parts of the plant—even parts that were not initially attacked, like leaves far away from the one that was nibbled.



WHAT MAKES IR SO GREAT?

What if farmers could somehow harness plants’ natural defense mechanisms to protect their crops against pests and diseases? IR has many benefits that could make it a great crop-protection strategy (Figure 2)!
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Figure 2

IR has many benefits that can make it an effective crop-protection strategy.



First, IR has the potential to provide effective protection against many types of diseases and pests. By activating IR in crops, we might be able to reduce the need for harmful pesticides, promoting a healthier ecosystem. Even better, pests are less likely to develop resistance against IR, which means that this protection method could remain effective over the long term. IR could also be used to treat diseases and pests for which no pesticides or other chemical treatments are currently available.

Another amazing benefit of IR is that it can be passed on from “parent” plants to their offspring—and it might even stick around through many generations. This means that the plants farmers grow today could help them to protect future crops—just by planting seeds that already know how to fight off threats. This ability makes IR both a smart choice for today’s farmers and a powerful tool for ensuring the health of crops for years to come.

And there is more—when plants activate their natural defense mechanisms, they often produce a range of beneficial compounds, such as antioxidants and vitamins, which are health-promoting components of the foods we eat. By harnessing IR, we might be able to grow crops that are not only more resilient but also more nutritious, supporting healthier diets and stronger communities! With IR, the benefits could extend beyond the field, reaching the tables of families everywhere.



USING NATURE’S SOLUTIONS TO PROTECT CROPS

To protect crops using IR, the idea is to use certain signals or treatments to prepare the plants’ defenses before any actual attacks occur. There are several ways to “switch on” IR in plants (Figure 3). One way is to use chemicals that can imitate the effects of a disease or pest attack. These chemicals can be applied to seeds, soil, or directly onto crops to activate their defense systems before pests or diseases strike. Another method involves using helpful microbes, such as certain bacteria and fungi, that can stimulate the plants’ defenses [4]. Applied to plants or to the soil, these microbes can settle in the roots or leaves, providing constant protection against specific threats. As a side benefit, these microbes can also improve plant growth and overall health by providing nutrients and other substances that the plants need.
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Figure 3

There are several ways to “switch on” IR in plants to create systemic resistance (SR). Switching on IR can be accomplished using chemicals that imitate the effects of a disease or pest, microbes that can stimulate the plant’s defenses, breeding new crop varieties with strong IR traits, or laboratory techniques to manipulate or “edit” the plant genes involved in IR. SR protects all parts of the plant—even those far away from parts that were initially attacked.



Researchers are also exploring ways to make IR stronger. By identifying the key plant genes involved in IR, scientists may be able to develop new crop varieties with even better defensive capabilities. This work could involve plant breeding, in which plants with strong IR traits are selected and bred with each other over multiple generations, or it could involve laboratory techniques that directly manipulate the plant genes involved in IR.



ONGOING CHALLENGES FOR PLANT SCIENTISTS

While IR has many benefits, there are also challenges that still need to be addressed before it can be used to protect crops. One major challenge is balancing the plants’ growth and defense. Activating a plant’s defense system can sometimes slow down its growth because the defense system diverts energy away from growth processes. So, scientists are working on finding the right balance between enhancing defense and growth, so that plants can remain healthy and produce lots of food for us while still being well protected.

Another challenge is the variability in how well IR works, due to different environmental factors. The success of IR can depend on the type of plant, the specific pest or disease, and environmental conditions such as temperature and soil quality. Researchers are studying how these factors influence IR, and they are developing strategies to make it as effective as possible under various conditions.



CREATING A FUTURE OF SUSTAINABLE AGRICULTURE

Plants have amazing natural abilities to defend themselves against pests and diseases. By using IR, researchers could make agriculture more sustainable and help feed the world without relying so heavily on harmful chemicals. Even better, scientists have found that boosting plant defenses could also lead to healthier crops with more nutrients, benefiting both people and the planet. This research holds great promise for the future of farming and food security.

IR will not eliminate the need for some pesticides, but it could greatly reduce the amounts of these dangerous chemicals that farmers need to use. Using IR in combination with other methods, such as breeding pest-resistant crop varieties and using beneficial microbes, may be an extremely effective approach to pest and disease management. This combined strategy not only enhances crop protection but also promotes biodiversity and soil health. As we continue to face challenges like climate change, growing enough food to feed the ever-increasing number of people on the planet might become even harder. Remember the Irish Potato Famine we talked about at the start? This historical event shows just how important it is to keep our crops healthy. By using nature-based ideas like IR, scientists can help plants protect themselves in a sustainable way. Hopefully, this means we can all look forward to a future where everyone has enough tasty fruits, veggies, and grains to eat, no matter where they live!



GLOSSARY

FOOD SECURITY

Having reliable access to enough nutritious food for a healthy life, without worrying about running out or not being able to afford it.

PESTICIDES

Chemicals used to kill or control pests like insects, weeds, or fungi that can damage crops and harm food production.

IMMUNE SYSTEM

The defense system that uses cells and proteins to fight off harmful invaders like bacteria, viruses, and other dangerous attackers to keep an organism healthy.

SUSTAINABLE

Using resources in a way that meets our needs without harming the environment or depleting resources for future generations.

INDUCED RESISTANCE

Induced resistance in plants is when plants boost their defenses after being exposed to a threat, including both getting ready (defense priming) and becoming stronger against the threat.

DEFENSE PRIMING

The process by which plants use a form of “memory” to prepare and respond more quickly and strongly to future attacks by pests or diseases, enhancing their defense mechanisms.

SYSTEMIC RESISTANCE

When a plant strengthens its defenses throughout its entire system after a local infection or attack, helping protect against future attacks.
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Have you ever thought about what causes the weather conditions that you experience where you live? Maybe you are thinking, “Sure, when there are storm clouds overhead it rains or snows, and when the sun shines strongly in the summer, we have hot weather”. This is true, but the “big” story is more complicated: the conditions you experience in your area can actually be caused by weather and climate events that occur thousands of kilometers away. These long-distance effects are called teleconnections, and they are a natural part of Earth’s climate system. In this article, we provide examples of teleconnections and describe how scientists study them using powerful computer programs. We also explain how climate change might affect these invisible forces that stretch across the Earth, and how resulting changes in teleconnections could cause extreme weather events, like powerful rainstorms or droughts, in certain areas. The more scientists understand about teleconnections, the better we can protect areas that are vulnerable to the dangerous effects of climate change.


EARTH’S COMPLEX CLIMATE NETWORK

Imagine Earth as a giant, complex system, with air, water, land, and ice all “talking” to each other through a language we call climate. Like talking on a telephone to a friend across the world, Earth’s climate conversation stretches over thousands of kilometers, from the icy poles to the tropical regions near the equator. Not only do the parts of Earth’s climate system “talk” to each other, but they can affect each other in all kinds of complicated ways to produce the weather you experience wherever you live, like heatwaves, dry spells, or heavy rains. These long-distance climate effects are called teleconnections, and they are a natural part of Earth’s climate system.

In the remainder of this article, we will explain what causes teleconnections, how scientists understand and predict them, and how shifts in teleconnections caused by climate change can affect local weather patterns—maybe even in your part of the world!



TELECONNECTIONS EXPLAINED

Teleconnections are like invisible threads weaving across the Earth, connecting weather and climate events in one part of the world to things that happen thousands of kilometers away (remember that weather describes daily, short-term conditions of the atmosphere, while climate describes long-term patterns). There are several teleconnection pathways, and many of them are created by the constantly changing circulation of air in the atmosphere and water in the oceans. One of the most well-known examples of teleconnection is the El Niño-Southern Oscillation (ENSO), which involves natural, periodic changes in ocean water temperatures, air pressure, rainfall, and in the way water circulates in the Pacific Ocean. For example, when the Pacific Ocean warms up in the normally cool eastern tropics, it can cause floods in one part of the world and droughts in another (to learn more about ENSO, see this Frontiers for Young Minds article), The trade winds, which blow from the west to the east in tropical regions of the Earth, keep the warmest water near the Asian coast and bring up cold water from the depths near South America. Every now and then, the trade winds get weaker and, instead of Asian coastal waters, the waters in the middle of the Pacific get warmer. Warm waters make it easier for rain and thunderstorms to form, so these also move from the Asian coast further into the Pacific. Rain systems are all connected in the atmosphere, so regions that are normally wet get drier (such as Indonesia, which can experience wildfires), and other areas, such as California in the US, get more rain.

There are also teleconnections between Earth’s polar regions and the rest of the planet. For example, the jet streams are giant, invisible rivers of air high up in the sky that move from west to east. Jet streams are caused by two things: Earth’s rotation and the difference in temperature between the equator and the poles. Jet streams play a big role in Earth’s weather—they can affect how storms move and how warm or cold it gets in various places. Jet streams are like highways for weather systems, helping them travel across the globe.



USING COMPUTERS TO PREDICT CLIMATE CHANGE

Figuring out climate complexities and how teleconnections work is the job of researchers called climate scientists. Climate scientists use powerful computers to create programs called climate models, which can help them understand climate teleconnections of the present climate and “project” (predict) the effects that climate change will have—both on teleconnections and on the resulting weather conditions in specific regions of the world. A climate model is basically a virtual version of the real world, in which scientists can do “experiments” to see how changes in one thing (like the amount of greenhouse gases that humans release) affect other things (like global temperatures or the amount of rainfall in a certain region). Many climate models exist, but they all represent the different components of climate, including sea ice changes, sea level rise, rainfall amounts (as described in this Frontiers for Young Minds article), or the number and strength of heatwaves, for example, and how they interact (Figure 1).
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Figure 1

Earth’s climate is extremely complex and consists of many components that influence each other via invisible “threads” called teleconnections. As just one example, giant rivers of air called jet streams are influenced by the temperature difference between the equator (where it is very warm) and the poles (where it is very cold). As temperatures in the polar regions rise due to global warming, changes in the temperature difference between the poles and the equator could cause jet streams to shift, changing ocean temperatures and leading to severe weather in certain regions.





TELECONNECTIONS AND CLIMATE CHANGE

You may have heard that 2023 was the world’s warmest year on record. But temperatures are not increasing in exactly the same way all over the world, and other effects of climate change vary by location, too (for more info, read this Frontiers for Young minds article). So, what might rising global temperatures mean for the weather and climate where you live? That is a very difficult question for climate scientists to answer, especially since, as Earth’s climate changes due to human activities, the behavior of teleconnections is changing, too!

For example, monsoons bring vital rain to many parts of the world, but the rain they bring has become more intense in some places in recent years due to climate change. Monsoons are heavy rainstorms that happen mostly in tropical areas during the “rainy season”. As greenhouse gases like carbon dioxide build up, they change the temperatures of the oceans and the atmosphere. When these temperatures are out of balance, natural teleconnections can be disrupted. For example, scientists have observed that changes in ENSO can make monsoons stronger [1] and can also lead to increases in other extreme weather conditions in some regions, such as more and stronger hurricanes and longer droughts.

Similarly, as sea ice melts in the Arctic, it might weaken and shift the jet stream southward. This could bring stormier conditions to the Mediterranean and drier, more settled conditions to Western Europe. Jet streams are naturally quite variable. They do not stay in the same place or move at the same speed all the time. So, scientists are still uncertain about exactly how much the melting ice at the poles might be shifting the jet stream and increasing its variability, leading to extreme weather events. There is still much work to be done to fully understand this and other teleconnections, and the role that climate change might be playing in changing them.



COMPUTER MODELS ARE NOT PERFECT

Climate scientists are unsure what caused 2023’s record-breaking temperatures because, as you have seen, Earth’s climate is extremely complicated. This means that, to make the most accurate predictions, climate models must be complicated, too! There is not enough computing power in the world to create one model that includes every possible feature of the Earth’s climate accurately. Also, climate scientists use different methods to model different features, such as ocean currents, atmospheric conditions, ice caps melting, and the effects of human activities like deforestation and pollution. Even the best models are not perfect—they cannot capture every aspect of extremely complex climate processes with complete accuracy, so the predictions they provide are never 100% certain. This explains why different climate models do not always give the same results. For example, one model might say storms more frequently move northwards, while another might say they more often move southwards. One way to deal with this is for climate scientists to look at lots of models to figure out which models are the best for which questions. They can also combine information from multiple models to help make the best predictions of how climate change will affect specific areas (Figure 2).
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Figure 2

The complexity of Earth’s climate means that it is very difficult to make predictions about how climate change will affect climate and weather in the future. (A) Climate scientists use powerful computer programs called climate models to predict future climate. There are many kinds of climate models that scientists must consult to make accurate predictions. (B) Scientists can combine data from separate climate models to improve their predictions. (C) Along with climate models, scientists use real-life observations of weather and climate events in their predictions. (D) Information collected in the past, as well as the knowledge and opinions of experts, can also make predictions stronger.



Analyzing and combining information from climate models is extremely important, because knowledge is power! The more certain scientists can be about how climate change will affect specific locations, the more effectively local authorities will be able to protect those areas [2, 3]. For example, if scientists can project with very high certainty that sea level rise and increased rainfall will flood New York City over the next 50 years, steps can be taken in advance to protect people—like building flood walls or moving people out of areas most likely to flood. Accurate climate knowledge also helps scientists to measure the success of actions taken to fight climate change, like laws to reduce emissions of greenhouse gases.



PREPARING FOR THE FUTURE

As Earth warms, we are seeing more—and more extreme—weather and climate events, from blistering heatwaves to torrential rains. We now know that, due to climate teleconnections, the specific causes for certain weather events might be thousands of kilometers away. Teleconnections show us that Earth’s climate system is deeply interconnected, with changes in one area rippling across the globe. Understanding teleconnections is an important part of predicting how climate change will affect communities in the future, and climate modeling is helping climate scientists to do just that. By studying information from many climate models, scientists can better forecast weather and climate trends, helping communities prepare for and fight climate change and extreme weather events. Hopefully, the more we learn about Earth’s fascinating and complex climate system, the easier it will be to learn to live within its limits and reduce the negative impact that humans are having on the environment.



GLOSSARY

CLIMATE

The average weather conditions in a region over a long period, including temperature, precipitation, and wind patterns.

WEATHER

The daily conditions of the atmosphere, like temperature and rain, which can change quickly. Weather differs from climate in that it describes short-term changes, while climate describes long-term patterns.

TELECONNECTIONS

“Tele” means “distant” or “far from”, so teleconnections are climate phenomena that link weather and climate events in different, sometimes very far apart, regions of the world.

EL NIÑO-SOUTHERN OSCILLATION

A climate pattern involving changing ocean temperatures in the central and eastern Pacific that influence global weather and climate.

CLIMATE SCIENTIST

A scientist who uses climate models to understand Earth’s current climate and predict how the climate might change in the future.

CLIMATE MODEL

A computer simulation used to understand various aspects of Earth’s climate system.
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Many people live in very big cities, and these mega-cities continue to grow in number and in size. However, living in a mega-city can mean that healthy fruits and vegetables are difficult to get. Vertical farming systems (VFS), farms that grow crops in stacked layers inside buildings, might be a solution. These systems allow farmers to control all environmental conditions, so that plants can grow well. The environments in many VFS stay the same all the time, but to do so, VFS use a lot of energy—mostly for lighting. What if we could change the conditions in VFS throughout the day and the growing cycle to save energy, without harming plant growth? In this article, we will explain how this strategy, which is called dynamic environmental control, can be used to vary the amount and timing of light plants receive, as well as other growth conditions. Farmers could use many sensors to monitor the plants, to make sure they still grow well and stay healthy under the changing conditions—saving money while producing lots of healthy food!


PEOPLE NEED HEALTHY FOOD: A LOOK INTO THE FUTURE

Have you ever walked into a local market or grocery store and admired the colorful piles of fresh fruits and vegetables? For many of us, it is easy to buy fresh, tasty produce close to home. A healthy diet, containing plenty of veggies and fruits, helps to keep our bodies strong and our minds sharp. However, in many places, eating healthy is not so easy. For example, in massive mega-cities, where lots and lots of people live, access to healthy fruits and vegetables can be limited. Similarly, in extreme environments like deserts, or in exceptionally cold and dark northern regions, growing food—and therefore eating healthy—can be tough.

Now, picture a skyscraper in the middle of a city. Instead of offices or apartments, inside this building are rows of fresh vegetables and herbs, growing in closely monitored conditions under bright lights. These plants are not just spread out on a flat surface—they grow in stacked layers, one above the other, reaching up many stories high. This is a vertical farm (Figure 1). Vertical farming helps farmers to make the best use of the limited space in cities, and it offers a way to grow healthy, perishable food close to where people live, reducing the need to transport it over long distances, which can be bad for the environment and for the quality of the produce [1].


[image: image]

Figure 1

Vertical farming can help farmers make good use of limited space. (A) In this VFS, inside a shipping container, plants are grown in vertical walls. (B) This VFS is located inside a building, and the plants are grown on stacked shelves. (C) Plants are also grown on stacked shelves in this VFS, which is inside a warehouse [photos supplied by (A) Freight Farms, (B) Sananbio, and (C) AeroFarms; figure adapted from [2], Nature Food; used with permission].





WHAT IS SO GREAT ABOUT VERTICAL FARMING?

There are several big differences between vertical farming and the traditional type of farming that happens outdoors, in fields (Figure 2). In some ways, vertical farming is better for the environment because it uses less land, water, and fertilizer than traditional farming [2–4]. Plus, since the plants are grown indoors, there are fewer pests and diseases, so farmers might not need to use as many pesticides or other potentially harmful chemicals to keep the plants healthy. However, building the vertical farm and equipping it with a large number of electronics—especially LED lamps for lighting and a very big air conditioning system—requires large amounts of energy, materials, and money, even before the first plant is grown. For example, building a new vertical farm costs between 8 and 15 times as much as building a modern greenhouse of the same size.
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Figure 2

Main differences between open-field farming and vertical farming [figure adapted from [2], Nature Food, with permission].



One of the best things about VFS is that, since the plants are grown indoors, farmers can create a controlled environment in which every aspect of the plant’s surroundings—like light, temperature, nutrients, and humidity—can be watched closely and adjusted to ensure the plants grow well. With VFS, farmers never have to worry about too much (or too little) rain, or an unexpected cold spell that ruins the harvest. Even better, in VFS crops can be produced all year round, no matter what the weather is like outside—even in the dead of winter! With year-round production, vertical farming can help ensure a steady and consistent supply of fresh produce.



THE BIGGEST CHALLENGE: ENERGY USE

Keeping all the environmental conditions constant is a huge advantage, but it can also use a lot of energy—particularly for lighting and air conditioning. Electricity use makes up 20–40% of the cost of running VFS; consequently, growing 1 kg of leafy greens costs 3–4 times more in vertical farms than in a modern greenhouse. You probably know that plants growing in fields use sunlight to perform photosynthesis—the process by which they turn carbon dioxide and water into sugars, to fuel their growth. But there is not much sunlight inside tall buildings in the middle of the city, right? This means that special lights in VFS need to be on for long periods to simulate sunlight—and powering these lights requires lots of electricity: 60–85% of the electricity used by VFS is used for lighting. Also, as they grow, plants release large amounts of water vapor, which must be filtered out of the air using specialized air conditioning units. High energy usage not only makes VFS expensive to run, but is also not great for the environment, since fossil fuels like coal are often burned to produce the electricity needed. Hopefully, in the near future, more of that electricity could come from “green” energy sources such as solar panels—but installing these also requires lots of materials and land.

To make VFS more sustainable and less expensive, scientists are exploring ways to use energy more efficiently. One smart idea is to use a process called dynamic environmental control, in which the conditions in the VFS are adjusted throughout the day and according to the growth cycles of the plants. This way, the plants still get what they need to grow, but energy use is optimized, saving money and the environment.



DYNAMIC ENVIRONMENTAL CONTROL: SMARTER INDOOR FARMING

Even if you have looked at your family’s electricity bill, you might not be aware that electricity prices vary throughout the day. Power companies often charge more for electricity during the times of the day when more people are using it. On the other hand, sometimes electricity is cheaper at night or during times when there is less demand. If the lights in a vertical farm are kept on at full intensity all the time, even when electricity costs the most, the expense can add up quickly. However, using dynamic environmental control, VFS can take advantage of periods of lower electricity prices, making the whole system more economical.

Besides light, other factors such as CO2 levels, temperature, and airflow can also be adjusted dynamically. Imagine if you could dim the lights in your room for a few minutes every hour, while still being able to see your book clearly enough to read. You would not notice much of a difference, but you would save electricity. Similarly, in VFS, dynamic environmental control involves adjusting the light intensity and other growing conditions, based on what the plants need at various times, and based on the cost of electricity. For example, the lights might be brighter when electricity is cheaper and dimmer when it is more expensive, as long as the total amount of light needed by the plants throughout the day stays the same. This strategy saves energy while ensuring that the plants receive the right amount of light.

For instance, adjusting temperatures dynamically can help with energy savings. Temperature plays a crucial role in plant growth. Plants may grow better at cooler temperatures during certain stages of development and warmer temperatures at others—so there might not be a need to use electricity to keep a VFS at the right temperature all the time. Also, during the night when outdoor temperatures are lower, VFS can take advantage of the cool temps to reduce the need for air conditioning, thus saving energy. During the day, when outdoor temperatures are warmer, the internal temperatures of a VFS can be increased, to maintain a balanced environment for the plants. This approach uses natural changes in the outdoor temperature to create optimal growing conditions while saving energy costs.

Using dynamic environmental control to adjust these parameters, farmers can ensure that the plants have the best growing conditions while using resources like energy and water as efficiently as possible.



USING SENSORS TO KEEP PLANTS HEALTHY

But how do farmers know when to adjust lights and other conditions? This is where sensors come in [5]. Sensors are small devices that can act like the eyes, ears, or noses of the farm. They monitor various aspects of the environment and the plants themselves, such as light levels, temperature, humidity, and even how well the plants are growing. These sensors collect data continuously and send it to a powerful computer system that analyzes the information and makes decisions about when to change the environment, to make sure everything is just right for the plants. You can think of it like the sensors on a smartwatch that track your heart rate and activity levels and give you tips on how to stay healthy. In VFS, sensors help ensure that the plants get just the right amount of light, water, and nutrients they need to grow well, even under changing conditions.



ENHANCING PLANT GROWTH AND QUALITY

Dynamic control is not just about saving energy—it also has the potential to improve the quality of crops. If you have ever eaten a fresh tomato straight out of the garden, there is a good chance it tasted much better than the average grocery store tomato. That is because homegrown tomatoes often benefit from more natural growing conditions, which can result in richer flavors and better nutrition. Plants grown on large commercial farms are often chosen by farmers for traits like shelf life and the ability to fend off diseases. While these traits are important for making sure that produce can be shipped long distances and that it looks appealing on store shelves, they sometimes come at the expense of taste and nutritional content. This tradeoff means that although grocery store tomatoes might look perfect and last longer, they might not be as flavorful or nutritious.

VFS can help address these tradeoffs. In creating optimal conditions for plant growth, VFS can help plants to make more healthy nutrients, such as vitamins and antioxidants—making vegetables and fruits more nutritious. These beneficial substances often create the vibrant flavors that make garden-fresh produce so appealing. Because VFS are often located closer to urban areas, crops do not need to be bred for a long shelf life or long-distance transport to stores, so farmers and plant breeders can focus on plants with the best flavor and nutritional quality instead.



MAKING VERTICAL FARMING BETTER

Even though dynamic environmental control in VFS is very promising, there are many challenges to solve. Plants need different conditions at different times in their growth cycles or different times of the day, which makes it tricky to keep everything balanced. Factors like temperature, humidity, and light all affect each other, so farmers need to keep an eye on these things and adjust them as needed. To do this, they currently rely on their experience, but in the future they may use advanced computer programs that can predict what plants will need and help set the best conditions. As technology gets better, these programs will become easier to use and more accurate, giving farmers better tools to make VFS work well.

Another challenge is finding the best plants to grow in VFS. Most plants are bred to grow well in open fields or in greenhouses, but these plants might not do as well in VFS. Scientists are working on breeding plants that grow well in VFS. They look for plants that do not need a lot of light, grow quickly, and are small enough to fit in the indoor spaces.



THE FUTURE OF FOOD—GROWING SMARTER AND GREENER

Together, the three critical ideas we have discussed—dynamic environmental control, sensors to check conditions and plant health, and breeding to select the best plants to grow—make VFS an exciting way of farming (Figure 3). By changing things like light, temperature, and CO2 levels throughout the day, VFS can save energy while growing high-quality crops. Looking ahead, breeding plants that grow well in VFS, developing even better sensor technologies, and adding “smart” systems to automatically control the VFS environment will help create the next generation of vertical farms. These new ideas will help us grow more fresh food in big cities, as well as deserts and cold areas, giving us fresh, healthy food all year round. The future of farming is not just about growing up; it is about growing smarter and greener!
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Figure 3

To optimize food production, VFS can combine three main ideas. First, VFS use dynamic environmental control to adjust the growing conditions for plants, which can keep plants healthy and help to save energy. Second, plant breeding techniques can generate plant varieties that grow best in VFS, and possibly even plants that are more nutritious and taste better than their field-grown relatives. Finally, the environment inside the VFS—and even the plants themselves—can be monitored with various types of sensors to make sure conditions are just right for keeping the plants happy (figure adapted from Kaiser et al. [6], Frontiers in Science, with permission).





GLOSSARY

VERTICAL FARMING

Growing crops in stacked layers or vertical walls inside buildings, using controlled environments for optimal growth. Vertical farming is especially useful in big cities or areas with harsh climates.

LED LAMPS

Lamps that provide the necessary light for plants to grow in vertical farms, simulating sunlight and enabling year-round indoor farming, while using less energy compared to traditional lighting.

PHOTOSYNTHESIS

The process by which plants use light to change carbon dioxide and water into sugars, fueling their growth and producing oxygen as a byproduct.

SUSTAINABLE

Using resources wisely so we can meet our needs today without harming the environment or running out of resources for future generations.

DYNAMIC ENVIRONMENTAL CONTROL

Adjusting conditions like light, temperature, and humidity throughout the day to save energy and help plants grow better in indoor farms.

GROWTH CYCLE

The stages a plant goes through from seed to mature plant, including germination, growth, flowering, and fruiting.

SENSORS

Devices that monitor conditions like light, temperature, and humidity, helping farmers ensure plants get what they need to grow well.
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While you have probably heard of carbon dioxide (CO2) and its role in climate change, do you know about its less-famous partner, methane? Methane also warms our planet, and the amount of methane in the air has more than doubled since the Industrial Revolution, with especially rapid increases in recent years. Methane comes from human activities such as farm animals, landfills, and the fossil fuel industry, and natural sources like wetlands, especially as climate change makes wetlands bigger and warmer. Luckily, methane does not stay in the atmosphere as long as CO2 does, which means that if we can reduce methane emissions now, we can make a substantial difference in keeping Earth healthier in our lifetimes. In this article, we will explain where methane comes from, describe its role in climate change, and tell you how both methane and CO2 emissions can be reduced—sometimes by the same strategies!


CARBON DIOXIDE’S STEALTHY SIDEKICK

Does this sound like a story you might hear on the local news? Police are desperately trying to bust a gang of criminals that have been brutally vandalizing a city. The detectives know the identity of the gang leader and are working day and night to catch him—but they are so focused on stopping the most obvious bad guy in the group that they do not pay much attention to the lesser-known gang members. Unobserved by the distracted authorities, these stealthy sidekicks keep getting away with smashing windows, toppling trees, and graffitiing buildings.

Overlooked vandals are not the only ones getting away with damage—something similar is happening in the fight against climate change, too. While it is certainly crucial to focus on the main culprit, carbon dioxide (CO2), it is important to remember that there are “stealthy sidekicks” harming Earth’s climate that have not been given as much attention. To combat climate change most effectively, we must be careful not to neglect these “less famous” greenhouse gases that are adding to climate damage.

In this article, we will tell you about an odorless, colorless, gas called methane (CH4)—one of the neglected greenhouse gases [1]. We will explain how methane contributes to climate change, where it comes from, and how we can manage its levels to protect our planet.



METHANE’S ROLE IN CLIMATE CHANGE

Methane is the second most important greenhouse gas driving climate change. The “news” about methane is both good and bad. The bad news is that the amount of methane in the atmosphere has more than doubled since the Industrial Revolution, with increased methane emissions causing about two-thirds as much warming as CO2 to date [2]. But, on the bright side, methane is naturally cleared from the atmosphere much more quickly than CO2: while CO2 sticks around for centuries, most methane only stays in the atmosphere for about a decade. This means that while reducing CO2emissions is the most important thing people can do to protect Earth from climate change in the long term, reducing methane is the most important thing we can do to help our climate in the shorter term, to keep the planet as healthy as possible while you and your friends grow up.

Scientists who study Earth’s climate often use powerful simulations called computer models to project how climate change will affect the world in the future. For example, they try to project how much of each greenhouse gas is likely to be emitted, and how those levels might change Earth’s temperature, rainfall, or other aspects of the climate over time. Recently, scientists have noticed a disturbing trend—not only has the amount of methane in the atmosphere been rising rapidly since 2006, but it is also rising even more during this decade than it was during the last one, and almost double the amount that scientists projected using their computer models (Figure 1). This dramatic increase means we must work even harder to keep this sneaky sidekick from causing climate damage.


[image: image]

Figure 1

Methane has been rising in the atmosphere since 2006, but over the past few years, the observed increase in atmospheric methane has been greater than increases observed in the past and much greater than the increase projected by several computer models. Methane in the atmosphere is measured in parts per billion per year, which means that for every billion molecules of air, there has been an increase of methane molecules by the amount shown each year. These data tell us that taking steps to reduce methane release is an urgent goal.



To understand why methane levels are rising so quickly and unexpectedly, it helps to understand where methane comes from in the first place. That is a little complicated because some methane is produced by human activities, while some is generated by Earth’s natural processes.



HUMAN SOURCES

You probably know that CO2, the main culprit in climate change, mostly comes from burning fossil fuels (coal, oil, and natural gas). But do you know which human activities create the most methane emissions? The biggest source is agriculture, particularly raising animals called ruminants (such as sheep, goats, and especially cows) to feed people. These animals produce methane through their burps, farts, and poop as they digest the tough plant materials that they eat. Although methane production is a natural part of digestion, when billions of farm animals are raised around the world, the amount of methane seriously adds up.

Landfills, where people throw away and bury their garbage, are another major source of methane caused by humans. Methane is produced when organic materials, like food scraps and yard trimmings, break down where there is not much oxygen available, which happens as new garbage piles on top of older waste. Finally, methane is also emitted during the removal of fossil fuels from the Earth and while transporting them to where they are used. Some oil wells and coal mines may not have systems to capture the methane that is normally released while collecting these fuels. Additionally, leaks from oil and gas wells and in the pipelines that move fuels from place to place can accidentally release a lot of methane into the atmosphere, as can releases that happen on purpose, for maintenance or safety reasons.



NATURAL SOURCES—BUT WITH A HUMAN TWIST…

Nature also has its own ways of creating this potent greenhouse gas. One of these is termites, which, despite their small size, emit methane as they digest tough plant materials—much like ruminants do! Wildfires are another small natural source. However, wetlands are the largest natural contributor to methane emissions, and some scientists believe them to be the biggest reason for the rapid increases they are seeing over the past decade. These waterlogged areas, such as marshes, bogs, and swamps, cover large areas of the Earth. Wetlands have the perfect conditions for methane-producing bacteria to flourish: lots of organic material that has fallen to the bottom where there is not much oxygen due to the overlying water, just like a landfill with many layers of waste!

Although wetlands are a natural source of methane, there is an interesting twist—climate change can increase the amount of methane wetlands produce. Warmer temperatures and changes in rainfall patterns, both caused by climate change, can boost methane production. For example, higher temperatures can speed up the metabolism of methane-producing bacteria in wetlands, leading to more methane release. Changes in rainfall patterns can make wet areas larger, creating more environments for these bacteria to thrive. This is an example of a feedback loop, a cycle in which warming can increase methane release from wetlands, making the greenhouse effect worse and leading to even more warming (Figure 2). So, while wetlands are a natural source of methane, human activities still play a role.
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Figure 2

Wetlands naturally produce methane due to breakdown of organic materials in the absence of oxygen, but a feedback loop can increase the amount of methane released. When methane builds up in the atmosphere, it can help to trap the sun’s heat near the Earth, causing global warming and contributing to climate change. Changes in rainfall patterns can increase the size of wetlands, and warmer temperatures can speed up the work of methane-producing bacteria, both of which cause even more methane to be produced… and the cycle continues.





REDUCING METHANE—EVERYONE CAN HELP!

Here is some more good news about methane: when it comes to reducing methane emissions, simple things we do in our everyday lives can have a big impact [3]! First, choosing what you eat can make a difference. For instance, eating a healthy diet that contains less meat and dairy, especially beef and cow’s milk, is a powerful way to cut down on methane emissions. As we explained earlier, ruminants like cows and sheep produce methane during their digestion process. So, by opting for meals that include more plants and less meat, or choosing meat from animals that produce less methane (like chickens) you can help to reduce the amount of methane released into the atmosphere. This does not mean you have to give up beef altogether, but even skipping a couple burgers a week can contribute to the planet’s health.

Being careful not to waste food is another important step in fighting methane. By paying attention to how much food your family buys, storing food properly, and trying to use all the food you purchase, you can help to reduce the amount of food that ends up in landfills. Composting food scraps and other organic materials instead of sending them to landfills also decreases methane emissions. Composting not only prevents methane from entering the atmosphere, but it can serve as a natural fertilizer to make soil healthier. These choices might seem small, but when millions of people start to adopt these habits, the impact can be huge!



REDUCING CO2 AND METHANE: A ONE-TWO PUNCH

Individual actions are important, but they are not enough. Societies and whole countries also need to act to reduce methane emissions [4]. But if we need to fight both CO2 and methane to protect Earth’s climate, does that mean the fight will be twice as hard? Fortunately, there are some really good ways to reduce both gases at once (Figure 3)! For example, remember how we said that producing fossil fuels, especially oil and natural gas, can leak lots of methane into the atmosphere? When societies work to reduce CO2 emissions by saving energy or shifting away from fossil fuel use to renewable sources (wind, solar, and hydroelectric power), this also cuts down on methane emissions.
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Figure 3

Even though we need to fight both CO2 and methane emissions to protect the planet, luckily the fight is not twice as hard. (A) Some steps that we take to reduce CO2 emissions can reduce methane emissions as well. For example, if we switch to renewable energy sources and use less fossil fuels, then the methane that is accidentally leaked during fossil fuel production will also be reduced. (B) Conversely, if we try to reduce methane emissions by eating less meat and animal products, trees could be planted on the land formerly needed to raise animals—and trees reduce CO2 through photosynthesis.



The opposite scenario is true, too—strategies for reducing methane emissions can have the good “side effect” of decreasing CO2. Did you know that methane itself can be used as a fuel, as it is the main component of natural gas? If methane is captured from landfills or farm waste before it escapes into the atmosphere, it can be burned to generate electricity and heat. Although burning methane produces CO2, when we burn the type of methane produced by bacteria, it does not add CO2 to the atmosphere like burning fossil fuels does. Because the bacteria are breaking down organic material that took the CO2 from the atmosphere very recently, we are basically just putting it right back, not adding to the overall amount. Also, as we discussed earlier, changing our eating habits can decrease methane emissions… but can eating less meat also reduce CO2 emissions? The answer is yes! If fewer animals are needed for food, the vast amounts of land needed to raise animals could instead be used to grow trees or other plants that help to remove CO2 from the atmosphere! Overall, you can see that reducing methane and CO2 are not just two separate steps we need to take to reduce greenhouse gases—they can work together to help us protect the planet.

So, spread the news: while CO2 often gets center stage in the fight against climate change, methane, a less “famous” but very powerful greenhouse gas, is also warming up our planet. While it might be neglected, the effect of methane on our climate, especially in the short term, is undeniably strong. By understanding methane’s sources, effects, and the power every one of us has to fight methane emissions, we can work to nab both the main “bad guy”, CO2, and its stealthy sidekick, methane—important steps toward a cooler, safer world.



GLOSSARY

METHANE

A potent greenhouse gas with a significant impact on global warming.

EMISSIONS

The release of gases, such as carbon dioxide and methane, into the atmosphere where they trap heat and cause Earth’s temperature to rise, leading to global warming.

COMPUTER MODELS

A computer program that uses math to simulate real-world events or systems, helping scientists understand and predict how things might behave.

RUMINANTS

Animals that have special stomachs with multiple sections, allowing them to break down tough plant materials. Examples include cows, sheep, and goats.

ORGANIC MATERIAL

Any substance that comes from living organisms like plants and animals, including leaves, wood, food waste, and manure.

WETLANDS

Areas of land where water covers the soil or is present at or near the soil surface for all or most of the year. Wetland ecosystems often contain unique plants and wildlife.

FEEDBACK LOOP

A circle of actions in which something that happens affects the whole system, making it either do more of the same thing (positive feedback) or less (negative feedback).

COMPOSTING

The process of recycling organic waste into a nutrient-rich soil additive.
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As Earth’s climate continues to warm, extreme weather events like severe storms and floods are becoming more common, endangering many lives. To help keep people safe, we have developed a computer model called DTE Hydrology—kind of like a scientific video game—that can warn people if flooding is likely in their area. This model is known as a “digital twin” of the Earth because it is almost like having a computer-based copy of the planet! Measurements of rainfall and soil moisture can be collected both on Earth and from satellites, and the model can use these data to predict the likelihood of flooding in a given area. We can also use DTE Hydrology to “experiment” on Earth’s digital twin, to learn more about what causes flooding. In the future, we hope to use this system to save even more lives by predicting landslides and monitoring wildfires, too.

Imagine that you are on summer break, but it has been raining for days. How boring! You have slept in each morning, played all your favorite online games, watched movies, and texted with your friends…but now you are out of ideas. You daydream about enjoying the summer sun with your friends, maybe swimming or fishing in the nearby river. Hopefully the rain will stop soon! You walk to the window to check the weather, and are shocked to see that the houses just down the hill are up to their windows in muddy water…and the rising water is quickly approaching your house! Trees, trash, and even a few cars are floating by; you see rescue boats at a nearby home, helping your neighbors who had climbed onto their roof to escape the rising water. A flash flood!


HUMANS ARE CHANGING EARTH’S WEATHER…FOR THE WORSE

While this scene might sound like the start of a suspenseful disaster movie, the daily news tells us that such scenarios are also happening in real life. In the summer of 2021, intense storms led to flash flooding in Europe. Rivers and streams rose quickly, causing the deaths of at least 243 people, most of them in Germany. On an even larger scale, unusually heavy monsoon rains in the summer of 2022 caused extreme flooding in Pakistan, causing the deaths of 1,739 people—including 647 children—and injuring almost 13,000 others. In addition to causing deaths and injuries, floods can kill crops, reducing our food supply; and they can cause major damage to homes, roads, hospitals, and power grids, grinding normal life to a halt. Pakistan’s floods caused an estimated $30 billion in damage, for example.

Human activities that release carbon dioxide and other greenhouse gases into the atmosphere are warming the Earth and changing our climate. As temperatures continue to rise, the number and severity of floods is predicted to increase, but floods are not the only problem—scientists predict increases in both the frequency and intensity of other dangerous weather-related events as well, like landslides, droughts, and wildfires (for more information about how climate change is increasing extreme weather events, see this FYM article or this one).



WATER, WATER EVERYWHERE

While it is clearly important to do all we can to reduce greenhouse gas emissions and combat climate change, in the short term we must also figure out ways to protect people from extreme weather events like floods. One of the reasons floods can cause many deaths and injuries is because they are difficult to predict. As the name implies, flash floods happen quickly—people in their paths often have little warning, so they do not have enough time to evacuate. If there was an accurate system that could predict which areas were likely to flood, people in those areas could be warned in advance, and they could move to safety in time. Such a system could potentially save many human lives.

Detailed knowledge of the water cycle is necessary for understanding why flooding happens and figuring out how to predict it. Three main components of the water cycle are particularly important when it comes to flooding and flood prediction: precipitation, soil moisture, and runoff (Figure 1). Precipitation is water released from clouds in the form of rain, hail, snow, or sleet. As you probably know, the more precipitation there is, the higher the risk of flooding. But soil moisture, which is a measure of the water content of the soil, also plays a role. The more water there is in the soil, the less “room” there is for additional rainwater. If the soil is saturated and cannot absorb any more water, any precipitation that falls will become runoff—flowing along the ground to fill rivers and streams, which can then rise and cause floods.


[image: image]

Figure 1

While accurate prediction of flooding requires knowledge of the entire water cycle, several components of the cycle are particularly important. Precipitation (rain, snow, sleet) falls from the clouds and flows off the land into rivers and streams. This runoff increases the water level in rivers and streams. The amount of runoff is dependent on soil moisture. Soil that is already saturated with water can hold less precipitation, resulting in more runoff and greater flood risk. If runoff causes rivers and streams to overflow their banks, flooding can occur.



While this explanation may sound simple, there are many more processes involved in the water cycle, and they all interact with each other in ways that are difficult to predict. Additionally, humans influence the water cycle and affect the likelihood of floods—not just through climate change but also by cutting down forests, building cities and roads, and certain types of farming. All these natural and manmade complexities make it extremely difficult to predict exactly when and where floods will happen.



EARTH’S DIGITAL TWIN

Obviously, scientists cannot do experiments with Earth’s weather to learn how to predict floods. So, how can we learn what would happen if, for example, 15 cm of rain fell on an area with moderately saturated soil? Would local rivers and streams flood, and how much? To study situations that are difficult to experiment on directly, scientists can develop a realistic simulation, kind of like a scientific video game, that accurately recreates conditions on Earth. This “game” is called a computer model. Using this “game,” scientists can ask “what if” questions like the one above—they can tweak the amount of rainfall, soil moisture, and other conditions, to see how much rivers or streams would rise in a certain area (Figure 2). This is almost like having a computer-based copy of the Earth to experiment on, which is why these models are called digital twins of the Earth (DTEs). Our group has been developing a DTE focused on Earth’s water-related processes. We call it DTE Hydrology, and we hope that one day it will help predict whether a flood is likely to happen in your area.
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Figure 2

DTE Hydrology is like a scientific “video game” that can help scientists to predict the risk of flooding. The computer model allows scientists to “experiment” by entering different values for the amounts of precipitation and soil moisture, to see whether those conditions increase the flood risk in a certain area. In the example, the amount of precipitation is kept constant, but you can see that increased soil moisture increases flood risk. Governments could use a computer model like this to protect people, by calling for evacuations when flooding is likely, for example.





A “FLOOD” OF DATA

To predict flooding in real life, DTE Hydrology needs a huge amount of data about the actual conditions on Earth. As we mentioned earlier, the two main processes that contribute to runoff—and the flooding that occurs when there is too much of it—are precipitation and soil moisture. These two factors can be measured directly (right where they are happening) or remotely (from somewhere else) [1, 2]. Direct measurement of precipitation can be done using rain gauges, which capture and collect rainwater so that it can be measured (in inches or centimeters) after each rain event. Soil moisture can be directly determined by taking soil samples and measuring how much water they contain (Figure 3A). While direct measurements are extremely accurate, not all areas of Earth can be measured, and conditions constantly change with the weather and seasons—so direct measurement gives us limited information. Remote measurements often involve satellite images of Earth. Satellites can be equipped with imaging systems that can take digital images of a very large area or even of the entire Earth—which is a big advantage over direct measurements. Scientists can interpret these images to learn about many conditions on Earth, including precipitation and soil moisture.
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Figure 3

(A) To collect data on precipitation and soil moisture for a computer model, rain gauges and soil moisture sensors can be placed in various locations on Earth. While these devices are very accurate, it is difficult to get enough direct measurements to create an accurate computer model. (B) Satellites that take images of Earth from space can provide a lot of data. To be most useful, these remote images must be high resolution, which means they must be able to “zoom in” on small areas and take images often, to capture rapidly changing conditions.



The usefulness of satellite images for predicting floods or other weather-related events depends on their resolution, or level of detail. Precipitation and soil moisture—and therefore the potential for flooding—can vary a lot over small distances, so satellite images will obviously be more useful for flood prediction if they can “zoom in” on small areas (Figure 3B). Which would make you feel safer: a low-resolution flood-prediction system that could only predict that a flood is likely to happen somewhere within a 100-km radius of your home, or a high-resolution system that could tell you flooding was likely within 1 km of your home? Another aspect of resolution has to do with how often a satellite takes an image of the same location. The higher this type of resolution, the more closely satellite data match the actual situation on Earth, in real time. Flooding events can develop quickly and occur over very short time periods. Again, which would make you feel safer—a flood-prediction system that collects data once every 3 days, or one that collects data once an hour? Some modern satellites can provide extremely high-resolution data, which are excellent for flood prediction [3].



THE FUTURE OF FLOOD PREDICTION

We are still developing DTE Hydrology, using a combination of direct and remote measurements. This is a lot of data to deal with, but there is more! While this article focuses on precipitation and soil moisture, we also collect measurements on evaporation, snow depth, and the volume of water moving through rivers. You can check out DTE Hydrology yourself here. So far, our computer model covers an area of 1,580,000 km2 in the Mediterranean basin, but we are working to expand it to eventually include all of Europe.

When fully developed, DTE Hydrology will be able to do much more than predict floods…it may be able to accurately predict landslides and monitor wildfires. As climate change continues and we face more—and more dangerous—extreme weather events, early-detection systems that can predict floods and other natural disasters can help to save the lives of adults and children across the world. Running “what if” scenarios using DTE Hydrology can also help scientists to better understand the complexities of Earth’s water cycle, allowing European countries to balance their water use among various needs, including communities, industries, and farms. Water is our planet’s most precious resource—living things cannot exist without it. With DTE Hydrology, we aim to protect life on Earth: both by warning humans of dangerous, water-related events and by safeguarding our planet’s water resources for future generations.



GLOSSARY

FLASH FLOOD

Rapid flooding in a local area that usually happens a short time after heavy rainfall.

WATER CYCLE

The complex processes through which Earth’s water is “recycled” as it moves through different states (liquid, solid, and gas). Processes of the water cycle include precipitation, evaporation, and condensation.

PRECIPITATION

Water falling from clouds in the form of rain, snow, sleet, or hail.

SOIL MOISTURE

The amount of water contained in the soil. The higher the soil moisture, the more saturated the soil and the less precipitation it can absorb.

RUNOFF

Water that does not soak into the soil and instead flows off of the land and into rivers and streams, increasing their levels.

COMPUTER MODEL

Any computer-based representation of a complex situation or system.

DIGITAL TWIN

A computer-based representation of a real-life system or process, built to match the real-life situation closely enough to allow users to experiment and ask “what if” questions.

RESOLUTION

The level of detail of a measurement, both in terms of how “zoomed in” measurements are and how close together they are taken over time.
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How do we stop global warming? We know that excess carbon dioxide (CO2) in the atmosphere causes global warming, but when we stop emitting CO2–a goal known as net zero—will warming stop at the same time? Our best understanding is that no more CO2 emissions means no more warming, but we are not completely sure about this. The extra change in temperature after we reach net zero emissions is called the zero emissions commitment. In this article, we explain how understanding the way heat and carbon move around the Earth is key to working out whether we will get more global warming after net zero, see some cooling, or perhaps experience no change in Earth’s temperature at all.


HOW DO WE STOP GLOBAL WARMING?

Today, humans are still adding more carbon dioxide (CO2) to the atmosphere each year than the year before. CO2 is a greenhouse gas, so its presence in the atmosphere causes the planet to heat up—this is called global warming. To keep humans and the natural world as safe as possible, global warming must be slowed and then stopped completely. To achieve this, we must reverse the current trend of increasing CO2 emissions, so that eventually we are no longer adding any CO2 to the atmosphere at all. At that point, we will have achieved net zero emissions. “Zero” is the most important word in this phrase, because it means that no CO2 is being added to the atmosphere. “Net” means that if we do emit any CO2, then we must remove the exact same amount so that, overall, the amount of extra CO2 left in the atmosphere is zero (if you would like to know more about net zero and the chances of reaching it, see this article).

Scientists have calculated that when we reach net zero the Earth will probably not warm any further [1]. This means that global warming will stay the same, or stabilize—but we are not sure if it will stay exactly the same! The Earth is complicated and there are lots of interacting systems that make it difficult to predict what will actually happen when we reach net zero. Understanding whether net zero will be followed by some warming, some cooling, or no change at all is key to understanding how much CO2 we can still emit while keeping the Earth below dangerous levels of global warming (for more information on dangerous levels of warming, see this Frontiers for Young Minds article). The change in global temperature that might still happen once we reach net zero emissions is called the Zero Emissions Commitment (ZEC), and scientists are doing a lot of work to figure out what this number is!

So, how do we figure out ZEC? We know that adding CO2 to the atmosphere causes more heat from the sun to be trapped on Earth. We also know that, over time, some of this heat and carbon gets spread out across the planet. Carbon is taken up by trees, plants, and the ocean, while heat is mostly absorbed by the ocean. The interactions between these two main Earth processes that move carbon and heat around, and how much and how quickly they change after we reach net zero, hold the key to understanding what will happen to global warming. But as you will see, things are a bit more complicated than they look at first glance!



THE MOVEMENT OF HEAT: THE ROLE OF THE OCEANS

While we usually use the term “global warming” to describe the warming we experience on Earth’s surface, the surface is not the only thing that is heating up—in fact, the oceans have absorbed over 90% of the heat caused by excess greenhouse gases in the atmosphere. The heat absorbed by the oceans warms the ocean waters, which are then pushed around the planet by ocean currents, spreading the heat all over the Earth (Figure 1A). That does not mean the ocean feels like a bath though! The ocean is huge, and even a tiny amount of ocean warming means that enormous amounts of heat have been absorbed. When we reach net zero and greenhouse gases in the atmosphere stabilize, the heat trapped by the atmosphere will stop increasing. As a result, the amount of heat absorbed by the ocean each year should also decrease (Figure 1B). On its own, this would mean more heat left in the atmosphere, which means more global warming after net zero (Figure 1C). But we are not sure exactly how much more warming, or how fast this change would happen.
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Figure 1

(A) Today, humans are still emitting greenhouse gases, so more and more heat is being trapped in the atmosphere. The ocean absorbs much of this heat. (B) When we reach net zero, no more CO2 will be added to the atmosphere. This means the amount of heat trapped by the atmosphere will stop increasing, and the amount of heat absorbed by the ocean will start to slow down. After a very long time, the ocean will eventually reach a new balance (equilibrium) with the atmosphere. (C) On its own, this decreasing ocean heat uptake will cause more heat to stay in the atmosphere, resulting in more global warming.



For example, the heat that is absorbed at the ocean surface in the Atlantic is eventually transported to the deep ocean through various types of mixing, including large movements of water called overturning. Like a huge ocean conveyor belt, this water moves heat from the southern hemisphere to the northern hemisphere, cools, sinks, and returns cold, deep water southwards again. As the planet warms, scientists believe overturning will weaken, but they are not sure exactly how much, or how fast [2, 3]. Changes to overturning and other types of mixing are expected to mean less heat would be absorbed by the ocean and stored in deep waters—which in turn would mean more heat stuck in the atmosphere, leading to more global warming.



THE MOVEMENT OF CARBON: THE CARBON CYCLE

When we burn fossil fuels, we transform carbon from stable, solid stores under the ground (for example, coal) into the gas CO2, which spreads around the atmosphere and stops heat from escaping back into space. To understand how carbon is moved around the Earth, we need to understand the balance between carbon sinks and sources: carbon sinks, like trees, absorb and store carbon, taking it out of  the atmosphere; carbon sources, like burning coal, transfer carbon into the atmosphere (Figure 2A). When we reach net zero and stop emitting CO2, the carbon in the atmosphere will slowly be redistributed to the land and the ocean via plants (Figure 2B), soils, and ocean carbon uptake. For example, seagrass, which uses CO2 for photosynthesis, transforms CO2 in the ocean to carbon in its stems, leaves, and roots. As carbon is redistributed to carbon stores like these, the amount of CO2 in the atmosphere should decrease, which on its own would mean the Earth would start cooling after net zero (Figure 2C).
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Figure 2

(A) Today, humans are still releasing increasing amounts of CO2 into the atmosphere. Carbon sinks like forests are absorbing some of this CO2, but there is still much more CO2 going into the atmosphere than being taken out. (B) At net zero, the CO2 concentration in the atmosphere will stop increasing as carbon sources from human activities are reduced to zero. (C) Over time, the CO2 in the atmosphere will be absorbed by forests and other carbon sinks. This will decrease the amount of CO2 in the atmosphere which, on its own, would cause cooling.



Restoring ecosystems and protecting forests and peatlands will help the land to continue absorbing carbon, removing more CO2 from the atmosphere. But more frequent wildfires, and carbon lost from other parts of the land like thawing permafrost, could do the opposite [3]. Wildfires can turn a carbon sink into a carbon source—adding to the CO2 in the atmosphere instead of removing it. Uncertainty about how the land will respond to a world with higher temperatures and changing rainfall patterns contributes to the uncertainty about how the Earth’s overall temperature will change after net zero.



HEATING OR COOLING: WHICH WILL BE STRONGER?

So, overall, the slowdown of ocean heat uptake causes more heating, and the reduction of CO2 in the atmosphere causes cooling! Which will win out (Figure 3)? To understand what happens to global warming after net zero, we need to know how strong and how fast each of these changes are.
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Figure 3

To determine the change in Earth’s global temperature that will happen after net zero (the ZEC), we must understand whether cooling or warming will eventually “win out”. The balance between decreasing ocean heat uptake, which could lead to more global warming, and decreasing concentrations of CO2 in the atmosphere, which could lead to global cooling, will determine whether there will ultimately be more warming, some cooling, or no change in average global temperature.



At the moment, our best understanding is that these two processes happen at the same rate, pulling equally hard in opposite directions. The amount of warming from the slowdown of ocean heat uptake looks to be the same as the amount of cooling from decreasing amounts of CO2 in the atmosphere. If the warming and cooling processes do end up canceling each other out after net zero, there will be no further temperature change once we stop emitting CO2… but as you have probably gathered, all the processes involved make this prediction quite difficult, and scientists are still working to understand it fully.

Furthermore, the outcome of this tug-of-war between heat and carbon can change over time. The value of ZEC therefore also depends on how long after net zero we measure the change. We think some processes have an effect very soon after net zero, like the land response to a change in CO2, whilst others, like melting ice sheets, will take a long time to adjust to the new balance in heat and carbon. This means that the change in global temperature 50 years after net zero could be quite different from the change in temperature 1,000 years after net zero. Fortunately, we know more about what would happen in the first 50 years compared to the first 1,000 years.



WHAT DOES ZEC MEAN FOR OUR FUTURE?

The most important message is that we should try to reach net zero CO2 emissions as soon as possible. This will give us the best chance to stop global warming. If we can confidently predict that global warming will stop once we reach net zero, then a big piece of the climate change problem will be solved once net zero is achieved. However, if warming continues after we have reached net zero, we might have to figure out how to counteract it. For instance, scientists are working on ways to remove additional CO2 from the atmosphere and store it forever in the ground, but it will take some time before this can be done safely and on a large scale. Carbon-removal solutions can have an impact in any warming scenario, but they may be needed sooner if we expect that warming will continue after net zero. If we succeed in this carbon removal, we could even gradually reverse global warming in the very far future.

It is also important to know that, even when global warming stops, parts of the planet will continue to change. For example, the ice near the North and the South Poles will continue to melt for many hundreds or even thousands of years. This melting ice adds water to the oceans, and this means that sea levels will continue to rise, even when global warming does not increase further. We will still need to address these problems, regardless of ZEC.

In summary, many scientists are trying to understand what will happen to global temperatures after net zero, so that we can make the best possible decisions about emissions today. These processes are complicated, but understanding how heat and carbon are moved around the Earth, and how these processes affect temperature, is key to effectively preparing for the future. Regardless of whether Earth’s temperature will decrease, increase, or stay the same after we stop emitting CO2, the most critical step is reaching net zero as soon as possible—so that we have the most time to prepare for future challenges and the best chance of protecting the Earth and all its inhabitants.



GLOSSARY

GREENHOUSE GASES

Gases that trap heat in Earth’s atmosphere, instead of allowing it to escape into space.

GLOBAL WARMING

The heating of the Earth due to an excess of greenhouse gases trapped in the atmosphere.

NET ZERO

The point at which no more CO2 is added to the atmosphere from human activities.

ZERO EMISSIONS COMMITMENT

The temperature change that will still happen after net zero emissions is reached.

OVERTURNING

The circulation of ocean water from the surface to the deep ocean. This process can help to remove heat from the atmosphere.

CARBON SINK

A storage place in nature that absorbs and holds onto carbon from the atmosphere.

CARBON SOURCE

Something that releases carbon into the atmosphere, like burning fossil fuels or wildfires.
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I want to be an engineer. I have really enjoyed trying and struggling to learn how to engineer and code things. I am dyslexic. I really love math (especially algebra and geometry). I like to travel. I bike 30 miles a week most weeks.

[image: image]

YOUNG SCIENTIST ACADEMY, AGES: 8–15

The young reviewers are Arturo (13 years old), Juliet (13), Ava (11), Anastasiia (10), Zlata (11), William (11), Rokia (15), Haya (15), Fathieh (9), Abdulhadi (12), Glenda (10), Yaya (10), Angel (11), and Naomy (13). Young Scientist Academy (YSA) is a youth science NGO headquartered in North Carolina that empowers all youth to become community ambassadors in science and technology. We strive to help elementary to middle school aged youth address real world scientific issues that are relevant to their local and global communities. This in turn supports advancement of scientific knowledge among their peers, families, and larger networks. Our mission engages students’ innate interest in the natural world, allowing them to explore and research science, technology, engineering, and math (STEM) topics. YSA uniquely uses science and technology as an avenue to break down social and economic barriers in order to create a bridge for youth around the world to become future leaders to serve their communities.






AUTHORS

[image: image]

SOFIA PALAZZO CORNER

Sofia Palazzo Corner is a Ph.D. student at Imperial College London, researching low probability, high-impact processes in the Earth’s climate system—some of which could be relevant for ZEC. She is co-supervised by Professor Joeri Rogelj. Sofia has an undergraduate degree in physics and a master’s degree in applied mathematics. *s.palazzo-corner19@imperial.ac.uk

[image: image]

JOERI ROGELJ

Joeri Rogelj is a professor of climate science and policy at Imperial College London. He explores how societies can become more sustainable and can tackle climate change. He has written articles on 1.5°C pathways, carbon budgets, net zero targets, and climate agreements such as the Paris Agreement. He regularly serves as an author on reports of the United Nations and advises the European Union on climate science issues.














	[image: image]
	ENGINEERING AND TECHNOLOGY
Published: 03 December 2024
doi: 10.3389/frym.2024.1454034





[image: image]

HARNESSING THE SUN’S POWER TO TURN WATER INTO FUEL

Takashi Hisatomi1,2,3 and Kazunari Domen1,2,4,5*

1Institute for Aqua Regeneration, Shinshu University, Nagano, Japan

2Research Initiative for Supra-Materials, Shinshu University, Nagano, Japan

3Precursory Research for Embryonic Science and Technology, Japan Science and Technology Agency, Nagano, Japan

4Office of University Professors, The University of Tokyo, Tokyo, Japan

5Department of Chemistry, Kyung Hee University, Seoul, Republic of Korea


YOUNG REVIEWERS:

[image: image]

ADITYA

AGE: 14

[image: image]

HRDAYA

AGE: 11

[image: image]

VANSHIKA

AGE: 14



Today, pretty much everyone knows that burning fossil fuels is bad for the environment, and that new approaches are needed to provide environmentally friendly energy resources for the world’s growing population. One promising solution involves producing “green” hydrogen fuel, by using interesting materials called photocatalysts to break apart water molecules—H2O—into hydrogen and oxygen, using the energy of sunlight. This process is called photocatalytic water splitting, and it is an exciting area of research. In this article, we will describe our photocatalytic water splitting system, which involves coating large glass sheets with water-splitting materials, assembling them into panels, adding water, shining light on them, and collecting the hydrogen that is produced. Although our initial outdoor experiments are very promising, there is still important work to be done. We will explain some of the challenges that must be overcome before this strategy can be used to produce power on a large scale.


COULD WATER BE THE SECRET INGREDIENT FOR FUTURE ENERGY?

Water—everyone knows that it is important for things like drinking, cooking, and keeping plants alive, right? But what if we told you that this seemingly simple, tasteless, colorless liquid could be the key to powering cars, homes, industries, and maybe even entire cities in the future? This is not just a wild idea; it is a real scientific breakthrough called photocatalytic water splitting, in which scientists use sunlight to transform water into a clean, “green” fuel.

Fossil fuels like coal, oil, and natural gas have powered our world for centuries, providing the energy needed for everything from lighting and heating our homes to running our appliances and electronic devices. However, burning fossil fuels releases a significant amount of carbon dioxide (CO2) and other pollutants into the atmosphere. These gases trap heat, leading to global warming and climate change, which are causing an increase in extreme weather events, rising sea levels, and widespread damage to the environment… and climate change and air pollution are even making some people sick! On top of that, fossil fuels are not limitless resources. As we continue to extract them from the Earth and use them, they are becoming harder to find and more expensive to produce.

These problems have created an urgent need for “greener” sustainable energy sources that can provide a steady supply of energy without harming the environment. Solar energy, wind power, and biofuels are all part of the solution, but one of the most promising alternatives is hydrogen fuel, particularly when it is produced in an environmentally friendly way.



THE PROMISE OF HYDROGEN FUEL

Hydrogen is the most abundant element in the universe, and it has great potential as a clean fuel. To generate energy from hydrogen, it is fed into a device called a fuel cell. You can think of a fuel cell as a kind of battery that never runs out, as long as it has a supply of hydrogen. Inside a fuel cell, hydrogen reacts with oxygen to produce electricity. Specifically, hydrogen molecules are split into protons and electrons. The electrons travel through a circuit, creating an electric current, while the protons combine with oxygen molecules and electrons coming back from the circuit to form water molecules—the only byproduct. This makes hydrogen fuel incredibly clean and environmentally friendly, offering a solution to reduce greenhouse gas emissions significantly.

But first things first—where do we get the hydrogen? The way most hydrogen is produced today relies on natural gas, which is a fossil fuel. Through several steps, natural gas is heated with steam to produce hydrogen and CO2, so this process still adds to fossil fuel use and greenhouse gas emissions. To make green hydrogen, we need to produce it using renewable energy sources, not fossil fuels. This is where water and sunlight come in! By using sunlight to split water molecules into hydrogen and oxygen, we can produce hydrogen in a way that is both sustainable and environmentally friendly. This method is called photocatalytic water splitting—“photo” means “light” and “catalytic” describes a substance that speeds up a chemical reaction (like water splitting). Photocatalytic water splitting could someday transform our energy system by providing a virtually limitless supply of clean fuel.

As a fuel, green hydrogen can be used in many ways, such as powering cars and homes or as an important part of industrial processes. It can also help to store solar energy as hydrogen fuel. The energy can be used later when the sun is not shining. Imagine a future in which cars run on hydrogen fuel, producing only water as exhaust, or where entire cities are powered by hydrogen produced from sunlight and water, without releasing any smog or greenhouse gases. This is the potential future that photocatalytic water splitting aims to achieve.



BUT HOW DOES IT WORK?

Photocatalytic water splitting uses sunlight to break down water (H2O) into its basic components: hydrogen (H2) and oxygen (O2). The key to this process is using materials known as photocatalysts. These materials can absorb sunlight and use that energy to break the chemical bonds in water molecules. Photocatalysts are usually made from semiconductor materials like solar cells that can efficiently harness solar energy, but they need to be stable enough to work properly in water.

There are several types of photocatalytic systems. One common approach is to use photocatalysts in a powdered form, mixed into water in a big, clear tank (Figure 1A). When sunlight hits the water, the photocatalyst particles absorb the light and generate the energy needed to split the water molecules. Another approach involves using thin films of photocatalysts coated on various surfaces (Figure 1B). These films are usually submerged in shallow trays filled with water and placed in direct sunlight to produce hydrogen. In either system, the hydrogen that is produced rises to the surface and can be collected using a series of tubes or gas collection chambers, and it is stored in tanks for later use.
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Figure 1

(A) In one type of photocatalyst system, a powdered photocatalyst is mixed with water in a clear tank. When sunlight enters the tank, it gives the photocatalyst the energy to split water into hydrogen and oxygen. (B) We made our system by coating a thin film of photocatalyst onto large glass sheets that were assembled into panels. The panels have an inlet where water can come in and an outlet through which hydrogen and oxygen can leave.



Each system has its own advantages and challenges. For example, powdered photocatalysts can be easily mixed into large volumes of water, making it possible to evenly distribute the photocatalyst particles at a high enough concentration to absorb sunlight and to quickly release the gases that are produced. However, collecting and reusing the powdered catalysts can be difficult. Thin films, on the other hand, are easier to handle and reuse, but they have to be designed very carefully to make sure they receive enough light.



BUILDING A PHOTOCATALYTIC SYSTEM

Because thin films are easier to use and can be reused, we decided to create a system based on that method. We hoped to design a system that could work on a large scale, and out in the real world instead of in a lab. These qualities are necessary if we wish to use photocatalytic systems to produce enough hydrogen to meet some of the world’s energy demands and help reduce our reliance on fossil fuels.

In our research, we coated photocatalysts onto large glass sheets. These photocatalyst sheets were then assembled into panels that look kind of like the solar panels you have probably seen in fields or on people’s houses. We set up the panels outdoors, where they could receive plenty of sunlight, and added water (Figure 2) [1]. When sunlight hits these panels, the photocatalysts absorb the light and generate the energy needed to split water molecules into hydrogen and oxygen (which are both gases at room temperature). We used tubes and storage tanks to collect the hydrogen gas produced by our system, and we released the oxygen into the atmosphere.
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Figure 2

An aerial photo of a 100-square-meter outdoor panel reaction system for hydrogen production using sunlight for photocatalytic water splitting.



One of the key aspects of building photocatalytic water splitting systems that can be used in real life is ensuring that they can withstand the weather. To test this, outdoor experiments are better than lab experiments, because they expose the panels to varying weather conditions, from intense sunlight to rain and wind, and from scorching summer to freezing winter. Our initial experiments have been very promising, showing that our system can produce hydrogen efficiently under real-world conditions. This is an exciting step toward making photocatalytic water splitting a useful way to produce lots of hydrogen for everyone to use.



IMPORTANT WORK REMAINS…

While our initial results are promising, several big challenges must still be addressed before photocatalytic water splitting can be used on a large scale [2]. One big challenge is finding the right materials to efficiently absorb sunlight and catalyze the water-splitting reaction. Currently, even the best photocatalysts can convert only about 1–2% of the sunlight they receive into hydrogen. To make this technology affordable, we need to increase this efficiency to at least 10%. With this improved efficiency, the ground area needed to meet our energy demand is 800,000 m². This is much larger than the world’s largest solar power plant in Sweihan, United Arab Emirates (7.8 km²), and even larger than the area of Japan (378,000 km²) or the United Kingdom (244,000 km²). So, we need to come up with new technology to build, run, and maintain these large photocatalyst panel reactors. To do this, scientists are constantly experimenting with different materials and methods, to try to make the best photocatalysts and water-splitting systems [3].

Safety is an extremely important consideration. The process of splitting water initially produces a mixture of hydrogen and oxygen gases, which must be separated to obtain pure hydrogen. When hydrogen and oxygen are combined, the mixture is highly flammable and can be explosive if not handled properly. Scientists must be extremely careful to follow all laws and regulations, to keep the entire process as safe as possible and avoid dangerous accidents. One solution might be to design systems that can safely separate the hydrogen from the oxygen as soon as they are produced, so a mixture is never formed. This would help to prevent fires or explosions because these gases are not explosive on their own.

Finally, photocatalytic water splitting systems are still very expensive to build and maintain. Right now, it is much cheaper to generate hydrogen from fossil fuels than from water splitting. Currently, hydrogen produced from photocatalytic water splitting can cost more than hydrogen produced using methane, for example. So, scientists need to figure out how to keep the costs down, so that these systems are competitive with other energy sources—otherwise, people will probably not choose to use them.



THE FUTURE OF GREEN HYDROGEN

Despite the challenges that remain, the future of photocatalytic water splitting looks bright. If we can safely scale up this technology, it could provide a virtually limitless supply of clean fuel. This would help reduce our reliance on fossil fuels and significantly cut down on greenhouse gas emissions, protecting our planet and all its inhabitants. This vision of a cleaner, greener future is what drives scientists and engineers to keep trying to develop new materials and techniques that will improve green hydrogen production. So, the next time you take a sip of water, remember that this simple liquid might just be the key to powering our future—how cool is that?



GLOSSARY

PHOTOCATALYTIC WATER SPLITTING

A reaction in which water molecules are broken down into hydrogen and oxygen molecules, using materials called photocatalysts and the help of light energy.

SUSTAINABILITY

A concept for keeping people’s lives, society’s functions, and the planet’s environment in good shape over the long term.

GREEN HYDROGEN

Hydrogen made with no CO2 emissions, using renewable energy sources.

RENEWABLE ENERGY

Types of energy that are always replenished by nature and will never run out, unlike fossil fuels. These include solar, wind, wave, tidal, water current, tides, geothermal, and biomass.

PHOTOCATALYSTS

Substances that absorb light and promote a reaction using light’s energy.

SEMICONDUCTORS

Substances that conduct electricity under certain conditions. They fall between conductors like metal and insulators like rubber. In photocatalysis, they absorb sunlight to break down water into hydrogen and oxygen.
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ADITYA, AGE: 14

Hi, I am Aditya. My interests are reading, STEM, and the flute. I enjoy reading (mostly fantasy and literary non-fiction) because of its aspect of immersion, placing my full attention on the world and story sculpted by the author. I enjoy the flute for a similar reason, focusing on a calming and stimulating activity. As for STEM, I believe that the pursuit of knowledge is an admirable and fulfilling goal, so I feel some amount of satisfaction when I learn something new.
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HRDAYA, AGE: 11

I love reading many books and am fond of looking for spelling or grammatical mistakes in novels. English and Science are my favorite subjects. My hobbies are reading books and playing chess. I am also curious to know more about things around me. I am an animal lover, and I love to play with my pet birds and feed them.
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VANSHIKA, AGE: 14

Hi, I am Vanshika. I am a 14-year-old girl with interests in playing the flute and dancing. Apart from this, I am also a good orator and a fairly avid reader. I usually opt for psychology and philosophy books as they improve my understanding of life. I am very interested in archaeology, architecture, and different traditions, where I believe there are numerous scientific concepts yet to be discovered. As for sports, I am good at basketball and chess.
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COVID-19 has been challenging to stop because the virus was new to humans and keeps changing in ways that make it spread faster and cause disease in many people, which is called an epidemic. Health authorities and doctors must hurry to decide which protection measures, like closing borders or developing vaccines, will work to fight each kind of harmful microbe depending on how dangerous and widespread it is. Fortunately, a new scientific technique called whole genome sequencing can quickly spot and track pathogens—microbes that cause infectious diseases. Whole genome sequencing works well for both disease-causing viruses and bacteria. This technique can help scientists discover new epidemics and reveal how diseases are spreading, aiding health authorities in their quest to stop epidemics much faster. As diseases around the world are being tracked using this method, we stand a better chance of limiting future epidemics like COVID-19.


WHAT CAUSES INFECTIOUS DISEASES?

Many infectious diseases (diseases that can spread between people or from animals to people) are caused by bacteria and viruses. These are extremely small microbes: to see bacteria, we need to use a microscope with 1,000-times magnification. To see viruses, we need a more powerful type of microscope called an electron microscope, which can magnify things 10,000–100,000 times. There are millions of species of viruses and bacteria that inhabit the Earth, but only a few of these microbes cause disease in humans, animals, or plants. Disease-causing microbes are also called pathogens. Pathogens have caused diseases in humans for thousands of years. Some infectious diseases are mild, like the common cold, but others are deadly. At any time, new pathogens can suddenly appear and cause diseases that humans have never been exposed to before—like when an animal virus “crosses over” to infect humans, for example. This is what happened in 2019, when the coronavirus named SARS-CoV-2 started infecting humans, causing COVID-19.



EPIDEMICS AND PANDEMICS—WHEN INFECTIOUS DISEASES SPREAD

Pathogens can spread between people in various ways. For instance, pathogens like SARS-CoV-2 spread from an infected person to others nearby through coughing, sneezing, or even just speaking—actions that send tiny, virus-containing droplets flying through the air. Other pathogens, like bacteria called Salmonella that can cause diarrhea, can spread when humans eat foods contaminated with these bacteria.

When a disease spreads quickly throughout a group of people, it is called an epidemic. An epidemic can occur, for example, when a bunch of people eat the same contaminated food product and all become infected with Salmonella, or when many people in one region get COVID-19. A pandemic is an epidemic that spreads worldwide. Epidemics and pandemics happen when a pathogen finds a lot of people who are susceptible to infection because they have never been exposed to that pathogen before.



HOW ARE EPIDEMICS SPOTTED?

Government public health services help to prevent human diseases by detecting and stopping epidemics. To do so, these organizations have created public health surveillance systems that help them to count the number of cases of certain diseases happening in various locations and among specific groups of people, like children and adults. For example, public health surveillance systems track COVID-19 and Salmonella infections in people around the world. These disease surveillance systems are connected with other surveillance systems that test for pathogens in the environment, such as the presence of Salmonella in food and water.

Identifying the pathogen causing a new epidemic is urgent because controlling the pathogen’s spread depends on knowing what it is, as well as how and where it is transmitted. Pathogen identification is also needed to develop tests, treatments, and vaccines. Public health surveillance systems are designed to detect epidemics quickly and stop them as soon as possible. For that reason, public health surveillance systems must continually receive test results from the labs that doctors use to identify pathogens in samples (blood, urine, throat or nose swabs) from sick patients. When they detect an emerging epidemic, public health officials can then inform the public and other health professionals about their findings. You may remember hearing these official reports on TV or seeing them on the internet during the height of the COVID-19 pandemic.



INFECTIOUS DISEASES CHANGE OVER TIME

One thing that can make epidemics and pandemics hard to control is that infectious diseases change over time. While humans take about 20 years to have children, bacteria and viruses reproduce much more quickly. It takes as little as 8 h for viruses to multiply, and bacteria are even faster—some can double in number as often as every 20 min! Every time a pathogen reproduces, it makes a copy of its entire genome for its descendants. Each time a copy is made, small copying errors called mutations can happen in the genome. These mutations can change the characteristics of the offspring. Thus, mutations can create new pathogen variants (also called strains). Variants may differ from the parent and from other strains in certain characteristics, which might change the ways they infect people or respond to tests, treatments, or vaccines. Pathogen variants happen all the time, but only some mutations help pathogens to spread and create more offspring. This is a process of evolution called natural selection.

The rapid evolution of pathogens explains why variants of SARS-CoV-2 are still popping up today, causing more cases of COVID-19. Some SARS-CoV-2 variants have caused huge epidemic waves around the world. These variants differ in how easily they spread among people and how severe their disease symptoms are. Potentially dangerous variants are called variants of public health concern, and they are assigned a Greek letter, like Delta or Omicron, to help scientists track them. When experts identify the emergence of a new, dangerous variant, urgent public health measures (like wearing face masks or closing borders) may have to be taken to limit the damage these variants cause. Scientists and drug companies must also use information from public health surveillance systems to quickly make new vaccines and treatments to protect people against emerging variants. It is like an arms race between the virus and health professionals.



GENOMIC SURVEILLANCE: A NEW, FAST WAY TO IDENTIFY PATHOGENS AND DETECT EPIDEMICS

From what you have learned so far, it is probably clear to you that quick detection of new pathogens or emerging variants is extremely important for protecting public health. The faster these dangerous organisms can be detected and characterized, the better!

Tracking pathogens by looking at their genomes is called genomic surveillance [1]. In the past, it took a lot of work and time for scientists to test for pathogens in medical samples. Some testing was done by growing bacteria or viruses in the lab or by copying pathogen genes many times, with a technique called polymerase chain reaction (PCR). These time-consuming techniques allowed researchers to study only one or a few types of pathogen in a sample (and only if that pathogen had been previously identified), or to look at only a few mutations at a time. However, in recent years, scientists and engineers have invented a new technique that can identify all pathogens and new variants much more quickly. This technique is called whole genome sequencing (WGS). WGS uses very accurate instruments to “read” the entire genome of a single virus or bacterium from a sample in one go. This is much faster and easier than the old way, giving results in a matter of hours instead of days. It is run by a robot, and the information that is generated has a lot more details. For instance, the genome sequence provided by WGS can tell scientists if the pathogen can be treated with certain antibiotics, or which vaccine can protect people against it. WGS can also provide information that allows the development of PCR tests or other rapid tests. The process of genomic surveillance is illustrated in Figure 1.
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Figure 1

Process of genomic surveillance. (A) When patients have an infectious disease, medical professionals take samples of blood, saliva, or cells. (B) These samples are analyzed in a lab to determine whether the patient is infected with a virus or bacteria. (C) To identify the pathogen (e.g., SARS-CoV-2 or Salmonella), scientists can use WGS to read the pathogen’s entire genome. (D) WGS helps scientists identify the pathogen, determine whether it is a variant (and which one), and know whether the pathogen contains a mutation that might make it resistant to medicines or vaccines, for example.



Using WGS, scientists can identify any viral or bacterial pathogen by the sequence of its genome. They do that using a combination of biology, computer science, and math to understand data and recognize patterns, a method called bioinformatics. Using bioinformatics to compare the unknown sequence to a database of known genome sequences allows them to detect the unique “signature sequence” for any species of virus or bacteria. WGS can also detect any mutations in a pathogen’s genome, which makes it the best way to quickly identify new pathogen variants and track variants of public health concern [1]. What makes this technique even more powerful is that it can be tweaked to allow scientists to read all the genomes from all the microbes present in medical samples (blood or saliva from sick people, for example) or from the environment (like ocean water or city wastewater samples), which is called metagenomics [2].



STUDYING WASTEWATER TO PREDICT EPIDEMICS

Another benefit of genomic surveillance is that it helps public health surveillance systems all over the world to spot new epidemics very early [1]. This can be done by looking at data on who was sick, where, and when, and combining that information with data on the genome sequence of the pathogen from sick people. When several people are found to be infected with the same pathogen (identical genome) over a short time, this means they may have infected each other, or possibly been infected from the same source. Such information can give experts a warning sign of an emerging epidemic, which they can then further investigate—kind of like detectives investigating a crime, who find fingerprints that help them to identify the suspect. This helps to stop a pathogen in its tracks, before it causes much damage.

One interesting way to do this is to perform metagenomics on wastewater—water that has been used in homes, schools, and businesses [3]. But how does this work? When people have COVID-19, they release SARS-CoV-2 genomes into the sewer system in their poop and pee. In populated areas that send their wastewater to treatment facilities, scientists can take samples of the wastewater for metagenomic analysis. Using metagenomics and bioinformatics, scientists can detect viruses, identify variants and any mutations, and measure how many genomes they find in the wastewater. These findings tell them when new variants appear or when a variant increases in frequency in the nearby community. Tracking variants of SARS-CoV-2 in wastewater has been effective in showing public health officials when a variant of SARS-CoV-2 was starting a new epidemic in a certain area [3].



ONE HEALTH: GENOMIC SURVEILLANCE FOR A HEALTHIER WORLD

Genomic surveillance is helping experts to prevent epidemics of infectious diseases like COVID-19 and Salmonella in many countries, stopping diseases in their tracks much faster than was possible before [4]. Genomic surveillance works best when many ill people can get medical tests to identify the pathogens making them sick, and when patient samples and medical data are quickly transported to public health authorities. Genomic surveillance of animals, as well as testing for dangerous microbes in food and water, can provide even more data to help prevent epidemics. This is part of a concept called One Health, which recognizes that human health, animal health, and the health of the environment are all connected—so all three aspects must be addressed to track and prevent epidemics (Figure 2) [5]. Unfortunately, many countries still do not have enough testing across these three areas to make genomic surveillance as accurate as it could be.
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Figure 2

The health of humans, animals, and the environment are all connected. The concept of One Health tells us that the best way to address and prevent epidemics involves genomic surveillance of sick people, animals (including birds, pets, and farm animals), and aspects of the environment (like food, water, and wastewater). This is done by comparing the genome sequences of microbial pathogens to find matches between samples, which can warn of pathogens moving between these three areas, indicating possible new disease epidemics.



Since genomic surveillance helps public health authorities quickly take the actions needed to stop epidemics, it is important to make these techniques available in every country in the world. Genomic surveillance is especially important in countries where infectious diseases are more frequent and dangerous, such as countries where many people live in poverty and do not have access to a strong healthcare system. Pathogens do not respect borders between countries, so collaboration between countries in detecting and stopping epidemics with up-to-date genomic surveillance technology benefits everyone, everywhere in the world. Hopefully, wise use of this amazing technology will help prevent another pandemic disaster like COVID-19 from happening in the future [5].



GLOSSARY

PATHOGEN

A microbe that can cause disease.

EPIDEMIC

A rapid increase of new cases of infectious disease in a population, driven by uncontrolled spread of the pathogen that causes the disease.

PANDEMIC

An epidemic that spreads worldwide.

PUBLIC HEALTH SURVEILLANCE SYSTEMS

Organizations that collect and analyze data on human diseases, to provide information about actions necessary to protect public health.

GENOME

The full set of genetic information of an organism.

VARIANTS

Different versions of a pathogen, like a virus or bacteria, that have small genetic changes. These changes can affect how the pathogen spreads or causes disease.

GENOMIC SURVEILLANCE

Studying pathogen genomes along with information on who is sick, where, and when, to detect and trace epidemics.

WHOLE GENOME SEQUENCING

A relatively new way to “read” the entire genome of an organism, like a virus or bacterium.

METAGENOMICS

“Reading” the genomes from many microbes at once, to identify those present in samples from humans (like medical samples) or from the environment (like water).
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FRIDA, AGE: 15

Hi! I am Frida. I like writing, reading, programming, and I also enjoy baking. I think I am a person with a lot of interests. One day, I will not leave my computer, while the next day, I will play volleyball all afternoon. I adore technology and innovation, and even though I am just learning the basics, I hope to learn new things all the time because, as my mom says, you never stop learning.
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NEEL, AGE: 13

Hi my name is Neel. My hobbies are studying and building models of airplanes and cars. I want to become an aerospace engineer in the future.
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UMA, AGE: 15

Hi my name is Uma. My hobbies are taekwondo and crochet. I want to become an engineer in the future.
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MARC. J. STRUELENS

Since I was kid, I have been fascinated by the mysteries of the natural world. At age 12, I got an old microscope and started exploring the wonders of the microbial world that is creeping in garden soil and ponds. I also read the book Microbe Hunters, a great detective story on the pioneers of bacteriology, Louis Pasteur and Robert Koch. This passion led me to become a medical doctor and scientist (medical microbiologist), to further understand microbes and combat microbial diseases. My research and teaching focused on how dangerous microbes evolve, cause disease, spread, and become drug resistant. I worked for 40 years with wonderful colleagues worldwide to find out how we can outsmart microbes and stop them causing epidemics, to keep us from harm’s way. We are making progress, but it is a never-ending cat-and-mouse play. Science and medicine are not my only passion—I am also a keen naturalist, wildlife photographer, and wild mushroom gatherer. Rain, snow, or shine, I love wandering in mysterious mossy forests. *mj.struelens@gmail.com
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TOWARD A HEALTHIER FUTURE: LESSONS FROM THE COVID-19 PANDEMIC
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The COVID-19 pandemic was a challenging time—many people got sick and even died, most people had to stay home from school and work, and fun things like going to the movies, traveling, and visiting friends and family were discouraged. However, the pandemic also taught us some key lessons. We learned that it is important for scientists and doctors to work together closely to understand health threats. Collaboration led to fast production of a safe, effective, COVID-19 vaccine. We learned that diseases can quickly spread all over the world, which taught us about the need for global cooperation and equal access to vaccination and other health services. The pandemic also showed us how critical it is to understand health information, so that we can tell accurate information apart from false claims. These lessons will shape our future, hopefully leading to even greater advances in science and healthcare that will create a healthier world.


STORIES OF COVID-19

Do any of the adults in your life enjoy telling stories about their childhoods, describing the challenges they faced and the lessons they learned? Despite the common joke “When I was a kid, I had to walk to school uphill, both ways”, the truth is that most everyone lives through tough experiences that make strong impressions on them, teach key lessons, and possibly even shape their futures. These events can range from personal challenges and difficulties like losing a job or having a big fight with a friend to society-wide events, like wars, natural disasters, or deadly terrorist incidents. You have already lived through at least one such experience! Someday, when you are older, you may be telling the young people in your life stories about how the COVID-19 pandemic affected you as a child—how, in early 2020, there were world-wide school and work closings, mask shortages, hospitals were overwhelmed, people avoided going out in public, and lots of people died.

Like all story-worthy life experiences, the COVID-19 pandemic taught us many things. Along with our memories of the time, these learnings will live on and influence our futures—both individually and as a society. Some of the valuable scientific and medical lessons we learned during the pandemic reach far beyond facts about COVID-19 itself. So, if you are looking for some exciting tidbits to include in the “when I was young” stories you might tell in the future, keep reading!



THE COVID-19 PANDEMIC: CRISIS AND TEACHER

The COVID-19 pandemic caused several million deaths worldwide and cost the world’s economy trillions of dollars. Despite the tragedy of the pandemic, at the same time we learned many things about COVID-19 and the virus that causes it, which is called SARS-CoV-2. As the pandemic progressed, doctors and scientists learned about how the disease affects the body, how to treat sick patients, and how to decrease the spread of the virus. Scientists went to work quickly to sequence the virus’s genes and create a vaccine. This was a busy period for science. From 2020 to 2022, ~9% more medical and health science articles were published than predicted from previous years and, as you might expect, many of these were related to COVID-19 and/or SARS-CoV-2 (Figure 1).
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Figure 1

Compared to what was expected based on past years, the number of medical and health science articles was ~9% greater from 2020 to 2022, and many of these articles were related to COVID-19 or the SARS-CoV-2 virus. This shows that the COVID-19 pandemic fueled a busy period in science and medicine. All that hard work provided important knowledge that will benefit many fields beyond just COVID-19 research and will hopefully make the world a healthier place.



The pandemic was also a time of great collaboration, and that is one of the major reasons our knowledge increased so quickly. In general, scientists tend to work quite independently and sometimes they even compete with each other. However, due to the urgency of the pandemic, scientists, doctors, and biotech companies all teamed up, sharing knowledge and data, to help each other understand the virus and to develop vaccines and treatments as quickly as possible. Much of the research and knowledge gained during this time advanced other fields of science and medicine, too—some learnings may even change the way science is done! Next, we will describe just a few of the many lessons we learned from the COVID-19 pandemic and how these learnings could improve the science of the future (Figure 2).
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Figure 2

The COVID-19 pandemic taught us many important lessons that can help us to fight future pandemics or other health crises. Here are three of them. (A) mRNA vaccines are a powerful tool to fight infectious diseases and possibly for treating cancer. (B) We live in an extremely connected world, so our own health depends on the health of people everywhere and on how we treat the environment. (C) Understanding health information can help us identify false information and make choices that will protect our health and the health of others.





LESSON 1: MRNA VACCINES HAVE MANY ADVANTAGES

Vaccines are one of the greatest medical achievements of modern civilization. More than 200 years after the first vaccines were developed, these “shots” are still the key to stopping the spread of dangerous diseases caused by viruses and bacteria. The vaccines most people get as kids are estimated to prevent at least 4 million deaths a year worldwide. Vaccines work by “training” the body’s immune system to fight an infection, so that if we encounter that infection later on, we can kill or inactivate it before it makes us sick. Most vaccines contain either weakened or dead viruses or bacteria, or specific “chunks” of those organisms; but you may have heard that the vaccines developed against COVID-19 are unique. Instead of containing weakened or chopped-up SARS-CoV-2 viruses, they contain the mRNA, or genetic instructions, that allow our own cells to make a piece of the virus called the spike protein. The viral spike protein that our cells produce trains the immune system to recognize and attack SARS-CoV-2 (Figure 3). mRNA vaccines are not new—research on these vaccines has actually been going on since the 1990s, and the first mRNA vaccines were tested in humans almost 10 years ago [1, 2]. All that past research helped the COVID-19 vaccine to succeed (for more information about the COVID-19 mRNA vaccine, see this Frontiers for Young Minds article, or this one).
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Figure 3

Some vaccines, like the flu vaccine, work by providing harmless (“dead”) viruses (or pieces of them). These flu viruses are grown in the laboratory, often in eggs. Producing the flu vaccine can take half a year, and it is a lot of work. In contrast, mRNA vaccines like the COVID-19 vaccine provide the genetic instructions so that our own cells can make a harmless piece of the virus. In both cases, cells of the immune system recognize these harmless substances, which trains the cells to produce infection-fighting molecules that can inactivate the real viruses if they invade the body after vaccination.



More than 13 billion doses of the COVID-19 vaccine have now been given all over the world, and we have learned several important things from its wide use. First, we learned that mRNA vaccines are effective—this means they work! COVID-19 vaccines prevent severe disease, decrease the need for hospital stays, and reduce the number of people who die from the disease. COVID-19 vaccinations prevented several million deaths within the first year of their use [3], and they have saved the global economy many trillions of dollars.

We also learned that mRNA vaccines are safe. A safe vaccine is one that, except in very rare cases, does not cause serious side effects or dangerous reactions. COVID-19 vaccines were carefully tested before they were available to the public and, even after people started getting the vaccine, side effects have been closely monitored. All evidence shows that the risk of dangerous side effects is very small for most people and the benefits of vaccination are far greater than the risks.

Now that we know mRNA vaccines are effective and safe, scientists are testing them against other dangerous infectious diseases, including viruses like HIV, respiratory syncytial virus (RSV), and influenza; bacterial infections like tuberculosis, and even parasitic diseases like malaria. We may even be able to use them to treat cancer! This is a big advance in the field of vaccine development because mRNA vaccines are easier, faster, and cheaper to make than some of the older vaccines currently in use. They can even be created to include genetic instructions from multiple diseases. This could reduce the number of shots people have to get, which could make a lot of kids very happy!



LESSON 2: WHEN FIGHTING DISEASES, WE MUST THINK GLOBALLY

The COVID-19 pandemic reminded us that microbes do not respect borders. We live in a time when even the most remote locations on Earth are only a plane ride away—and we carry our diseases with us when we travel. After COVID-19 was first identified in China, it spread across the globe in just a few months. Like many human diseases, COVID-19 started as a disease of animals that accidentally spread to humans. Zoonotic diseases, infections that can spread from animals to humans, are increasing due to human activity. As the human population grows, we are encountering wild animals more often as our communities expand into their habitats. Also, changes in the environment, like clearing of forests and climate change, can change where animals live and how they behave, bringing them closer to humans and making it easier for diseases to spread.

COVID-19 also taught us that, to best protect people from future pandemics, we must try to decrease health inequities. Health inequities are unfair or avoidable differences in health or access to healthcare that exist between groups of people, often based on income, race, gender, or where people live. During the COVID-19 pandemic, we saw that certain health inequities doubled, or even tripled, death rates [4, 5]. Some of these differences are due to discrimination and unequal availability of supplies and health facilities, for example.

Issues like increasing zoonotic diseases and health inequities are huge problems that require all countries of the world to work together. We must address the causes of these issues, including population growth, global warming, poverty, and unequal access to health care. While this might seem like an impossible task, the COVID-19 pandemic taught us that, in today’s world, we are all connected—a health problem in one group of people can easily become a world-wide concern. So, to keep ourselves healthy, we must think globally and keep all people as healthy as possible.



LESSON 3: WE MUST IMPROVE HEALTH LITERACY

Early in the COVID-19 pandemic, there was a huge amount of information coming out about the virus. Some of the information was true and some of it was not. Such a big “storm” of information is called an infodemic [6], and it can overwhelm people and cause a lot of confusion. Some people believed the false things they heard, like weird cures or scary stories that were not true, and other people did not know what to believe. Due to the spread of false information, some people were unsure about getting vaccinated. This is called vaccine hesitancy. Often, people who chose not to get vaccinated did not understand how the virus spreads or how vaccines work to protect us, and some were scared because they thought the vaccines might make them sick.

Because of these information-based challenges, not everyone took the right safety measures to protect themselves, and this slowed down the response to the pandemic, leading to infections and even deaths that could have been prevented [7]. It took time to communicate the right information and address people’s concerns, and these delays ended up making it harder to control the spread of the virus and protect the public. In short, the COVID-19 pandemic taught us the importance of health literacy. This means making sure that everyone can understand health information, tell true information apart from false, and feel confident in making healthy choices. Health literacy is the key to keeping everyone healthy and safe in the face of future pandemics or other major health crises.



STORIES FOR THE FUTURE…

COVID-19 was both a terrible health crisis and an excellent teacher. Heeding the lessons that the pandemic taught us will give us the best chance of eventually living in a world where vaccinations prevent most diseases; people everywhere enjoy good health regardless of race, income, or location; and everyone understands health information and can make informed decisions to keep themselves healthy. If scientists continue to collaborate and share their knowledge and data openly, the speedy pace of research seen early in the pandemic will continue for years to come. And who knows what kinds of amazing scientific and medical advances will come from all that work! Maybe someday, when you are older and telling young people tales of your childhood, you will be able to tell them of a dark time before mRNA vaccines could cure cancer—and how you lived through the pandemic that contributed to that life-saving discovery!



GLOSSARY

VACCINE

A special medicine that helps our bodies fight off dangerous diseases by teaching the immune system how to protect us from dangerous viruses or bacteria.

IMMUNE SYSTEM

The body system that protects us from germs and harmful things that can make us sick. It has special cells and defenses that work together to fight off diseases and keep us healthy.

mRNA

The genetic “instructions” that help cells make proteins. In COVID-19 vaccines, mRNA teaches our cells to make a harmless piece of the virus, which trains the immune system to fight it.

ZOONOTIC DISEASE

A type of illness that can spread from animals to humans.

HEALTH INEQUITIES

Unfair differences in health or access to healthcare that exist between groups of people, often because of factors like income, race, gender, or where they live.

INFODEMIC

When there is too much information, some false and some true, leading to confusion and often the spread of false or misleading information.

VACCINE HESITANCY

When some people are unsure or hesitant about getting vaccines. They may have concerns or doubts about a vaccine’s safety or effectiveness.

HEALTH LITERACY

The ability to find, understand, and use health information to make good decisions about our health, to keep ourselves and others healthy.
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People who suffer from asthma can have difficulty breathing after they are exposed to normally harmless substances in the air, such as pollen, dust, smoke, and pet dander. Some people experience a worsening of their asthma symptoms after a thunderstorm, and data tell us that climate change is making asthma more of a problem. But how do weather and climate events make it hard for some people to breathe? Asthma happens when the body’s immune system mistakes airborne particles for dangerous invaders and tries to fight them. It seems that climate change is increasing the amounts of air pollution, pollen, and mold in the air. The more of these triggers people breathe in, the greater the risk of asthma. In this article, we will explain how asthma happens, how climate change is making it worse, and what we can all do to help.

Imagine lying in bed on a sweltering summer night. You suddenly feel a cool, refreshing breeze blowing in through the open window—aaahh! A few minutes later, a driving rain begins to fall, and the wind gusts grow stronger. As you get up to close the window, you are startled by a sudden bright flash, followed closely by the crash of thunder—a summer storm! How does this make you feel? Do you enjoy these dramatic displays of nature’s power, or do you find them to be an unpredictable, scary part of summer? Reactions to thunderstorms can go beyond “love them” vs. “hate them”. Did you know that under certain circumstances, thunderstorms can make some people physically sick? Although it is rare, individuals with a troublesome breathing condition called asthma sometimes find that their symptoms begin or get worse after thunderstorms. This is called thunderstorm asthma, and we think that climate change might make this rare condition happen more often!

In this article, we will explain what asthma is, how climate change might be making it worse, and what can be done—in both the short and long term—to help protect human health in the face of Earth’s changing climate.


WHAT IS ASTHMA?

Think of your lungs as two big balloons inside your chest. When you breathe, air goes in and out of these balloons through tiny tubes called airways. In people with asthma, the airways can become swollen, narrow, and filled with mucous. This makes it hard to breathe—like trying to drink a thick milkshake through a skinny straw. Asthma symptoms include breathlessness, coughing, wheezing, and tightness in the chest, and these symptoms can be triggered by things in the environment, such as dust, pollen, smoke, and animal dander.

But why does exposure to these common particles trigger asthma…and why does it happen in some people but not others? Our bodies have a special system called the immune system, which helps protect us from germs and other harmful things. Sometimes the immune system can get a little mixed up. The immune system of a person with asthma mistakenly treats things like dust, pollen, or pet hair as dangerous invaders, and tries to fight them (Figure 1). Specifically, certain immune system cells release a substance called IgE, which sticks to other important immune cells called mast cells. Mast cells are found in many places in the body, including the lungs. When a person with asthma breathes a trigger like pollen or dust into their lungs, the IgE stuck to the mast cells recognizes the trigger and sends a danger signal into the mast cells, telling them to release a chemical called histamine. You may be familiar with the word histamine from “antihistamines”. These are medicines commonly used to stop annoying allergy symptoms like sneezing, itchy eyes, and runny nose—which are caused by histamine. In people with asthma, histamine causes the airways to become swollen, narrow, and clogged with mucous, making it hard for air to pass through them. If you think of the airways like a garden hose, when everything is normal, water flows easily through the hose. But if someone were to step on the hose, the water would not flow well. In asthma, histamine is like that foot stepping on the hose, making it hard for air to flow into the lungs and causing the symptoms described above.
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Figure 1

In people with asthma, the immune system treats things like pollen and other generally harmless substances like dangerous invaders. (A) In the presence of these substances, certain cells of the immune system produce a substance called IgE. (B) IgE can stick to other immune cells, called mast cells, found in many parts of the body including the lungs. (C) Then the pollen binds to the IgE on mast cells and triggers them to release histamine. (D) Among other effects, histamine causes the airways to become swollen, narrow, and clogged with mucus, making it difficult to breathe.





CLIMATE CHANGE AND HUMAN HEALTH

These days, pretty much everyone understands that climate change is causing serious problems for our planet. As global temperatures rise, weather patterns are changing all over the world. Some places are getting hotter while other places are experiencing colder winters. Glaciers and ice sheets are melting, raising sea levels. Severe weather events including heatwaves, droughts, wildfires, and floods are happening more often and getting more intense.

These climate changes are clearly harmful for many of Earth’s species, including humans. Some plant and animal species are struggling to survive as their ecosystems change and, if you watch the news, you know that severe weather events can injure and even kill many people. But in addition to these direct effects on human health, scientists are also starting to see increases in asthma and other disorders of the immune system that appear to be linked to the changing climate [1, 2]. But how? The connection is still under intense investigation, but evidence suggests that climate change is increasing the amounts of substances in the environment that trigger asthma in sensitive individuals—especially pollen, air pollution, and mold.



CLIMATE CHANGE IS INCREASING POLLEN

Pollen, the powdery substance made by some plants to help them reproduce, is a common trigger for asthma and allergies. Not surprisingly, more pollen in the environment often means more (or worse) asthma [3]. Climate change increases pollen in several ways. The first mechanism involves carbon dioxide (CO2). Human activities, like burning fossil fuels, pump large amounts of CO2 into the atmosphere. You have probably heard that CO2 contributes to global warming by trapping the sun’s heat near the Earth, but that is not all—higher levels of CO2 seem to increase the amount of pollen in the air, too. For example, one study showed that ragweed plants produced 61% more pollen when CO2 concentrations were doubled [4]. Warmer temperatures are also associated with higher pollen concentrations. Some scientists think that warming temperatures may increase pollen concentrations by as much as 200% by the end of this century [5].

Thunderstorm asthma may also be explained by pollen. During a storm, the winds sweep pollen up into the clouds, where high humidity and the energy of lightning break up the pollen particles, making them more likely to enter deep into the airways and start the dangerous chain of immune events leading to asthma symptoms [6]. If climate change results in more pollen and more thunderstorms, it seems likely that we will see an increase in thunderstorm asthma if climate change worsens (Figure 2).
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Figure 2

People who suffer from thunderstorm asthma find that their symptoms start or get worse after a thunderstorm. (A) During a storm, pollen is carried up into the clouds by the wind. (B) In the clouds, the moisture and energy of lightning break up the pollen particles into a form that can easily enter deep into a person’s airways. (C) When winds carry the broken-up pollen particles back to ground level, people can breathe them in, triggering asthma.





“DIRTY” AIR MAKES ASTHMA WORSE

While you probably know that air pollution can contribute to climate change, did you know that climate change can make air pollution worse, too? Air pollution happens when certain dangerous gases and tiny particles, called particulate matter (PM), get into the air. Particulate matter is made up of many things—for example dust, dirt, soot, and smoke. Hot weather can trap bad stuff like car exhaust and factory smoke close to the ground, increasing the amount of PM that people breathe in—especially in big cities. Warmer temperatures and droughts also dry out forests and grasslands, leading to more frequent wildfires that fill the air with dust and thick smoke, which contain lots of PM and can travel long distances. Wildfires are currently believed to produce at least 25% of the PM found in Earth’s atmosphere [7]. PM can make asthma worse, so people with asthma may notice that it is harder to breathe when it is hot outside or when there are big wildfires burning, even if they are relatively far away.



MORE WET WEATHER MEANS MORE MOLD

Have you ever seen green or black fuzzy stuff growing on old bread or damp walls? That is mold! Mold loves warm, wet places. Climate change is making some parts of the world warmer and rainier, creating perfect conditions for mold growth. As mold grows, it releases tiny particles, called spores, into the air. Warmer temperatures can increase spore production. Airborne mold spores can be easily inhaled, triggering asthma in some people. While mold growing in the outdoor environment can cause asthma, indoor mold is a big problem, too. If buildings are not properly protected from wet weather, mold can grow in any areas that stay damp. Since climate change is leading to increased flooding and extreme rainfall, mold growth may increase in homes that are not well protected against the weather. It is estimated that 21% of asthma cases are due to indoor dampness and mold [8]. Floods and storms can increase fungal spores, which are associated with thunderstorm asthma.



EVERYTHING IS CONNECTED… AND EVERYONE CAN HELP

Unfortunately, asthma is only one example of how climate change might act on the immune system to cause health problems. Allergies, autoimmune disorders (e.g., rheumatoid arthritis, multiple sclerosis, and Crohn’s disease), and even some cancers might be increasing in response to Earth’s changing climate [9, 10]. To keep people healthy and to protect the planet for future generations, the entire world must take action now.

Humans generally do not harm the Earth on purpose. Most of the damage that we cause happens as we try to meet our growing needs for space, food, and natural resources. The problem is that we humans are so focused on meeting our own needs that we often do not pay attention to the negative impact our actions have on the Earth—until it is too late. If we want to heal the planet, we must remember that the health of humans, animals, and the environment are all connected. We must figure out how to balance our own needs with those of other animals and the environment (plants, water, and air) (Figure 3).
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Figure 3

The health of humans, animals, and the environment are all connected. To heal the damage humans have done to the planet and protect future generations from diseases caused by climate change, we must figure out how to balance our own needs with the needs of all other species and the health of Earth’s ecosystems.



To reduce the impact of climate change on human health, both short- and long-term solutions are needed. First, climate change is already affecting human health, so we must take steps to protect people. This short-term approach is called adaptation. In terms of helping people with asthma, adaptation can involve things like using air filters in our homes to decrease pollen and other PM, and protecting buildings against dampness and mold. In the longer term, we must also consider mitigation—battling climate change directly, by cutting or preventing greenhouse gas emissions to limit global warming.

Neither adaptation nor mitigation are easy—especially if we want to protect all people regardless of where they live, their economic status, or their race. We will need the cooperation of all countries and collaboration between many kinds of scientists and other experts. But the difficulty of this challenge should not prevent each of us from doing our part—we can all do something, and small actions can add up to big results. So, remember to recycle, use public transportation if possible, conserve energy, and most importantly, do not lose hope. Tell your friends and family what you have learned about how climate change is damaging human health, and join them in supporting organizations and government officials who respect the planet. (For more info, see this site.) Any steps we take to keep the Earth healthy will ultimately result in healthier, happier living things, including humans!



GLOSSARY

ASTHMA

A lung condition in which the airways swell up, narrow, and fill with mucus, making it hard to breathe. Symptoms include coughing, wheezing, and feeling out of breath. See here.

IMMUNE SYSTEM

The body’s defense against germs and other harmful substances. It is made up of special cells, tissues, and organs that work together to protect us from illness and infection.

MAST CELLS

Special immune cells found in many parts of the body that help the body fight diseases. When activated, mast cells release a chemical called histamine that causes allergy and asthma symptoms.

HISTAMINE

A chemical released by mast cells that causes allergy symptoms like sneezing, runny nose, and itchy eyes. In asthma, histamine makes the airways swollen and narrow, making it hard to breathe.

PARTICULATE MATTER

Tiny particles of dust, dirt, smoke, and soot in the air, which can get into the lungs and cause breathing problems. Climate change increases particulate matter from car exhaust, factories, and wildfire smoke.

SPORES

Tiny cells produced by some plants, fungi, and microorganisms that can survive under very tough conditions and then grow into a new organism when conditions are favorable.

ADAPTATION

Taking action to protect people from the health effects of climate change that are happening now. Actions include using air filters, weatherizing buildings, and preparing for severe weather events.

MITIGATION

Reducing climate change by limiting greenhouse gases, including by cutting emissions from cars and power plants. Mitigation tackles the root cause of climate change to prevent future harm.
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Staying healthy is an important priority—but why is being healthy so important to you? It is because, when your body is healthy, you can do the things you want to do. We call this dimension of health functioning, and it results from complex interactions between biological health and a person’s external environment. If we want to include functioning in our definition of “health” so that it can be used in all fields of healthcare and research, we need a common set of terms and a shared set of methods for measuring human functioning. This article explains the concept of functioning and how this concept allows us to fully understand health—both the health of individuals and of the overall population. We will discuss how functioning can be measured by health professionals and describe an exciting new field, called human functioning sciences, that can open the door to a revolutionary approach to health and wellbeing. We will also provide an example of how functioning could be integrated into the healthcare system to improve patients’ experiences.


WHAT DOES IT MEAN TO BE HEALTHY?

Many of us work hard to keep ourselves healthy. We try to exercise, eat balanced meals, and visit the doctor regularly. Doctors and scientists all over the world spend their lives developing treatments and cures for diseases and researching the effects of our lifestyle choices on our biological health—the health of our bodies and minds. Obviously, good health is a priority for both individuals and societies.

For many years, global organizations like the World Health Organization (WHO) and the United Nations (UN) have monitored biological health of people all over the world, by collecting two main measures of health information: morbidity and mortality. These are related but separate concepts. Morbidity refers to having a disease or any condition that is not healthy—like cancer, COVID-19, depression, or obesity. It also refers to the amount of disease in a population. For example, the US Centers for Disease Control (CDC) reported that 41.9% of people in the US were characterized as obese between 2017 and March 2020 [1]. Mortality refers to the number of deaths that occur from a specific illness or condition. For example, the CDC reported that about 697,000 people in the US died from heart disease in 2020 [2]. People can have more than one morbidity at once, and morbidities might not result in mortality unless they worsen over time.

While morbidity and mortality are clearly useful measures of health and can teach us a lot about many diseases and human health challenges, do they really capture everything it means to be healthy? We think there is more to the story, and the rest of this article will describe that additional element.



WHAT IS MISSING?

Think about why your health is so important to you. It is probably because, when you are biologically healthy, you can do the things you want to do—the things that make your life worth living! Feeling satisfied with your life because you can work toward—and hopefully achieve—your life goals contributes to your wellbeing. While it seems obvious that biological health is an important part of wellbeing, do indicators of morbidity and mortality alone explain your degree of wellbeing? This would imply that doctors could improve peoples’ wellbeing just by helping them to live longer lives and decreasing the amount of suffering they experience due to diseases, injuries, and other health conditions. But it is not that simple. Sometimes, a person may be perfectly healthy, yet other factors, including the conditions of their environments, might make it hard for them to do things that contribute to their wellbeing. Perhaps the air where they live is polluted, so it is difficult to spend time outdoors; or maybe they lack access to formal education or other social benefits that would help them to thrive [3]. Having a secure job, finding good relationships, and living in a nice place—all things that can be impeded by the environment—directly contribute to wellbeing.

It seems, then, that the missing link between biological health and wellbeing has to do with our overall ability to function in our environments. The WHO recognized functioning as an important dimension of health in 2001, because it helps us to understand what health is and why it is important [4]. If we can measure functioning, perhaps we can get a fuller picture of the health of individuals and the welfare of society as a whole.



FUNCTIONING: THE LIVED EXPERIENCE OF HEALTH

Functioning results from complex interactions between the states of our bodies and our external environments. Throughout our lives, most of us will (at least occasionally) experience pain, anxiety, weakness, tight joints, injuries, and other morbidities. But our lived experience of health describes the way these health issues actually affect our daily lives, often by preventing us from functioning as we would like or achieving our goals. For example, if we cannot climb stairs painlessly, walk as far as we used to, clean or dress ourselves, read a book, make and keep friends, do all the homework we need to do, or perform our jobs, then these real-life difficulties are the lived experiences of our health issues. While most public health systems are good at collecting data on morbidity and mortality, measuring whether people are functioning effectively is much more difficult. There are so many unique examples of functioning in people’s daily lives—how can public health officials accurately assess them?

To help scientists, doctors, and public health officials measure health and disability at both the individual and population levels, the WHO created a system called the International Classification of Functioning, Disability and Health (ICF) in 2001. This framework helps health professionals learn how to describe, organize, and measure information about functioning, and it provides a standard language that allows data on functioning to be compared widely, even between countries [5].



LESSONS FROM REHABILITATION

Applying a description of health that includes functioning will be easier for some fields of healthcare than others—it is a new way of thinking for many areas of medicine. For example, the field of infectious disease tends to focus on finding the organisms that cause diseases and discovering ways to prevent or treat those diseases. Because they are so busy finding causes and treatments, infectious disease doctors and researchers might not spend as much of their time thinking about how a disease, like COVID-19 or diabetes, affects a patient’s lived experience, or how they could maintain or improve the functioning of someone suffering from a certain disease. On the other hand, some fields already focus on functioning and can serve as models for the rest of the medical community. The health strategy of rehabilitation is the best example. Rehabilitation is a field of medical practice that helps people regain functions they have lost due to injury or illness. For example, rehabilitation can help people use one of their limbs again after an injury, or help people regain brain function after a stroke or concussion. Rehabilitation professionals have long recognized the importance of functioning for health and wellbeing, so they already have ways to measure functioning and a common language to describe it—terms like “functional loss” and “functional limitation.”

To be useful at all levels of the health system—from doctors, nurses, therapists, and technicians all the way up to global health agencies—health information must be reliable and comparable. That means data on functioning must be measured in accurate ways so that it is trustworthy, and that those forms of measurements should be similar across all fields of healthcare everywhere. When measurements of functioning are standardized in this way, functioning data collected by, for example, rehabilitation professionals in one country could be understood by (and compared to) functioning data collected by heart doctors in a different country. Functioning could be assessed using a standardized set of questionnaires, instruments, or measurements (Figure 1). The ICF is widely used in the development and testing of measurement instruments and questionnaires.
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Figure 1

An example of a form that could be used to assess human functioning. This form is based on the ICF and was developed by the ICF Research Branch. When shared methods to accurately measure human functioning exist, they allow experts across fields and in separate countries to compare and understand each other’s functioning data.



For information on functioning to be comparable, it is also necessary for all fields of medicine and research to “speak the same language” when it comes to functioning. When health professionals use a common set of terms, they can more easily understand each other and ensure that they are talking about the same thing. As we mentioned earlier, the WHO’s ICF provides such a language to help health professionals communicate about functioning. The shift to a common language is challenging—it takes money and time. Governments and other organizations that manage health systems will need to help those systems obtain the money and technical support needed to make these important changes.



HEALTHY INDIVIDUALS CREATE HEALTHY SOCIETIES

Understanding health in terms of functioning also clarifies why healthy individuals help to improve the welfare of an entire society. Unhealthy people often miss work, either because they do not feel well or because they cannot function properly in their work environments. When many individuals in a society can live up to their potentials because they are biologically healthy and function well, there will be more people in the workforce. This can lead to increased production of goods and services and long-term economic prosperity for the whole society.

When we look at it this way, it seems obvious that investing money and resources into health and healthcare—and making sure those resources are spread equitably across all regions of the world—is a good idea for everyone! Thinking of health and wellbeing in terms of functioning also gives us another important insight into healthcare. Traditionally, healthcare has been viewed as separate from other fields, like environmental protection or the provision of certain public services. But if living in a pleasant, unpolluted environment and having access to things like, for example, public transportation or free education improves our wellbeing, are these areas not ultimately important determinants of human health, too? Rethinking health in terms of functioning could potentially help us to bridge many important, formerly separate issues, which could have major benefits in terms of individual and societal wellbeing.



HUMAN FUNCTIONING SCIENCES—A NEW SCIENTIFIC FIELD

Incorporating functioning into the definition of human health is generating a new, emerging field of study and practice called human functioning sciences [6]. This is an interdisciplinary field, which means that it combines knowledge and methods from multiple other scientific disciplines that are usually kept separate (Figure 2). The aim of human functioning sciences is to understand people’s lived experiences of health, to explore the links between health and wellbeing, and to help societies understand and improve the connection between individual healthcare, the health of all people, and the welfare of the society as a whole. Human functioning sciences can provide a big-picture to look at human health, in terms of all the aspects of our lives and environments that can affect human functioning. Human functioning scientists would work to improve both an individual’s biological health and his or her performance in a given environment, including possibly making changes in the environment to better accommodate the individual’s needs.
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Figure 2

Human functioning sciences is an emerging interdisciplinary scientific field that studies human functioning. Interdisciplinary means that it combines knowledge and methods from other scientific disciplines rooted in the biological, clinical, and social sciences. Such a broad field provides a big-picture assessment of the health of both individuals and societies.





FUNCTIONING INFORMATION CAN HELP WITH THE COST OF HEALTHCARE

Healthcare systems started including information about functioning years ago, but these systems are complex and involve many levels of decision making, so changing the way they describe health is not easy and will require some time. A good example of how functioning information might ultimately help patients and healthcare systems involves the financing of healthcare—in other words, how it is paid for. Often, patients are reimbursed for their health expenses by insurance companies, or government healthcare plans pay for citizens’ health-related expenses. Many health systems rely on reimbursement schemes that classify patients by disease type, which helps to organize and plan the type of care patients should receive or be reimbursed for. However, people with the same diseases can have different characteristics and may need different services—a disease does not look the same in all patients. Information on functioning can tell healthcare systems about the specific needs of individual patients, which will improve patients’ treatments and help both patients and health systems to spend their money more wisely.



CONCLUSION

Good health is an important priority for people all across the world—so much so that one of the goals supported by the United Nations is “to ensure healthy lives and promote wellbeing for all ages” [7]. The traditional use of morbidity and mortality to describe human health was clearly missing a component. After all, living a long time is not necessarily living well—data suggest that living longer can actually mean living in worse health [8]! Also, while the absence of disease and injury may be necessary for human flourishing or societal welfare, it is not enough. Functioning—a concept to describe both biological and lived health—provides the missing link. The addition of functioning as an essential component of health gives us a more complete and meaningful definition of health and explains both how individual health contributes to wellbeing and how the health of an entire population contributes to the welfare of the whole society.



GLOSSARY

BIOLOGICAL HEALTH

The health of the body and mind.

MORBIDITY

Refers to having a disease or any condition that is not healthy. Also refers to the amount of disease in a population.

MORTALITY

The number of deaths that occur from a specific illness or health condition.

WELLBEING

The state of feeling happy and satisfied with life.

FUNCTIONING

All the things that people with a health condition can or cannot do in interaction with the world.

LIVED EXPERIENCE

What happens to people in their lives; the things they see, feel, and go through.

REHABILITATION

Field of medical practice that helps people optimize functioning lost due to disease or injury.

HUMAN FUNCTIONING SCIENCES

A new field of scientific study and practice that aims to understand people’s lived experiences of health and to explore the links between health and wellbeing.

INTERDISCIPLINARY

Combining knowledge and methods from multiple fields that are usually kept separate.
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Why do we get sick? Medical doctors would say there are many causes, depending on the sickness: the SARS-CoV2 virus causes COVID-19, poor eating habits cause obesity, smoking causes lung cancer. But what if we looked at this question differently…as a species, why have we evolved bodies that are vulnerable to getting sick? Should we not have evolved to be healthy all the time? The field of evolutionary medicine aims to join ideas from medical science with ideas from evolutionary science to better explain health and disease. This approach could provide entirely new ideas for treating human health threats like cancer, antibiotic-resistant bacteria, obesity, and COVID-19, just to name a few!


EVOLUTION CAN HELP US UNDERSTAND HEALTH AND DISEASE

Have you ever thought about what causes us to get sick? You might say that it depends on the sickness—the SARS-CoV2 virus causes COVID-19, poor eating habits cause obesity, smoking causes lung cancer, and so on. While these things certainly DO make us sick, what if we looked at the question a little bit differently…why do we even have bodies that are vulnerable to getting sick in the first place? If evolution is truly “survival of the fittest,” why does the human species—or any animal species, for that matter—have bodies that get sick at all? While most medical doctors are more concerned with the direct causes of disease, an exciting new field called evolutionary medicine seeks to blend knowledge from medical science with important ideas from the field of evolutionary science, to provide unique insights into health and disease [1].

What exactly can evolutionary ideas teach us about human diseases? Well, for one thing, most “human” diseases are not purely “human”—other animals get them, too. On the other hand, certain animal species are resistant to human diseases, meaning they are somehow protected. Understanding what makes various animal species susceptible (sensitive) or resistant to (protected from) “human” diseases can give us insights into the mechanisms of those diseases and how to fight them. Second, since the process of evolution often involves organisms “resisting” things in their environments that threaten their health (bacteria, viruses, antibiotics, or pesticides, to name a few) evolutionary medicine can help us to address the “battle” between humans and infectious organisms or cancer cells. Finally, evolutionary medicine gives us a new way of looking at “modern” human diseases like obesity and diabetes. What if, for example, although obesity is directly caused by bad eating habits, it also results from a mismatch between the environment past humans evolved in (where food was scarce) and today’s environment (where food is easy to get)? Understanding this mismatch might open doors to new treatments or preventions. In short, evolutionary medicine might help us approach many human-health challenges in new, more effective ways!



WHAT CAN WE LEARN FROM OTHER SPECIES?

Earth’s animal species are extremely diverse—animals have evolved many unique features that help them to survive and thrive in their specific environments. Some evolved features appear to protect certain species against common human diseases, from infections to cancer to heart disease (Figure 1). Because animal species are so diverse, there are probably many examples of disease resistance in nature. Furthermore, many non-contagious “human” diseases (cancer, diabetes) also exist in other species, including heart diseases, melanoma, breast and lung cancer, cataracts, and arthritis. By studying animals that either get “human” diseases or disorders or do not get them, scientists and doctors might be able learn things that help them understand why humans suffer from these conditions.
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Figure 1

Certain animal species have evolved to be resistant to various diseases or disorders that commonly affect humans. Studying the unique characteristics of resistant species could help researchers and doctors to better understand these diseases and might speed up the development of new treatments or cures. Human diseases are listed along the top and the colored arrows indicate animals that show resistance to each disease. Different colors were used to make the arrows easier to follow. Figure originally published in [2] in Frontiers in Science.



Before we can benefit from this knowledge, patterns of disease resistance and susceptibility in animals must be identified. This is not easy because many types of human diseases have not yet been studied across species and, even when they have, veterinarians and human doctors do not exchange knowledge as often as they should. If samples from both captive and wild animals were regularly collected and studied after their death, information about their vulnerability to diseases could be gathered in a database. That database could inform doctors and researchers, possibly leading to new treatments, or cures [3].



THE EVOLUTIONARY “ARMS RACE”

Evolution involves adaptation—random changes to an organism’s genetic material that help it to survive in its environment, increasing its chances of successfully reproducing and passing its genes to new generations. One way to understand this is as a process of resistance and counter-resistance, kind of like an “arms race” between nations, in which each nation is constantly trying to have the strongest weapons. The evolution of antibiotic-resistant bacteria is an excellent example of this process. Bacteria reproduce quickly (every 20 min or less!), so it is much easier to see and study adaptations in bacteria than it is in humans or other organisms that take years to grow and develop. How does antibiotic resistance happen? Let us imagine a person is infected with a strain of bacteria that is generally sensitive to the antibiotic penicillin. If we “resist” the infection by treating the person with a high dose of penicillin, most of the infecting bacteria will die quickly. However, if one or a few bacteria have a mutation that “resists” the effects of penicillin, those protected bacteria will continue to grow in the presence of the drug. As the penicillin-sensitive bacteria die, the penicillin-resistant bacteria suddenly have a lot of space and resources all to themselves! Before long, the entire population of bacteria in the person’s body will have adapted to resist the penicillin-containing environment—and the only bacteria left will be those that are resistant to penicillin (Figure 2)! If these bacteria spread to another person, the resulting infection will not respond to penicillin treatment.
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Figure 2

How does antibiotic resistance develop? (A) In a population of bacteria, most bacteria will be sensitive to the antibiotic used to treat the infection (blue). However, one or a few bacteria might have a mutation that protects them (red). (B) When the antibiotic is given, the sensitive cells will die, leaving only the resistant cells—which suddenly have lots of space and resources. (C) The resistant cells then divide, creating a new population of antibiotic-resistant bacteria. The evolution of chemotherapy resistance by cancer cells occurs by the same process.



The situation is similar for cancer cells [4]. Cancers are often treated using medicines called chemotherapy drugs. High doses of a chemotherapy drug cause the cancer cells that are most susceptible to that drug to die, leaving a population of chemotherapy-resistant cancer cells that can divide and create more resistant cells—just like we saw with bacterial antibiotic resistance. Once the chemotherapy drug stops working, the drug-adapted cancer can grow rapidly and eventually harm or kill the patient. People in developed countries rarely die from drug-sensitive bacterial infections or cancers, so the critical medical problem in both of these cases is the evolution of resistance.

The traditional way to fight antibiotic or chemotherapy resistance is to keep developing new drugs to replace those that fail. While this approach can work for a while, it is expensive and time consuming. More importantly, bacteria and cancer cells keep adapting—developing new and stronger types of resistance. For example, some bacteria have evolved molecular pumps that can get rid of multiple types of drugs—even drugs that have not been invented yet! Instead of continuing to develop new drugs that will eventually fail, maybe we could use an evolutionary medicine approach, and tackle the evolutionary process itself! But how?



FIGHTING INFECTIOUS DISEASES AND CANCER WITH EVOLUTIONARY IDEAS

The principles of evolutionary medicine give us several ideas for fighting antibiotic or chemotherapy resistance [4, 5]. The first approach involves using existing drugs in better ways—ways that are less likely to lead to the evolution of resistance in the first place. For example, we could try combining drugs or adjusting their concentrations to lessen the evolution of adaptations, or we could try switching back and forth between drugs over time. Adaptive therapy for cancer aims to use lower doses of chemotherapy drugs—not to kill the cancer outright, but to keep it drug sensitive and under control for as long as possible. Another approach, called extinction therapy, does aim to eliminate cancer—by first using one drug to reduce the number of cancer cells and then, while the first drug is still working, switching to a different drug to kill the remaining cells. Extinction therapy is based on what scientists have learned from the extinction of animal populations—extinction often starts with a decrease in population size, which is then followed by a new natural event, like a major food shortage or a change in climate, that kills the remaining individuals.

Alternatively, we could develop therapies that interfere with the evolutionary process itself. Approaches involve preventing bacteria from “sharing” resistance genes (which they generally do very well) or by using other drugs together with traditional antibiotics—drugs that kill only those bacteria that develop resistance. For fighting bacterial infections, phage therapy is another unique alternative. Phage are viruses that are harmless to human cells but can infect bacteria and destroy them, while simultaneously producing many more phage—acting like self-replicating “drugs”! However, just as bacteria can become resistant to antibiotics, they can become resistant to phage. If scientists understand the evolutionary processes that result in resistance, they might be able to engineer phage that causes the “right” kind of resistance in the bacteria they infect. What if, for instance, when bacteria develop resistance to a specific phage, they simultaneously become less dangerous or more susceptible to antibiotics or to the body’s own defenses [6]? Maybe phage could be designed to block the antibiotic-expelling molecular pump mentioned earlier, for example.



WHEN EVOLUTION CANNOT KEEP UP WITH OUR CHANGING LIVES

Evolutionary medicine can help us understand more than just disease vulnerability and resistance–it can help us make sense of how our rapidly changing societies and cultural practices are causing evolutionary mismatch between our current environment and the characteristics that helped us to thrive in the environments that existed during our long evolutionary history. Evolution is a slow process—much slower than cultural change. When an organism is exposed to a new environment, adaptations that served an important function in the past might no longer be helpful and might instead cause disease [7].

Let us take poor eating habits and they health effects they cause as an example. Food-related health disorders like obesity, heart disease, and type-2 diabetes have been increasing in high-income societies since World War II and, while they are often viewed as “lifestyle” diseases that should be treated with healthier diets and more exercise, these disorders might be more accurately described as a problem of evolutionary mismatch (Figure 3). In our evolutionary past, food was much more difficult to get and processed foods—high in fat, calories, and sugars—did not exist. Thus, our “nutritional ecosystem” changed more quickly than the human species could evolve. Our bodies are not adapted to eating the types (and amounts) of food that are easily available today. The result is increasing levels of obesity and its associated health disorders.
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Figure 3

The common occurrence of food-related health disorders that we see today is an example of evolutionary mismatch. Human bodies evolved to digest the foods of our ancestors, which were sometimes scarce and generally low in fat and sugar. Evolution is a very slow process, while our “food ecosystem” has changed quickly. Our bodies have not adapted to digest the types and amounts of food available to us today, so overeating or eating the types of foods easily available today can result in disease.





THE FUTURE IS EVOLUTIONARY!

Even with all the progress doctors and scientists have made toward understanding the causes, symptoms, and treatments of various diseases, humans continue to face serious and newly emerging health threats. We hope you now have a clearer picture of why our bodies are susceptible to diseases in the first place, and why threats to human health keep emerging. Evolutionary medicine blends knowledge from medical science and evolutionary science to give us unique and unusual insights into viral and bacterial diseases, cancers, obesity, heart disease, and type-2 diabetes, to name just a few. Studying patterns of susceptibility and resistance in other species can teach us about human diseases; thinking about the evolution of resistance can lead to new treatments for cancer and antibiotic resistance; and viewing “modern” human diseases as a mismatch between our past and current environments can provide fresh perspectives on these health threats. This novel, blended approach to human disease could ultimately improve the health of people all over the world.
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GLOSSARY

EVOLUTION

The process by which animals change over generations to better survive in their environments. Evolution occurs by natural selection—the best-adapted animals are the most likely to reproduce and pass on their genes.

EVOLUTIONARY MEDICINE

A relatively new field that combines ideas from evolutionary science with ideas from medical science, with the aim of improving human health in novel ways.

ADAPTATIONS

Physical or behavioral characteristics that help an organism to survive in its environment.

ANTIBIOTIC-RESISTANT BACTERIA

Bacteria that have evolved to survive in the presence of drugs (antibotics) that were developed to kill them.

ADAPTIVE THERAPY

A type of cancer therapy in which low doses of chemotherapy drugs are used to keep the cancer under control for a long time, without totally killing it.

EXTINCTION THERAPY

A type of cancer therapy in which one drug is used to reduce the number of cancer cells, then a second drug is used to kill any drug-resistant cells that remain.

PHAGE THERAPY

The use of viruses that specifically infect and kill bacteria to treat bacterial infections; a potential alternative to antibiotics.

EVOLUTIONARY MISMATCH

When helpful characteristics that an organism evolved in past environments are no longer helpful—and might even cause disease—in the current environment.
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Stress is a feeling of being worried, scared, or overwhelmed, caused by challenging situations or big life changes. Not all stress is bad, and some kinds of stress, like exercise, can even be good for us. However, when stress is severe or lasts a long time, it can harm our health. Severe stress causes inflammation, which is the body’s way of protecting itself. Inflammation helps the body heal, but long-lasting inflammation can lead to health problems. Stress can also affect the brain, making it hard to think clearly or make good decisions. In our work, we linked all these stress-related factors together (using math) to explain our hypothesis that stress can spread from person to person through our actions, words, and body language—and even over social media—until it affects whole societies and eventually the entire planet! This is a dangerous cycle that can lead to even more stress and inflammation, making problems worse. To break the cycle, we each need to focus on reducing stress in our own lives.

Have you ever felt really worried about something in your life, maybe for days at a time? Perhaps you can remember a time when you struggled to keep your grades up or to balance your schoolwork with your extracurricular activities. Or maybe you experienced bullying or discrimination and constantly felt nervous about going to school. Some of you might even feel worried because you live in a neighborhood that has a lot of crime, or in a country where there are food shortages, or even war. There are many challenging situations that can cause kids (and adults!) to feel worried, scared, or overwhelmed, and these feelings are called stress.


STRESS CAN BE GOOD OR BAD

If you have experienced feelings of stress in your life, you are certainly not alone—everyone feels stress sometimes. Stress is the body’s natural way of responding to challenging situations or life changes. While stress might not feel good at the time, it is important to know that not all stress is bad. For example, short periods of stress sometimes help us to feel motivated so that we get things done. If you did not feel a little bit of stress before an exam, for example, you might not study! Also, exercise can put stress on the body, but we know exercise has many benefits, such as strengthening the heart and lungs, increasing muscle strength, and even improving mood and self-esteem. Stress that is “good” for us is called eustress.

However, stress becomes unhealthy when it is extremely serious or lasts a long time. Think about the way you feel right before a really important test, sports match, or some other high-pressure situation—and imagine that you felt that way all the time. You would probably start to feel tired, sick, or even depressed. Stress that harms our health is called distress. Today, even those of us living in relatively peaceful places still experience a high degree of stress. If you watch 24-hour news channels or spend a lot of time on social media, you may feel like there is always something to worry about—from climate change to school shootings to pandemics. Because of the internet, the amount of stressful news that reaches us and the speed at which such news spreads are unmatched in human history. Some reports suggest that people living today are under more stress than ever.



STRESS AT THE INDIVIDUAL LEVEL: INFLAMMATION IN THE BODY

Stress, particularly distress, causes inflammation in the body. What is inflammation? Have you ever had a sprained ankle or a splinter in your finger and noticed that the injured area is warm, red, and swollen? Inflammation is one of the body’s normal ways of protecting itself. When the body detects an injury or infection, special cells and chemicals are activated to help it heal. Usually, when the germ or injury is gone, the body’s powerful inflammation-control mechanisms stop the inflammation, too [1]. This is important because while inflammation helps people heal, uncontrolled or chronic inflammation can cause even more damage to the body, leading to health problems including heart disease, cancer, and autoimmune diseases, to name a few [2].

We can think of stress as just another cause of inflammation, like an injury or infection. If stress is temporary, this is similar to getting a splinter—the inflammation goes away after the stress is gone. But what happens when stress is frequent or even constant? Long-term stress can interfere with the body’s ability to control inflammation, so that any inflammation a person gets when they are feeling stressed for a long time can become chronic—and can even spread throughout the body, perhaps causing long-term health problems. So, we have a dangerous cycle: too much stress causes chronic inflammation, and chronic inflammation adds more stress to the body…which can cause even more inflammation, and so on!

Chronic inflammation is not only bad for the body—it is bad for the brain, too. The relationship between inflammation and the brain is still being studied, but it seems that inflammation can affect our moods, change our behavior, and weaken our cognitive functions, including the ability to think clearly, remember things, pay attention, and make good decisions [3, 4]. When we are so stressed that we do not feel well and our brains are not working optimally, the stressful things in our lives might feel even more stressful, and we might make poor decisions and generally act badly! Can you see how this could also become part of the dangerous cycle of stress (Figure 1)? And what happens when a whole group of people feels stress at the same time?
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Figure 1

The cycle of stress within a person. When a person experiences frequent or constant distress, the body can lose its ability to control inflammation. Chronic inflammation can affect both the body and the brain, causing health issues and leading to mood problems and weakened cognitive functions. When a person’s brain is not functioning at its best, that person may make poor decisions that lead to even more stress, perpetuating the cycle.





STRESS AT THE COMMUNITY LEVEL: INFLAMMATION IN SOCIETY

It is not uncommon to feel like emotions are “contagious” and can spread from one person to another. We often feel happier around happy people and more depressed around people who are always negative, for example. The same is true for stress—our actions, words, body language, and possibly even chemicals released by our bodies communicate our stress to the people we interact with [5, 6]. Think back to the early days of the COVID-19 pandemic. Do you remember hearing stories of people pushing and shoving in grocery stores as they loaded their carts with food or groups of people getting into fights over the last box of masks or the last package of toilet paper? What was going on there—why were those people acting so crazy?

In our work, we used a mathematical model to explain the cycle of stress. Mathematical modeling is a scientific technique that uses math to create explanations of things we see in the real world. At the start of the pandemic, many people were stressed. No one knew much about the COVID-19 virus yet, and people were afraid of getting sick and worried about how lockdowns might affect their lives. As you just learned, stress can negatively affect the brain, often causing people to make poor decisions and to act in ways they normally would not—maybe hoarding masks instead of sharing or pushing and shoving to grab a gallon of milk. When other stressed-out shoppers see people being rude or even violent, they might start to feel more stress themselves, which could push them closer to making bad decisions, too! In these situations, the growing stress and resulting poor behavior can escalate quickly, leading to fights and even law-breaking actions like stealing.

Our mathematical model shows that the spread of stress between people is like a type of uncontrolled “inflammation” at the community level. Community-wide stress can look like alarm or panic and can sometimes lead to the “disease” of bad (even law-breaking) behavior (Figure 2).
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Figure 2

The cycle of stress in society. When individuals feel stress, this feeling can “spread” to the other people around them through their words, their body language, or chemicals their bodies produce. This expands the cycle of stress—namely, when people start acting badly because their cognitive functions are not working properly, they might become rude or violent or otherwise act in ways that increase the individual stress of people around them. In these situations, poor behavior can escalate quickly, turning into wide-spread alarm or panic.





STRESS AT THE PLANETARY SCALE: INFLAMMATION OF THE EARTH?

In today’s internet age, stress does not even need direct human contact to spread. As we mentioned, stressful news, and the long-term stress it causes, travels everywhere, almost instantly. According to our mathematical model, this can lead to large numbers of people all over the world who are highly stressed and possibly making poor decisions—all at the same time. Will people in such a stressed-out state be good at protecting the environment from harm and taking care of our planet for future generations? Probably not. If we think about the damage humans are doing to the environment as a kind of injury or disease that is causing the Earth to “feel stress,” then we could view global warming and the related severe weather events being seen across the world as “inflammation” of the planet, as Earth tries to protect itself or heal.

Thus, stress leads to a dangerous cycle at the planetary scale, too: as Earth becomes “inflamed”, living conditions can worsen for many people. Extremely hot temperatures or flooding can cause food shortages, and natural disasters can cause deaths and destruction—all of which increase peoples’ stress even further. If scientists, government leaders, and lawmakers suffer from chronic, stress-related inflammation, they may not be as good at solving our planet-wide problems, and Earth’s “inflammation” might continue to worsen.



BREAKING THE CYCLE

So now you know that long-term stress causes chronic inflammation, which can decrease important cognitive functions like memory, clear thinking, and good decision making. Stress that begins in individuals can spread across whole societies, either from person to person or over the internet. Stressed societies can then make bad decisions that lead to more stress—eventually affecting the entire planet. When Earth itself is “stressed out” by human actions like pollution and greenhouse gas release, the planet’s “inflammation” can make conditions even worse for everyone, further increasing individual stress and making it harder for us to find solutions to problems like climate change. So, how do we stop this dangerous cycle?

The most important thing you can do to help break the cycle of stress is to limit the amount of stress in your own life (Figure 3). Of course, there will always be stressful things that you cannot prevent, like schoolwork, difficult family situations, or poverty, for example. But there are things you can do to keep your overall stress level low, so that you can better manage the unavoidable stresses. For example, you can keep your body healthy by getting enough sleep, eating nutritious foods, and drinking plenty of water. Exercise is a great way to reduce stress and improve mood, as is spending time with animals if you enjoy them and can do so. Since screen time, especially social media, can contribute to stress, take breaks, and spend time with friends or doing other enjoyable activities. Relaxation techniques like deep breathing and visualizing peaceful scenes can also reduce stress. Finally, talking about your feelings with someone you trust can help, too. Just think: if everyone did some of these small things to reduce stress, the overall level of stress in society would go down—and that might even help to make the entire planet a healthier, happier place! Breaking the stress cycle starts with you!
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Figure 3

There are many things that you can do in your own life to reduce the amount of stress you feel. When individuals feel less stress, this can help to break the stress cycle by stopping the spread of stress from ourselves to others, as shown in the left corner of Figure 2.
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GLOSSARY

STRESS

Feelings of worry, fear, or being overwhelmed that can be good or bad for you, depending on how severe they are and how long they last.

EUSTRESS

A good type of stress that can help you feel excited or motivated. Exercise is also a form of eustress.

DISTRESS

A bad type of stress that feels like being overwhelmed or upset by whatever is happening to you. It can cause inflammation and eventual health problems.

INFLAMMATION

The body’s normal response to infection or injury. Inflamed areas are often warm, red, and swollen, but inflammation can affect our internal organs, too, including the brain.

CHRONIC

Describes something that has been going on for a long time and does not go away easily. Chronic inflammation can last months or years and cause many health problems.

COGNITIVE FUNCTIONS

The mental processes and abilities that allow us to think, learn, remember, reason, and solve problems. Examples include attention, memory, perception, language, and decision making.

MATHEMATICAL MODEL

Mathematical modeling uses math to create explanations of things we see in the real world. Scientists make models to show how something works or predict how it might change.
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Recently, the field of bioengineering, which uses biomedical knowledge to solve problems and create products, has made great progress creating tiny, functioning models of human organs, called organoids. The brain is the most complex organ of the human body. Although brain organoids have been created, they still cannot perform calculations, learn, memorize, or make decisions—“thinking” functions only seen in humans and animals. But a new field of science is emerging that could create brain organoids with some cognitive functions. The necessary technologies are now available, and scientists are starting to combine them. Thinking brain-cell cultures create a lot of ethical questions that must be addressed as research proceeds. This article describes the technologies that form the basis of the science called organoid intelligence (OI). In the future, OI could help us study brain functions, understand brain diseases, find new cures, and could possibly even lead to new supercomputers that are more brain-like than today’s computers.


BRAINS VS. COMPUTERS?

Do you think the human brain is more powerful or less powerful than a computer? If you have heard about computer programs beating human opponents at complex strategy games like chess or Go, you might naturally think that computers are “smarter.” Computers can certainly process simple information faster than human brains can, and artificial intelligence (AI) is increasingly being incorporated into many common technologies, from facial recognition on phones to streaming video recommendations. AI is the ability of a computer to think and learn, with the aim of performing tasks usually done by people. It is easy to believe that AI will eventually surpass human abilities, even at complex tasks like driving. But there is more to the story! The processing power and storage capacity of the human brain are immense: in 2013, it took the world’s fourth-largest computer 40 min to model 1 s of 1% of a human’s brain activity! The memory of the human brain is about as big as the large computers found at universities or research institutes; the number of calculations per second that can be performed by the human brain was only reached by the fastest supercomputer in the world this year (2022). Some tasks may never be matched by AI—for instance, a child can distinguish dogs and cats after seeing about 10 pictures, while AI needs more than 1,000.

As an example, let us look at the AlphaGo system—the AI that beat the world champion in Go in 2016. AlphaGo was trained on data from 160,000 games [1]. If a human played for 5 h a day every single day, it would take that person over 175 years to experience the same number of training games! This tells us that the brain is much more efficient than AI at learning how to perform complex activities. What is more, training AI requires a lot of energy—much more energy than the human brain uses to learn. If it takes the same amount of time for a human and an AI system to learn a new task, the AI system requires 10 million times more energy! AlphaGo’s 4-week training required more energy than it takes to sustain an active adult human for 10 years.

These comparisons tell us that it will be difficult for AI to ever surpass humans at complex tasks like driving, which require real-time learning in a changing environment. This is especially true if technology companies keep their promises to limit global warming by decreasing their carbon emissions. In 2017, it took the equivalent of 34 coal-powered plants to meet the power needs of U.S. data-storage centers [2]! But what if, instead of trying to make computers more like human brains, we instead tried to make human brains more computer-like? And what if these computer-like human brains could be grown in a lab and interfaced with actual computers? Does this sound like something out of a science fiction movie? Although it is still in the very early stages with lots of challenges ahead, this futuristic-sounding technology, called organoid intelligence (OI), is closer to becoming a reality. As a method of biological computing, OI may be able to overcome the limitations of traditional AI and accomplish tasks that were previously unimaginable for machines.



WHAT ARE BRAIN ORGANOIDS?

The eventual success of OI depends on our ability to grow tiny, 3D brain cell cultures, called brain organoids (Figure 1A). These tiny organoids, which are generated from stem cells, are 300–500 micrometers (μm; 1/1,000 of a millimeter) in diameter and made up of 30,000–50,000 cells, making them about one 3-millionth the size of the human brain (Figure 1B) [3].
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Figure 1

(A) 3D brain cell cultures called brain organoids can contain the same brain cell types found in the human brain, including microglia and astrocytes, which support neuron health, and oligodendrocytes, which produce myelin. About 40% of neurons in brain organoids are covered with myelin, which can help signals travel between neurons. Fifty-percent of neurons in the human brain are myelinated, so brain organoids are not far off! (B) 3D brain organoids are only about one 3-millionth the size of the human brain (top row: 20x; bottom row: 63x). Neurons appear as early as 4 weeks of culture, while glial cells emerge at 8 weeks, and astrocyte numbers increase over time.



The more closely brain organoids resemble human brains, the more likely they are to be able to perform human-like brain activities, like learning and remembering. Despite their small size, brain organoids have some structural and functional similarities to human brains. For example, the human brain contains several types of cells: neurons (nerve cells), which are responsible for sending signals within the brain and between the brain and the body; oligodendrocytes (oh⋅luh⋅go⋅den⋅druh⋅sites), which cover parts of neurons with a material called myelin; and microglia and astrocytes, which support the health of neurons. Brain organoid cultures have been shown to support the growth of neurons and these other cell types, all of which are necessary for learning (Figure 1A). Additionally, about 40% of the neurons in brain organoids are covered with myelin while, in the healthy human brain, about 50% of neurons are myelinated—so brain organoids are not far off! Myelin acts like the plastic on the outside of a copper wire—it insulates the wire and, different from the insulation on a wire, also makes the signal travel 100 times faster. In terms of function, brain organoids show electrical activity and respond to electrical stimulation in ways that are similar to cells in the brains of premature human babies.

Since the brain organoids being grown now are so tiny that they are barely visible (about the size of a housefly’s eye), learning how to make them bigger and more brain-like is an important first step toward developing organoid intelligence. When brain cell cultures are small or two-dimensional (flat), the cells can obtain oxygen and nutrients and get rid of waste products directly through the fluid they are growing in via diffusion, which is the natural movement of molecules from areas of high concentration to areas of low concentration. But diffusion is not efficient enough to support larger, 3D cultures [4]. The human brain has blood vessels that perform this transport function—half of the brain’s weight in blood flows through the brain every minute. Something similar will be needed to grow larger brain organoids, to prevent the death of their centers—a process called necrosis. Scientists are developing microfluidic systems that can act like tiny blood vessels (Figure 2). Microfluidic systems will not only remove wastes and provide oxygen and nutrients to the brain organoids, but they will also allow scientists to administer and test the effects of other chemicals that are involved in the normal functioning of the human brain, or possible drugs to treat brain diseases.
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Figure 2

(A) Once a 3D brain organoid gets too large, diffusion no longer works to bring oxygen and nutrients into the organoid or remove wastes, because diffusion can only reach about 300 μm into the organoid. Thus, the center of the organoid (light pink circle) will die by a process called necrosis. Blood vessels perform this critical function in the human brain. (B) To mimic blood vessels, microfluidic systems have been developed to bring oxygen and nutrients into the brain organoid and remove wastes. These systems permit the growth of larger brain organoids and allow scientists to test the effects of various chemicals and drugs on the organoid’s function.





MEASURING BRAIN ORGANOID FUNCTION AND LEARNING ABILITY

To develop OI, brain organoids must function similarly to human brains—and scientists must have a way to measure this activity. Doctors measure the electrical activity of actual human brains with a technique called electroencephalography (uh⋅lek⋅trow⋅uhn⋅seh⋅fuh⋅laa⋅gruh⋅fee; EEG), in which electrodes are placed on a patient’s scalp. This technique inspired us to create a tiny version, called a 3D microelectrode array (MEA), that can both stimulate and measure the electrical activity of brain organoids. The MEAs are like flexible shells that fold around the brain organoids, allowing measurement of electrical activity across the entire surface of the 3D organoid (Figure 3). Researchers are also working to develop special probes that the brain organoids can grow completely around, which might provide clearer signals and allow researchers to access the inside of an organoid.


[image: image]

Figure 3

(A) Doctors measure the electrical activity of human brains with a technique called electroencephalography (EEG), in which electrodes (yellow circles connected by green wires) are placed on a patient’s scalp. (B) EEG inspired scientists to create a tiny version, called a 3D microelectrode array (MEA), that can both stimulate and measure the electrical activity of brain organoids. The MEAs contain many electrodes in flexible shells that the brain organoids are grown inside, allowing measurement of electrical activity across the entire surface of the 3D organoid.



After scientists can monitor the function of brain organoids, they can begin to study whether these organoids can learn. In brain organoids, “learning” will involve responding in a certain way to patterns of electrical or chemical stimulation, for example by changes in the connections between cells or changes in electrical activity. These are the same two factors that affect memory formation and learning in the human brain. One of the first learning tasks could be a simple computer game like Pong, in which a paddle must be moved to keep the bouncing ball in the field. In fact, researchers from Cortical Labs in Australia have recently shown that brain cultures can learn to do this [5].



BEYOND BIOLOGICAL COMPUTING

While we have established that brain organoids could lead to a revolution in biological computing, they could also be used as a powerful research tool. Because the brain is so complex and is well-protected by the skull, it is a difficult organ to study in living organisms. So, brain cell cultures that look and act like human brains could help scientists answer important questions that are tough to study in humans—questions about brain development, learning, memory, and the effects of drugs or infections on brain function. Brain organoids could also be used to study devastating brain diseases like dementia. Dementia is a disease of older adults, in which memory and other brain functions progressively decline. Dementia is a growing problem: globally, over 55 million people are living with dementia, and this number is projected to exceed 150 million by 2050 [6]. Alzheimer’s disease, a type of dementia, is among the top 10 causes of death in the US. There is currently no cure for dementia and the treatments that exist are not very effective. A brain organoid system might help researchers to understand what causes dementia and how it affects the brain. Potential treatments could be developed from this knowledge, and they could be tested in brain organoids to make sure they work, before they are used in humans.



ETHICAL CHALLENGES

While the use of OI for biological computing and critical brain research may sound promising and exciting, OI also generates a number of important questions that scientists and society have never before had to consider. For example, will brain organoids be “conscious,” and if so, is it ethical for scientists to create them? Could organoids experience pain and possibly suffer during the experiments scientists perform on them? Other difficult ethics questions are sure to arise as the field of organoid intelligence develops. Professional ethicists must work closely with researchers to identify and navigate such issues. To be socially responsible, it is also important for OI research to be guided by input from the public. Discussions with members of the public who hold various beliefs and moral perspectives can help to earn the public’s trust, which helps to prevent adverse public reactions to new technologies and maximizes their future impact.



CONCLUSION

While it may still sound a little like science fiction, we hope that this article has helped you to understand the potential for brain organoids to revolutionize biological computing. There is still much research to be done and many technological and ethical obstacles to face. But, if we succeed, OI is likely to overcome many of the limitations of traditional computing and AI. Specifically, we believe that OI-based biocomputing systems will allow faster decision-making, improved learning, and greater energy efficiency. These advances could impact the entire world, through the development of technologies that could enhance AI performance or create “smart” prosthetics that could help amputees regain body functions. Further, OI presents an amazing opportunity for brain research and could help scientists to discover the basic principles behind thinking, learning, and memory, and to better understand and potentially treat devastating brain diseases like dementia. So, the next time you hear someone talking about AI, take a minute to tell them about OI… and make sure to mention that it is science, not science fiction!



GLOSSARY

ORGANOID INTELLIGENCE

The ability of an organoid to compute and store information that is provided (input) to execute a task (output).

BIOLOGICAL COMPUTING

A technique that uses living organisms to perform computer functions, like storing and processing information, to possibly complement current computers.

BRAIN ORGANOIDS

Bioengineered models of the brain that can perform some brain functions.

NEURON

A nerve cell; a fundamental unit of the nervous system that uses electrical and chemical signals to transmit information to other neurons an muscle cells.

MYELIN

A fatty, insulating material that covers nerve fibers and makes electrical communication between neurons more efficient.

MICROFLUIDIC SYSTEM

A technology that circulates fluids through small channels, to supply cells with oxygen and nutrients, for example.

3D MICROELECTRODE ARRAY

A device with many sensors that can read the electrical activity in brain cell cultures, similar to the electroencephalogram (EEG) that is used in humans.

ETHICS

A branch of philosophy that studies the differences between good and bad or right and wrong.
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