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Editorial on the Research Topic 


Machine learning-assisted diagnosis and treatment of endocrine-related diseases


The endocrine system is an important regulatory system in the human body. It regulates physiological processes such as growth, development, metabolism, and reproduction through the secretion, transfer, and feedback of hormones. Various factors, including environmental, genetic, and lifestyle factors, can lead to the development of endocrine diseases associated with dysfunction of the pituitary, adrenal, and thyroid glands, as well as diabetes. Changes in living environments and lifestyles have led to steady increases in the incidence of endocrine diseases. If not detected and treated in time, these can lead to complications and cause irreversible damage to health.

The application of machine learning in medical fields has great prospects (1). This Research Topic is the use of machine learning to establish models for the prediction, diagnosis, and management of endocrine-related diseases for the benefit of both patients and clinical practice. The following is a brief overview of some of the included articles:

The model built by Wang et al. using the Gaussian Naive Bayes (GNB) algorithm allows improved prediction of prolonged hospitalization of patients following acute ischemic stroke (AIS). This will assist in policy adjustments for improved resource utilization, thereby alleviating the increasingly heavy economic burden caused by AIS.

Chen et al. used a two-sample Mendelian randomization (MR) study to explore the relationship between thyroid function and cholelithiasis. Their findings showed that low-density lipoprotein cholesterol (LDL-C) and apolipoprotein B mediated the effects of FT4 on cholelithiasis risk, with patients with high FT4 levels showing delayed or reduced risk of the long-term effects of cholelithiasis.

Zeng et al. analyzed data from the Genomics of Drug Sensitivity in Cancer (GDSC) and The Cancer Genome Atlas (TCGA) databases, using Spearman correlation analysis to identify the key genes that influence Gemcitabine (GEM) efficacy. It was found that CALB2 and GPX3 could be used as biomarkers for prognosis prediction in some forms of colorectal cancer (CRC) as well as potential target genes of GEM, providing new ideas for the development of new combined targeted drugs for colorectal cancer.

Liu et al. established a machine learning-based choice for some type 2 diabetic kidney disease(T2DKD) risk prediction model based on clinical data from a multi-center retrospective database and verified its effectiveness. While the model was found to be helpful for the diagnosis of T2DKD, further investigation using additional data is required.

Huang et al. used the ESTIMATE algorithm to conduct a series of bioinformatics analyses on breast cancer (BC) samples from the TCGA database to identify genes associated with the tumor microenvironment (TME). The authors found a significant correlation between KLRB1 and the BC TME, suggesting its use as a prognostic marker and therapeutic target, providing a new direction for the treatment of BC.

Li et al. identified stratified prognostic biomarkers for serous ovarian cancer (SOC) after investigation of immune infiltration, drug sensitivity, and genes associated with the epithelial-mesenchymal transition (EMT). This lays a foundation for in-depth investigation of the role of the EMT in SOC immune regulation and changes in related pathways. It also suggests effective solutions for the early diagnosis and clinical treatment of ovarian cancer.

Xu et al. identified the C11 cluster that specifically expresses HSPB6 in fibroblasts as key to the development of pancreatic adenocarcinoma (PAAD). The authors used comprehensive bioinformatics analyses and constructed a nine-gene prognostic model using tumor-related PAAD prognostic genes in the C11 subgroup. The RiskScore may have reliable clinical potential for the prognostic prediction of PAAD.

With the increased informatization of society and further accumulation of data, the use of machine learning will become more common in medical applications requiring the processing of large amounts of data. Machine learning can process large amounts of data that humans cannot handle and is a powerful and versatile tool for future medicine (2). The application of machine learning in the diagnosis and treatment of endocrine diseases will become increasingly widespread and mature, as is currently seen in the prediction, diagnosis, and management of diseases such as diabetes (3), thyroid disease (4), and neuroendocrine tumors (5).




Author contributions

HZ: Formal analysis, Investigation, Methodology, Resources, Writing – original draft. UK: Conceptualization, Data curation, Project administration, Resources, Writing – review & editing. WS: Conceptualization, Investigation, Methodology, Project administration, Resources, Supervision, Writing – review & editing.





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





References

1. Handelman, GS, Kok, HK, Chandra, RV, Razavi, AH, Lee, MJ, and Asadi, H. eDoctor: machine learning and the future of medicine. J Intern Med (2018) 284(6):603–19. doi: 10.1111/joim.12822

2. Komuro, J, Kusumoto, D, Hashimoto, H, and Yuasa, S. Machine learning in cardiology: Clinical application and basic research. J Cardiol (2023) 82(2):128–33. doi: 10.1016/j.jjcc.2023.04.020

3. Afsaneh, E, Sharifdini, A, Ghazzaghi, H, and Ghobadi, MZ. Recent applications of machine learning and deep learning models in the prediction, diagnosis, and management of diabetes: a comprehensive review. Diabetol Metab Syndr (2022) 14(1):196. doi: 10.1186/s13098-022-00969-9

4. Cao, CL, Li, QL, Tong, J, Shi, LN, Li, WX, Xu, Y, et al. Artificial intelligence in thyroid ultrasound. Front Oncol (2023) 13:1060702. doi: 10.3389/fonc.2023.1060702

5. Ramesh, S, Dolezal, JM, and Pearson, AT. Applications of deep learning in endocrine neoplasms. Surg Pathol Clin (2023) 16(1):167–76. doi: 10.1016/j.path.2022.09.014




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2023 Zhang, Kahlert and Shi. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 29 March 2023

doi: 10.3389/fendo.2023.1166740

[image: image2]


The causal effects of thyroid function and lipids on cholelithiasis: A Mendelian randomization analysis


Junhong Chen, Hao Zhou, Hengwei Jin and Kai Liu *


Department of Hepatobiliary and Pancreatic Surgery II, General Surgery Center, The First Hospital of Jilin University, Changchun, China




Edited by: 

Wenjie Shi, Otto von Guericke University Magdeburg, Germany

Reviewed by: 

Yufei Liu, Fudan University, China

Weixing Wang, Renmin Hospital of Wuhan University, China

*Correspondence: 

Kai Liu
 liuk@jlu.edu.cn

Specialty section: 
 This article was submitted to Systems Endocrinology, a section of the journal Frontiers in Endocrinology


Received: 15 February 2023

Accepted: 20 March 2023

Published: 29 March 2023

Citation:
Chen J, Zhou H, Jin H and Liu K (2023) The causal effects of thyroid function and lipids on cholelithiasis: A Mendelian randomization analysis. Front. Endocrinol. 14:1166740. doi: 10.3389/fendo.2023.1166740






Objective

To investigate the relationship between function of thyroid, lipids, and cholelithiasis and to identify whether lipids mediate the causal relationship between function of thyroid and cholelithiasis.





Methods

A Mendelian randomization (MR) study of two samples was performed to determine the association of thyroid function with cholelithiasis. A two-step MR was also performed to identify whether lipid metabolism traits mediate the effects of thyroid function on cholelithiasis. A method of inverse variance weighted (IVW), weighted median method, maximum likelihood, MR-Egger, MR-robust adjusted profile score (MR-RAPS) method, and MR pleiotropy residual sum and outlier test (MR-PRESSO) methods were utilized to obtain MR estimates.





Results

The IVW method revealed that FT4 levels were correlated with an elevated risk of cholelithiasis (OR: 1.149, 95% CI: 1.082–1.283, P = 0.014). Apolipoprotein B (OR: 1.255, 95% CI: 1.027–1.535, P = 0.027) and low-density lipoprotein cholesterol (LDL-C) (OR: 1.354, 95% CI: 1.060–1.731, P = 0.016) were also correlated with an elevated risk of cholelithiasis. The IVW method demonstrated that FT4 levels were correlated with the elevated risk of apolipoprotein B (OR: 1.087, 95% CI: 1.019–1.159, P = 0.015) and LDL-C (OR: 1.084, 95% CI: 1.018–1.153, P = 0.012). Thyroid function and the risk of cholelithiasis are mediated by LDL-C and apolipoprotein B. LDL-C and apolipoprotein B had 17.4% and 13.5% of the mediatory effects, respectively.





Conclusions

We demonstrated that FT4, LDL-C, and apolipoprotein B had significant causal effects on cholelithiasis, with evidence that LDL-C and apolipoprotein B mediated the effects of FT4 on cholelithiasis risk. Patients with high FT4 levels should be given special attention because they may delay or limit the long-term impact on cholelithiasis risk.





Keywords: thyroid function, lipid metabolism traits, cholelithiasis, Mendelian randomization, mediation effects





Introduction

Cholelithiasis, a prevalent condition affecting approximately 10–20% of the global adult population, has experienced a recent upsurge in incidence (1). The association between cholelithiasis and the onset of the gallbladder, pancreatic, and colorectal cancers is well established (2). While the majority of affected adults remain asymptomatic, the economic and societal burdens of cholelithiasis can be substantial in the event of symptomatology or complications (3, 4).

Cholelithiasis remains a prevalent gastrointestinal disorder for which the pathophysiology is still unknown. Recent clinical observational studies have shed light on a potential association between thyroid function and cholelithiasis. Notably, a study encompassing a cohort of 3,749 subjects aged 20 to 79 demonstrated an independent correlation between cholelithiasis and elevated serum thyroid stimulating hormone (TSH) levels (5). Furthermore, patients with cholelithiasis exhibited a significantly higher prevalence of both subclinical and clinical hypothyroidism (6). However, conventional observational studies are limited in their ability to determine causal effects and account for potential confounding factors.

Several convincing studies state a positive correlation between high cholesterol levels and the development of cholelithiasis (7). Furthermore, serum FT4 levels are positively correlated with total triglycerides (TG) and LDL-C (8). It was also identified that lipid metabolism traits might mediate the causal effects of thyroid function on cholelithiasis.

Utilizing genetic variants as instrument variables (IVs), MR analysis has emerged as a powerful tool for determining the causal relationship between risk factors and diseases (9). Large-scale genome-wide summary association studies (GWAS) also allow for the systematic investigation of the causal effects of exposures on outcomes using MR (10). In the current investigation, MR analysis was used to evaluate the relationship between thyroid function, lipids, and cholelithiasis and to determine whether lipids mediate the causal effects of thyroid function on cholelithiasis.





Materials and methods




Study design and GWAS statistics source

The total effects were determined using a two-sample MR to evaluate the association between thyroid function and cholelithiasis. Another two-step MR was performed to assess whether lipid metabolism traits mediate the effects of thyroid function on cholelithiasis. First, we explore the relationship between function of thyroid and lipid metabolism traits. Second, we investigated the effects of lipid metabolism traits on cholelithiasis risk.

We retrieved the GWAS thyroid function summary data from the ThyroidOmics Consortium, which was formed to study the determinants and effects of thyroid disorders and thyroid function (11). In a meta-analysis, analyses of TSH comprised information from 22 different cohorts comprising 54,288 individuals, FT4 analyses had data from 19 cohorts with 49,269 individuals, hypothyroidism data from 53,423 individuals, and hyperthyroidism data from 51,823 subjects (11). The UK Biobank (UKB) provided summary statistical data for lipids (LDL-C, apolipoprotein B, and TG) (12). The sample size for LDL-C, apolipoprotein B, and TG was 440,546, 439,214, and 441,015, respectively. The UKB data came from a prospective cohort study that enrolled over 500,000 males and females (40–69 years old at baseline) between 2006 and 2010 (13). FinnGen Biobank of European ancestry provided the GWAS associated with cholelithiasis (19,023 cases and 195,144 controls). FinnGen is a large public-private partnership that aims to collect and analyze genomic and health data from 500,000 participants in Finnish biobanks. Table 1 contains detailed information.


Table 1 | Details of GWAS included in MR analyses.







Selection of genetic instrumental variables

We identified single-nucleotide polymorphisms (SNPs) with genome-wide significance (P< 5 × 10−8), linkage disequilibrium (LD), and an r2< 0.001 threshold within a 10,000 kb window (14). We used PhenoScanner, a genotype-to-phenotype cross-reference (www.phenoscanner.medschl.cam.ac.uk), to look for secondary phenotypes associated with the selected instruments. In the present study, when cholelithiasis was identified as the outcome, blood glucose, BMI, and cholecystitis were identified as confounding factors. The palindromic variants were removed for incompatible alleles. When the SNPs were unavailable in the outcomes GWAS datasets, proxy SNPs were used. The final IVs for the subsequent MR study consisted of the strictly chosen SNPs. F-statistic was calculated to assess the strength of the selected SNPs according to the following equation:

	

Where R2 is the portion of exposure variance explained by the IVs, N is the sample size, and K is the number of IVs. F-statistic ≧ 10 indicates no strong evidence of weak instrument bias.





Replicative analysis

The Global Lipids Genetics Consortium (GLGC) was the source for the summary statistics of LDL-C and apolipoprotein B, while cholelithiasis was procured from the UK Biobank to serve as a replicative analysis.





The proportion of mediation effects

The total effects of exposure on an outcome can be divided into indirect and direct effects (15). After adjusting for LDL-C, apolipoprotein B, and TG, MR revealed direct effects of thyroid function on cholelithiasis risk. The product method was used to calculate the indirect effects of lipid traits by multiplying the effects of thyroid function on lipid traits and the effects of lipid traits on cholelithiasis (16). The following equation was used to calculate the proportion of the mediation effects (17):

	

Where β1 represents the MR effects of thyroid function on mediator k by two-step MR, β2 represents the MR effects of mediator k on cholelithiasis risk by two-step MR, and β3 represents the MR effects of thyroid function on cholelithiasis risk by two-sample MR.





Statistical analysis

For MR analysis, five different methods [inverse-variance weighted (IVW), weighted median, MR Egger, maximum likelihood, and MR-robust adjusted profile score (MR-RAPS)] were used. To estimate the causal effects, the IVW method combines the wald ratios of the causal effects of each SNP. Each IV in this method must fulfill the three MR assumptions, or the derived estimates may be biased in the case of horizontal pleiotropy (18, 19). Compared with other MR methods, the maximum likelihood method provides an estimator with the lowest standard error under almost all conditions (20). MR-RAPS has been performed to model the random-effects distribution of pleiotropic genetic variation effects (21).

The MR-Egger analysis was used to evaluate the potential pleiotropic effects of SNP. The intercept P-value indicated if horizontal pleiotropy interfered with the MR estimates in MR Egger analysis. There was significant pleiotropy if the intercept P-value< 0.05. Cochrane’s Q value was utilized to evaluate the heterogeneity among SNPs in IVW estimates. By excluding each SNP from the analysis, leave-one-out sensitivity analyses can be used to decide whether a single SNP has a significant effect on the overall result. The outlier variants were determined via the MR pleiotropy residual sum and outlier test (MR-PRESSO). The funnel plot was used to demonstrate the symmetrical distribution of the selected SNPs. A P-value< 0.05 was regarded as significant.

The statistical analyses were conducted utilizing the TwoSampleMR R package (version 0.5.5), MR-RAPS (version 1.0), and MR-PRESSO (version 1.0) with R software 4.1.2.






Results




MR analysis between thyroid function and cholelithiasis

Finally, 12 SNPs were used as IVs for FT4, 36 SNPs for TSH, 6 SNPs for hyperthyroidism, and 6 SNPs for hypothyroidism. Supplementary Tables 1–4 provided detailed information. In our study, F-statistic for each instrument-exposure association ranged from 19.867 to 37.321, demonstrating the less possibility of weak instrumental variable bias in the final results (Supplementary Table 11). The IVW method revealed that FT4 levels were correlated with an elevated risk of cholelithiasis (OR: 1.149, 95% CI: 1.082–1.283, P = 0.014, Figure 1). Weighted median (OR: 1.152, 95% CI: 1.002–1.326, P = 0.046), maximum likelihood (OR: 1.152, 95% CI: 1.042–1.274, P = 0.006), and MR-RAPS (OR: 1.090, 95% CI: 1.020–1.161, P = 0.018) indicated consistent results, while MR Egger illustrated negative results. In addition, the IVW method revealed that TSH, hyperthyroidism, and hypothyroidism were not related to the risk of cholelithiasis (Figure 1). Similar results are obtained through the implementation of alternative methodologies and the use of replicative analyses, as demonstrated by the findings presented in Supplementary Table 12.




Figure 1 | Effects of thyroid function on cholelithiasis. FT4 levels were correlated with an elevated risk of cholelithiasis, while TSH, hyperthyroidism, and hypothyroidism were not related to the risk of cholelithiasis.



The MR-PRESSO method also revealed that high FT4 levels were correlated with an elevated risk of cholelithiasis, and no outlier SNPs were recognized (Table 2). The present MR analysis revealed no horizontal pleiotropy and heterogeneity (Supplementary Table 10). Moreover, the stability of the results was indicated by the symmetrical shape of the funnel plot, as presented in Supplementary Figure 1. The findings of additional analyses related to thyroid function using MR are summarized in Table 2; Supplementary Table 10. Furthermore, the use of the leave-one-out sensitivity analysis demonstrated the robustness of the results, as depicted in Supplementary Figure 6.


Table 2 | MR-PRESSO estimates between exposures and outcomes.







MR analysis between lipids and cholelithiasis

Finally, 155 SNPs were used as IVs for LDL-C, 277 SNPs for TG, and 179 SNPs for apolipoprotein B. Supplementary Tables 5–7 contain detailed information. The IVW method demonstrated a significant correlation between LDL-C and an elevated risk of cholelithiasis (OR: 1.354, 95% CI: 1.060–1.731, P = 0.016, Figure 2). The MR-PRESSO method also revealed that LDL-C was linked to an elevated risk of cholelithiasis (Table 2). The result was consistent after the outliners were removed. In this MR study, no horizontal pleiotropy was observed, but there was heterogeneity (Supplementary Table 10). The IVW method revealed that apolipoprotein B was correlated with an elevated risk of cholelithiasis (OR: 1.255, 95% CI: 1.027–1.535, P = 0.027, Figure 2). However, there was no correlation between TG and cholelithiasis risk. Moreover, the results of the study were observed to be stable based on the symmetrical funnel plots (Supplementary Figures 2, 3) and the leave-one-out method (Supplementary Figures 7, 8). Additionally, the replicative analysis further confirmed the consistency of the findings (Supplementary Table 12).




Figure 2 | Effects of lipids on cholelithiasis. LDL-C and apolipoprotein B levels were correlated with an elevated risk of cholelithiasis, while triglyceride was not related to the risk of cholelithiasis.







MR analysis between thyroid function and lipids

Supplementary Tables 8, 9 contain detailed information on IVs. The IVW method revealed that FT4 levels were correlated with an elevated risk of LDL-C (OR: 1.084, 95% CI: 1.018–1.153, P = 0.012, Figure 3) and apolipoprotein B (OR: 1.087, 95% CI: 1.019–1.159, P = 0.015, Figure 4). The MR-PRESSO method produced consistent results, with no outlier SNPs identified (Table 2). In the present MR analysis, there was no horizontal pleiotropy, but there was heterogeneity (Supplementary Table 10).




Figure 3 | Effects of FT4 on LDL-C. FT4 levels were correlated with an elevated risk of LDL-C.






Figure 4 | Effects of FT4 on apolipoprotein B. FT4 levels were correlated with an elevated risk of apolipoprotein B.



In addition, the symmetrical nature of the funnel plots provides evidence for the stability of the findings as demonstrated in Supplementary Figures 4, 5. The leave-one-out approach further reinforces the reliability of the results, as evidenced by the consistency of the outcomes shown in Supplementary Figures 9, 10. Additionally, the replicative analysis, as illustrated in Supplementary Table 12, yields comparable findings, further consolidating the robustness of the results.





The proportion of the mediatory effects of apolipoprotein B and LDL-C

The present analysis revealed that apolipoprotein B and LDL-C mediated the effects of thyroid function on cholelithiasis risk. LDL-C and apolipoprotein B had 17.4% and 13.6% of the mediatory effects, respectively.






Discussion

In the current study, Mendelian randomization was employed to investigate the causal associations between thyroid function and lipids in relation to cholelithiasis. The results indicate a positive association between FT4 levels and cholelithiasis risk. Additionally, elevated levels of LDL-C and apolipoprotein B were also significantly associated with an increased risk of cholelithiasis. MR analysis revealed that LDL-C and apolipoprotein B accounted for 17.4% and 13.5% of the mediatory effects, respectively. These findings provide important insights into the role of thyroid function and lipid metabolism traits in the pathogenesis of cholelithiasis, which may have implications for developing preventive and therapeutic strategies for this disease.

In prior studies, observational analyses have predominantly established a correlation between thyroid function and the presence of cholelithiasis. As reported by J. Inkinen in previous research, a significant association was detected between the occurrence of common bile duct stones and pre-existing hypothyroidism (22). A study was conducted on a sample of 3,749 individuals aged between 20 and 79 years, which revealed a statistically significant and independent association between increased serum thyrotropin (TSH) levels and cholelithiasis in males (5). However, no such relation was identified in the female population. In contrast, some studies have suggested a greater susceptibility of women to both cholelithiasis and thyroid disorders (23). Animal models have also indicated that hyperthyroidism may be a predisposing factor for cholelithiasis. Furthermore, a Chinese researcher has proposed that dysfunction of the thyroid, including both hyperthyroidism and hypothyroidism, can promote the formation of gallstones through various pathways (24). However, the existence of residual confounding, reverse causation, or both, has been raised as potential explanations for the observed associations. In the present study, we found that neither TSH levels, hyperthyroidism, nor hypothyroidism were significantly related to the risk of cholelithiasis. Notably, this is the first MR analysis to demonstrate that elevated FT4 levels confer an increased risk of cholelithiasis.

Although various investigations have been performed to clarify the association between lipids and cholelithiasis, the findings remain controversial. Several convincing studies revealed a positive association between high cholesterol levels and cholelithiasis (2). In a case-control study, Fu et al. found that increased serum LDL-C and apolipoprotein B were an index of cholesterol stones (25). However, Tang et al. identified that apolipoprotein A, B, high serum HDL, and lower LDL are risk factors for cholelithiasis in a study with 109 sample sizes. The studies mentioned above had limited sample sizes. LDL-C and apolipoprotein B were also correlated with an elevated risk of cholelithiasis in our large-scale MR study.

The underlying mechanisms of thyroid function and cholelithiasis remain unknown. Cholelithiasis can be caused by various factors, considering how thyroid hormones affect the balance of cholesterol, the amount of bile produced, biliary secretion, and motility of the gallbladder (26). Thyroid hormones have been shown to influence enterohepatic circulation and detoxification (27–29), as well as nuclear receptor-mediated LITH gene expression (2, 30–33). Thyroid dysfunction and lipid homeostasis were two other underlying mechanisms. We identified that LDL-C and apolipoprotein B mediate the effects of thyroid function on the cholelithiasis risk. LDL-C and apolipoprotein B had 17.4% and 13.5% of the mediatory effects, respectively. Reduced bile acid production by the conventional (CYP7A1 and CYP8B1) and alternative (CYP27A1) pathways were found in an in vitro research on primary human hepatocytes (34). It revealed that hyperthyroidism could cause a disturbance in the composition of bile through dysregulation of lipid homeostasis.

The present study has several strengths. First, it was the first MR to examine how lipids and thyroid function affect cholelithiasis using large-scale GWAS from UKB, Finngen Biobank, and the ThyroidOmics Consortium. Second, because the IVs we selected were located on a different chromosome, any possible gene-gene interaction may have few effects on the predicted value (35). Third, we used several stable methods to obtain the MR effects, such as MR-PRESSO and MR-RAPS. Furthermore, we assessed horizontal pleiotropy. Finally, using the two-step MR analysis, we identified that LDL-C and apolipoprotein B acted as mediators of the causal pathway from FT4 levels to cholelithiasis risk.

The present study has some limitations. First, there was potential heterogeneity due to differences in health status, age, or gender. Second, all participants were of European ancestry, which may restrict the applicability of the results to other races and ethnicities. Third, any potential nonlinear relationships or stratification effects result from the GWAS data. Fourth, TSH and FT4 levels were obtained from different cohorts which may have an impact on the reliability of the results. Finally, because confounding and mediation cannot be statistically differentiated, mediation analysis was critically dependent on the accurate characterization of the causal relationships (36).





Conclusion

In conclusion, we demonstrated that FT4, LDL-C, and apolipoprotein B had significant causal effects on cholelithiasis, with evidence that the LDL-C and apolipoprotein B mediated the effects of FT4 on cholelithiasis risk. Patients with high FT4 levels should be given special attention because they may delay or limit the long-term impact on cholelithiasis risk.
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Background

Cutaneous melanoma (CM) is one of the malignant tumors with a relative high lethality. Necroptosis is a novel programmed cell death that participates in anti-tumor immunity and tumor prognosis. Necroptosis has been found to play an important role in tumors like CM. However, the necroptosis-associated lncRNAs’ potential prognostic value in CM has not been identified.





Methods

The RNA sequencing data collected from The Cancer Genome Atlas (TCGA) and Genotype-Tissue Expression Project (GTEx) was utilized to identify differentially expressed genes in CM. By using the univariate Cox regression analysis and machine learning LASSO algorithm, a prognostic risk model had been built depending on 5 necroptosis-associated lncRNAs and was verified by internal validation. The performance of this prognostic model was assessed by the receiver operating characteristic curves. A nomogram was constructed and verified by calibration. Furthermore, we also performed sub-group K-M analysis to explore the 5 lncRNAs’ expression in different clinical stages. Function enrichment had been analyzed by GSEA and ssGSEA. In addition, qRT-PCR was performed to verify the five lncRNAs’ expression level in CM cell line (A2058 and A375) and normal keratinocyte cell line (HaCaT).





Results

We constructed a prognostic model based on five necroptosis-associated lncRNAs (AC245041.1, LINC00665, AC018553.1, LINC01871, and AC107464.3) and divided patients into high-risk group and low-risk group depending on risk scores. A predictive nomogram had been built to be a prognostic indicator to clinical factors. Functional enrichment analysis showed that immune functions had more relationship and immune checkpoints were more activated in low-risk group than that in high-risk group. Thus, the low-risk group would have a more sensitive response to immunotherapy.





Conclusion

This risk score signature could be used to divide CM patients into low- and high-risk groups, and facilitate treatment strategy decision making that immunotherapy is more suitable for those in low-risk group, providing a new sight for CM prognostic evaluation.





Keywords: cutaneous melanoma (CM), necroptosis, long non-coding RNAs (lncRNAs), prognostic signature, tumor immune function




1 Introduction

Cutaneous melanoma (CM) is considered to be a malignant tumor that develops from melanocytes. CM is the result of a genetic mutation caused by ultraviolet ray radiation (1). Though it is not a high-incidence disease, it has a relatively high lethality rate. Multiple studies have revealed that CM occurs for 4% of skin cancers but 75% of skin cancer-related mortality (2). CM is one of the most immunogenic carcinomas and hence has a substantial potential for a positive response to immunotherapy (3). However, due to the early metastases, selecting the proper treatment strategy is critical for CM. Therefore, early detection of CM and stratified risk assessment are essential for CM treatment (4).

Necroptosis is a type of controlled cell death that mimics both necrosis and apoptosis. Plasma membrane permeabilization occurs rapidly during necroptosis. In this process, the cell content is released and then subsequently exposed to a variety of cytokines, chemokines, and damage-associated molecular patterns. The immunogenic nature of necroptotic cancer cells and their capacity to effectively trigger anti-tumor immunity are both attributed to necroptosis, which is becoming increasingly recognized as being crucial in cancer (5, 6). For example, the decrease in the expression of necroptotic factors such as receptor-interacting protein kinase-3 leads to a worse prognosis in breast cancer (7, 8). Similarly, the decrease of necroptotic factors’ expression, such as receptor-interacting protein kinase-3 and mixed lineage kinase domain-like protein, leads to reduced overall survival (OS) (9).

Long non-coding RNAs (lncRNAs) are those having transcripts that are 200 nucleotides or longer. Multiple studies have shown that lncRNAs are involved in cancer. lncRNA-Gm31932 uses the miR-344d-3-5p/Prc1 axis, for example, to induce cell cycle arrest and differentiation in melanoma (10). LncRNA TINCR suppresses melanoma cell proliferation and invasion by regulating the miR-424-5p/LATS1 axis, and it also upregulates apoptosis (11). Based on the important role of lncRNA in melanoma, several prognostic signatures have been established, like lncRNAs which are associated with autophagy (12), ferroptosis (2), pyroptosis (13), etc.

To create a unique predictive signature, this work analyzed the relationship between necroptosis-associated lncRNAs and clinicopathological features, and immune infiltration of individuals with CM. Internal verification and gene enrichment analysis (GSEA) were used to assess the robustness of the model as well as the potential mechanisms, respectively.




2 Methods



2.1 Data collection

The Cancer Genome Atlas (TCGA, n=471) was used to acquire RNA transcriptome datasets and associated clinical information of CM, and a synthetic data matrix concerning healthy skin data was obtained from Genotype-Tissue Expression Project (GTEx, n=234). The data were merged and processed using the R “Limma” tool. Furthermore, the lncRNA expression values and survival rates for 471 CM patients were determined.




2.2 Analysis of necroptosis-associated genes

The 201 necroptosis-associated genes were obtained from GeneCards (https://www.genecards.org/) and other published studies (Table S1). The “Limma” R-package was used to distinguish differentially expressed genes (DEGs) related to necroptosis in normal and CM tissues using a False Discovery Rate (FDR) of < 0.05 and a |log2 fold change (FC) >1| threshold (14). To determine which genes belong to both DEGs and necroptosis-associated, a Venn diagram was constructed. To visually represent the expression level of overlapping genes, a volcano image and a heatmap were created. The “ggplot2” package was utilized to conduct the analysis of the Kyoto Encyclopedia of Genes and Genomes (KEGG), and Gene Ontology (GO).




2.3 Necroptosis-associated lncRNAs signature associated with prognostic significance

The screening criteria for identifying the necroptosis-associated lncRNAs in CM samples with expression values were the correlation coefficients |R| > 0.3 and p < 0.001. Furthermore, to determine the necroptosis-associated lncRNA predictive signature and to assess the relationships between overall survival (OS) and necroptosis-associated lncRNAs in CM, the “survival” R package was used to perform a univariate Cox regression (uni-Cox) analysis at a significance level of p < 0.001. Then, the R package “caret” was employed to randomly classify the CM samples into the training and testing cohorts.

To identify the most important necroptosis-associated lncRNA with CM patients, we performed LASSO-penalized Cox regression analysis by the “glmnet” R package. The selection of variables in the Cox model was performed using the lasso method, and a risk signature was generated using the “survminer” package in R. The following calculations were utilized to determine the risk score: Risk score = sum (each lncRNA’s expression × corresponding coefficient). Low-risk (LR) and high-risk (HR) groups of CM patients were defined using the median risk score in both the training and testing datasets. The clinical information for the entire set was shown in Table 1. Potential lncRNA expression in normal and CM tissues was plotted using a heat map generated using the “pheatmap” R package.


Table 1 | Different clinicopathological features of the necrosis-associated risk subgroups in TCGA-SKCM.



The relationship between candidate lncRNA and mRNA was visualized by the Cytoscape diagram. Furthermore, “gg alluvial” in the R package was employed to visualize the distribution of the 5 candidate genes in LR and HR groups. The Kaplan-Meier (K-M) survival analysis and the correlation between risk score and survival time were performed using the “survival” and “survminer” packages in R. 1-year, 3-year, and 5-year ROC analyses were conducted using the “timeROC” R-package.

The “survival” R-package was used to create a prediction model, which included univariate and multivariate independent prognostic studies to determine the correlation between clinical features, risk score, and patient OS. A heatmap was made to illustrate the distribution of clinical features and potential lncRNAs in LR and HR groups. ROC analysis on risk scores and clinical features was done with the “survival ROC” package.




2.4 Nomogram and calibration

Using the risk score, age, and T, N stage, the R-package “rms” was used to create a nomogram for 1-year, 3-year, and 5-year OS. Using a calibration chart and ROC curves, we analyzed the nomogram’s prognostic accuracy.




2.5 Function enrichment analyses

The predominant route genes were analyzed using GSEA. GSEA 4.1.0 was employed to conduct the analysis. The cutoffs for statistical significance were minimal (FDR<0.25 and p<0.05). Here, the GSVA software and ssGSEA were used to determine the infiltration scores of 16 immunological cells and the 13 immune-related pathway activities.




2.6 Cell culture

Human normal keratinocyte cell line (HaCaT) and human melanoma cell lines (A2058 and A375) were purchased from American Type Culture Collection (ATCC). HaCaT and A375 cell lines were cultured in DMEM (Dulbecco’s Modified Eagle Medium) (Gibco, Grand Island, NY) and A2058 cell line was cultured in DMEM/F-12 (Gibco, Grand Island, NY) and both were added 10% fetal bovine serum (Yeasen, Shanghai, China) at 37°C in an incubator with 5% CO2.




2.7 RNA extraction and quantitative real-time polymerase chain reaction

Total RNA of the three cell lines was extracted with TRIzol Reagent (Takara, Kusatsu, Japan). cDNA was synthesized with Hifair® III 1st Strand cDNA Synthesis SuperMix (11141ES60, Yeasen) according to standard protocol. The cDNA was used as a template and lncRNA expression was quantified using SYBR Green Master Mix (11184ES08, Yeasen). The primer pairs were synthesized by Tsingke Biotechnology (Beijing, China), and the primer pairs are listed in Table S2. All samples were normalized to GAPDH, and the 2−ΔΔCt method was used to evaluate relative expression levels.




2.8 Statistical analysis

R 4.0.2 version and Prism 5 were used to conduct all statistical analyses. Analysis of continuous data was conducted using the Wilcoxon test, while analysis of categorical data was conducted using the Chi-square or Fisher tests. The log-rank test and the K-M technique were used to compare the OS rates of patients in the HR and LR groups. The collected findings were also considered significant at the p < 0.05 level.





3 Results



3.1 Necroptosis-associated lncRNAs in CM patients and functional analyses

Figure 1 shows how the study progressed. We got 234 normal samples and 471 CM samples from TCGA and GTEx. Finally, 79 predictive necroptosis-associated DEGs (correlation coefficients>0.3 and p<0.001) were identified by comparing the expression of 201 necroptosis-associated genes to 16,977 DEGs (|Log 2 FC|>1 and p<0.05) between normal and CM samples (Figure 2A). 52 of them had higher regulation, while the remaining 14 had lower regulation (Figure 2B). The heatmap was used to show the amount of ex-pression of the 79 overlapped genes in the normal and CM tissue (Figure 2C). The 79 overlapping genes were enriched in processes related to necroptosis, systemic lupus erythematosus, and NOD-like receptor signaling pathway, according to KEGG enrichment analysis (Figure 2D). The 79 overlapping genes were shown to be enriched in biological processes related to necroptotic and protein secretion, including the necroptotic process, programmed necrotic cell death, and control of protein and peptide secretion, according to GO enrichment analysis (Figure 2E).




Figure 1 | Flowchart of the study.






Figure 2 | (A) Veen diagram of candidate necroptosis-associated differentially expressed genes (DEGs); (B) Volcano plot of 79 necroptosis-associated DEGs; (C) Heatmap visualizing the expression of necroptosis-associated DEGs; (D, E) KEGG and GO functional enrichment analysis of necroptosis-associated genes.






3.2 Development of the necroptosis-associated lncRNA predictive signature

We identified 880 necroptosis-associated lncRNAs (Table S3). For the subsequent study, the expression levels of 880 lncRNAs associated with necroptosis and the clinical details of 454 melanoma samples were used. Using uni-Cox regression analysis, we identified 34 lncRNAs associated with necroptosis that were statistically significant predictors of OS (p<0.001) (Figure 3A). After running the Lasso regression on these lncRNAs, we found that 5 of them were associated with necroptosis in melanoma when the first-rank value of Log(λ) was the minimum likelihood of deviance, hence preventing the prognostic signature from overfitting (Figures 3B, C). The model contains the lncRNAs: AC245041.1, LINC00665, AC018553.1, LINC01871, and AC107464.3. The formula for the risk score is as follows: risk score = (-0.365383*expression of AC107464.3) + (0.26265*expression of LINC00665) + (0.56689*expression of AC245411.1) + (-0.45893*expression of LINC01871) + (0.48615*expression of AC018553.1). A heatmap depicts the differential expression of the five lncRNAs between normal and CM tissue (Figure 3D).




Figure 3 | (A) 34 prognostic necroptosis-associated lncRNAs extracted by univariate Cox regression analysis; (B) The 10-fold cross-validation for variable selection in the LASSO model; (C) The LASSO coefficient profile of 16 necroptosis-associated lncRNAs; (D) Heatmap visualizing the expression of differentially expressed necroptosis-associated lncRNAs.



Figure 4A depicts a network of the prognostic lncRNAs and the mRNAs they are linked to. Furthermore, this study identified AC107464.3 and LINC01871 as protective genes, whereas others were identified as risk factors (Figure 4B). It was also discovered that the LR and HR groups express the five lncRNAs in distinct ways (Figure 4C). LR and HR groups of CM patients were created using median risk scores (Figures 4E, F). When comparing the HR group to the LR group, Figure 4D shows that the HR group’s OS is significantly shorter (p<0.001). ROC study indicated that the risk signature had reasonable predictive accuracy at 1-year (ROC = 0.758), 2-year (ROC = 0.701), and 3-year (ROC = 0.727) (Figure 4G).




Figure 4 | (A) Correlation network of prognostic lncRNAs and their associated genes; (B) The Sankey diagram of the prognostic lncRNAs and the related mRNAs; (C) Heatmap of 5 lncRNAs expression in the entire sets; (D) Kaplan–Meier (K-M) survival curves of OS of patients between low- and high-risk groups in the entire sets; (E) Exhibition of necroptosis-associated lncRNAs model based on risk score of the entire sets; (F) Survival time and survival status between low- and high-risk groups in the entire sets; (G) The 1-, 3-, and 5-year ROC curves of the entire sets.






3.3 Independent prognostic factors and clinical correlation analysis of NALncSig

Univariate and multivariate Cox regression (multi-COX) analyses show that the newly identified risk signature is an independent prognostic factor for CM patients. The hazard ratio (HR) of the risk score and 95% confidence interval (CI) were 1.354 and 1.240-1.478 (p<0.001) in uni-Cox regression, respectively, 1.385 and 1.260-1.523 (p<0.001) in multi-Cox regression (Figures 5A, B). In addition, we found the other three independent prognostic parameters, age (1.020 and 1.009-1.030; p<0.001), T stage (1.309 and 1.115-1.536; p<0.001), and N stage (1.319 and 1.052-1.655; p=0.016) (Figure 5B). Our NALncSig was substantially correlated with age, T stage, and the N stage, according to the heatmap of clinical characteristics and risk groupings (Figure 5C). Additionally, various melanoma prognostic indicators were chosen for comparison to determine whether the NALncSig had the capacity for consistent and reliable performance. The ROC curve of the risk score and the clinicopathological criteria was performed. The area under the ROC curve (AUC) for our NALncSig curve was 0.707, which was significantly higher than the that for age (AUC = 0.618), gender (AUC = 0.486), stage (AUC = 0.592), T stage (AUC = 0.683), M stage (AUC = 0.508), and N stage (AUC = 0.571) (Figure 5D).




Figure 5 | (A, B) Uni-Cox and Multi-Cox analyses of clinical factors and risk score with OS; (C) Heatmap of clinicopathological features and hub lncRNAs expression in two risk subgroups; (D) ClinicalROC curves to forecast overall survival of patients.






3.4 Construction of nomogram

We constructed a nomogram using four independent prognostic factors risk score, age, T, and N (p<0.05 in multi-Cox) to predict the 1-, 3-, and 5-year OS incidences of CM patients (Figure 6A). Further confirmation of the nomogram’s accuracy in predicting these outcomes was obtained using 1-, 3-, and 5-year calibration plots (Figures 6B–D).




Figure 6 | (A) The nomogram that integrated the risk score, age, and tumor stage predicted the probability of the 1-, 2-, and 3-year OS; (B–D) The calibration curves for 1-, 3-, and 5-year OS.






3.5 Relationship between the NALncSig and CM patient’s prognosis in different clinicopathological variables

CM patients were divided into groups according to conventional clinicopathologic parameters such as age, gender, grade, and TNM stage. Except for patients with metastases (M1), the OS of patients in the HR groups was much lower than that of patients in the LR groups, demonstrating that the predictive signature can reliably predict the prognosis of CM patients (Figures 7A-M). Additionally, clinical data revealed that the expression of AC245041.1 had a difference between stage I and II, stage II and III (Figure 8B), and the expression of LINC01871 had a difference between stage I and II (Figure 8E), while the relationship between the expression of LNC00665, AC107464.3 and AC018553.1 and pathologic stage was not statistically significant(Figures 8A, C, D). These results indicate that various clinical variables have a certain effect on the expression and risk score of the necroptosis-associated lncRNA. Because of this, the pathological status of patients ought to be taken into consideration while developing the risk model that is used to evaluate the prognosis of patients.




Figure 7 | K–M methods for the two risk groups (high vs. low) categorized by clinical variables, comprising age (A, B); gender (C, D); M (E, F); N (G, H); stage (I, J) and T (K–M).






Figure 8 | According to the clinical data, the relationship between pathologic stage and LINC00665 (A); AC245041.1 (B); AC245041.1 (C); AC107464. 3 (D); LINC01871 (E). *p<0.05, ***p<0.001.






3.6 Internal validation of NALncSig

To evaluate the feasibility of utilizing the NALncSig to predict OS in the entire TCGA dataset, we randomly divided the entire cohort into the training (N=228) and testing (N=226) cohorts using the same algorithm and regression coefficient (β). As expected, the K-M survival analysis confirmed what was observed in the entire dataset: CM patients in the LR group had longer OS than those in the HR group in both the training and testing cohorts (p<0.0001) (Figures 9A, C). The predictive efficacy of the risk score was further evaluated using a ROC curve and the AUC value of 1-, 3-, and 5-year OS was 0.746, 0.667, and 0.721, respectively in the training cohort (Figure 9B). At the same time, findings from the testing cohort demonstrated AUC value of 1-, 3-, and 5-year OS was 0.775, 0.731, and 0.736, respectively (Figure 9D). In predicting the OS of CM patients, the prognostic NALncSig demonstrated improved overall sensitivity and specificity. HR melanoma patients have shorter survival times, according to the training cohort (Figure 9E). The testing cohort revealed the same outcome concurrently (Figure 9F).




Figure 9 | (A, C) Kaplan–Meier survival curves of OS of patients between low- and high-risk groups in the learning and training set; (B, D) The calibration curves for 1-, 3-, and 5-year OS; (E, F) Distribution of survival status and risk score.






3.7 Immune infiltration characteristics and pathways involved

Overall, 15 immune cells, including CD8+ T cells, dendritic cells (DCs), natural killer cells (NK cells), macrophages, and almost all immunological activity were more strongly activated in the LR group (Figures 10A, B). Almost all the immune checkpoints expressed more activity in the LR group, such as CTLA4, and CD274 (programmed cell death-1, ligand 1, PD-L1) (Figure 10C). We observed that the LR group had increased PDL1 expression (Figure 10D). Principal component analysis (PCA) maps were also used to display the distribution of patients according to necroptosis-associated genes, necroptosis-associated lncRNAs, and five-lncRNA prognostic signature. The results showed that the five-lncRNA prognostic signature was more suitable to distinguish the risk categories of CM patients (Figures 11A-C).




Figure 10 | (A, B) The ssGSEA scores of immune cells and immune functions in clusters; (C) The difference of checkpoints expression in clusters; (D) The difference of PDL1 expression in clusters. ***p<0.001. ns, no significance.






Figure 11 | The principal component analysis (PCA) maps show the distribution of patients based on the (A) Necroptosis-associated gene sets; (B) Necroptosis-associated lncRNAs sets; (C) The five-lncRNA prognostic signature; (D, E) GSEA of high- and low- risk groups.






3.8 Identification of GSEA-derived NALncSig

Using GSEA, we compared the two risk groups to determine which biological processes were highly enriched in one over the other. The samples in the HR group have higher levels of glycosylphosphatidylinositol (GPI)-anchor biosynthesis, cell TCA cycle, and aminoacyl-tRNA biosynthesis. While the samples from the group in the LR group are richer in antigen processing and presentation, cell adhesion, and chemokine signaling (Figures 11D, E).




3.9 Validation of the expression of necroptosis-associated lncRNA in cell lines

To get a further assessment for the expression of necroptosis-associated lncRNA in CM, we selected two melanoma cell lines (A2058 and A375) and a normal keratinocyte cell line (HaCaT) to compare the lncRNAs’ expression. The expression of LINC00665 and AC018553.1 in both melanoma cell lines are higher than that in HaCaT (Figures 12A, C). While the expression of LINC01871 and AC107464.3 have both low-expression in A2058 and A375 than HaCaT (Figures 12D, E). However, the expression of AC245041.1 showed no statistical significance (Figure 12B).




Figure 12 | Validation of the expression level of the five necroptosis-associated lncRNAs in cell lines. Expression analysis of (A) LINC00665; (B) AC245041.1; (C) AC018553.1; (D) AC107464.3 (E) LINC01871. *p<0.05, **p<0.005,***p<0.001. ns, no significance.







4 Discussion

Melanoma mortality has steadily increased over the last few decades, becoming one of the most dangerous types of human cancer (15, 16). As a result, advancements in the molecular characterization and stratification of CM are critical for achieving advances in the disease’s treatment. Finding potential prognostic biomarkers is essential. Necroptosis has a significant role in melanoma invasion, migration, and metastasis since it is implicated in several key ways including the upregulation of death receptors and activation of caspase-8, and mitochondrial complex I inhibition (17, 18) Most studies have focused on the effects of necroptosis on tumor development, treatment resistance, and metastasis; instead, few studies have investigated the potential predictive usefulness of lncRNAs associated with necroptosis in cancer, especially melanoma (19–23).

In this study, a total of 454 patients with CM were randomly divided into a training group, a testing group, as well as a combined group. We summarized 201 necroptosis-associated genes from GeneCards and previous literature. In the combined cohort, we analyzed genes that were differently expressed in GTEx and TCGA. To construct a novel prognostic model, we used uni-Cox analysis and Lasso regression to narrow down the pool of candidate lncRNAs to five (AC245041.1, LINC00665, AC018553.1, LINC01871, and AC107464.3). And these lncRNAs are experimentally verified by qRT-PCR. In these groups, the patients in the HR group had a shorter OS than those in the LR group. Subgroups based on pathological types, grades, M, and N were all shown to be of comparable importance in the prognostic analysis. The multi-Cox regression model identified the necroptosis-associated lncRNA signature as a significant independent risk factor for CM prognosis. A nomogram map was constructed to predict the survival of CM patients at 1, 3, and 5 years. The risk scores are the representation of the clinical outcomes. There was a poor prognosis for patients who scored highly on the necroptosis-associated lncRNAs signature. Also, compared with previously established signature, our signature has a better performance in AUC value (24, 25). ssGSEA showed that the LR group had more immune cell infiltration and more immune functions performing than the HR group. When looking at patients’ immune systems, the principal component analysis revealed that the five-lncRNA prognostic signature varied by patient. PCA showed that the five-lncRNA prognostic signature could differentiate patients according to their immune status. These findings support the use of necroptosis-associated lncRNA as a prognostic signature for CM, particularly when compared to the predictive ability to exist signatures.

Among these five lncRNAs, LINC01871 and AC107464.3 are protective factors, while AC245041.1, AC018553.1, and LINC01871 are risk factors. And these findings were experimentally verified by qRT-PCR. These lncRNAs are widely studied in different types of cancer. For example, AC245041.1 has been certificated to participate in angiogenesis, cell adhesion, wound healing, and extracellular matrix organization processes in stomach adenocarcinoma (26). By regulating the miR-224-5p/VMA21 axis, LINC00665 promotes melanoma cell growth and migration (27). Similarly, silencing LINC00665 inhibits cutaneous melanoma progression via the miR-339-3p/TUBB axis (28). AC018553.1 has been identified as a biomarker in melanoma (29, 30). Meanwhile, AC107464.3 has been associated with a lower risk of developing breast cancer (31). LINC01871 has been proven to be a prognostic factor in breast cancer associated with necroptosis (32), autophagy(33), and ferroptosis (34). As was mentioned before, these lncRNAs play significant roles in different cancers to induce either anti- or pro-tumor effects which is consistent with our findings. Consequently, lncRNA-targeted therapy holds a great deal of potential.

The efficiency of immunological functions is greatly influenced by immune cells(35, 36). Our ssGSEA results show the proportion of the infiltrating immune cells in groups. We found that most immune cells are remarkably higher in the LR risk group, such as CD8+ T cells, DCs, NK cells, and macrophages. Based on single-cell studies, Sukumar et al. shows melanoma reactivity is linked to a high level of dysfunctionality in CD8+ T cells. A rise in CD8+ T cell memory, on the other hand, is associated with anti-melanoma effects (37). CD8+ T cells release perforin and granules to induce melanoma cell apoptosis (38). In previous studies, CD103+ DCs are proven to be critical tumor-draining antigen-presenting cells driving CD8+ T cells to elicit strong T cell response in melanoma (39, 40). NK cells exert cytotoxic activity, facilitating the eradication of melanoma (41, 42). Moreover, macrophage activation leads to the phagocytosis of apoptotic or dead melanoma cells or debris (43). Different immune functions collaborate to maintain the immune balance of the tumor microenvironment. Our result shows that HLA, MHC class I, check-point, APC co-inhibition and co-stimulation activities are enhanced. There is evidence that in melanoma, a lack of HLA expression and downregulation of MHC molecules causes T cells to evade immune recognition and subsequently leads to reduced infiltration, which suggests a poor prognosis for the patients (44). It has also been demonstrated that co-stimulatory molecules enhance CD8+ tumor-infiltrating lymphocyte expansion and also effector-memory (45, 46). The precise balance between costimulatory and coinhibitory signals determines how effectively the immune system responds. These findings suggest that our conclusion aligns with earlier research suggesting different levels of immune cell infiltration, which leads to melanoma of varying malignancy.

The immunological checkpoint typically has a detrimental effect on immune system control, which is essential for preserving self-tolerance (47). However, tumor cells frequently alter the immunological checkpoint in the tumor, which prevents the immune system from acting as effectively as it could against the tumor (48). Our results showed that checkpoints’ expression is relatively high in the LR group, such as B- and T-lymphocyte attenuator (BTLA), Cytotoxic T lymphocyte associate protein-4 (CTLA4), and programmed cell death protein 1(PD-1). The application of anti-CTLA-4 antibodies like Ipilimumab, and anti-programmed cell death 1 (PD-1) antibody-like Nivolumab have led to a long-term disease control in melanoma patients (49). Programmed cell death-ligand 1 (PDL-1), which is the ligand of PD-1, delivers the inhibitory signals together with PD-1 (50). PDL-1 signals present fresh drug development targets and have the potential to be accurate treatment response indicators in melanoma. Our findings show that the LR group expresses more immune checkpoint blockade-related genes than the HR group, which may cause self-destruction and apoptosis of tumor cells. This result is consistent with previous studies (3, 51). The distinct risk score groupings in this prognostic signature could result in a variable potential for immune treatment, which is crucial in practical application that the LR group receive a better outcome by immunotherapy. In particular, the treatment targeting PDL-1 can achieve a good result and is a priority for future research.

According to earlier research, the immune system changed during melanomagenesis and reduced anti-tumor immunity (3). This study’s GSEA enrichment analysis found that the HR cohort was enriched for aminoacyl tRNA biosynthesis and citrate cycle TCA cycle, while the LR cohort was enriched for antigen processing and presentation and cell adhesion, which may impede immune escape and metastasis. A previous study demonstrated that defects in antigen presentation can predict outcomes to immune checkpoint blockade in melanoma (52). Also, an intact MHC class II antigen presentation pathway improves survival in melanoma(53). The above may be the reason for the better prognosis for the LR group. Meanwhile, it has been discovered that melanoma growth and immune response are influenced by metabolic regulation and metabolic interactions between cancer cells and the microenvironment (54, 55), which was consistent with our result that the HR group is enriched in biosynthesis and metabolism, which may help the proliferation and metastasis of CM.

However, the model we developed still had certain weaknesses despite our attempts to address them using several different approaches. There were problems with the research that was inevitable given that it was conducted in hindsight. Additionally, further research is needed that integrates biochemical tests with clinical prognostic information to properly identify how these lncRNAs impact the prognosis of CM patients through necroptosis.

In conclusion, a signature of five necroptosis-associated lncRNAs was created in this investigation to predict the prognosis of CM. Our results also indicated that NALncSig is a separate risk factor for CM. We hope to provide a new reference for the current prognostic assessment of CM and to shed new light on treatment strategies.
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Background

Type 2 diabetes mellitus (T2DM) is a chronic endocrine metabolic disease caused by insulin dysregulation. Studies have shown that aging-related oxidative stress (as “oxidative aging”) play a critical role in the onset and progression of T2DM, by leading to an energy metabolism imbalance. However, the precise mechanisms through which oxidative aging lead to T2DM are yet to be fully comprehended. Thus, it is urgent to integrate the underlying mechanisms between oxidative aging and T2DM, where meaningful prediction models based on relative profiles are needed.





Methods

First, machine learning was used to build the aging model and disease model. Next, an integrated oxidative aging model was employed to identify crucial oxidative aging risk factors. Finally, a series of bioinformatic analyses (including network, enrichment, sensitivity, and pan-cancer analyses) were used to explore potential mechanisms underlying oxidative aging and T2DM.





Results

The study revealed a close relationship between oxidative aging and T2DM. Our results indicate that nutritional metabolism, inflammation response, mitochondrial function, and protein homeostasis are key factors involved in the interplay between oxidative aging and T2DM, even indicating key indices across different cancer types. Therefore, various risk factors in T2DM were integrated, and the theories of oxi-inflamm-aging and cellular senescence were also confirmed.





Conclusion

In sum, our study successfully integrated the underlying mechanisms linking oxidative aging and T2DM through a series of computational methodologies.





Keywords: oxidative stress, type 2 diabetes mellitus, energy metabolism, aging, pan-cancer analysis




1 Introduction

Type 2 diabetes mellitus (T2DM) is a chronic endocrine metabolic disease caused mostly by insulin dysfunction. The increasing prevalence of diabetes has resulted in a great economic burden in many countries (1). According to statistics, there are approximately 536.6 million people with diabetes worldwide, and this number is expected to rise to approximately 783.2 million in 2045, with T2DM accounting for approximately 90% (1, 2). Therefore, it is imperative to study the etiology of T2DM in depth.

Various reports have shown that T2DM is closely related to aging, with aging being one of the most vital risk factors for T2DM (3, 4). Adipose tissue (AT) is redistributed during aging, which affects the sensitivity of insulin (5). Furthermore, the normal function of pancreatic beta cells also declines (3), and aging causes inflammation and low nutritional status, affecting the endocrine system (6). Additionally, a series of risk factors for T2DM are vital to other age-related diseases, such as Alzheimer's disease (AD), cardiovascular disease (CVD), and cancer (7–10).

During the aging process, oxidative stress accumulates, leading to an energy imbalance that is key to T2DM (11, 12). For example, oxidative intermediates can damage pancreatic beta cells and exacerbate insulin resistance (13). Moreover, accumulated reactive oxygen species also accelerate aging-related DNA damage and induce cellular senescence (14, 15). With increasing age, the free radical dynamic balance in cells is gradually broken, causing an increase in free radical concentration and inducing the oxidation reaction, leading to T2DM (16). In addition, oxidative stress is closely interrelated with inflammation (17) by activating multiple transcription factors in the inflammatory response (18). Furthermore, abnormal oxidative stress dysregulates the balance of energy metabolism during T2DM development (19–23). In summary, the potential mechanism by which aging-related oxidative stress (often described as “oxidative aging” (24)) triggers T2DM needs to be further studied at the system level (Figure 1A).




Figure 1 | (A) Diagram of the hypothetical mechanism. (B) The workflow of our study. (C) The pipeline of integrated oxidative aging model.



With the development of artificial intelligence, many research results on diabetes have utilized machine learning (ML), which can gain useful information from original profiles. ML can be widely used in the risk prediction, prognosis, and treatment of clinical diseases such as cardiovascular disease and cancer (25, 26). Recently, it was reported that ML can predict the occurrence of T2DM and its complications, as well as identify key markers in T2DM (27–29). Additionally, Mendelian randomization (MR) is conducive to integrating biological information (30, 31). Although numerous studies have revealed some risk factors/mechanisms associated with T2DM, the underlying mechanism between oxidative aging and T2DM is still unclear and requires further exploration.

To further explore the potential mechanisms between oxidative aging and T2DM, a series of computational studies was performed in this paper (Figures 1B, C): (1) Machine learning was used to identify aging and disease (T2DM) markers. (2) An integrative model was built to further explore essential relationships between oxidative aging (aging-related oxidative stress) and T2DM (Figure 1C). (3) Network analysis, enrichment analysis and sensitivity analysis were used to investigate the underlying mechanisms between oxidative aging and T2DM markers. (4) Relative biological functions of identified oxidative aging markers were further validated across different cancer types. As a result, the underlying mechanisms of T2DM (i.e., nutritional metabolism, inflammatory response, mitochondrial function and protein homeostasis) were integrated, which can also provide key indices in cancers.





Results



2.1 Modeling prediction models and identifying relative biomarkers

The gene expression profiles were obtained from the GEO database, including 489 samples and 12,958 genes (Tables S1–S3). These genes were ranked by the ReliefF algorithm, and then the aging predictor and disease predictor were built using the k-nearest neighbors (kNN; k=3 with the correlation distance) algorithm, optimized by 10-fold cross-validation. The accuracy of the aging predictor in the test set was 0.70455 and 0.7279 in the aging and disease predictors (Figure 1; Table 1), respectively. Furthermore, the ROC area under the curve (AUC) for the aging and disease predictor models were 0.7712 and 0.72788 (Figure 2), respectively. As a result, our predictors were sufficiently accurate in both aging and disease models.


Table 1 | The accuracy of aging predictor and disease predictor.






Figure 2 | Machine learning results. (A, B) Aging predictor from our previous study, selecting the number of aging markers. (C, D) The improved inflamm-aging predictor, selecting the number of disease markers. (A, C) Learning curve for the training dataset. (B, D) The ROC curve for the test dataset.



Both aging and disease markers have meaningful biological functions. For example, OSBPL1A (oxysterol binding protein-like 1A, ReliefF weight=0.058) was the top aging marker. OSBPL1A is one of a set of intracellular lipid receptors and is closely related to lipid metabolism and cholesterol metabolism (32, 33). TIGD4 (tigger transposable element derived 4, ReliefF weight=0.0253), as the top disease marker, was related to glycogen metabolism. In sum, the abnormal metabolism of lipids, cholesterol and glycogen can lead to T2DM (34). These results indicated the crucial role of energy metabolism in T2DM.




2.2 Identifying the oxidative-aging risk factors by the integrated prediction model

The integrated oxidative aging model was built to explore essential relationships among aging, oxidative and T2DM markers (details are shown in Materials and Methods 5.3, with a total of 11829 “aging-oxidative-disease” triples). The top 10 aging, oxidative and disease markers are shown in Table 2, including relative experimental details (35–43). For example, ADP-ribosylarginine hydrolase (ADPRH) is the top aging marker, participating in the regulation of various cellular processes, including both immunity and aging (44). ADPRH adversely influences the immune system via CD8+ T cells, hence promoting an imbalance in energy metabolism (45). TPST1 (tyrosyl protein sulfotransferase 1) is the top disease marker, catalyzing the posttranslational sulfation of tyrosine residues within acidic motifs of many polypeptides in all multicellular organisms (46). TPST1 promoted the secretion of some cytokines and then induced the inflammatory response (47). COX5A (cytochrome C oxidase subunit 5A) is the top oxidative marker related to mitochondrial function (48), which induces an imbalance in energy metabolism and insulin resistance (35). In addition, the predictor accuracy calculated by the selected disease markers was 0.7662 (Table 1). In sum, these results indicated that the integrated oxidative aging model could identify essential relationships in T2DM, even with enough prediction ability.


Table 2 | The top 10 aging markers, disease markers and oxidative markers from the integrated oxidative model.






2.3 Sensitivity analysis further highlighted the imbalance of energy metabolism in T2DM

The Markov chain Monte Carlo (MCMC) method was used to evaluate the sensitive relationship between oxidative aging and T2DM. As a result, a series of triples were identified as key components (2501 out of 11829) in the integrated oxidative aging model.

The top 10 sensitive relationships (by calculating the absolute differential frequency) are shown in Table 3, where the top relationship was “OSBPL7-COX7C-TM6SF1” (difference=-0.03935). Additionally, Table 3 also displayed experimental details of relative oxidative markers (49–55). OSBPL7 (oxysterol binding protein like 7) is an oxysterol-binding protein-like (OSBPL) family member involved in lipid binding and transport and induces cholesterol efflux (56, 57). COX7C (cytochrome C oxidase subunit 7C) is an enzyme in the electron transport chain related to cellular respiration and is also a potential biomarker of diabetes mellitus (58, 59). Transmembrane 6 superfamily member 1 (TM6SF1) participates in regulating transmembrane transport in macrophages (60). Overall, these results indicated that oxidative stress played an important role in the development of T2DM.


Table 3 | The top 10 pairs with the greatest absolute difference frequency.



The top sensitive aging, disease, oxidative markers (evaluated by the occurrence times, also along with relative experimental details (61–69)) and are also shown in Table 4. For example, the top aging marker was HPS1 (Hermansky-Pudlak Syndrome 1 gene), inducing the biogenesis of lysosome-associated cellular organelles (70), which regulates the aging process through sphingolipids (71). The top disease marker was PPP1R15A (protein phosphatase 1 regulatory subunit 15A). PPP1R15A plays an important role in insulin resistance via energy metabolism (72, 73). The top oxidative marker was ATOX1 (antioxidant 1 copper chaperone). It has been reported that ATOX1 can regulate the copper level in the cell and maintain the redox balance as a defense antioxidant (74, 75). In short, the sensitivity analysis emphasized the crucial relationship among aging, oxidative stress and T2DM.


Table 4 | The top 10 aging markers with the most paired with oxidative markers after sensitive analysis.






2.4 Underlying oxidative-aging mechanisms based on enrichment analysis

To further explore the underlying mechanisms between oxidative aging and T2DM, the shortest path between each pair of oxidative aging and disease markers was identified, and then enrichment analysis was performed based on the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway and biological process (BP) terms in Gene Ontology (GO). As a result, relative enrichment results were summarized in Figures 3, S1, as well as Tables 5 (75–88), 6 (89–102) and S4 (76–81, 83–85, 103, 104, 111, 113), S5 (89–91, 94, 96, 103, 105–110).




Figure 3 | Enrichment analysis of the shortest path of KEGG and BP (A). The top 10 pathway enrichment with the minimum FDR in BP terms (B). The top 10 pathway enrichment with the minimum FDR in KEGG pathways.




Table 5 | The top 10 enriched KEGG pathways.




Table 6 | The top 10 enriched BP terms.



The top 10 KEGG pathways are shown in Tables 5, S3. The most enriched KEGG pathway was “Parkinson’s Disease” (enriched in 1213 shortest paths). It has been reported that Parkinson’s disease (PD) and T2DM have common pathological mechanisms (76–78, 111). For example, oxidative stress and mitochondrial dysfunction are involved in both T2DM and PD pathogenesis (77). Strikingly, there are also a series of common biological pathways in T2DM, PD and cancer, such as mitochondrial dysfunction and protein homeostasis (112). Furthermore, the most significant KEGG pathway with the minimum FDR was “Leishmania Infection” (FDR=0.0000629) (Figure 3B), indicating the inflammatory response in the immune system (82, 113, 114). Notably, the inflammatory response is also often closely related to cancer (113). The classical aging pathway, the “mTOR signaling pathway” was also enriched in shortest pathway (Figure S2), indicating the interrelationship between oxidative aging and T2DM.

The top 10 BP terms are shown in Tables 6, S4. For example, the top enriched BP term was “Regulation of aerobic respiration” (enriched in 29 shortest paths), which was related to energy and mitochondrial function (96). In addition, reactive oxygen species (ROS) are byproducts of aerobic respiration that control various cellular functions (97). The BP term with the minimum FDR was “Regulation of DNA binding” (FDR=0.0000282) (Figure 3A), which is vital to T2DM by dysregulating mitochondria and energy metabolism (100). Obviously, the accumulation of DNA damage is also a hallmark of cancer (115). Overall, these results identified various aspects of risk factors for T2DM, such as oxidative stress, aging, energy metabolism and immune systems.




2.5 Network markers revealed key mechanisms between aging and T2DM

Network markers were identified by calculating the betweenness in the shortest path of each ‘‘oxidative-disease’’ pair, where the top markers are shown in Table 7. For example, the top network marker was SCD (stearyl-coenzyme A desaturase), which is mainly expressed in adipose tissue and can catalyze the synthesis of monounsaturated fatty acids (116). In addition, SCD can affect lipid metabolism and mediate steroidogenesis, playing an important role in insulin resistance (117, 118). Furthermore, SCD participates in mediating the inflammatory reaction, which promotes the progression of cancer (119). Moreover, there were also a series of shortest paths through SITR1 (Figure S3, where permutation p-value=0.002 and 0, before and after sensitive analysis), which was as a clssical aging marker. Thus, network markers indicate the crucial role of oxidative stress dysfunction, along with energy metabolism, in T2DM.


Table 7 | The top 10 genes with the highest number before and after sensitive analysis.






2.6 Pan-cancer analysis further verified the mechanism of oxidative aging in T2DM

Pan-cancer analysis was used to further verify the relative functions of T2DM oxidative aging markers in cancer. For example, oxidative aging markers in the integrated model were used to evaluate the survival index across different cancer types. There were 9 out of 15 cancer types with significant results (including BLCA, COAD, KIRC, KIRP, LUSC, PRAD, READ, THCA and UCEC, shown in Figure 4). These results suggest that oxidative aging markers can also be used as relative risk factors in cancer.




Figure 4 | The results of survival analysis across different cancer types. (A) BLCA; (B) BRCA; (C) COAD; (D) ESCA; (E) KICH; (F) KIRC; (G) KIRP; (H) LIHC; (I) LUAD; (J) LUSC; (K) PRAD; (L) READ; (M) STAD; (N) THCA; (O) LIHC.



Additionally, both the commonality and specificity across 15 cancer types were investigated based on enrichment analysis. The top 10 common KEGG pathways are shown in Figures 5, S4, where “Alzheimer’s Disease” was the top KEGG pathway. Alzheimer’s disease (AD) and cancer share common risk factors. For example, aging is one of the greatest risk factors for the development of Alzheimer’s disease, and the risk of cancer also increases with increasing age (120). In addition, some cancer patients may have a higher risk of Alzheimer’s disease (121). Figures 6, S2 showed the top 10 common BP terms in 15 cancers. “Regulation of cellular respiration” was the top BP term, indicating the key role of energy metabolism in cancer (122). Cellular respiration participates in energy metabolism and is also a hallmark of many cancers (123). The specific enrichment results within each cancer are also summarized in Tables 8, 9, S6, S7 (112, 120–163), indicating a series of oxidative aging-related risk factors in cancer, such as the inflammatory response, energy metabolism and mitochondrial function. Overall, our results highlighted a series of crucial functions related to oxidative aging, which can also be used to study potential mechanisms in cancer.




Figure 5 | The enrichment analysis shared by cancers. (A)KEGG pathways enriched in 15 cancers (B). BP terms enriched in 15 cancers.






Figure 6 | Summarized mechanisms of oxidative-aging in T2DM Rectangle genes represent aging markers, oval genes represent disease markers, rhombus genes represent oxidative markers, hexagon genes represent network markers with high numbers. Orange arrows indicate the gene involved in nutritional metabolism, yellow arrows indicate the gene involved in inflammation response, red arrows indicate the gene associated with mitochondrial function, green arrows indicate the gene associated with protein homeostasis.




Table 8 | KEGG pathways in each cancer with the minimum FDR.




Table 9 | BP terms in each cancer with the minimum FDR.







3 Discussion

It is well known that aging-related oxidative stress plays a crucial role in T2DM (3). However, the essential relationship among aging, oxidative stress and T2DM still needs to be explored in more depth. In this paper, a series of computational methods were performed to explore these relationships in T2DM as well as the relative mechanisms. First, both the aging model and disease model were optimized, and relative aging markers and disease markers were identified. Next, the integrated oxidative aging model was built to identify essential “aging-oxidative-disease” relationships. Finally, network analysis, enrichment analysis, sensitivity analysis and pan-cancer analysis were used to further explore the potential mechanisms between oxidative aging and T2DM. As a result, various risk factors in T2DM were integrated.

Our results highlighted that energy metabolism was vital to the development of T2DM. For example, the integrated oxidative aging model identified a series of key markers in T2DM that were closely related to energy metabolism. OSBPL1A and T1GD4 participate in nutritional metabolism; the former is mainly involved in lipid metabolism and cholesterol metabolism, and the latter is mainly related to glycogen metabolism (32–34). ADPRH and PPP1R15A can lead to energy metabolism imbalance (35, 63). COX5A can affect mitochondrial function, and ATOX1 is the redox catalyst, both of which can affect energy metabolism through mitochondrial dysfunction (39, 65). Furthermore, as the top network marker, SCD is mainly expressed in adipose tissue and can catalyze the synthesis of monounsaturated fatty acids (116). It can affect lipid metabolism and mediate steroidogenesis, which plays an important role in insulin resistance (117, 118). SIRT1 was also identified by calculating the betweenness. In MCMC, the greatest difference in the absolute value pair was “OSBPL7-COX7C-TM6SF1”, where OSBPL7 participates in lipid binding and transport (49, 50) and COX7C is related to cellular respiration as a potential biomarker of diabetes (51, 52). The classical energy metabolism pathway, “mTOR signaling pathway”, was also identified using the enrichment analysis, indicating the key interaction between oxidative aging and T2DM.

Protein homeostasis is also involved in the progression of T2DM. For instance, amyloid precursor protein (APP) is an oxidative marker identified by MCMC that promotes the secretion of amyloid proteins (164). SPI1 (Spi-1 Proto-Oncogene) was involved in the negative regulation of protein, which caused restraint of aerobic glycolysis (165) (Figure 3). In summary, both APP and SPI1 are related to protein homeostasis and even accelerate the development of both T2DM and neurodegenerative diseases (NDs). That is, protein homeostasis is a common mechanism in both T2DM and ND (166, 167).

The inflammatory response also plays an important role in the development of T2DM. For example, the aging marker HPS1 affects the biogenesis of lysosome-associated cellular organelles and even participates in regulating cellular inflammation (61, 62). The disease marker TPST1 induces the secretion of some cytokines, along with the inflammatory response (37, 38). TM6SF1, as one of the key markers identified by MCMC, was involved in transmembrane transport in macrophages, thus highlighting the key role of the immune system in T2DM (53).

Furthermore, there are a series of experiments and relative clinical stastic results also revealed significant relationships between the identified oxidative aging markers and T2DM. For example, it has been reported that in vitro oxidative stress in mammalian skeletal muscle leads to substantial insulin resistance to distal insulin signaling and glucose transport activity (p=9.2e-05) (168). Chronic oxidative stress can also leads to decreased responsiveness to insulin, ultimately leading to diabetes reported by Alina Berdichevsky et al (p=0.01) (169). Besides, NFKBIA affects the wound healing in diabetic foot ulceration (DFU) (p=0.006) (170), MYC and SCD are related to pyroptosis and immune infiltration in T2DM (p=0.001) (171). The experiment of Parker C. Wilson et al using single-nucleus RNA sequencing has been revealed that GCH1 is associated with early-stage diabetic nephropathy (p=4.88e-09) (172) In short, our results also presented key clinical indices with the help of the integrated oxidative model.

T2DM is associated with an increased risk of developing cancers, such as COAD, PRAD, and THCA (30). It is well known that T2DM and cancer have common risk factors, such as oxidative stress, energy metabolism, inflammation and protein homeostasis (22, 23, 173). Our results also proved that inflammation and energy metabolism were common risk factors in cancers, and even survival analysis further verified the key role of oxidative aging markers across different cancer types. Oxidative stress may lead to chronic inflammation, which in turn can induce most chronic diseases, including both cancer and T2DM. In addition, oxidative stress can damage the normal function of mitochondria as well as energy metabolism, which plays an important role in the development of T2DM and cancer. In short, various risk factors related to oxidative aging were also confirmed in cancer.

According to the oxi-inflamm-aging theory, the aging process is regulated by chronic oxidative stress, as well as the inflammatory response (174). It is well known that dysregulated oxidative stress triggers a series of signaling pathways, thus leading to pancreatic beta cell damage (175). In addition, the cellular senescence theory also highlights cellular inflammation and the oxidative stress response during the aging process (176, 177). That is, cellular senescence may also play an important role in the pathogenesis of T2DM (i.e., through the mTOR signaling pathway) (177, 178). Furthermore, these risk factors even interact with each other and then promote T2DM. For example, the imbalance of energy metabolism could interact with a series of pathways, such as lipid accumulation, chronic inflammation and insulin resistance, triggering T2DM progression (179). It has been reported that normal homeostasis in the insulin-driven immunometabolic network is vital to the preservation of insulin sensitivity in healthy aging (180). Here, our work also highlighted the interaction between the immune system and energy metabolism in the development of T2DM (Figure 3; Tables 5, 6), which is also crucial in cancer (Figures 4, 5). With the help of the integrated oxidative aging model, our study revealed that oxidative stress was interrelated with various aging-related risk factors in T2DM (Tables 2–6), such as the inflammatory response, mitochondrial function and protein homeostasis. These results further confirmed both the oxi-inflamm-aging and cellular senescence theories. Overall, potential aging-related mechanisms in T2DM were integrated in the context of oxidative stress (Figure 6).




4 Conclusion

In this study, machine learning was performed to predict aging and T2DM, and then relative biomarkers were identified. An integrated oxidative aging model was built to explore the essential relationship between oxidative aging and T2DM. The key roles of nutritional metabolism, the inflammatory response, mitochondrial function and protein homeostasis in T2DM were highlighted in our work with the help of sensitivity analysis, enrichment analysis, network analysis and pan-cancer analysis. In conclusion, various risk factors were integrated in the development of T2DM as well as cancer based on oxidative aging.




5 Materials and methods



5.1 Data and preprocessing

All gene expression data were downloaded from the Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/), including GSE362, GSE15790, GSE18732, GSE29221, GSE29226, GSE29231, GSE37171, GSE38642, GSE76894, and GSE182120. These datasets were from eight different platforms: GPL96, GPL97, GPL8450, GPL9486, GPL6947, GPL570, GPL6244, and GPL17586.

The gene expression profiles were processed as follows:

	(1) Only the samples with both the age and phenotype index (i.e., type 2 diabetes versus control) were retained; otherwise, they were deleted.

	(2) The gene expression matrix for each dataset was integrated by summarizing the probe number within the gene symbol.

	(3) The total data matrix was integrated, and the missing gene expression values were filled with values of 0.

	(4) Genes with missing values ≥ 30% were deleted.

	(5) The gene expression matrix was transformed by logarithmic transformation if it contained outliers.

	(6) Based on the mean and the standard deviation of gene expression for control individuals, the z-score normalization was performed for both T2DM and control samples.

	(7) The singular value decomposition (SVD) method was performed to eliminate the intersample variation based on the top three principal components of the control samples.

	(8) The z score was then utilized to normalize all samples based on the mean and the standard deviation of the control samples.

	(9) The training set and the test set were randomly divided according to a ratio of approximately 2:1.



As a result, a total of 489 samples were obtained, including 208 samples of healthy aged people (age > 50 years old, 145 training datasets + 63 test datasets), 131 samples of healthy young people (age ≤ 50, 90 + 41), 110 samples of T2DM aged people (age > 50, 75 + 35) and 40 samples of T2DM young people (age ≤ 50, 25 + 15), containing 12958 gene symbols (Tables S1–S3).

We also obtained paired gene expression (RNAseq) profiles (“Batch effects normalized mRNA data”) and clinical data from the TCGA database through the xena platform (https://xenabrowser.net/hub/). Cancer types with ≥10 adjacent normal samples were retained. As a result, there were 15 cancer types used in this work: BLCA (408 cancer samples and 19 adjacent normal samples), BRCA(1102 + 113), COAD(451 + 41), ESCA(185 + 11), KICH(66 + 25), KIRC(534 + 72), KIRP(291 + 32), LIHC(376 + 50), LUAD(517 + 59), LUSC(504 + 51), PRAD(498 + 52), READ(160 + 10), STAD(414 + 35), THCA(513 + 59) and UCEC(533 + 22). The tumor expression profiles from the same patient were averaged. Genes with missing values ≥30% were deleted.




5.2 Modeling the aging model and disease model

After randomization as well as a random disorder, the healthy population samples were divided into a training dataset and a test dataset. The ratio of training dataset samples to test dataset samples was close to 2:1. The ReliefF algorithm was used to select key features, and then the first 500 models were studied to train predictors. The optimal model was selected by 10-fold cross-validation. To verify the accuracy of the aging predictor, the selected model was verified in the test dataset.

	(1) In the aging model, the normal aged group (age>50) was labeled 1, and the young healthy group (age ≤ 50) was labeled 0; in the disease model, the T2DM group was labeled 1, and the control group (age ≤ 50) was labeled 0.

	(2) The 12958 genes were sorted by the ReliefF algorithm;

	(3) The predictor was generated using the k-nearest neighbor (kNN, k=3, correlation distance) algorithm. The optimal model was selected by 10-fold cross-validation, where the model with the highest accuracy rate was chosen.

	(4) The identified features were considered aging and disease markers. As a result, 304 aging markers and 299 disease markers were identified.






5.2 Identifying essential relationships in T2DM by an integrated oxidative aging model

The integrated oxidative aging model was built to identify the essential relationship among aging, oxidative stress and T2DM. The computational pipeline was referred to by Mendelian randomization (MR), although it was not as strict as MR (Figure 1C).

In this model, the aging-related oxidative stress markers were considered oxidative aging markers, where the relative aging/disease markers were identified in “Methods 5.2”. As a result, the essential relationships among aging, oxidative stress and disease (T2DM) markers were identified as key “aging-oxidative-disease” triples in T2DM.

MR is a statistical method for assessing the causal relationship between risk factors and outcomes based on observational data (181, 182). The causal relationships between the instrumental variables, risk factors, and outcome variables were assessed as follows.

	(1) There was a correlation between the instrumental variable and the risk factor.

	(2) There was no correlation between the instrumental variable and the confounding factor.

	(3) There was no correlation between the instrumental variable and the outcome variable after deleting the effect from the risk factor.



Here, the aging marker was used as the auxiliary variable (similar to the instrumental variable in MR), and the oxidative stress markers were used as the candidate risk factor. Then, aging-related oxidative (“oxidative aging”) markers were identified as the risk factor, and disease markers were used as the outcome variable. That is, the integrated oxidative aging model aimed to explore essential relationships among aging, oxidative stress and disease markers in T2DM. This model was performed as follows:

(1) Oxidative markers were obtained as candidate risk factors based on Biological Processes (BP) of Gene Ontology (GO) through the Gene Set Enrichment Analysis (GSEA) platform (http://www.gsea-msigdb.org/gsea/downloads.jsp, “OXIDATIVE” was taken as the keyword). As a result, 310 candidate oxidative markers were selected.

(2) The correlation (differential coexpression) pattern was used to select aging markers that strongly correlated with candidate oxidative stress markers with the help of the Kruskal−Wallis test. Here, the differential coexpression was calculated as follows:



where the phenotype could be defined as 1 (T2DM) and 0 (control).

Furthermore, both a p-value<0.05 and Benjamini−Hochberg false discovery rate (FDR)<0.1 were used to select strongly correlated aging markers.

(3) To reduce the correlation between the auxiliary variable (aging marker) and confounding factors, as well as further select a strong correlation between the aging marker and the candidate oxidative marker, a permutation test was performed by generating the simulated aging markers from the same number of randomly selected markers to each candidate oxidative marker; this process was repeated 1000 times, and then the p-value was calculated as the proportion of occurrence times (larger than the real mean difference) of the absolute difference between T2DM and control in 1000 permutations. The relationship between each aging marker and the candidate oxidative marker was retained if the permutation P<0.05.

(4) Correlation (differential coexpression) was used to select oxidative markers that strongly correlated with disease markers with the help of the Kruskal−Wallis test. Here, the differential coexpression was calculated as follows:



where the phenotype could be defined as 1 (T2DM) and 0 (control).

Furthermore, both a p-value<0.05 and Benjamini−Hochberg false discovery rate (FDR)<0.1 were used to select strongly correlated oxidative markers.

(5) To reduce the correlation between the risk factor (oxidative marker) and confounding factors, as well as further select a strong correlation between the oxidative marker and the disease marker, a permutation test was performed by generating the simulated oxidative markers from the same number of randomly selected markers to each disease marker; this process was repeated 1000 times, and then the p-value was calculated as the proportion of occurrence times (larger than the real mean difference) of the absolute difference between T2DM and control in 1000 permutations. The relationship between each aging marker and the candidate oxidative marker was retained if the permutation P<0.05.

(6) The direct relationships for any other factors (genes) were found to reduce the correlation between the auxiliary variable (aging marker) and confounding factors. If there was another factor (gene) that was directly correlated (differentially coexpressed) to both the aging marker and the disease marker, then the relationship from aging to disease was deleted.





where the phenotype could be defined as 1 (T2DM) and 0 (control).

Furthermore, both a p-value<0.05 and Benjamini−Hochberg false discovery rate (FDR)<0.1 were used to filter out any direct relationships.

(7) To filter out the effect of horizontal pleiotropy, the aging–disease relationship was further examined by comparing the correlation between each aging and disease marker, through the oxidative marker or otherwise. Herein, steps ①–③ were used to calculate the correlations between auxiliary variables and outcome variables without the background of the risk factor, and step ④ was used to calculate the correlations between auxiliary variables and outcome variables with the context of the risk factor.

① The residual of each disease marker (“residual A”) was calculated based on the oxidative marker:



where b1 is the regression coefficient.

② The residual of each aging marker (“residual B”) was calculated based on the oxidative marker:



where b2 is the regression coefficient.

③ The abovementioned two residuals were further compared, and the residual of the disease marker was calculated (as “residual C”):



where b3 is the regression coefficient.

④ The residual of the disease marker (“residual D”) was calculated based on the aging marker.

⑤ The difference (between “residual C” and “residual D”) was tested between the T2DM and control subgroups using the Kruskal–Wallis test (P<0.05 and FDR<0.1).

Finally, the essential relationship among the aging marker, oxidative marker and disease marker was retained. Thus, 11829 “aging-oxidative-disease” triples were identified, including 105 aging markers, 83 oxidative markers and 282 disease markers. Thus, these 83 oxidative markers were used as oxidative aging markers (risk factors), and 282 disease markers were also used to discriminate the T2DM phenotype.




5.4 Sensitivity analysis using the MCMC method

To further explore the relationship among aging, oxidative stress and T2DM, sensitivity analysis was performed based on the Markov chain Monte Carlo (MCMC) method, where “aging-oxidative-disease” triples identified by MR were further evaluated as a candidate relationship. The MCMC method is used to sample certain posterior distributions in a high-dimensional space based on a given probabilistic background. The key step of MCMC is to construct a Markov chain whose equilibrium distribution is equal to the target probability distribution. The steps were as follows:

(1) Constructing the transfer cores of the ergodic Markov chain. The prior distribution of each parameter was normally distributed based on all identified markers in each group (i.e., T2DM and control), respectively.

(2) Simulate the chains until equilibrium is reached. The Metropolis−Hastings sampling method was used to determine whether the new sample (θ *) was acceptable based on the α value.



where P (θ n | X) and P (θ * | X) are the posterior probability of the nth accepted sample, the new sample q (θ n → θ *) is the transition probability from the nth accepted sample to the new sample, and q (θ * → θ n) is the transition probability from the new sample to the n-th accepted sample.

In this work, the disease score was used to evaluate the simulated samples, with 1000 random samples used as candidate samples for each group (i.e., T2DM or control). The disease score was calculated by comparing the distance between normal and T2DM training samples based on the 282 disease markers identified by the integrated oxidative aging model:



(3) Performing the global sensitivity analysis

The correlation index was used to evaluate each “aging-oxidative-disease” triple in the accepted samples (including both T2DM and control):



As a result, the correlation index was calculated in each “aging-oxidative-disease” triple for all accepted samples. Then, the Kruskal–Wallis test was used to evaluate each correlation index in each “aging-oxidative-disease” triple, where p-value<0.05 and FDR<0.1 were set as the threshold. Finally, 2501 “aging-oxidative-disease” triples were identified as sensitive relationships, including 41 aging markers, 37 oxidative markers and 61 disease markers.




5.5 Constructing the differential coexpression network

To further reveal the relationship between “oxidative aging” and T2DM, a differential coexpression network was constructed by the following steps:

	(1) The Pearson correlation coefficient for each pair of genes was calculated based on the T2DM and control groups.

	(2) The Benjamini−Hochberg FDR method was used to adjust the p-values of the correlation coefficient.

	(3) The relationship between each gene pair was retained if the coefficient value in T2DM had the opposite sign (i.e., + or -) to that in control, as well as p< 0.05 and FDR< 0.1.

	(4) The shortest path between each pair of oxidative aging and disease markers was selected based on the differential coexpression network using the Dijkstra algorithm.






5.6 Enrichment analysis

The gene functions were further explored by enrichment analysis of the shortest pathway. Gene Ontology (GO) terms and KEGG pathways for the GSEA platform were obtained from gene set enrichment analysis (http://software.broadinstitute.org/gsea/downloads.jsp, version 7.5). The hypergeometric distribution was used to test the degree of enrichment of the GO BP and KEGG pathways. Hypergeometric test formula:



where N is the total number of genes in the gene set, M is the number of known genes (such as KEGG pathway or BP terms), which is the number of genes identified in each shortest pathway, and k is the number of common genes between known genes and candidate genes identified in each “oxidative-disease” shortest pathway. The p-value of each path was controlled using the Benjamin-Hochberg method. Finally, pathways with p<0.05 and FDR<0.1 were retained.




5.7 Identifying network markers

The subnetwork with the shortest pathways among the selected “oxidative-disease” pairs was constructed, and genes in the subnetwork were sorted by their betweennesses in descending order. To test whether the top betweenness genes were hubs in the background network, we ran a permutation to count the occurrence time of the top genes in the shortest paths between randomly selected genes (containing the same numbers of “oxidative-disease” pairs, based on the identified “aging-oxidative-disease” triples) when they had greater betweennesses than those in our study. We repeated this process 1000 times, and the p-value was calculated as the proportion of occurrence times of the top betweenness genes in 1000 permutations.




5.8 Pan-cancer analysis

The survival analysis was performed based on the oxidative aging markers (identified by the integrated oxidative aging model in 5.3) for each cancer using the Kaplan−Meier method. The tumor samples of each cancer were divided into two groups based on the mean value of the oxidative aging markers. Then, the Kaplan−Meier method was used to evaluate the survival difference between these two groups, and the significance was estimated by the log-rank test. A p-value<0.05 was considered statistically significant.

Genes were considered differentially expressed if they satisfied the following criteria:

	(1) Fold change>2;

	(2) p-value<0.05 in the Kruskal−Wallis test;

	(3) Benjamin-Hochberg false discovery rate (FDR)<0.1.



Then, the differential expression networks were constructed for each cancer, where the details were also the same as 5.5. As a result, each shoreat pathway was selected from each pair of oxidative aging markers and differentially expressed genes (as disease markers in cancer) using the Dijkstra algorithm. Furthermore, enrichment analysis was performed by the “oxidative-disease” shortest pathway for each cancer type, where both p<0.05 and FDR<0.1 were used.
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Background

Coffee is one of the most consumed beverages worldwide, but the effects on the thyroid are unknown. This study aims to examine the association between coffee and thyroid function.





Methods

Participant data (≥ 20 years, n = 6578) for the observational study were obtained from NHANES 2007-2012. Analysis was performed using weighted linear regression models and multiple logistic regression models. Genetic datasets for Hyperthyroidism and Hypothyroidism were obtained from the IEU database and contained 462,933 European samples. Mendelian randomization (MR) was used for the analysis, inverse variance weighting (IVW) was the main method of analysis.





Results

In the model adjusted for other covariates, participants who drank 2-4 cups of coffee per day had significantly lower TSH concentrations compared to non-coffee drinkers (b=-0.23, 95% CI: -0.30, -0.16), but no statistically significant changes in TT4, FT4, TT3 and FT3. In addition, participants who drank <2 cups of coffee per day showed a low risk of developing subclinical hypothyroidism. (OR=0.60, 95% CI: 0.41, 0.88) Observational studies and MR studies have demonstrated both that coffee consumption has no effect on the risk of hyperthyroidism and hypothyroidism.





Conclusions

Our study showed that drinking <2 cups of coffee per day reduced the risk of subclinical hypothyroidism and drinking 2-4 cups of coffee reduced serum TSH concentrations. In addition, coffee consumption was not associated with the risk of hyperthyroidism and hypothyroidism.





Keywords: coffee, thyroid function, NHANES, Mendelian randomization, machine learning




1 Introduction

Coffee is among the most consumed beverages worldwide, with approximately 2.25 billion cups consumed daily, amounting to around 500 billion cups per year, as reported by the National Coffee Association (1). It is estimated that over 1,000 compounds can be found in coffee, with the most common being caffeine, chlorogenic acid, and melanoidins. The health effects of coffee consumption have piqued academic interest for many years. Numerous studies have demonstrated that coffee consumption is linked to a reduced risk of various chronic diseases (including type 2 diabetes and cardiovascular disease), cancer, and neurodegenerative diseases such as Parkinson’s disease (2). However, the impact on thyroid function remains unclear. The thyroid is the largest endocrine gland in the body (3). Thyroid hormone (TH) is synthesized and secreted by follicular epithelial cells, regulated by thyroid-stimulating hormone (TSH), and stored in the follicular compartment in colloidal form. TH broadly regulates growth, development, metabolism, and other bodily functions (4, 5). Thyroid hormones are iodides of tyrosine and primarily consist of triiodothyronine (T3) and thyroxine (T4). The active free thyroid hormones in the body include free triiodothyronine (FT3) and free thyroxine (FT4) (6). When FT3 and FT4 are depleted in the body, total T3 (TT3) and total T4 (TT4) are converted to FT3 and FT4, which continue to function as thyroid hormones (7, 8). Various lifestyle habits have been shown to cause changes in thyroid hormone levels, such as smoking, alcohol consumption, diet, and exercise (9). In previous animal experiments, caffeine, a substance found in coffee, inhibited TSH secretion by releasing hypothalamic growth inhibitory hormone after intraperitoneal injection into rats (10). However, no study on the effects on the thyroid gland after long-term coffee intake has been conducted. The National Health and Nutrition Examination Survey (NHANES) is a biennial survey of the U.S. population that employs a multi-stage probability sampling design, combining interviews, questionnaires, physical examinations, and laboratory data to assess the health and nutritional status of the population (11). Mendelian randomization (MR) analysis is widely used for causal inference in epidemiology, with the core concept being the use of genetic variation as an instrument variable (IV) to model and test the causal relationship between exposure factors and disease (12). The methodology of the MR study is akin to that of a randomized controlled trial (RCT) because parental alleles are randomly assigned to offspring according to Mendel’s law during gamete formation, making the MR study equivalent to a naturally occurring RCT in a population (13). Simultaneously, genetic variants are formed before birth and persist throughout life, allowing MR studies to effectively avoid the influence of reverse causality (14). Therefore, in our study, we will employ a combination of NHANES and MR analysis in an observational study to explore whether coffee consumption causes changes in serum TT4, TT3, FT4, FT3, and TSH concentrations and the causal effect of coffee consumption on thyroid disorders, including hyperthyroidism and hypothyroidism.




2 Materials and methods



2.1 Study samples in NHANES

The full process of this study is shown in Figure 1. Our study selected data on sub-jects from 2007-2012, a time interval chosen because it was the only time interval during which data on thyroid function were collected by NHANES. A total of 30,442 participants from NHANES 2007-2012, subjects aged 20 years and older were enrolled in our study. In addition, among all subjects, we excluded the following individuals: (1) Individuals with missing thyroid function test indicators. (2) Individuals lacking coffee consumption data. (3) Individuals with incomplete data on education status, diabetes, hypertension, BMI, hyperlipidemia, alcohol consumption, and smoking status. Final study sample size n=6,578 (weighted n = 63,453,885).




Figure 1 | The line of research for this study.






2.2 Coffee consumption data collection

Food frequency questionnaires and two 24-hour dietary recalls collected during NHANES 2007-2012 were used to obtain coffee consumption data. As presented in previous studies, coffee consumption in NHANES was correlated with specific 8-digit food codes (codes beginning with 921) in the Food and Nutrition Database for Dietary Studies (FNDDS) (15). We selected participants who had two 24-hour dietary recalls and used the average coffee consumption for the two 24-hour recalls. In this study the size of a cup of coffee was defined as 283.5 grams (16). In addition, the coffee intake was further divided into four groups: 0, <2, 2-4, and >4 cups/day.




2.3 Thyroid function assessment

FT3, TT3, FT4, TT4 and TSH data in the study were obtained from NHANES laboratory data. A competitive binding immunoenzymatically assay was employed for T3, FT3, and T4 measurements, while a two-step enzyme immunoassay was utilized for FT4 assessment. The evaluation of TSH was carried out using the Access HYPER sensitive human thyroid-stimulating hormone (hTSH) assay, which is a 3rd generation two-site immunoenzymatically assay (17, 18). Diagnosis of hyperthyroidism based on TSH<0.45mIU/and FT4>1.6ng/dL, and hypothyroidism based on TSH>4.5mIU/L and FT4<0.6ng/dL. Sub-clinical hyperthyroidism was diagnosed according to TSH<0.45mIU/L and 0.6<FT4<1.6ng/dL, and subclinical hypothyroidism was diagnosed according to TSH>4.5mIU/L and 0.6<FT4<1.6ng/dL (19).




2.4 Acquisition of covariates

Covariates in the study included age, gender (Male and Female), ethnicity (White, Black, Mexican and Other), education (High School Grad/GED or Equivalent, less than 9th Grade, 9th-11th Grade, College graduate or above), body mass index (BMI), smoking (Never, Former, Now), and alcohol use (Never, Former, Mild, Moderate, Heavy). In addition, by screening related studies, we additionally included urine iodine, diabetes (No and Yes), hypertension (No and Yes) and hyperlipidemia (No and Yes) data for analysis (20–24).




2.5 Acquisition of IV of MR

The IV used in this study was obtained from a study by Li et al. (23). We used two groups of IV for MR analysis. The first group IV (IV1) uses the number of cups of coffee consumed per day (cups/day) by coffee consumers as an instrument, and the second group IV (IV2) compares regular versus infrequent coffee consumers. After screening for P<5×10-8 and excluding those SNPs in a state of linkage disequilibrium (r2 = 0.01, 10,000 kb), 6 and 3 SNPs were finally included in IV1 and IV2, respectively.




2.6 Genetic data of hyperthyroidism and hypothyroidism

Genetic data for hyperthyroidism were obtained from a study compiled and published by Ben Elsworth et al. in 2018, contains 3545 European cases and 459,388 European controls, including a total of 9,851,867 SNPs. Genetic data for hypothyroidism were also obtained from the Ben Elsworth study, which included 22,687 European cases and 440,246 European controls. Genetic data for hyperthyroidism and hypothyroid-ism can be obtained from https://gwas.mrcieu.ac.uk/datasets/ukb-b-20289/ and https://gwas.mrcieu.ac.uk/datasets/ukb-b-19732/.




2.7 Statistical analysis

All statistical analyses were performed in R software (4.2.1), and survey data in Table 1 were summarized by descriptive statistics, one-way ANOVA for continuous variables, and chi-square tests for categorical variables to assess the association be-tween coffee consumption and other factors in different groups. We used the sampling weights provided by NHANES for weighting (21). Weighted generalized linear regression models were used to assess the relationship between adjusted coffee consumption and serum thyroid function indicators. In addition, we used weighted multivariate adjusted logistic regression to calculate the odds ratio (OR) and 95% confidence interval (CI) for thyroid disease in the different coffee consumption groups. All analyses considered the NHANES complex multi-stage sampling design and p < 0.05 was considered statistically significant. The MR analyses were all performed using the TwoSampleMR package (13). In this study, multiple SNPs were used as IVs for the MR study. The association of individual SNPs was first performed, and the Wald ratio was calculated for each SNP, and then the Wald ratios were combined using the inverse variance weighted (IVW) method to assess the association between coffee consumption and thyroid disease. To check the robustness of the results, we additionally used MR-Egger regression and weighted median estimator (WME) for additional analysis, these three calculation methods have different validity assumptions for IV. In addition, the mean pleiotropic effect of genetic variants could be assessed using the intercept of the MR-Egger regression (tested using P < 0.05) and the Cochran’s Q test was used to determine the heterogeneity between the causal estimates of different genetic variants. Eventually a sensitivity analysis was also performed using the leave-one-out method.


Table 1 | Baseline table of participants categorized by number of cups of coffee consumed.







3 Results



3.1 Baseline characteristics of participants

After screening as required, a total of 6578 subjects were included in this study, and among the general demographic data, 3330 (50.62%) were female, 3201 (48.66%) were white, 3232 (49.13%) were College graduate or above, 3492 (53.9%) were non-smokers, and 5647 (85.8%) were alcohol users above their corresponding groups. In addition, a total of 4961 cases were diagnosed with Hyperlipidemia, 2851 with Hyper-tension, and 892 with DM. 494 of these subjects were diagnosed with thyroid abnormalities, including 16 patients with hyperthyroidism, 34 with hypothyroidism, 205 with subclinical hyperthyroidism, and 239 with subclinical hypothyroidism (Table 1).




3.2 Relationship between coffee consumption and serum thyroid function indicators

In our study, 3837 (58.3%) were coffee drinkers, with <2 cups accounting for 29.93% of participants. After adjusting for gender, education, race, age, smoking, alcohol consumption, diabetes, hyperlipidemia, hypertension, BMI and urinary iodine, we found that those who consumed 2-4 cups of coffee per day had significantly lower levels of TSH compared to those who did not drink coffee. (b=-0.23, 95% CI: -0.30, -0.16), but there was no statistically significant association for TT4, FT4, TT3 and FT3 (p>0.05) (Table 2).


Table 2 | Effect of coffee consumption on serum thyroid function indicators.






3.3 Relationship between coffee consumption and thyroid disorders

Weighted logistic regression results showed that consumption of 0-2 cups of coffee per day was negatively associated with the risk of developing subclinical hypothyroid-ism. (OR=0.60, 95% CI: 0.41, 0.88), but there was no significant association between coffee intake and thyroid disease in other coffee consumption categories (Table 3).


Table 3 | Effect of coffee consumption on serum thyroid function indicators.






3.4 MR analysis

The results of the study showed that coffee consumption calculated by IVW, WME and MR-Egger regression methods for IV1 and IV2 were not statistically significant with hyperthyroidism or hypothyroidism (Table 4), implying that there was no causal relationship between coffee consumption on hyperthyroidism and hypothyroidism in the population. We then validated the reliability of our results. The results showed that there was no heterogeneity or pleiotropy in our study. (S1 and S2) (p>0.05). Sensitivity analysis of the IVW results using the leave-one-out method showed that the elimination of SNPs one by one did not reveal that a particular SNP caused a significant change in the results, and no SNPs with a strong effect on the results were found in IV, indicating that the effect ORs derived from the previous IVW method were more robust.


Table 4 | OR estimates and 95% CI for IVW, WME and MR-Egger regression.







4 Discussion

Coffee consumption ranks second only to water, yet the debate over its benefits and risks continues (25). Epidemiological studies investigating the relationship between coffee consumption and thyroid function are scarce. Hyperthyroidism is a condition resulting from excessive production of thyroid hormones. Common symptoms include weight loss, rapid heart rate, anxiety, and irritability. Serious complications may involve thyroid crisis, atrial fibrillation, and bone fractures. On the other hand, hypothyroidism is characterized by a deficiency in thyroid hormones, potentially leading to symptoms such as weight gain, fatigue, and depression. Severe complications of hypothyroidism include myxedema coma, cardiovascular disease, and pregnancy-related issues. Both hyperthyroidism and hypothyroidism can negatively impact a patient’s quality of life and psychological well-being; therefore, timely diagnosis and treatment are crucial (26, 27). Animal studies have found that caffeine may be associated with a decrease in TSH concentration (10), suggesting that coffee consumption could have endocrine-disrupting effects on thyroid function. L-thyroxine is a synthetic form of thyroid hormone (28). In various studies, coffee consumption has been shown to interfere with the absorption of L-thyroxine (29–33). In a study conducted by Marija Andjelkovic (34), which included 150 patients on thyroid replacement therapy with cardiovascular disease, they found that cigarette smoking was a risk factor that decreased TSH levels in patients on thyroid replacement therapy but did not find an effect of coffee consumption on patients’ TSH. An additional RCT included 11 healthy subjects, whose thyroid function levels were measured after receiving different types of coffee oil, and showed virtually no change in T4, T3, and TSH concentrations (35). However, these studies were influenced by the number of patients and the patients’ own underlying diseases, so large sample studies are needed to explore the effects of coffee consumption on thyroid function. Subclinical hypothyroidism affects up to 10% of adults, and patients with subclinical hypothyroidism are at significant risk of progressing to hypothyroidism (36). Additionally, subclinical hypothyroidism is associated with a variety of cardiovascular diseases and all-cause mortality (37, 38). Our study revealed that coffee consumption of <2 cups per day effectively reduced the risk of developing subclinical hypothyroidism (OR=0.60, 95% CI 0.41-0.88) (Table 3), a finding with some clinical significance. We speculate that the mechanism may be due to coffee consumption helping to control TSH concentration within the normal range of 0.45 mIU/- 4.5 mIU/L. Several studies exploring the effects of coffee consumption on humans using MR methods have been reported. Nordestgaard et al. (39) found that coffee consumption prevented symptomatic gallstone disease, while Kim et al. (40) showed that higher coffee consumption was associated with a lower risk of arrhythmias. These studies were analyzed based on MR methods. The results of this study, which analyzed data from subjects in NHANES, showed no effect of coffee consumption on the risk of hyperthyroidism and hypothyroidism. We then analyzed the causal relationship between coffee consumption and hyperthyroidism and hypothyroidism separately using the MR method, and the results remained non-significant, which validates our retrospective cross-sectional study and again supports the conclusion that coffee consumption is not associated with the risk of hyperthyroidism and hypothyroidism (Table 4). We also performed additional validation of pleiotropy and heterogeneity, as well as sensitivity analysis of the results using the leave-one-out method, to make the results more reliable. Nevertheless, this study has several limitations, such as the fact that compounds in coffee are affected by various factors, including the type of coffee, brewing method, and degree of coffee roasting. Additionally, we were unable to distinguish between caffeinated and decaffeinated coffee consumption. In this study, the source of data on coffee consumption was the same as the two 24-hour recall interviews in NHANES. Due to the retrospective nature of data collection, it does not accurately reflect individuals’ regular intake. To minimize bias, we excluded subjects who had only one 24-hour recall interview and averaged the data obtained from the two 24-hour recalls as coffee consumption. It has been suggested that two 24-hour recalls may be sufficient to assess daily dietary consumption (41). The data from the genome-wide association analysis used in our study were obtained from European populations, which limits the generalizability of our findings. Further research is needed among different ethnic groups to yield more comprehensive results.

In conclusion, our study has shed light on the relationship between coffee consumption and thyroid function, yet there are still aspects that warrant further exploration. To address the limitations of the current study and provide more robust evidence, large-scale, multi-ethnic, and prospective studies are required. As our understanding of the potential effects of coffee consumption on thyroid function grows, it will be crucial to consider various factors, such as the type of coffee, brewing method, and degree of coffee roasting, in future research.




5 Conclusions

Our study demonstrated that drinking <2 cups of coffee per day reduced the risk of subclinical hypothyroidism (OR=0.60, 95% CI: 0.41, 0.88) and 2-4 cups of coffee reduced serum TSH concentrations (b=-0.23, 95% CI: -0.30, -0.16) compared to no coffee consumption. In addition, coffee consumption was not associated with the risk of hyperthyroidism and hypothyroidism.
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Objective

Breast cancer is a prevalent malignancy that predominantly affects women. The development and progression of this disease are strongly influenced by the tumor microenvironment and immune infiltration. Therefore, investigating immune-related genes associated with breast cancer prognosis is a crucial approach to enhance the diagnosis and treatment of breast cancer.





Methods

We analyzed data from the TCGA database to determine the proportion of invasive immune cells, immune components, and matrix components in breast cancer patients. Using this data, we constructed a risk prediction model to predict breast cancer prognosis and evaluated the correlation between KLRB1 expression and clinicopathological features and immune invasion. Additionally, we investigated the role of KLRB1 in breast cancer using various experimental techniques including real-time quantitative PCR, MTT assays, Transwell assays, Wound healing assays, EdU assays, and flow cytometry.





Results

The functional enrichment analysis of immune and stromal components in breast cancer revealed that T cell activation, differentiation, and regulation, as well as lymphocyte differentiation and regulation, play critical roles in determining the status of the tumor microenvironment. These DEGs are therefore considered key factors affecting TME status. Additionally, immune-related gene risk models were constructed and found to be effective predictors of breast cancer prognosis. Further analysis through KM survival analysis and univariate and multivariate Cox regression analysis demonstrated that KLRB1 is an independent prognostic factor for breast cancer. KLRB1 is closely associated with immunoinfiltrating cells. Finally, in vitro experiments confirmed that overexpression of KLRB1 inhibits breast cancer cell proliferation, migration, invasion, and DNA replication ability. KLRB1 was also found to inhibit the proliferation of breast cancer cells by blocking cell division in the G1/M phase.





Conclusion

KLRB1 may be a potential prognostic marker and therapeutic target associated with the microenzymic environment of breast cancer tumors, providing a new direction for breast cancer treatment.
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1 Introduction

Breast cancer (BC) is the most predominant type of carcinoma in women, comprising 30% of all cancers affecting females and a mortality rate of around 15% (1). However, primary breast tumors alone are not the leading cause of death in BC patients, while drug resistance, recurrence, and metastasis are the leading causes of increased mortality. Following the onset of metastasis, the survival rate after five years is merely 25% (2). Around 2.09 million new cases of BC were reported globally in 2018, of which roughly 620,000 individuals died due to the disease. The incidence of BC is highest among Chinese women. The projected instances of BC in China are expected to rise to 2.5 million by 2021 (3).

The colonization of tumor cells in normal tissues, the stromal cells, and immune cells that coexist with these tumor cells and the factors they secrete, the vascular endothelial cells, and the extracellular matrix collectively form the tumor microenvironment (TME) (4). The tumor cells prompt the recruitment and activation of immune cells and stromal components, creating a tumor-suppressive inflammatory microenvironment during the initial tumor colonization or growth stages. As a result, this microenvironment impedes tumorigenesis and the advancement of the tumor. However, following sustained stimulation by tumor antigens and immune activation responses, the pertinent effector cells within the TME become exhausted or remodeled, rendering them incapable of fulfilling their usual functions or even facilitating the malignant manifestations of tumors. This, in turn, results in the formation of an immunosuppressive microenvironment.

These components are crucial in tumorigenesis, development, and immune escape (5). Tumor-associated macrophages can be polarized in TME as M1 type (classical activation) or M2 type (alternative activation). M1-type macrophages have a pro-inflammatory phenotype and inhibit tumor growth and metastasis by secreting associated inflammatory cytokines such as tumor necrosis factor-α (TNF-α) and interleukin-1β (IL-1β), which can be induced in vitro by LPS or IFN-γ (6, 7). M2-type macrophages, on the other hand, are immunosuppressive phenotypes that induce tumor cell invasion and migration by secreting immunosuppressive factors such as IL-10, which can be induced in vitro by IL-4 (8). Moreover, research has verified that the extent of immune cell infiltration is associated with the prognosis of individuals with cancer. Hence, evaluating the heterogeneity of TME and remodeling the immune microenvironment of tumors may represent a new avenue for treating cancer (9).

Killer cell lectin-like receptor B1 (KLRB1), encodes CD161, which belongs to the C-type lectin family and was initially defined as a receptor for natural killer (NK) cells. It was later discovered to also exist in subpopulations of CD4+ and CD8+ T cells (10). The attachment of CD161 on T cells provides a co-stimulatory signal for T cell receptor (TCR)-mediated activation (11). KLRB1 transcription is repressed in approximately 68% of people with non-small cell lung carcinoma, suggesting that KLRB1 could serve as a predictive tumor marker (12). In this study, identifying differentially expressed genes (DEGs) for stromal and immune components in cases of BC revealed that KLRB1 could be a potential marker affecting the tumor microenvironment of BC.




2 Materials and methods



2.1 Collection and preprocessing of BC data

The TCGA (https://portal.gdc.cancer.gov/repository) database was utilized to acquire BC mRNA data and their corresponding clinical data from 1109 patients, which were then presented in a standardized FPKM format.




2.2 ESTIMATE

The “Estimate” R package was utilized to calculate Stromal, Immune, and ESTIMATE scores (13).




2.3 DEGs identification according to stromal and immune scores

The 1109 BC cases were categorized into high- and low-score subgroups per the median comparison of stromal and immune scores and the DEGs between the two were determined through the Limma R package. The |log2FC|>1 and p<0.05 served as the identification criteria. Heat maps were drawn using the R package”pheatmap” (14).




2.4 Functional enrichment analysis

The DEGs co-expressed genes of Stromal score and Immune score were obtained using Venn diagrams for GO and KEGG (15) enrichment analysis.




2.5 Identification of potential prognostic DEGs with univariate Cox models

The LASSO Cox regression narrowed the range of prognostic DEGs to reduce the risk of overfitting (16). Multivariate Cox regression selected the DEGs most closely associated with survival which were utilized to construct risk models to predict patient survival. By using the standardized expression levels of all genes and their regression coefficient, the risk score for each patient was computed.

	

The data were visualized in two dimensions utilizing principal component analysis (PCA) and t-distribution random neighborhood embedding (t-SNE) analysis through the “Rtsne” and “ggplot2” software packages. Furthermore, univariate and multivariate Cox regression analyses were conducted, and independent prognostic factors were identified using the “survival” package.




2.6 Building a prediction atlas

By selecting five independent predictive genes, a prediction atlas was constructed, and the robustness of the prediction model was assessed at 1-, 2-, and 3- years (17). The prediction atlas was corrected using calibration charts through a guided method of 1000 resamplings.




2.7 Gene set enrichment analysis

The R package “gsva” was utilized for single sample gene set concentration analysis (ssGSEA) to determine the signaling pathways that may be linked to both KLRB1 expression groups (18).




2.8 Estimation of TICs

The proportion of 22 TICs in BC samples was calculated utilizing the CIBERSORT algorithm (19), and the results were presented as bar graphs. The proportion of immune cells in tumor tissues with enhanced and reduced expression of KLRB1 was compared utilizing the Wilcoxon rank sum test, and the correlation between the proportion and KLRB1 expression was assessed.




2.9 KLRB1 differential expression and survival analysis

To compare the expression of KLRB1 mRNA between BC tissues and normal tissues, the Wilcoxon rank sum test was utilized, and the outcomes were visualized with the “ggpubr” R package. Survival of high and low KLRB1 expression was analyzed using the “survival” R package.




2.10 Drug sensitivity analysis and immunotherapy

In order to observe the differences in efficacy of chemotherapy drugs based on KLRB1 expression, we utilized the “pRophetic” package to calculate the half-maximal inhibitory concentration (IC50) of commonly used drugs for treating breast cancer (20). Moreover, we conducted an analysis of the correlation between KLRB1 expression and immunotherapy for breast cancer, utilizing the TCIA database.




2.11 Cell culture

Breast normal epithelial cell (MCF-10A) and breast cancer cell lines (MCF7, Hs 578T, HCC1937, MDA-MB-231) were retrieved from ATCC (Manassas, USA). MCF-10A, MCF7, and MDA-MB-231 cells were grown in DMEM high sugar medium (Gibico, China). HCC1937 cells were grown in 1640 medium (Gibico, China). The medium was supplemented with 10% FBS (Pricells, China) and 1% penicillin-streptomycin solution (Solarbio, China). Afterward, the cells were put in an incubator containing 5% CO2 at 37°C.




2.12 Cell infection with lentivirus

Once the cells attached and reached a density of 30%, MCF7, and MDA-MB-231 cells were seeded into 6-well plates and subjected to lentivirus infection (viral solution: medium = 1:1). In the infection process cells were incubated in polybrene (2 μg/Ml) in the incubator for a duration of 12 hours. Then the cultivation medium was replaced with a fresh one. After 72 hours of infection, the fusion rate of cells infected by virus infection was up to 80-90% under observation by fluorescence microscope. The cells were then passaged into multi-well plates for further culture. MCF7 and MDA-MB-231 cells were extracted for Western Blot to detect the infection efficiency.




2.13 RNA extraction and real-time PCR

TRIzol™ (TermoFisher, USA) was utilized to extract total RNA from the cells, and the front-strand cDNA synthesis kit (TaKaRa, Japan) was employed for reverse transcription, followed by real-time polymerase chain reaction (RT-PCR). The specific primers for KLRB1 and β-Actin were: KLRB1 forward primer 5’- GTTCCACCAAAGAATCCAGCCTG-3’ and reverse primer 5’- AAGAGCCGTTTATCCACTTCCAG-3’, β-Actin forward primer 5’- CACCATTGGCAATGAGGGTTCTC -3’ and the reverse primer 5’- AGGTCTTTGCGTGTCCACGT-3’.




2.14 MTT assay

The mixture of MCF7 and MDA-MB-231 cells were grown in 96-well plates at a density of 5000 cells in each well. Furthermore, the edge wells were filled with 200 µl sterile PBS. 96-well plates were kept in an incubator with different time gradients according to the experimental needs. Afterward, 20 μl of MTT solution (5 mg/ml, Beijing Zhongguang Ltd.) was introduced into all wells, and the cells were subsequently incubated for an additional 4 hours. The MTT solution was gently aspirated from each well. Subsequently, 150 μl of DMSO was introduced into all wells, and the plate was shaken slowly for 10 minutes to completely dissolve the methane. The 96-well plate was placed in an enzyme calibrator to read the OD value of each well at 570 nm.




2.15 Wound healing assay

MCF7 and MDA-MB-231 cells were inoculated in 6-well plates and allowed to culture overnight. Once the cell density reached 90%, the cell surface was scratched with a 1000 μl pipette tip. Images of the scratches were captured using an inverted microscope (CKX31, Olympus, Japan). Then, cells were treated with serum-free medium after lysis and incubated for 24 hours, and photographs of the scratches were taken at the same location using a microscope.




2.16 Transwell assay

Pre-chilled DMEM medium and matrix gel were drawn through the pipette tip to configure the matrix gel working solution (matrix gel: DMEM medium = 1:5). To begin, 50 µl of the matrix gel working solution was aspirated from the bottom of the well. The Transwell and 24-well plates were then incubated in an incubator for 2 hours, and the matrix gel was observed to confirm its solidification. Next, the cell concentration was regulated to 2.5 X 106 cells/mL based on cell counting. Following this, 200 µL of cell suspension was aspirated into the Transwell, and 500 µL of 20% complete medium was introduced to the well plate to ensure that the liquid level in the wells was in contact with the liquid level in the well plate. The migration assay was carried through for 24 hours, and the invasion assay for 36 hours. Transwell plates were removed and washed thrice for 5 minutes with PBS. Following this, cells were fixed using 4% paraformaldehyde for 20 minutes, and then the washing step was repeated again. The cells were left to air dry and then stained with crystal violet for 30 minutes. Following staining, the washing step was repeated again, and the plates were inverted to air dry.




2.17 Cell cycle

The cells were cultured at a density of 10×104 cells per well. After digestion with EDTA-free trypsin, the cells were collected by centrifugation, and the resulting supernatant was discarded. The cell suspension was gently agitated by adding pre-cooled PBS, followed by a second centrifugation step at 1800 rpm for 5 minutes. Afterward, the PBS was removed, and the cells were fixed overnight in 70% ice ethanol. The sample was centrifuged at 1800 rpm for 5 minutes, and the clear supernatant was discarded. Pre-cooled PBS was added to aspirate the suspended cells and the centrifugation step was executed again with subsequent discarding of the PBS. 100 µL of Rnase solution was utilized for resuspension of the cells, after which they were incubated at 37°C for 30 minutes. PI dye was introduced, and the cells were incubated for 30 minutes at 4°C before detection was performed.




2.18 Western blot

To prepare whole cell or tissue lysates, pre-cooled NP-40 buffer mixed with protease and phosphatase inhibitors (Roche, USA) was used, and the mixture was centrifuged at 12,000 × rpm at 4°C for 10 minutes. The resulting protein lysates were separated by SDS-PAGE and shifted to polyvinylidene fluoride (PVDF) membranes (Merck, Germany) which were incubated in 1× TBST buffer containing 5% non-skimmed milk powder for 2 hours at room temperature. PVDF membranes were incubated with the indicated primary antibodies and then washed with 1× TBST. Signal detection utilizing a Western ECL substrate kit (Bio-Rad, CA) was then performed using HRP-coupled secondary antibodies. The following antibodies were used for immunoblotting: KLRB1 (67537-1-Ig) and β-actin (81115-1-RR) were purchased from proteintech (China).




2.19  EdU Assay

Logarithmic growth phase cells were digested and centrifuged, each group of cells was adjusted to 3×104/mL with basal medium, 100ul was added to the plate with 5 side wells per group, and the cell adhesion was observed overnight. 100ul of EdU working solution per well and incubate in a cell culture incubator for 2 h. PBS was cleaned once, and 4% paraformaldehyde was added to fix at room temperature for 30min. Perforation of PBS solution of 0.3% TritonX and leave at room temperature for 15 min. Prepare the Click reaction solution according to the kit and add it to the well plate and incubate for 30 min at room temperature protected from light. Configure 1X Hoechst solution and incubate for 10 min at room temperature in the dark for nuclear staining. PBS is washed 3 times and post-photographed statistics are performed under a fluorescence microscope.




2.20 Statistical analysis

All experiments that required statistical analysis were conducted in triplicates. The experimental data were presented as mean ± standard deviation (mean ± SD). GraphPad Prism 9.0. was employed to execute the statistical analyses. Comparative assessment of two and multiple samples was executed through an unpaired Student’s t-test and a one-way analysis of variance (ANOVA), respectively, for variability. A p-value< 0.05 was considered a statistically significant value.





3 Results



3.1 Identifying DEGs and enrichment analysis of BC TME in accordance with stromal and immune scores

Through the analysis of high- and low-scoring samples, it was found that DEGs of immune and stromal components have important roles in BC TME. The analysis identified a total of 832 DEGs through immune scoring, wherein 729 genes were overexpressed, and 103 genes had decreased expression (Figure 1A). In terms of stromal scoring, 773 DEGs were identified in total, comprising 634 upregulated genes and 139 downregulated genes (Figure 1B). A Venn diagram was used to identify DEGs associated with interstitial and prevalence scores, with 193 upregulated and 30 downregulated genes (Figures 1C, D). The identified DEGs could potentially be significant factors influencing the status of the TME. GO enrichment analysis highlighted that these DEGs are primarily involved in physiological processes such as T cell activation, differentiation, and regulation, as well as lymphocyte differentiation and regulation (Figure 1E). KEGG enrichment analysis also revealed that these DEGs help in cell adhesion molecule interactions, cytokine-receptor interactions, hematopoietic cell lineage, and viral proteins with cytokine and cytokine receptor interactions (Figure 1F).




Figure 1 | Comparison of stromal and immune scores in BC patients. (A, B) Heatmaps show the top 50 increases and downwards in immune scores and stromal scores. DEGs are tested using Wilcoxon rank and testing (P<0.05 |log2FC|<1). (C, D) Venn chart analysis of DEGs based on immune scores and stromalscores. (E, F) Analysis of biological functions and pathways associated with degs in BC, pValue <0.05 was considered significantly. BC: Breast cancer; DEGs: Different express genes.






3.2 Constructing and validating the stability of the prognostic model

The expression data of the 223 DEGs obtained were grouped according to the training set vs. validation set as 7:3. One-way Cox analysis was utilized to find nine prognosis-related DEGs. Subsequently, Lasso regression analysis was conducted on these nine DEGs to obtain the coefficients of five prognostic genes. (Figures 2A, B). Five prognostic genes (FOLR2, PEX5L, KLRB1, EPYC, and BHLHE22) that were significantly different in the multifactorial Cox regression model were identified (Figure 2C). For each BC patient, a risk score was quantified, and the individuals were classified per the median value into high-risk and low-risk groups. More individuals died in the high-risk group than those in the low-risk group. Conversely, the expression of KLRB1 was found to be elevated in the individuals in the low-risk group in comparison with the people in the high-risk group. (Figures 2D, E). According to Kaplan-Meier analysis, both the training and validation sets had a considerably increased overall survival rate for individuals belonging to the low-risk group in comparison with the individuals in the high-risk group (P<0.05) (Figures 2F, G). The respective three-year ROC curve areas for the training and validation sets were 0.759 and 0.741 (Figures 2H, I). The riskscore is an independent prognostic factor predicting breast cancer prognosis (Figures 3A, B). The results of both PCA analysis and t-SNE analysis indicated that individuals belonging to both risk groups were sorted into two distinct directions (Figures 3C–F). Multifactorial analyses were extracted from the training set and validation set data to create diagnostic curves to validate the scores of the five independent prognostic factors, the corresponding probabilities were found, and the survival probability of individuals at 1-, 2-, and 3- years was estimated (Figures 3G, H). The calibration plots demonstrated favorable performance in predicting the probability of survival beyond 3 years (Figures 3I, J).




Figure 2 | Prognosis of 5 genetic characteristic models in training and testing cohort. (A) LASSO regression of 5 os-related genes. (B) Cross-validated the method of adjusting parameter selection in LASSO regression. (C) Five gene forests map. Training cohort (D) and testing cohort (E) include median of the risk score, the status of OS and the expression spectrum of five immune genes. (F, G) Kaplan-Meier analysis survival rates for patients in high-risk and low-risk groups. (H, I) AUC time-dependent ROC curve evaluates the prognosis model for OS.






Figure 3 | Nomogram based on the prognosis characteristics of the five genes is in the TCGA cohort. Univariate Cox (A) and multivariate Cox (B) regression analysis identified riskscore as a risk factor for breast cancer prognosis. PCA diagram (C, D) and t-SNE analysis (E, F) in Training cohort and testing cohort. Build a nomogram model of five genes and high and low risk to predict one, two, and three years of survival with Training cohort (G) and testing cohort (H). The calibration chart shows that the predicted survival rate is consistent with the actual survival rates for 3 years with Training cohort (I) and testing cohort (J).






3.3 Low expression of KLRB1 is correlated with poor prognosis in BC

To investigate the overall survival (OS) of the five genes related to prognosis, a Kaplan-Meier analysis was conducted, which revealed that individuals having reduced expression of KLRB1 had a remarkably shorter OS. However, the expression of the remaining four genes did not show any association with OS (Figures 4A–E). Then we found that KLRB1 was strongly associated with DSS and PFI in breast cancer (Figures 4F, G). The expression of KLRB1 was considerably lower in BC tissues (Figures 4H, I). The area under the ROC curve (AUC) for KLRB1 as a predictor of OS in BC was 0.71 (Figure 4J). The expression of KLRB1 depicted a positive association with patient age, gender, tumor size, and tumor stage (Figures 4K–P). We also assessed baseline data on high and low expression of KLRB1 in breast cancer. The KLRB1 is closely related to age, clinical stage, pathological type, estrogen receptor and molecular typing of breast cancer (Table 1). Considering that KLRB1 expression correlates with the molecular typing of breast cancer, we further analyzed and found that KLRB1 was also associated with the prognosis of Luminal A and Luminal B subtypes, but not statistically significant with HER-2 positivity and TNBC survival (Figures S1A–D). Finally, we also analyzed the correlation analysis of KLRB1 with ESR1, PGR, and ERBB2, and found that there was a negative correlation with ESR1, PGR and ERBB2 (Figures S1E–G).




Figure 4 | The relationship between the expression and total survival of 5 genes in BC. (A–E) The expression of five genes is associated with the overall survival prognosis of breast cancer. (F, G) The K-M analysis of KLRB1 with DSS and PFI in breast cancer patients. (H) KLRB1 mRNA is expressed at a low level in BC tissues. (I) Evaluate the level of KLRB1 mRNA in paired BC tissues. (J) Construct a ROC curve to predict the impact of KLRB1 on the overall survival of breast cancer patients. (K–P) Investigate the expression of KLRB1 in breast cancer patients with respect to age, gender, T size, N stage, M stage, and Stage. DSS, Disease Special Survival. PFI,Progression Free Interval.




Table 1 | Baseline data sheet about KLRB1 express.






3.4 Validation and enrichment analysis of the KLRB1 model in BC

Both univariate and multivariate Cox regression analyses highlighted that KLRB1 served as an independent prognostic factor in BC (Figures 5A, B). Based on KLRB1 and clinicopathological features, a prognostic scale was developed for the prediction of the prognosis of BC (Figure 5C). The calibration curve was approximately diagonal, indicating that the prognostic scoring scale had strong predictive power for survival at 1-, 3-, and 5- years (Figure 5D). The genome showing high expression of KLRB1 exhibited notable enrichment in immune-related activities, such as cell adhesion and signaling pathways including chemokine, T cell receptor, B cell receptor, NK cell regulatory, and JAK/STAT signaling pathway (Figure 5E). The KLRB1 low expression genome was mainly enriched in metabolic and biosynthetic pathways, including unsaturated fatty acid biosynthesis, phosphatidyl inositol acyl-anchored biosynthesis, N-glycosylated biosynthesis, fructose and mannitol metabolism, and selenium amino acid metabolism (Figure 5F). In conclusion, these outcomes suggested that KLRB1 might be a potential indicator in TME.




Figure 5 | The prognostic value of KLRB1 in breast cancer. (A, B) Univariate and multivariate Cox regression analysis. (C) Nomogram predicting the probability of 1-year, 3-year, and 5-year OS for risk score and clinical characteristics. (D) Calibration curves of the nomogram for predicting of 1-, 3-, and 5-year OS in all BC patients. GO and KEGG enrichment analysis of KLRB1 associated genes. OS, overall survival. (E) The genome showing high expression of KLRB1 exhibited notable enrichment in immune-related activities. (F) The KLRB1 low expression genome was mainly enriched in metabolic and biosynthetic pathways.






3.5 KLRB1 affects the expression of immune cells in BC TME

To investigate the potential role of KLRB1 in the tumor microenvironment, a cell sorting algorithm was employed to detect the proportion of 22 immune cells present in the BC microenvironment (Figure 6C). In addition, the group with high KLRB1 expression was scored for immunity using the ESTIMATE procedure, having a considerably higher immunity score, stromal score, and ESTIMATE score (Figure 6D). In addition, the Wilcoxon-Mann Whitney test showed that T cells, B cells, CD8 T cells, Th1 cells, DC cells, and cytotoxic cells were relatively high in the high KLRB1 expression group and relatively low in the low KLRB1 expression group (Figure 6A). Expression of KLRB1 was linked positively with the abundance of innate immune cells (Figure 6B), including T cells (r = 0.843), cytotoxic cells (r = 0.801), B cells (r = 0.719), Th1 cells (r = 0.597) and DC (r = 0.695), and CD8 T cells (r = 0627) (all P< 0.001).




Figure 6 | KLRB1 affects immune cell expression in the TME in breast cancer. The relationship between KLRB1 expression and the enrichment scores of different immune-infiltrating cells (A). The abundance of immune-infiltrating cells (B). The correlation of KLRB1 with 22 immune cells in the breast cancer tumor microenvironment (TME) are investigated (C). The association between KLRB1 expression and immune scores, stromal scores, and ESTIMATE scores is examined (D). *P<0.05, **P<0.01, ***P<0.001.






3.6 KLRB1 expression associated with chemotherapy sensitivity and immunotherapy response

Specifically, patients with low expression of KLRB1 were found to be more sensitive to doxorubicin, paclitaxel, docetaxel, and 5-fluorouracil (Figures S2A–D). Currently, immunotherapy for breast cancer mainly focuses on PD-L1 and CTLA4. Interestingly, our study revealed that when both CTLA4 and PD-L1 were positive or when either CTLA4 or PD-L1 was positive, patients with low KLRB1 expression exhibited lower expression levels of both CTLA4 and PD-L1 than those who were negative for both CTLA4 and PD-L1 (Figures S2E–H).




3.7 Validation of KLRB1 in vitro assays

The qPCR experiments confirmed that KLRB1 expression was low in MCF7 and MDA-MB-231 cells (Figure 7A). Then we demonstrated that the KLRB1 protein is significantly lower than normal breast epithelial cells in breast cancer MCF7 and MDA-MB-231 cells (Figure 7B). After infection with KLRB1 lentivirus, we verified KLRB1 overexpression in MCF7 and MDA-MB-231 cells, confirming that BC cell lines stably expressing KLRB1 were constructed (Figure 7C). The MTT assay results demonstrated that the overexpressed KLRB1 significantly suppressed the proliferation and viability of both MCF7 and MDA-MB-231 cells (Figures 7D, E). The scratch assay results showed that KLRB1 could considerably inhibit the migrative capacity of MCF7 and MDA-MB-231 cells (Figures 7F, G). While the inhibition of their invasive and migrative abilities by KLRB1 was determined through Transwell assay (Figures 7H–K). Meanwhile, the EdU  assay showed that KLRB1 inhibits the DNA  replication capacity of cells (Figures 8A–C). Flow  cytometry assays showed that KLRB1 can block MCF7 cells (Figures 8D, E) and MDA-MB-231 cells  in the G1 phase (Figures 8F, G). The data suggested that KLRB1 might inhibit the proliferation of BC cells by preventing cells from dividing in the G1 cycle.




Figure 7 | KLRB1 is involved in cell proliferation and migration in breast cancer cells. (A) qPCR confirmed KLRB1 was low expression in MCF7 and MDA-MB-231 cells. (B) KLRB1 were low express in MCF7 and MDA-MB-231 cells. (C) Western Blot verifies KLRB1 overexpression. (D, E) Overexpression of KLRB1 inhibits the proliferative activity of MCF7 and MDA-MB-231 cells. (F, G) KLRB1 inhibits the migration ability of MCF7 and MDA-MB-231 cells. (H-K) KLRB1 inhibits the migration and invasion ability of both MCF7 and MDA-MB-231 cells. *P<0.05, **P<0.01, ***P<0.001.






Figure 8 | KLRB1 affects DNA replication and changes cell cycle in breast cancer cells. (A–C) KLRB1 inhibits the DNA replication ability of MCF7 and MDA-MB-231 cells. (D, E) KLRB1 blocks MCF7 cells in the G1 phase. (F, G) KLRB1 blocks MDA-MB-231 cells in the G1 phase. *P<0.05, **P<0.01.







4 Discussion

The objective of this research was to identify TME genes from the TCGA-BC database that could be used for the diagnosis and staging of TNM and prediction of OS in BC patients. The close association between KLRB1 and immune activity in TME was verified, highlighting its potential as a therapeutic target for BC patients. TMEs formed by tumors are dynamically unstable environments regulated by tumors. Their composition and function change at different stages of tumor development and are closely associated with tumor prognosis and overall disease process (21). The TME provides a favorable growth environment for tumors and promotes their malignant proliferation. However, they also interfere with the function of immune and stromal cells in the microenvironment, leading to tumor evasion of immune surveillance, promotion of metastasis, and drug tolerance (22). These findings highlight the significance of studying the interactions between tumor cells and immune cells and provide new perspectives for the development of more efficient therapeutic options. This analysis identified five immune-related genes, namely FOLR2, PEX5L, KLRB1, EPYC, and BHLHE22, that have prognostic significance.

Belonging to the soluble folate receptor family, FOLR2 is primarily expressed in the placenta, hematopoietic cells, and macrophages, where it is anchored to the extracellular surface by GPI (23). FOLR2 exhibits high expression levels in tumor-associated macrophages (TAMs) of ovarian cancer and can be selectively depleted by G5-MTXNps. In a mouse model of ovarian cancer, TAM depletion inhibited tumor growth. Furthermore, TAM depletion is linked with angiogenesis, which can overcome resistance to VEGF-A therapy when G5-MTXNps is combined with anti-VEGF-A therapy. Therefore, targeting FOLR2 in TAM could be a potential treatment for cancer patients (24). PEX5L is correlated with LINC00924 and serves as an independent predictor of peritoneal metastasis in gastric cancer. This finding indicates that targeting LINC00924/PEX5L could be a potential strategy for molecular targeted therapy (25). EPYC exhibits high expression in ovarian cancer and is significantly associated with both OS and disease-free survival (DFS) in patients with ovarian cancer (26). BHLHE2 methylation is increased considerably in healthy endometrium, endometrial hyperplasia, and type I and type II endometrial cancer, and might be a potential molecular target for predicting cervical cancer (27). In a comprehensive analysis of the entire cancer genome, the gene KLRB1 encoding CD161 showed a good clinical prognosis in breast, colorectal, prostate, melanoma, and neuroblastoma carcinomas (28–32).

The development of BC involves genetic and epigenetic changes in multiple genes. The analysis of multi-genomics (transcriptome, microbiome, epigenome, metabolome, and proteome) at different cellular levels provides new perspectives on the formation, diagnosis, and prognosis of BC. With the development of high-throughput technologies, the various mutations, methylation, copy number, and gene expression patterns have been identified for various cancer types. Copy number variation (CNV) is frequently regarded as a form of genetic variation and is involved in the pathogenesis of BC (33). BRCA1 and BRCA2 are the major BC-related genes, and women carrying BRCA1/2 mutations have a significantly increased risk of BC (34). DNA methylation is a crucial epigenetic modification that regulates gene transcription and maintains genomic stability. Altered methylation, commonly characterized by hypermethylation of proto-oncogenes and methylation of tumor suppressor genes, is critically involved in regulating gene expression in BC (35). The findings of this study suggested that aberrant KLRB1 expression might be due to a combination of copy number variants and methylation variants. Moreover, multi-omics analysis of these genes can help us better understand the molecular mechanisms linked with the development and progression of BC.

The study revealed that only KLRB1 was linked to prognosis in BC patients and had the potential to serve as a biomarker for BC. Individuals with elevated KLRB1 expression had longer survival rates compared to those with low KLRB1 expression. In stage T4 tumors, KLRB1 expression was significantly decreased, suggesting that decreased KLRB1 expression leads to the possibility of poor prognosis in patients, which is consistent with the findings of survival analysis. The above results suggest that KLRB1 expression is closely linked with clinicopathological parameters and poor prognosis. It implied the possible function of KLRB1 as a prognostic marker and therapeutic target for TME in BC. Hence, further analysis was executed to assess the link between KLRB1 expression and TME. The outcomes of GSEA highlighted that the group with over-expression of KLRB1 was mainly concentrated in the cell adhesion (36), and signaling pathways such as B cell receptor, T cell receptor (37), chemokine (38), JAK-STAT, VEGF signaling pathways, and other tumor development-associated pathways.

In this study, CIBERSORT analysis of TIC ratios in BC patients showed a positive correlation between T cells, cytotoxic cells, B cells, Th1 cells, DC cells, and CD8 T cells. The above immune effector cells are mainly responsible for cancer immunosurveillance. CD8 T cells are the primary effectors of the antitumor immune response with potent antitumor activity, and BC patients with high CD8 T cell expression generally have a more favorable prognosis (39), which is in agreement with the outcomes of the previous survival analysis. The analysis of tumor-associated macrophages, a primary component of the tumor stroma, and M2-type TAM concentrations within hypoxic tumor regions were conducted as they exhibit pro-angiogenic activity, and their levels increase with tumor progression (40). These findings align with the GSEA enrichment outcomes and provide further evidence of the validity of the conclusions of this study.

Based on these results, a link between the number of tumor immune infiltrating cells and BC survival can be demonstrated. This means maybe we can improve the prognosis of BC patients by targeting KLRB1 to eliminate the suppression of the immune microenvironment and enhance the immune response.




5 Conclusion

In conclusion, a series of bioinformatic analyses of BC samples from the TCGA database was performed, utilizing the ESTIMATE algorithm to determine genes associated with the TME. The association of KLRB1 with the tumor microenvironment of BC highlights that it can be utilized as a promising prognostic marker and therapeutic target. These findings offer a new direction for BC treatment.
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Background

Ovarian cancer is the most lethal gynaecological malignancy, and serous ovarian cancer (SOC) is one of the more important pathological subtypes. Previous studies have reported a significant association of epithelial tomesenchymal transition (EMT) with invasive metastasis and immune modulation of SOC, however, there is a lack of prognostic and immune infiltration biomarkers reported for SOC based on EMT.





Methods

Gene expression data for ovarian cancer and corresponding patient clinical data were collected from the TCGA database and the GEO database, and cell type annotation and spatial expression analysis were performed on single cell sequencing data from the GEO database. To understand the cell type distribution of EMT-related genes in SOC single-cell data and the enrichment relationships of biological pathways and tumour functions. In addition, GO functional annotation analysis and KEGG pathway enrichment analysis were performed on mRNAs predominantly expressed with EMT to predict the biological function of EMT in ovarian cancer. The major differential genes of EMT were screened to construct a prognostic risk prediction model for SOC patients. Data from 173 SOC patient samples obtained from the GSE53963 database were used to validate the prognostic risk prediction model for ovarian cancer. Here we also analysed the direct association between SOC immune infiltration and immune cell modulation and EMT risk score. and calculate drug sensitivity scores in the GDSC database.In addition, we assessed the specific relationship between GAS1 gene and SOC cell lines.





Results

Single cell transcriptome analysis in the GEO database annotated the major cell types of SOC samples, including: T cell, Myeloid, Epithelial cell, Fibroblast, Endothelial cell, and Bcell. cellchat revealed several cell type interactions that were shown to be associated with EMT-mediated SOC invasion and metastasis. A prognostic stratification model for SOC was constructed based on EMT-related differential genes, and the Kapan-Meier test showed that this biomarker had significant prognostic stratification value for several independent SOC databases. The EMT risk score has good stratification and identification properties for drug sensitivity in the GDSC database.





Conclusions

This study constructed a prognostic stratification biomarker based on EMT-related risk genes for immune infiltration mechanisms and drug sensitivity analysis studies in SOC. This lays the foundation for in-depth clinical studies on the role of EMT in immune regulation and related pathway alterations in SOC. It is also hoped to provide effective potential solutions for early diagnosis and clinical treatment of ovarian cancer.
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1 Introduction

Ovarian cancer is a prevalent gynaecological malignancy that has a deleterious effect on women’s health, accounting for approximately 3% of gynaecological malignancies worldwide. The incidence of ovarian cancer is positively correlated with the Human Development Index, and developing countries, mainly China, are at risk of increasing ovarian cancer incidence, according to GLOBOCAN 2020 (1). Global cancer statistics show that approximately 310,000 new cases of ovarian cancer occur each year, and approximately 150,000 people die from ovarian cancer (2, 3). The pathological types of ovarian cancer are also complex, with serous ovarian cancer (SOC) being one of the more important pathological subtypes. The mortality rate of SOC is also decreasing year by year with the improvement of medical treatment and the rapid progress in the development of therapeutic drugs (4–6). Despite the current improvements in the diagnosis and treatment of SOC, the 5-year survival rate of ovarian cancer patients has not improved significantly (7, 8). This shows that accelerating the research on SOC can not only improve the survival rate of ovarian cancer patients, but also reduce the disease burden caused by female malignancies and advance the development of healthcare.

Tumour invasion and metastasis is a complex process involving multiple genes and steps, with weakened adhesion and enhanced movement between tumour cells as the basis for invasion and metastasis. The potential of tumour invasion and metastasis depends on the interaction of internal environmental factors, of which epithelial-mesenchymal transition (EMT) is one of the main factors (9). EMT has also been shown to be a major cause of invasion and metastasis in epithelial ovarian cancer (10, 11). Epithelial mesenchymal transition (EMT) is a process by which epithelial cells lose their polarity and adhesion and acquire a mesenchymal phenotype. This process results in reduced adhesion and increased motility between tumour cells, involves multiple signalling pathways (12), is a necessary initial step for tumour cell invasion and metastasis, and is associated with malignant transformation and the development of metastasis, recurrence and drug resistance in a variety of malignancies, including ovarian cancer (13). In ovarian cancer, there is a small population of ‘tumour initiating cells’, characterised as mesenchymal and stem cells, which play a role in driving tumour initiation (14). The presence of TGFβ, a stimulating factor that induces EMT in ovarian follicular fluid, has been shown to inhibit PAX2, which maintains the differentiation of tubal epithelial cells, leading to the progression of intraepithelial tubal carcinoma to high-grade plasma SOC (15). It has also been shown that BRCA1 mutations induce EMT and tumourigenesis, often developing into highly invasive, poorly differentiated plasma ovarian cancer (16). Therefore, EMT plays an important role in both the pathogenesis of SOC and its development and invasion throughout the metastatic process. However, there is a lack of specific mechanisms of EMT-mediated SOC invasion and metastasis as well as single-cell descriptions of EMT-related genes in SOC. In addition, the construction of EMT-based prognostic stratification biomarkers for SOC is also important for the assessment of the efficacy of immunotherapy and the selection of therapies. Unfortunately, there is a lack of reported studies related to the above.

To address the existing and potential mechanistic evidence of EMT in the development of SOC, this paper will analyse the relationship between EMT and infiltrative metastasis of ovarian cancer in the hope of providing new ideas for the treatment of SOC. In this study, cell type annotation and spatial expression analysis of single cell sequencing data from the GEO database were performed using ovarian cancer gene expression data collected from the TCGA database and the GEO database and corresponding patient clinical data. To understand the cell type distribution of EMT-related genes in SOC single-cell data and the enrichment relationship between biological pathways and tumour function. Major differential genes for EMT were screened and a prognostic risk prediction model for SOC patients was constructed. We then used data from 173 SOC patient samples obtained from the GSE53963 database for the validation of the prognostic risk prediction model for ovarian cancer. In addition, GO functional annotation analysis and KEGG pathway enrichment analysis were performed on mRNAs predominantly expressed with EMT to predict the biological function of EMT in ovarian cancer. We also analysed the direct association of SOC immune infiltration and immune cell regulation with EMT risk scores, laying the foundation for in-depth clinical studies of EMT in SOC immune regulation and related pathway alterations. This study further explores the molecular mechanism of ovarian cancer metastasis and to provide potential markers and therapeutic targets for the diagnosis of early cancer metastasis in ovarian cancer.




2 Materials and methods



2.1 Data acquisition

Biological data refers to the measurement and collection of different kinds of genomic, transcriptomic, epigenomic, proteomic and metabolomic data of organisms by modern sequencing techniques as well as histological techniques. The main biological databases used in this paper include, gene expression databases (TCGA database, GEO database), single cell sequencing databases (GEO database) and gene enrichment analysis databases (GO database, KEGG database). The data for this study were obtained from The Cancer Genome Atlas (TCGA) database and individual clinical information data. The ovarian cancer mRNA gene data used in this paper were obtained from ovarian cancer gene expression data obtained from the TCGA database. Samples of the original RNA-Seq format ovarian cancer sequencing data were downloaded from this database with complete gene sequencing results and complete clinical information on the patients. In addition, bulk RNA-seq of 174 ovarian cancer patients from GSE53963, and single-cell scRNA-seq data of 5 high-grade SOC patients from GSE154600 were included for further analysis.




2.2 Single-cell sequencing annotation of SOC and spatial distribution profile of EMT-related markers

Single-cell transcriptome sequencing refers to the high-throughput sequencing of mRNAs after reverse transcriptional amplification at the individual cell level. By sequencing at the single cell level, single cell sequencing solves the problem of not being able to obtain information about the heterogeneity of different cells with tissue samples or having too small a sample size for routine sequencing, and provides a new direction for scientists to study the behaviour and mechanisms of individual cells. Due to cellular heterogeneity, the genetic information of cells of the same phenotype may differ significantly, and much of the low abundance information will be lost in the overall characterization. In order to compensate for the limitations of traditional high-throughput sequencing, single-cell sequencing has been developed. The basic steps of single cell sequencing: isolation of selected single cells → amplification → high throughput sequencing → data analysis using bioinformatics techniques. In this study, we accessed the NCBI GEO website: https://www.ncbi.nlm.nih.gov/geo/ to download the data. The SOC-related single cell data were searched and downloaded from the search box. First, single-cell analysis was performed on five high-grade SOC samples from the scRNA-seq data of GSE154600, downscaled to six cell populations. t-SNE’s main use is to visualise and explore high-dimensional data. It was developed and published by Laurens van der Maatens and Geoffrey Hinton in JMLR Volume 9 (2008). The main goal of t-SNE is to transform multidimensional datasets into low-dimensional datasets. Compared to other dimensionality reduction algorithms, t-SNE works best for data visualisation. If we apply t-SNE to n-dimensional data, it will intelligently map n-dimensional data to 3d or even 2d data and the relative similarity of the original data is very good. Like PCA, t-SNE is not a linear dimensionality reduction technique, it follows non-linearity, which is the main reason why it can capture the complex flow structure of high-dimensional data. The main regions of the spatial distribution of single cells from five LIHC patients are depicted, thus providing insight into the expression of the main SOC tumour cell types and their relative proportions. In addition, we present a map of the spatial distribution of single cell data from five SOC patients. to understand the individual differences in cell annotation across patients. To understand the cell types and specific functional modalities of the major EMT roles in SOC, the spatial distribution of expression in the annotated major cell types was annotated using a variety of specific markers of EMT that have been widely formalised. The main EMT markers included were: EPCAM, LUM, RAMP2, COL3A1, CD79A, CD3D, CD8A, LYZ, CD68. We also compared and analysed the percentage and distribution levels of the different cell types in single cell samples from each SOC patient.




2.3 Signal communication and biological function enrichment analysis of SOC major annotated cell types

After initial pre-processing and downscaling analysis by scRNA-seq of GSE154600, we sought to understand the interactions between different cell types and signalling guidance. This is to better understand the microscopic role of EMT in the development of SOC. The intercellular communication network (ICN) is a weighted directed graph consisting of significant ligand-receptor pairs between interacting cell groups, showing the number of detected ligand-receptor interactions between different cell groups. cellChat uses the out-degree, in degree to infer the strength of different cell groups as senders, and receivers of signals during cellular communication. To further analyse intercellular communication in a more biologically meaningful way, ligand-receptor pairs are grouped into functionally relevant signalling pathways and CellChat is able to quantify the similarity between all significant signalling pathways, grouping them according to the similarity of their cellular communication networks. Pattern recognition was used to predict coordinated responses between cells. Therefore, we performed interaction resolution of single cell data from SOC by cellchat analysis. In addition, we calculated GSVA enrichment pathway scores for six cell populations using 50 Hallmark datasets.GSVA gene set variation analysis, an analysis of microarray and RNA-seq data gene sets under parameter-free and unsupervised conditions.GSVA enables the enrichment of a gene - sample data matrix (GSVA converts a gene-sample data matrix (microarray data, FPKM, RPKM, etc.) into a gene-set-sample matrix. Based on this matrix, the enrichment of gene sets (e.g. KEGG pathway) in individual samples can be further analysed. As GSVA results in a gene-set-sample enrichment matrix, there is more freedom for downstream analysis than with other gene-set enrichment methods.

The GSEA database of EMT (Epithelial Mesenchymal Transition) pathways was scored for gene set enrichment using the AddModuleScore function of the Seruat package and divided into two groups: EMT-high level and EMT-low level. GO analysis, KEGG analysis and GSEA-GO were performed using the R package “clusterProfiler” (17)(version 4.0.5), with a false discovery rate (FDR) < 0.05 to determine significant enrichment. Gene Onto Logy (GO) is a public database built by the Gene Onto Logy Consortium, which contains annotated information on the properties of species genes and related products, with the aim of standardising annotation information on the function of biological gene products. The Kyoto Encyclopedia of Genes and Genomes (KEGG), developed by the Kanehisa Laboratory in collaboration with the Institute of Chemistry of Kyoto University, integrates information on genomes, biological pathways, chemicals and system functions from the Human Genome Project. KEGG is a systematic knowledge base that uses specific algorithms to access and collate the results of existing experiments. The database can be divided into four main modules: Systems Information, Genomic Information, Chemical Information and Health Information. The KEGG Pathway database in the Systems Information module is a standard biological pathway database that is highly recognised in the field of bioinformatics research and can be used to explain biological processes within cells in a graphical form.




2.4 Construction of prognostic biomarkers for SOC based on EMT risk genes and functional validation of the model

The original dataset of RNAseq data in HTSeq-Counts format was converted to TPM format followed by Log2 transformation. First, we pre-processed the transformed data using the R language survival package and did one-to-one one-way Cox analysis of the EMT-associated gene datasets with significant expression differences. Secondly, as the traditional Cox regression model is only applicable when the number of covariates is smaller than the number of samples, when the number of covariates is larger than the number of samples, the model parameters will be difficult to be calculated. Also, there may be a high degree of similarity in gene expression. To reduce the appearance of overfitting of the results, we took Least absolute shrinkage and selection operator (LASSO) downscaling of the EMT-related genes that regressed significantly after the one-way Cox regression to screen out the EMT-related genes that were more correlated with survival outcomes. The major genes obtained by LASSO regression were combined with their linear coefficients to form an EMT-related risk score, and the median risk score differentiated the Lowrisk and Highrisk groups to establish a Riskscore score. The Kaplan-Meier survival curve analysis was used to further analyse the survival of the EMT risk scores obtained from the LASSO regressions in relation to their corresponding clinical survival times of patients. A forest plot was used to calculate the proportion of risk for each EMT-related gene included in the model. Box plots were also used to depict the mRNA expression of EMT-associated genes in patients in the low-risk versus high-risk groups of the EMT score. In this paper, EMT-related genes obtained from screening in the Cox risk assessment model and m RNAs that were differentially expressed in ovarian cancer and normal ovarian tissues were selected and put into a co-expression network for analysis. The Pearson correlation coefficients between two different EMT genes included in the model were calculated based on the gene expression values. In addition, a mutational demonstration of the TCGA-OV cohort was performed. The mutation data were visualised by using the R package “maftools” (version 2.12.0).




2.5 Immune infiltration association analysis and drug therapy sensitivity assessment of EMT risk model

There is an increasing emphasis on immunotherapy in the field of oncology treatment, and infiltrating immune cells in the tumour microenvironment are an important cellular component and have a potential role in relation to tumour cells that may influence tumour progression and patient prognosis survival. To fully understand whether key EMT genes are associated with immune activity, this paper uses the R software GSVA (18) package to assess the expression levels of target EMT genes in relation to the infiltration of immune cells in tumour tissue. The Single Sample Gene Set Enrichment AnalysisA (ss GSEA) algorithm is based on the principle of calculating an enrichment score for a given gene set for each sample. The ss GSEA in immune infiltration uses markers specific to each type of immune cell as a gene set to calculate an enrichment score for each type of immune cell in each sample, inferring the infiltration of immune cells in each sample. the Xcell algorithm allows conversion of gene expression profiles to enrichment scores for 64 immune and stromal cell types across samples. Differences in the composition of cell types across subjects can identify cellular targets of disease and suggest novel therapeutic strategies. Therefore, we calculated immune infiltration scores using 2 methods: ssGSEA, xCell algorithm, visualised with box line plots, heat maps and scatter plots, respectively. ssGSEA calculates enrichment scores for single samples and gene set pairs to determine the degree of immune infiltration. xCell quantifies the abundance of 67 immune cells using transcriptomic data. In addition, adjusting for these variants allows detection of true gene expression differences and improves interpretation of downstream analyses.

To clarify the relationship between EMT immune infiltration and tumour immunotherapy and drug sensitivity, we further evaluated the efficacy of EMT risk scores stratified with tumour drug resistance and multiple drug therapy sensitivity phenotypes. Sensitivity scores were calculated for drugs in the GDSC database based on the R package “oncoPredict”, thus extending the clinical application of the EMT risk score.




2.6 GAS1 gene in epithelial mesenchymal transition regulates the development of SOC invasion - experimental validation at the cellular level

Firstly, we collected clinical samples of ovarian cancer by collecting 10 tumour samples and 10 paracancerous tissues. The qPCR technique was used to obtain the transcript expression of GAS1 gene in tumour tissues and normal tissues. qPCR experiments were performed in a similar way as reported in previous studies.The further ovarian cancer cell level experiments were set up as follows.



2.6.1 Cell culture and gas1 knockdown validation

SKOV3 as well as 3AO cell lines were obtained from the ATCC repository. All 2 cell lines were cultured in McCoy’s 5a medium supplemented with 10% fetal bovine serum (FBS). (GIBCO, Thermo Fisher, Carlsbad, CA) and 1% antibiotic-antimycotic (#15240062, Thermo Fisher). All cell lines were stored in a humidified incubator at 37°C containing 5% CO2. GAS1 stable knockdown clones of both cell lines were obtained by using Mission shRNA (knockdown [KD]1: TRCN0000084044, KD2: TRCN0000294078, Sigma). MISSION(R) pLKO.1-puro empty vector (SHC001, Sigma) was used as shRNA control (Ctl). For lentivirus generation, HEK293T cells were transfected with 4.05 µg of target plasmid, 0.45 µg of pCMV-VSV-G (#8584, Addgene) and 3.5 µg of pCMV delta R8.2 (#12263, Addgene) using Lipofectamine 2000 (Invitrogen) for 24 hours. Cells were incubated with virus-containing supernatant and 8 ug/mL of polyethylene glycol for 24 hours. Purimycin was screened for 2 weeks. For tail vein injection, GAS1 shCtl or knockout SKOV3 as well as 3AO cells were stably transduced with a lentiviral vector. Transduction was performed with a lentiviral vector carrying red fluorescent protein (RFP), followed by fluorescence-activated cell sorting (FACSAria II, BD Biosciences, San Jose, CA) and expanded in vitro. WB experiments were performed to analyse the transcriptional expression of GAS1 in control, SI-control, and SI-GAS1 groups.




2.6.2 CCK-8 test

Logarithmic growth stage cells were taken, digested with 0.25% trypsin, centrifuged, diluted into single cell suspensions with complete medium containing 10% fetal bovine serum, inoculated into 96-well plates, adjusted to 8 000 cells/well, incubated at 37 °C in a 5% CO2 incubator, and 20 μL of CCK8 solution was added to each well at 24 h, 48 h, 72 h and 96 h. After 2 h, the absorbance (A) value at 450 nm was measured by enzyme marker. The absorbance (A) values at 450 nm were measured on an enzyme marker after 2 h.




2.6.3 Colony formation assay

To assess colony formation, 100 shCtl or GAS1 knockdown cells were plated in triplicate on 6-well plates. 15 days later, cells were fixed in methanol for 2 min and stained with 0.2% (W/V) crystal violet for 30 min. Colonies were counted using GelCount™ (Oxford Optoronix, Abingdon, UK) and the values were normalised to the control.




2.6.4 Transwell experiment

Matrix gel was used to spread the plates, cell suspensions were made, walled cells were digested using trypsin, washed with PBS and then inoculated cells were resuspended in serum-free medium, the cell suspensions were added to Transwell chambers, incubated for 24 h and fixed, and finally stained and counted. Control, SI-control and SI-GAS1 invasion were analysed.





2.7 Statistical analysis

Statistical analysis was performed using R tools and GraphPad Prism8. Data were expressed as mean ± SD (standard deviation) from 3 independent measurements. Each experiment was repeated 3 times, and the P < 0.05 means statistically significant.





3 Results



3.1 Annotated analysis and downscaling clustering of single cell samples from GSE154600

First, we performed cell type annotation analysis and downlink clustering on four single-cell samples from the GSE154600 database. Major cell clustering and downlinked expression analysis were performed using the t-sne method. First, we performed a generalized analysis of the major cell types in the obtained SOC single-cell samples and color differentiated them according to the differences in the obtained cell types. Six main cell clusters were identified and labeled in the samples, and the major cell clusters were labeled in the form of (Figure 1A):T cell, Myeloid, Fibroblast, Epithelial Cell, Endothelial cell, and B cell. there were some differences in the expression distribution and content percentage of each cell cluster, but all of them had significant expression in the SOC single-cell The expression distribution and content of each cell group differed somewhat, but all of them were significantly expressed in the SOC single cell samples. T cells, Fibroblast and Myeloid were the main cells expressed in SOC, except for Endothelial and B cells, which were relatively less expressed. Further, we spatially annotated the respective spatial distribution as well as cell expression correlations of the four samples (Figure 1B). The results showed that Epithelial, Myeloid as well as T cells were predominantly expressed in case 1, Fibroblast and T cells were predominantly present in case 2, Epithelial and T cells were the predominantly expressed cells in patient 3, and the predominantly expressed cells in patient 4 were proximal to those in patient 3. EMT-specific markers that have been widely formalized annotate the spatial distribution of expression in the annotated SOC cell types. The main EMT markers included: EPCAM, LUM, RAMP2, COL3A1, CD79A, CD3D, CD8A, LYZ, CD68 (Figure 1C). expression of EPCAM overlaps with Epithelial cell enrichment, LUM is mainly located in patient 2 and Fibroblast, T cell expression regions, RAMP COL3A1 was present in a variety of cell types, including Fibroblast, T cells, etc. CD79A was present in SOC samples as a marker for B cells. CD3C, CD8A were expressed in the T cell region. CD68 were mainly associated with Meloid distribution. In Figure S1A, we performed a histogram analysis of the percentage of major cell types for the four SOC samples. For sample 1, T cells, Myeloid, and Epithelial were the predominant cell types. Myeloid expression was lacking in sample 2, and the relative expression was similar in samples 3 and 4, with Epithelial, and T cells occupying a larger expression.




Figure 1 | Annotated analysis and descending clusters of single cell samples from GSE154600. (A) scRNA-seq analysis of 4 soc samples from GSE154600, t-sne revealed cell clustering including Hepatocyte, T cell, Myeloid, Fibroblast, Epithelial Cell, Endothelial cell, and B cell; (B) Single cell sequencing Annotated maps of spatial distribution were obtained for four SOC patients; (C) Annotated maps of the spatial distribution of expression in annotated SOC cell types by widely formalized EMT-specific markers. The main EMT markers included were: EPCAM, LUM, RAMP2, COL3A1, CD79A, CD3D, CD8A, LYZ, CD68 (blue-green represents high expression, white represents low expression).






3.2 Signaling communication and pathway enrichment analysis of major annotated cell types of EMT-related SOC

The above study gave us a preliminary understanding of the major cell types and annotation of SOC single cell samples, with immune cells occupying the major cell expression and functional distribution weights. Therefore, we further describe the SOC tumor pathways and biological functions associated with the analysis of EMT expression. Fibroblast is the most active and interacting cell type in SOC samples, and its signals are mainly directed to Myeloid and Endothelial cells. The communication from Endothelial cells was mainly focused on Myeloid, while less signals from B cells occurred in Epithelial. Further, GSVA scoring was used to reveal the correlation between the expression of different cell types and the main tumor pathways (Figures S1C, D). T cells positively correlated with ALLOGRAFT-REJECTION expression, and Fibroblast was mainly enriched in Epithelial mesenchymal transition. Myeloid is positively co-expressed with multiple functional pathways, including E2F_TARGETS, inflammatory response and fatty acid metabolism. B cells were mainly enriched in Epithelial mesenchymal transition. This shows a significant correlation between the differential expression of EMT in different cell types further demonstrating the relationship between the enrichment of tumor functional pathways.

To understand the spatial distribution of expression of different SOC annotated cell types, we also used the AddModuleScore function of the Seruat package to score the gene set enrichment of the EMT pathway in the GSEA database into two groups, EMT-high level and EMT-low level. Spatial annotation was seen (Figure 2A), Fibroblast was mainly EMT-high level, T cell was mainly EMT-low level group, and other cells were a mixture of the 2 groups. It is speculated that this may be related to the role of different cell types in the EMT process of SOC. Fibroblasts are the main function-playing role of EMT, while T cells are involved in the anti-fibrotic process and tumor immune response, and thus have lower expression of related genes. In addition, we analyzed the EMT gene expression in four SOC patients using a hierarchical bar graph (Figure 2B). Patient 1 and patient 2 were predominantly EMT-high, while patient 3 and patient 4 had predominant EMT-Low occupant expression.




Figure 2 | Expression annotation and biological pathway enrichment analysis of EMT-related genes. (A) Single-cell spatial distribution maps of EMT signature-high and EMT signature-low groups obtained from gene set enrichment scoring; (B) Percentage of EMT-high and EMT-Low expression in four SOC single-cell data samples; (C) GO analysis depicting the major enrichment pathways mediating tumor infiltration by the major acting cell types in LIHC and (D) Depiction of extracellular matrix network analysis; (E) Histogram of KEGG analysis showing the enrichment of tumour pathways associated with high EMT expression.



Based on this, the main functional pathways and biological mechanisms by which EMT plays a role in SOC are the next major thing we urgently need to understand, so we performed KEGG analysis and GO analysis on this basis. GO analysis revealed (Figure 2C) that the differential genes of ECM were mainly enriched in external encapsulating structure organization, extracellular structure organization, extracellular matrix organizatio, positive regulation of cell adhesion, wound healing; cell components are mainly enriched in collagen-containing, cell-substrate junction, focal adhesio, endoplasmic reticulum lumen, ribosome; molecular functional enrichment is expressed in structural constituent of ribosomal In addition, in Figure 2D, we also performed the analysis of extracellular matrix components and related gene expression. KEGG analysis further demonstrated the main relevant functions and enrichment pathways of EMT in SOC development. The main components include Ribosome,Focal adhesion,Phagosome,Proteoglycans in cancer,Fluid shear stress and atherosclerosis.




3.3 Construction of SOC prognostic biomarkers for EMT genetic risk model and functional assessment

Through the previous studies on signaling communication and tumor pathway networks, we found that the major gene types of EMT may be closely associated with the development of SOC and invasive metastasis. Considering that there is a lack of EMT-related prognostic risk markers for SOC, we further analyzed the prognostic value of ECM-related genes for SOC. Key risk genes for the major differential genes of ECM were searched and prognostic models were composed. Using the TCGA-OV cohort as the training group, the cohort selected 7 genes of prognostic significance from 22 genes according to Lasso regression and constructed prognostic models. Multi-factorial Cox regression and LASSO analysis were performed on 50 prognosis-related EMT risk genes (Figures 3A, B), and 7 EMT risk genes with significant correlation with prognosis of ovarian cancer patients were obtained (P < 0.01), which constituted a prognostic prediction model for ovarian cancer. Meanwhile, the Risk Score (RS) of each patient was calculated in this paper. Then, patients were divided into high-risk and low-risk groups according to the median of risk score, and the forest plot of risk score and risk genes was drawn (Figure 3C). Among them, SEINC2, GAS1 and EMP1 were significantly positively expressed genes, while several other risk genes were mainly negatively expressed. The formula was: risk score = SERINC2*0.08956304 - CXCR4 *0.109059452 + GAS1*0.15692187+ EMP1*0.13645030 - IFI27*0.04696752 - CD48*0.05994817 - LYAR*0.16842919. Figure 3D shows that both in the training group of TCGA-OV and in the independent validation group of 173 ovarian cancer patients in GSE53963. The grouping curves based on EMT risk marker expression demonstrated significant prognostic stratification and survival predictive power. In addition, we analyzed the expression of seven EMT risk genes individually, in the EMT-High and EMT-Low groups. All seven expressed genes possessed significant differences between the two groups (Figure 3E). In addition, we examined the influence of the above model genes on the clinical prognosis of ovarian cancer, and found that the expressions of SERINC2, GAS1 and EMP1 were negatively correlated with clinical outcome, while the expressions of LYAR, IFI27, CXCR4 and CD48 were positively correlated with clinical outcome (Figure S2). Using Spearman correlation analysis, we described the correlation between EMT risk score and the expression of multiple tumor pathways and immune factors (Figure 3F). CXCL10, LAG3, CCL5, IFNG, CD274, and CD40 showed a significant negative correlation with EMT score expression.CD276, TNFSF4, CX3CL1, TNFSF9, and TGFB1, on the other hand, showed a significant positive correlation with the expression of EMT risk genes.




Figure 3 | SOC survival model construction and functional validation of prognostic stratification for EMT risk markers. (A) Feature screening process curves from LASSO regression; (B) LASSO regression reveals feature screening of SOC risk model; (C) Forest plot demonstrating major EMT risk genes; (D) Prognostic value of EMT survival biomarkers assessed by survival curve Kaplan-Meier analysis in TCGA-OV training group and GEO validation; (E) Seven major EMT risk genes with EMT-HIGH and EMT-LOW expression box line plots; (F) Spearman expression correlation plots reveal the correlation between the expression of immune factors and EMT risk genes.



In addition, we analyzed clinical indicators and risk scores by multifactorial COX regression and established an integrated model based on EMT. to meet the practical decision-making needs of clinical visibility and multifactorial integrated analysis. The final model consisting of Stage, age, and Riskscore was finally screened by COX analysis and incorporated, as shown in Figure 4A. Figure 4B shows the main expression correlations of the 7 EMT risk genes. positive correlation of SERINC2, EMP1 expression is strong. high correlation of CXCR4, IF127, LYAR expression. gas1 is mainly correlated with EMP1 and CD48. We also analyzed the main locations of the major genes in the EMT markers on human chromosomes (Figure 4C). SERINC2 and CD48 were located on chromosome 1, CXCR4 on chromosome 2, LYAR on chromosome 4, RAC1 on chromosome 7, and GAS1 on chromosome 9.EMP1 and IF127 were located on chromosomes 12 and 14, respectively. In addition, we also describe the mutations in the chromosomes of EMT-related genes in Figures 4D, E. Missense mutations and NONSENSE mutations are the major mutation forms. And the main mutated genes were TP53 and TTN.




Figure 4 | In-depth profiling and mutation analysis of EMT risk biomarkers. (A) Prognostic prediction exhibition of SOC risk markers consisting of age, Stage, and EMT Riskscore; (B) Correlation heat map demonstrating the expression correlation of seven EMT risk genes; (C) Chromosome distribution map revealing the chromosomal expression locations of seven EMT genes; (D) Chromosomal mutations and gene mutations depicted; (E) Base pair mutations and box line plot of mutation probabilities. *p < 0.05, **p < 0.01, ***p < 0.001.






3.4 Association assessment of SOC immune infiltration with EMT model expression

The results of gene pathway enrichment and immunological analyses initially indicated that the regulatory role of EMT in SOC showed significant correlation mainly with immune pathway-related expression. Therefore, deeper immune infiltration analysis was used to characterize the impact of EMT-related risk genes in SOC in association with immune infiltration and regulation of immune cell expression. We chose the ssGSEA, xCell algorithm to calculate the immune infiltration score and visualize it in multiple forms. First of all, in the immune cell enrichment score calculated by ssGSEA we found (Figure 5A). Eosinophil, Mast cells, NK cells, T follicular helper cells, and Th1 possessed significant expression in the EMT high risk group. In Figure 5B, we calculated the correlation between the distribution of multiple tumor immune cells and found that the tumor distribution of multiple immune cells possessed significant specificity-related characteristics. To describe the direct association of EMT with tumor immune infiltration, we calculated and depicted the correlation between EMT risk score and immune cell expression by linear correlation scatter plots (Figures 5C, D). The results showed that activated CD4 T cells, activated CD8 T cells possessed a significant negative linear correlation with EMT risk score. eosinophil, Immature dendritic cells, Mast Cell, macrophages, NK cells and NK T cells showed a positive correlation with risk score expression. In Figures S3A, S3B, we also depicted the gene mutations in the high-risk and low-risk groups by chromosome analysis. TP53, TTN, and CSMD3 were the major mutation types in both the high- and low-risk EMT groups. XCell method further demonstrated the expression correlation between EMT risk grouping and tumor immune infiltration (Figures S3C, S3D).




Figure 5 | ssGSEA immuno-infiltration analysis of the EMT risk gene model. (A) Box line plot of ssGSEA revealing the differential box line plot of expression of major immune cells and immune pathways in the low and high risk groups for EMT; (B) Correlation heat map revealing the correlation of expression of major immune cells; (C) Scatter plot of linear correlation of expression of several major immune cells with EMT risk score; (D) Scatter plot of linear correlation of expression of several additional major immune cells with EMT risk model. *p < 0.05, **p < 0.01, ***p < 0.001.



In addition, to understand the correlation between the expression of EMT risk genes and the efficacy of tumor immunotherapy therapies, we also calculated sensitivity scores for the drugs in the GDSC database based on the R package “oncoPredict”. Figure 6A shows the correlation between EMT risk genes and the sensitivity of various immunotherapeutic drugs. In Figures 6B, C, we further clarify the correlation between the expression of EMT risk genes and treatment sensitivity, TAF1_5496_1732, and ML323_1629 all had higher treatment sensitivity scores in the high-risk group than in patients in the low-risk group for EMT. AGl-6780_1634, I-BRD9_1928, Pevonedistat_1529, and OF-1_1853 also had better treatment outcomes in the high-risk group for EMT.




Figure 6 | Expression correlation assessment of tumor treatment sensitivity and EMT risk score. (A) Correlation heat map demonstrating the therapeutic sensitivity of seven EMT risk genes with multiple chemotherapeutic agents; (B) Box plots of therapeutic sensitivity of Buparlisib_1873, Sorafenib_1085, TAF1_5496_1732, ML323_1629 in EMT-HIGH and EMT-LOW; (C) AGl-6780_ 1634, I-BRD9_1928, Pevonedistat_1529, OF-1_1853 box-line plots of treatment sensitivity in EMT-HIGH and EMT-LOW. *p < 0.05, **p < 0.01, ***p < 0.001.






3.5 GAS1 in epithelial mesenchymal transition regulates the development of SOC invasion - experimental validation at the cellular level

For the obtained tissue samples from ovarian cancer and paracancer, qPCR showed that GAS1 was significantly highly expressed in the tumour samples, with significant differences in GAS1 transcript expression between the two groups (Figure 7A). This firmly established the need for subsequent cellular experiments to clarify the specific effects of GAS1 on the regulation of invasion and metastasis in ovarian cancer cells.




Figure 7 | SOC validation of GAS1 gene regulation in epithelial mesenchymal transition at the cellular level. (A). qPCR analysis of GAS1 expression histograms in 10 pairs of SOC tumor and paracancer samples; (B) WB bands demonstrating GAS1 gene expression in control, SI-control, and SI-GAS1; (C) Bar and bar graphs quantifying GAS1 gene expression in control, SI-control, and SI-GAS1; (D) CCK8 experiments revealed cell survival of two SOC cell lines in culture for 24h, 48h, 72h and 96h in control, SI-control and SI-GAS1; (E) Colony formation in control, SI-control, and SI-GAS1 demonstrated; (F) Control, SI-control, and SI- Colony formation histogram analysis of GAS1; (G) Transwell invasion assay comparing the effects of control, SI-control, and SI-GAS1 in two SOC cell lines; (H) Histogram analysis of Transwell assay for control, SI-control, and SI-GAS1. *p < 0.05, **p < 0.01, ***p < 0.001.



Subsequent cellular experiments were then carried out. We first verified the successful knockdown of the GAS1 gene in the strips by WB experiments. WB strips and WB quantitative analysis (Figures 7B, C) showed that GAS1 expression was significantly reduced in the SI-GAS1 group compared to the control and SI-control. On this basis, we assessed the effect of GAS1 gene affecting the proliferation of ovarian cancer cell lines by colony assay. Figure 7D shows the results of the CCK-8 experiments at different time periods for the cell survival rates of the two ovarian cancer cell lines. Contrast control, SI-control. The survival rate of ovarian cancer cells in the SI-GAS1 group decreased significantly as the culture time increased. Especially after 96h of culture, which suggests that GAS1 is a key gene for ovarian cancer cells to maintain viability. Figure 7E shows that pancreatic cancer cell colony formation was significantly reduced in the SI-GAS1 group. This suggests that genes associated with epithelial mesenchymal transition can regulate SOC aggregation and chemotaxis. Similarly, we also clarified this differential expression relationship using bar graphs (Figure 7F). Transwell assays showed that knockdown of the GAS1 gene significantly inhibited the proliferation, invasion and migration of ovarian cancer cells (Figures 7G, H). This suggests that epithelial mesenchymal transition and its associated genes profoundly influence the development of ovarian cancer. The flow chart of analyses was showed in Figure 8.




Figure 8 | Flow chart showing the methodology of the study.







4 Discussions

Ovarian cancer has the highest mortality rate among all gynecologic malignancies and is on the rise. GLOBOCAN 2020 (19) showed 313,959 new cases of ovarian cancer and 207,252 new deaths worldwide in 2020, with 5-year survival rates below 40% (20) and mortality rates as high as 60%. Despite great progress in surgery and drug therapy, complete/partial remission is difficult to maintain in ovarian cancer patients, and exploring reliable biomarkers and precise molecular mechanisms is crucial for early diagnosis, treatment and prognosis of OC. In recent years, rapid advances in bioinformatics have enabled gene microarrays and sequencing data to provide a convenient and comprehensive platform for exploring general genetic alterations in tumors, identifying DEGs, and elucidating their molecular mechanisms for diagnosis, treatment, and prognosis (21, 22). Wu et al (23) found that Sialyltransferase ST3GAL1 promotes cell migration, invasion and TGF-β1-induced EMT, and confers ovarian cancer with paclitaxel resistance. Xu et al (24) revealed the four-EMT gene model used to predict the outcome of patients with HGSOC, the ability of mCAF to enhance the invasion of ovarian cancer cells, and the potential therapeutic value of anti-Tigit therapy through the transcriptome results of single cell sequencing analysis. Currently, biomarkers are not sufficiently studied by investigators and the results of DEGs are inconsistent; therefore, reanalysis of relevant database data may provide new ideas for current therapeutic studies in OC (25) to address the issues of prognosis, drug resistance, and recurrence of ovarian cancer. In this study, based on previous studies on the role of epithelial mesenchymal transition in SOC, EMT risk genes were identified and their spatial distribution was depicted by single-cell sequencing analysis. The main associations between EMT risk genes and tumor immunity were described by KEGG analysis and GO analysis. Meanwhile, the main functional role of EMT in SOC development was clarified by immune infiltration analysis and prognostic model construction. This lays the foundation for future construction of EMT-related risk markers and the study of their functional characteristics in the immune infiltration and pathway regulation of SOC.

Clinical work has revealed a high degree of heterogeneity in the growth, invasive metastasis, chemoresistance and other behaviors of ovarian cancer, suggesting that ovarian cancer is not a single disease but a group of diseases with different molecular phenotypes, pathogenesis and prognosis.In 2004, American pathologists proposed the doctrine of ovarian cancer dichotomy (26), which divided ovarian cancer into type I and type II ovarian cancer, followed by successive studies that found that the fallopian tube Subsequently, successive studies found the existence of lesions and precancerous lesions similar to high-grade plasmacytoma in the mucosa of the fallopian tubes, and therefore proposed the theory of tubal origin (27). Once the intraepithelial carcinoma of the fallopian tube is formed, the cells detach from the cilia to reach the ovarian surface and then form an invasive carcinoma. Migration of intraepithelial carcinoma cells from the fallopian tube to the ovary is a very important step in ovarian carcinogenesis. It has been shown that growth factors and hormones secreted by the ovary (28), such as TGFβ and activator A, have a role in inducing the migration of cancer cells to the ovarian surface. Activin A, which is released from the TGFβ superfamily in the follicular fluid during ovulation, can induce EMT and promote the migration of tubal epithelial cells and high-grade plasmacytoid ovarian cancer cells by activating PI3K/AKT and MEK/ERK pathways (29). In junctional plasmacytoid ovarian tumor cells, downregulation of p53 was found to promote the aggressiveness of junctional tumors by downregulating E-cadherin expression through the PI3K/AKT pathway (30). The main biological functions of EMT process in malignant tumors are to enhance cell motility and cellular drug resistance, and EMT has important research value in the development, clinical diagnosis and treatment of ovarian cancer. We hope to provide new reliable and specific therapeutic targets for ovarian cancer in the near future through in-depth study of EMT and key molecular nodes in the EMT-driven process. This also suggests the important role of constructing EMT-related risk markers for studying ovarian carcinogenesis and development.

The present study has several advantages and limitations. First, this paper is based on a multi-omics (single-cell sequencing data +Bulk sequencing data) model. No such systematic analysis has been conducted to explore the effect of EMT signaling pathway on ovarian cancer. while the prognostic model was constructed and validated using retrospective data from public databases, and more prospective data are needed to validate its clinical utility. Second, this study only included EMT-related models for prognostic modeling, which is difficult to avoid confounding factors, as there are many mutated prognostic genes in ovarian cancer that may be excluded. Further experiments will be conducted in the future to verify the relationship between EMT-related genes and tumor immunity.

Overall, this study constructed an EMT-based risk marker for SOC survival prediction and investigated its main functional characteristics and the exact association between it and tumor immune infiltration. In-depth study of the molecular mechanism of EMT can help to understand ovarian cancer more deeply. Enriching the mechanistic network of EMT in epithelial ovarian cancer will potentially identify potential therapeutic targets for the invasive and metastatic properties of epithelial ovarian cancer, which will help us create new drug targets and intervene in ovarian cancer and provide a more reliable basis for effective treatment of SOC.
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Objective

Diabetic kidney disease (DKD) has been reported as a main microvascular complication of diabetes mellitus. Although renal biopsy is capable of distinguishing DKD from Non Diabetic kidney disease(NDKD), no gold standard has been validated to assess the development of DKD.This study aimed to build an auxiliary diagnosis model for type 2 Diabetic kidney disease (T2DKD) based on machine learning algorithms.





Methods

Clinical data on 3624 individuals with type 2 diabetes (T2DM) was gathered from January 1, 2019 to December 31, 2019 using a multi-center retrospective database. The data fell into a training set and a validation set at random at a ratio of 8:2. To identify critical clinical variables, the absolute shrinkage and selection operator with the lowest number was employed. Fifteen machine learning models were built to support the diagnosis of T2DKD, and the optimal model was selected in accordance with the area under the receiver operating characteristic curve (AUC) and accuracy. The model was improved with the use of Bayesian Optimization methods. The Shapley Additive explanations (SHAP) approach was used to illustrate prediction findings.





Results

DKD was diagnosed in 1856 (51.2 percent) of the 3624 individuals within the final cohort. As revealed by the SHAP findings, the Categorical Boosting (CatBoost) model achieved the optimal performance 1in the prediction of the risk of T2DKD, with an AUC of 0.86 based on the top 38 characteristics. The SHAP findings suggested that a simplified CatBoost model with an AUC of 0.84 was built in accordance with the top 12 characteristics. The more basic model features consisted of systolic blood pressure (SBP), creatinine (CREA), length of stay (LOS), thrombin time (TT), Age, prothrombin time (PT), platelet large cell ratio (P-LCR), albumin (ALB), glucose (GLU), fibrinogen (FIB-C), red blood cell distribution width-standard deviation (RDW-SD), as well as hemoglobin A1C(HbA1C).





Conclusion

A machine learning-based model for the prediction of the risk of developing T2DKD was built, and its effectiveness was verified. The CatBoost model can contribute to the diagnosis of T2DKD. Clinicians could gain more insights into the outcomes if the ML model is made interpretable.





Keywords: type 2 diabetes mellitus, diabetic kidney disease, machine learning, prediction, CatBoost model





Introduction

Diabetes mellitus refers to a chronic epidemic metabolic disease with high blood glucose. The latest statistics from the International Diabetes Federation (IDF) suggested that approximately 463 million adults (aged 20-79 years) worldwide would have diabetes by 2019; the number of people with diabetes was estimated to reach 700 million by 2045 (1). Complications of diabetes have been found as the leading cause of death in diabetic patients (2), with 76.4% of diabetic patients reporting at least one complication (3). Diabetic kidney disease (DKD) has been reported as a main microvascular complication of diabetes mellitus, which is characterized by high prevalence, mortality, and treatment costs, but low awareness and poor prevention and treatment rates (4). In China, nearly 20-40% of diabetic patients suffer from DKD, while the awareness rate of DKD is lower than 20%, and the treatment rate is even lower than 50% (5).

The typical progression of DKD refers to an initial increase in urinary albumin excretion (called microalbuminuria), which is accompanied with progression to massive albuminuria and subsequent rapid decline in renal function. As a result, proteinuria has been considered the initial pathway for the progression of declining renal function from the traditional perspective (6). However, the above theory has been challenged since numerous patients with proteinuria have been found to return to normal albumin excretion rates either spontaneously or based on the integrated risk management with DKD (7–11). On that basis, the effectiveness of microalbuminuria as a traditional marker of DKD and the optimal opportunity for intervention are challenged since DKD is generally insidious during onset (12). Although renal biopsy is capable of distinguishing DKD from Diabetic kidney disease (NDKD), no gold standard has been validated to assess the development of DKD. Although increased screening frequency can avoid delayed diagnoses, this is not uniformly implemented. Furthermore, the prevention, early diagnosis and treatment of DKD take on a critical significance in reducing the incidence of cardiovascular events in diabetic patients and improving their survival and quality of life. Accordingly, there is an urgent need for a simple and convenient clinical tool to assess DKD in daily clinical practice.

Developing a risk scoring system based on simple predictors, i.e., clinical data, is considered a vital for monitoring and diagnosing DKD. Machine learning algorithm (ML) show significant advantages in processing a considerable number of data with high-dimensional properties and numerous cases. It is extensively employed for disease prediction (13). Machine learning algorithms can efficiently predict the DKD (14–17). Identification of risk factors for the progression of DKD to ESRD is expected to improve the prognosis by early detection and appropriate intervention (18). Most studies on predictive models for DKD have adopted a single classifier for statistical analysis, and most of them achieved small sample sizes. Under excessive samples and variables, the models will be prone to underfitting or overfitting, and the performance and efficiency could be enhanced. Most of the prediction models developed by foreign researchers apply to the white population, and they are likely to be less applicable to the Asian population (19, 20). Thus, it is of clinical significance in developing ancillary diagnostic models for DKD with the use of ML. However, few large-scale studies have investigated the use of machine learning analysis of clinical characteristics to predict DKD in the Chinese population. A retrospective cohort study was conducted, which involved the collection of clinical parameters and the application of machine learning models to differentiate between DKD and NDKD.





Materials and methods




Study population

The data originated from Chongqing Medical University’s Medical Data Intelligence Platform(Yidu-Cloud (Beijing) Technology Co, Ltd, China), which consisted of the data from seven institutions and over 40 million electronic medical records (during 1 January 2010 to 31 May 2020) (21–23). Only the information from the first hospitalization was applied in the event of subsequent hospitalizations. Xiaozhu Liu (Account Number: cy2014223346)and Minjie Duan (Account Number: MI2020111943) were permitted to access data directly on the platform system where all information is anonymous and has a unique identifying code to preserve privacy, while an informed consent from the patient is unnecessary. The local institutional ethics committee gave us their authorization.The inclusion and exclusion criteria below were employed for screening:

Inclusion criteria: (1) hospitalization for T2DM or T2DKD; (2) following the WHO 1999 diagnostic criteria for diabetes mellitus; (3) age >18 years; following the diagnostic criteria of the KDOQI US commentary on the 2012 KDIGO clinical practice guideline for Chronic kidney disease (24).

Exclusion criteria: (1) combination of other possible complications such as urinary tract infection, malignancy; (2) immune diseases (e.g., systemic lupus erythematosus and vasculitis); (3) Other endocrine diseases; (4) type 1 diabetes, gestational diabetes and other diabetes with unclear classification; (5) hospitalization days <1; (6) discharge against medical advice; (7) patients lost to follow-up or death during index hospitalization; and (8) patients with >25% of data missing.

In accordance with the inclusion and exclusion criteria, 3624 patients with T2DM were recruited, which consisted of 1856 patients with T2DKD (Figure 1). In this study, DKD was defined in accordance with the National Health Insurance Administration’s definition of catastrophic illness ICD-9 and ICD-10 codes for DKD.




Figure 1 | The flowchart of the study.



The definition of CKD in the 2012 KDIGO clinical practice guideline was adopted (24, 25).





Data collection and data preprocessing

The latest literature on DKD was reviewed and combined with clinical experience to acquire relevant clinical data and laboratory characteristics (25–28). 53 clinical characteristics with missing values ≤ 25% were covered. Since most models cannot analyze data with missing values, Multivariate Imputation by Chained Equations (MICE) algorithm was used for data filling.

Baseline data were compared in patients with DKD and T2DKD from the first examination and test results after admission (Table S1)





Model development and performance evaluation

The data set was randomly assigned to a training set (80%) and a validation set (20%) based on stratified random sampling. Our models were developed using the training set, and their performance was assessed using the validation set. The least absolute shrinkage and selection operator (LASSO) was employed for selecting the risk predictors to eliminate unnecessary and redundant information and increase the model’s discriminative capacity. Finally, non-zero regression coefficient variables were selected to build the prediction models.

To select the prospective algorithms for our prediction models, we first analyzed the performance of 15 machine learning algorithms without hyper-parameters tuning. After that, an algorithm with the optimal performance was selected in accordance with the model’s accuracy and the area under the receiver operating characteristic curve (AUC). PyCaret (version 2.3.3), an open source, low-code machine learning library in Python, was employed to perform the screening procedure. Second, the Bayesian Optimization approach with 10-fold cross validation was adopted for adjusting a prediction model based on the training set to find the ideal hyper-parameter configuration. The above algorithm is an efficient constrained global optimization tool, which was performed based on the functions of the bayes_opt Python package (version 1.2.0). AUC, accuracy and sensitivity were obtained to assess the models performance based on the independent validation set.

To reduce the black-box nature of machine learning and to allow clinicians to understand the results of the provided model, SHapley Additive exPlanations (SHAP) was adopted to interpret the model with the use of SHAP python package (version 0.39.0). The significance of input features was obtained with the use of a game-theoretic algorithm based on the independent validation set. It is noteworthy that all 38 variables would not always be available in clinical practice. Accordingly, the top 12 were taken from SHAP summary plots to build the simpler model, and the discriminative power was compared between the full model and simpler models.





Statistical analysis

For baseline comparison of data sets, categorical variables were denoted as percentages, and Chi-square test or Fisher’s exact test was performed for comparison between groups. Continuous variables were examined for normality using Kolmogorov-Smirnov test, and measures following normal distribution were denoted as mean ± standard deviation, and Student’s t-test was used for comparison between groups, and measures not following normal distribution were denoted as median (interquartile range), and Mann-Whitney U rank sum test was performed for comparison between groups. R (version 4.0.2) was adopted for statistical analysis. A two-sided P < 0.05 was considered to achieve statistical significance.






Results




Patient characteristics

The data were assigned to a training set and a validation set at 8:2. The training set consisted of 2899 cases, including 1485 cases of T2DKD (51.2%) and 1414 cases of T2DM (48.8%); the validation set consisted of 725 cases, including 371 cases of T2DKD (51.2%) and 354 cases of T2DM (48.8%) (see Table S2 for details).





Feature selection

Least absolute shrinkage and selection operator(LASSO) was employed to select the most significant features, so as to classify individuals diagnosed DKD. All features (a total of 53 variables) were included in the LASSO regression analysis and narrowed down to 38 features with non-zero β coefficients in the LASSO regression model. The above features were Sex, Smoke, Drink history, Age, length of stay (LOS), Systolic blood pressure (SBP), diastolic blood pressure (DBP), total protein (TP), albumin (ALB), gamma glutamyltransferase (GGT), alanine aminotransferase (ALT), alkaline phosphatase (ALP), total cholesterol (TC), triglyceride (TG), high-density lipoprotein cholesterol (HDL-C), phosphorus (P), glucose (GLU), apolipoprotein A1 (ApoA1), Hemoglobin A1C (HbA1C), creatinine (CREA), urea, uric acid (UA), fibrinogen (FIB-C), platelet count (PLT), prothrombin time (PT), thrombin time (TT), monocyte percentage (Mon%), basophil count (Bas), eosinophil count (Eos), neutrophil count (Neu), platelet large cell ratio (P-LCR), mean corpuscular volume (MCV), mean corpuscular hemoglobin concentration (MCHC), lymphocyte count (Lym), red blood cell distribution width-standard deviation (RDW-SD), hematocrit (HCT), platelet distribution width (PDW), mean platelet volume (MPV) (Figure 2A).




Figure 2 | The SHAP summary plots for the  CatBoost model. (A) depicts the most 38 effective characteristics on prediction (ranked from showing the highest to lowest importance). (B) depicts the distribution of the effects of 38 characteristics on the output of the model. (C) depicts the most 12 effective characteristics on prediction (ranked from showing the highest to lowest importance). (D) depicts the distribution of the effects of 12 characteristics on the output of the model.For numeric characteristics, the colors indicate the feature values: red for larger values and blue for smaller values. The thickness of the line is defined by the number of instances at a specific value, and it is made up of individual dots representing each DKD (e.g., most patients have a low risk of developing of DKD). A lower likelihood is indicated by a negative SHAP value (stretching to the left), while a higher probability is indicated by a positive SHAP value (reaching to the right). The gray dots reflect particular possible values for non-numeric characteristics such as main diagnosis, with select diagnoses considerably raising or decreasing the model’s output, while the majority of diagnoses have just a little influence on prediction.







Performance of models in predicting DKD

Figure 3 lists the predictive performance of 15 ML models after 10-fold cross validation for internal training. Almost all classic ML methods capable of conducting classification analysis were considered. The top six models consisted of CatBoost Classifier, Light Gradient Boosting Machine, extreme gradient Boosting, Extra Trees Classifier, Gradient Boosting Classifier, Random Forest Classifier, with AUC over 0.8. As revealed by the results, the CatBoost model indicated the maximum performance in predicting DKD risk with AUC and accuracy of 0.840 and 0.755, respectively. As a result, the CatBoost model was selected and optimized in the following step.




Figure 3 | Performance of different models in internal validation.



Bayesian optimization algorithm with 10-fold cross validation to select the optimal hyperparameter configuration for the CatBoost model. The optimized CatBoost model exhibited the optimal and the most stable performance, with an AUC of 0.861, an accuracy of 0.777, a sensitivity of 0.755 (Figure 4). To increase the transparency and usability in real clinical setting of the prediction model, 12 top features were selected to construct the simpler prediction model based on the SHAP values and clinical availability. The top 12 most significant features consisted of SBP, CREA, LOS, TT, Age, PT, PLCR, ALB, GLU, FIBC, RDWSD, HbA1c (Figure 2C). As depicted in Figure 4, the simpler CatBoost model showed slight worse performance (AUC: 0.840). In this study, our CatBoost model was illustrated using the SHAP method by Lundberg and Lee (29). We employ the Shap technique to gain a global interpretation of our reserved cohort as well as individual patient interpretations. The SHAP summary plots for the top 38 clinical characteristics contributing to our ML model’s prediction of DKD development in our research are shown in Figures 2A, B. The SHAP summary plots for the top 12 clinical characteristics contributing to our ML model’s prediction of developing DKD in our research are shown in Figures 2C, D.




Figure 4 | Receiver operator characteristic (ROC) curves for the CatBoost model. (A) Shows ROC for CatBoost with most 38 effective characteristics on prediction (ranked from most to least important). (B) Shows ROC for CatBoost with most 12 effective characteristics on prediction (ranked from most to least important).



Meanwhile, we show the SHAP explanation force diagram for two patients from the CatBoost model’s validation set (Figure 5). Figure 5A depicts a patient who is 48 years old. This patient’s anticipated risk of having DKD is significant, at 160 percent, in comparison with a baseline risk of 10%. (average prevalence of the validation cohort). Lower ALB of 29.5g/l, increased HbA1C of 15.1 percent, increased RDWSD of 52.7 mg/dl, prolonged LOS of 16 days, lower PLCR of 22.9 percent, and PT of 11.1 seconds were the characteristics found by the model for the prediction of a greater prevalence in this patient. The patient’s age of 48 years and TT of 18.8 seconds help to mitigate the increased risk. Figure 5B presents another T2DM patient. This patient’s anticipated risk of getting DKD was -146 percent, in comparison with a baseline risk of 10%. (average prevalence of the validation cohort). Normal SBP of 120mmHg, shorter LOS of 3 days, normal TT of 18.53 seconds, normal FIBC of 2.06, normal CREA of 42.6 umol/l, and normal RDWSD of 40.1 mg/dl were the parameters found using the model for the inhibition of DKD development. The lower risk was somewhat countered by a 12.8 percent HbA1C and a 22.9 percent PLCR.




Figure 5 | SHAP force plot for two patients of the held-out validation set. (A) patient at high risk of developing T2DKD; (B) patient at low risk of developing T2DKD. DKD, diabetic kidney disease; ALB, albumin; HbA1C, hemoglobin A1C; RDWSD, red blood cell distribution width-standard deviation; LOS, length of stay; PLCR, platelet large cell ratio; PT, prothrombin time; TT, thrombin time; SBP, Systolic blood pressure; FIBC,fibrinogen; CREA, creatine.








Discussion

T2DKD has been recognized as the major cause of end-stage renal failure (4). Its diagnosis is largely dependent on kidney biopsy, which is generally used to distinguish diabetic kidney disease from other kidney diseases. However, biopsy cannot be employed for early screening and diagnosis of T2DKD, thus resulting in missed diagnosis and misdiagnosis. The development of chronic albuminuria followed by a steady drop in GFR (classical phenotype of DKD) (24) has been adopted to diagnose DKD. Several studies have indicated the trajectories of renal function (i.e., changes in GFR and albuminuria with time) that diverge from this traditional phenotype over the past decade (30). Three non-classical DKD phenotypes have been identified, each of which are defined by albuminuria regression, fast GFR decrease, or the lack of proteinuria or albuminuria, respectively (31). Albuminuria has limitations in the prediction of the progression of DKD. The determination of albuminuria values is affected by a wide variety of factors (e.g., fever, strenuous exercise within 24h, menstruation, hyperglycemia and hypertension). For atypical DKD, albuminuria is not sufficiently specific for the diagnosis of DKD, and some studies have indicated that 30% of patients with albuminuria had negative urine albumin within 10 years, and this phenomenon has been more significant in type 2 diabetes patients (32, 33). Urinary albumin excretion was influenced by many factors (34). It was recommended that the diagnosis of albuminuria requires three 24-h urine collections over a 3-month period, with at least two of the three results exceeding the threshold and not measured by urinary routine. Thus, the diagnosis of albuminuria as a basis for DKD should be based on a combination of multiple tests and long-term follow-up with glomerular filtration rate, and the cause of albuminuria should be excluded. Thus, the necessity of a simple and convenient clinical tool to assess DKD in daily clinical practice is highlighted.

Accordingly, a multi-center retrospective study was conducted to analyze clinical indicators of T2DM and T2DKD based on real-world data, and adopted machine learning algorithms to investigate potential clinical and Laboratory risk factors for DKD among patients with T2DM. In this study, 15 ML models for ancillary diagnosis of T2DKD were initially developed in accordance with the clinical data from seven hospitals in China, and the efficacy of the 15 ML models was assessed. Meanwhile, we tried the CatBoost algorithms, which are seldom employed in medical studies. Our retrospective study showed that CatBoost is very effective for ancillary diagnosis of DKD. The patients’ clinical and laboratory parameters were assessed with a CatBoost model, and key features correlated with an increased risk of DKD, (e.g., SBP, CREA, LOS, TT, Age, PT, PLCR, ALB, GLU, FIBC, RDWSD, as well as HbA1c) were identified.

In this study, the differential diagnosis model of T2DKD was built based on 15 machine learning algorithms, thus solving the nonlinear relationship between clinical features and diagnosis results. The CatBoost model with the highest diagnostic accuracy than the other 14 models, such as light gradient booting model, Extreme Gradient Boosting and so on, indicating a good predictive performance. With LASSO analysis, SBP, CREA, LOS, TT, Age, PT, PLCR, ALB, GLU, FIBC, RDWSD, HbA1c were the top 12 major influencing factors of the index importance, which achieved statistical significance in multivariate logistic regression analysis.

Existing studies suggested that SBP, CREA, Age, ALB, and GLU are factors for DKD. High SBP was reported with rapidly eGFR decline in the Atherosclerosis Risk in Communities (ARIC) study (35). As reported by Gross JL et al., hypertension increased the morbidity of patients hospitalized with kidney disease, and increased blood pressure was found as a major risk factor for DKD (36). Sasso FC et al. found in their study that arterial pressure is a relevant factor for the progression of DKD in patients with DM, accompanied by hypertension is highly susceptible to periglomerular microvascular changes leading to development of DKD (37). Viazzi F et al. investigated the clinical records of more than 30,000 patients with T2DM combined with hypertension over 4 years of follow-up. It was found that elevated long-term blood pressure variability predicted CKD in T2DM and (38). In the model built in this study, SBP was the primary predictor of DKD, consistent with previous studies mentioned above. As revealed by the analysis of the examination of renal function in patients with DKD hospitalized between 2015 and 2017, CREA achieved a high predictive value in the diagnosis of patients with DKD and could effectively assess the status of renal function in patients with DM (39). This is consistent with the findings of our study.

Radcliffe NJ et al. found a correlation between elevated age, early GFR decline and DKD progression, consistent with the results of the present study (40). Elley et al. demonstrated an independent relationship between higher age and increased risk of DKD progression (28). López-Revuelta K et al. also suggested that age could be a risk factor for DKD development, with a mean age of 58.3 years in terms of DKD (41). The above studies assessed changes in GFR in predominantly adult patients (28). Several cross-sectional studies have shown changes in P-LCR, PLT, and FIBC in DKD patients in comparison with normal, suggesting that the occurrence of DKD is closely related to abnormal platelet function (42–44).

The study by Zoppini G et al. followed more than 1,000 patients with DKD and found that HbA1c was a risk factor for the progression of DKD. A decrease in HbA1c significantly reduced the risk of complications in patients with DM. A decrease in Hb A1c from 10% to 9% was also found to have a greater impact on reducing the risk of complications than a decrease in Hb A1c from 7% to 6% (45). Yun KJ, et al. found HbA1c variability may affect the development and progression of DKD in their study (46). Visit-to-visit variability of HbA1c was an independent risk factor of microalbuminuria in association with oxidative stress among type 2 diabetes mellitus patients (47, 48). Meanwhile, observational studies have not consistently demonstrated a glucose threshold (49). In a referred population of established DKD, higher HbA1c was not associated with higher risk of ESKD or death (50). In addition, our study found that HbA1c also influences the progression of DKD, in agreement with most previous studies.In addition, our study found that LOS, TT, PT, RDWSD also influence of DKD progression, which has not been reported in the literature and deserves further study.

Previously, it was confirmed that metabolic syndrome(MetS) and associated components (abdominal obesity, elevated BG, elevated BP and lipid metabolic disorder) are strongly related to CKD and a decreased estimated glomerular filtration rate (eGFR) (51–55). Over the 4-year follow-up period, Peijia L et al. found that MetS recovery was associated with a reduced risk of rapid eGFR decline in middle-aged and older adults, while MetS occurrence was not related to rapid eGFR decline. Recovery from MetS appeared to protect against a rapid decline in eGFR (56).

Due to the strong interpretability, logistic regression model is widely used to explore the risk factors of diseases. However, problems such as under-fitting, data missing, poor overall performance of the model are likely to occur in the process of modeling. In terms of the machine learning algorithms, this study has been considered the first to assess the risk of patients with DKD using the CatBoost model. As revealed by this study, the CatBoost model achieved great performance in the prediction of DKD. By analyzing clinical indicators of 1768 cases of type 2 diabetes and 1856 cases of type 2 diabetic kidney disease, this study applied the CatBoost model to the risk assessment of type 2 diabetic kidney disease for the first time, and analyzed the weight relationship of influencing factors. A good classification results was obtained (AUC=0.840).

This study had several limitations. First, although general clinical data and laboratory indexes were collected more comprehensively, some of the indexes were not covered in the model due to the missing values of ≥25%, and the significance of the correlation with type 2 diabetic kidney disease should be investigated in more detail when the volume of data is expanded.However, it was found through our data that some clinical parameters (cystatin-C, total 24-hour urine protein, duration of disease, etc.) are missing in many patients and many indicators cannot be generalized in primary care. Second, We found in the construction of the model that SBP was included as an important parameter in the prediction model, considering hypertension as an important confounding factor that is best analyzed in a stratified manner. Third, Due to data limitations, we were unable to select patients with a first diagnosis of T2DKD to model.Fourth, a cross-sectional study was conducted, and the results should be validated through a prospective study.





Conclusions

To sum up, this retrospective study suggested that CatBoost could be highly effective in the early ancillary diagnosis of DKD. The importance of the model’s correlation to type 2 diabetic kidney disease should be investigated in depth after the data volume is expanded. In subsequent research, a greater amount of data and more machine learning models will be adopted for modeling research, as an attempt to build a better risk assessment model.
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Objective

This study aimed to investigate the correlation between vaginal microbiota and pregnancy outcomes of women who achieved pregnancy via in vitro fertilization (IVF) in Northern China, and to determine a biomarker for evaluation of the risk of preterm births in these women.





Methods

In total, 19 women from Northern China women who conceived after IVF and 6 women who conceived naturally were recruited in this study. The vaginal samples of the healthy participants were collected throughout pregnancy, that is, during the first, second, and third trimesters. The V3–V4 region of 16S rRNA was used to analyze the vaginal microbiome, and the bioinformatic analysis was performed using QIIME Alpha and Beta diversity analysis.





Results

Either IVF group or Natural conception group, bacterial community diversities and total species number of vagnal samples from who delivered at term were significantly higher than those who delivered before term. Low abundance of vaginal bacteria indicates an increased risk of preterm delivery. Further, more abundant vaginal bacteria was found in first trimesters instead of the next two trimesters. Vignal samples collected during first trimester showed richer differences and more predictive value for pregnancy outcoes. In addition, the diversity of the vaginal bacterial community decreased as the gestational age increased, in all samples. Alloscardovia was only found in participants who conceived after IVF, and the percentage of Alloscardovia in viginal samples of normal delivery group is much higher than the samples from preterm delivery group.Vobrio specifically colonized in vagina of pregnant woman in AFT group (those who conceived after IVF (A), first trimester (F), and delivered at term (T)) and Sporosarcina was detected only in women with AFT and AST (those who conceived after IVF (A), second trimester (S), and delivered at term (T)). These data indicates that Alloscardovia, Vobrio and Sporosarcina have great potential in predicting pregnancy outcomes who pregnanted by vitro fertilization





Conclusions

Vaginal microbiota were more stable in women who conceived naturally and those who carried pregnancy to term. Oceanobacillus might act as a positive biomarker, whereas Sulfurospirillum and Propionispira may act as negative biomarkers for the risk of preterm birth.





Keywords: pregnancy, vaginal microbiome, preterm birth, in vitro fertilization (IVF), pregnancy outcomes




1 Introduction

Preterm birth, defined as delivery of the infant before 37 weeks of gestation, is a major contributor to infant death and neonatal mortality, which is a global public health concern (1–3). Human reproduction is an inefficient process, and couples opt for conception through in vitro fertilization (IVF) for several reasons such as higher maternal age and failure to conceive naturally. However, IVF (4, 5) is associated with increased rates of multiple gestations and an increased incidence of preterm birth (6, 7).

The World Health Organization has reported that approximately 15 million babies are “born too early” (8–10). The risk of preterm birth is multifactorial, and reproductive tract infection is considered a major triggering factor (11). The costs associated with preterm births have been estimated to rise to $26 billion since the year 2005 (12); thus, it is important to determine an efficient approach to detect the risk of preterm birth during gestation.

Vaginal microbiomes have been proposed to play some roles in risk evaluation and disease diagnosis in women (13). Van der Wijgert et al. reviewed studies reported on molecular vaginal microbiota (VMB) for 6 year, and found that molecular techniques such as sequencing, PCR(polymerase chain reaction), DNA fingerprinting, and DNA hybridization are effective to characterize the VMB, and that lactobacilli-dominated VMB are associated with a healthy vaginal microenvironment (14, 15). Bacterial vaginosis, described as a polybacterial dysbiosis, is a risk factor for preterm births (16–19). A previous study showed that abnormal vaginal microorganisms can negatively affect the pregnancy rate among women who conceive after IVF (18), and that VMB present on the day of embryo transfer significantly affect the pregnancy outcome of IVF (live birth/no live birth) (20), indicating that some VMB might act as positive or negative biomarkers for the risk of preterm births.

It is difficult to identify patients with a risk of preterm birth among those who undergo IVF (17). The microbial composition in the vagina of women who conceive following IVF is still unclear, and whether differences exist in the vaginal bacterial communities during the first, second, and third trimesters in women who conceive naturally and those who conceive via IVF is poorly understood. Vaginal bacteria vary among women from different races and ethnicities (21, 22). Previous studies in this regard have mostly focused on women from Europe and America. Few studies focusing on African populations have been reported (23, 24), mainly in Nigeria; limited studies have been conducted on women in China.

In this study, we investigated whether the composition of VMB among women in Northern China who conceived naturally differed from the composition among women who conceived after IVF, as well as whether the composition of VMB among women who subsequently delivered before term differed from that among women who delivered at term. Through this study, we aimed to unveil the changes in VMB in the first, second, and third trimesters of pregnancy to determine the most crucial period and the key biomarkers of vaginal bacteria.




2 Materials and methods



2.1 Sampling information

The study participants were women from Dalian, a northern coastal city in China. Participants were selected from women who underwent routine prenatal examination at the Dalian Women’s and Children’s Medical Center between 2017 and 2019. The mothers were enrolled at the hospital admission for delivery and provided written informed consent for participation. The study protocol was approved by the Dalian Women’s and Children’s Medical Center (approval number 20160021). All operations and evaluations were performed by the same doctor. In total, 19 women had conceived after IVF after a long protocol of conventional solutions of fresh-cycle IVF and conventional luteal support after 1 week; 6 of these delivered before term, whereas 13 delivered at term. Six pregnant women had visited the obstetrics and gynecology clinic for a routine pregnancy test during the same period; three of these women delivered before term, whereas three delivered at term.

The inclusion criteria for this study were as follows: (1) No symptoms of vaginitis, single live births, and primipara; (2) abstinence from sex for 2 weeks, no antibiotic use, no medication history related to the vulva and vagina for 1 month prior to the study, and no history of systemic use of hormone drugs and immunosuppressants; (3) no history of pregnancy complications such as vaginitis, gestational hypertension disease, gestational diabetes mellitus, or pregnancy with abnormal thyroid function; and (4) no history of smoking, drinking, or drug consumption.

Vaginal swab specimens were collected throughout the prenatal check-ups of the healthy participants in all three trimesters of pregnancy. The swabs were obtained at routine prenatal visits, and by rotating a sterilized swab five times along the vaginal lumen in a circular motion. Speculum was not used. No occurrences of premature rupture of membranes was observed, and no participant was administered intravenous antibiotics during delivery. The participants were divided into those who conceived after IVF and those who conceived naturally (controls), and according to the mode of delivery, as full term (≥37 weeks) and preterm (<37 weeks). The collected swabs were placed into sterile tubes by trained research staff and stored at −80°C for DNA extraction.

The vaginal swabs were collected at least in triplicate at three time points: first trimester (F, 10–13 + 6 weeks), second trimester (S, 20–27 + 6 weeks), and third trimester (T, 28–33 + 6 weeks) of pregnancy. The presence of specific vaginal bacterial communities in any single gestational period in participants who delivered before term (P, six participants in IVF pregnancy group, three participants in natural pregnancy group) was compared with that in participants who delivered at term (T, 13 participants in IVF pregnancy group, 3 participants in natural pregnancy group).




2.2 IVF protocol

The standard long IVF regimen was used. A gonadotropin-releasing hormone (GnRH) agonist regimen was the main protocol used in this study, and all patients underwent embryo transfer in fresh cycles. Controlled ovarian hyper-stimulation, oocyte retrieval, and embryo transfer were carried out. Participants were treated with downregulation from the mid-luteal phase of the previous cycle. When the pituitary reached desensitization, recombinant FSH was begun at 150–225 IU/day. Human chorionic gonadotropin (hCG) was given (4000–10,000 IU) once two or more follicles had reached a size of 18 mm. Oocytes were extracted 34–36 h after the hCG trigger, and this was followed by intracytoplasmic sperm injection (ICSI). Participants were injected progesterone (lot NO. 1220507 Shanghai General Pharma, China) at 40 mg/day 48 h after oocytes fertilization. The progesterone supplementation was continued until 10 weeks of gestation after pregnancy was achieved.




2.3 Genomic DNA extraction and 16S rDNA gene sequencing analysis

Genomic DNA was extracted using cetyltrimethylammonium bromide; the concentration and purity of DNA were detected by 1% agarose gel electrophoresis. The appropriate amount of sample was placed into the tube and diluted with sterile water to 1 ng/μL. High-throughput sequencing technology was used to sequence the V3–V4 region of the 16S rRNA gene, which was amplified used a specific primer with the barcode 314F-806R (V3V4 primers: 314F-5′ CCTAYGGGRBGCASCAG 806R5′ GGACTACNNGGGTATCTAAT) Phusion® High-Fidelity PCR Master Mix (New England Biolabs) was used for PCR amplification according to the selection of the sequencing region.




2.4 PCR product purification

PCR products were mixed with the same volume of 1× loading buffer and detected on 2% agarose gel electrophoresis. Sample strips of 400–450 bp were chosen for further experiments. The PCR products were purified using Qiagen Gel Extraction Kit (Qiagen, Hilden, Germany).




2.5 Library preparation and sequencing

TruSeq® DNA PCR-Free Sample Preparation Kit (Illumina, San Diego, CA, USA) was used to generate sequencing libraries, and their quality was analyzed using the Qubit@ 2.0 Fluorometer (Life Technologies, Thermo Fisher Scientific, Waltham, MA, USA) and Agilent Bioanalyzer 2100 system. The library was sequenced on Illumina HiSeq2500 platform, and finally, 250-bp paired-end reads were generated.




2.6 Sequencing data analyses

The reads were merged by FLASH to obtain raw tags (V1.2.7) (25), and quality filtering was performed to obtain high-quality clean tags (26) by QIIME (V1.7.0) (27). The tags were compared with the Gold database, and finally, the effective tags were obtained using UCHIME algorithm (28, 29). Uparse software (Uparse v7.0.1001) was used to analyze the sequences (30), which were assigned to the same operational taxonomic units (OTUs) once the similarities were more than 97%. The Silva Database (31) was used based on the Ribosomal Databases Project classifier (Version 2.2) algorithm to annotate taxonomic information (32). MUSCLE software (Version 3.8.31) was used to align multiple sequences, to further analyze the phylogenetic relationships of OTUs, and to determine the dominant species in the different groups (33). Based on further information about the abundance of normalized OTUs, we subsequently analyzed their alpha/beta diversity.




2.7 Alpha and beta diversity analysis

Alpha diversity was exhibited by six indices, namely Observed-species, Chao1, Shannon, Simpson, ACE, and Good’s Coverage, which were calculated with QIIME (Version 1.7.0) and displayed using R software (Version 2.15.3). Beta diversity was calculated by QIIME software (Version 1.7.0) and R software (Version 2.15.3). Species analysis with significant differences between groups was performed using Student’s t-test and mapping between groups was done using R software (Version 2.15.3).




2.8 Date availability statement

We Uploaded the raw 16S rRNA gene sequencing data to the National Center for Biotechnology Information (accession no. PRJNA728871).





3 Results



3.1 Basic participant and specimen characteristics

The details of the participants are stated in Table 1. The average age of participants who conceived via IVF(A)was 31.42 ± 10.23 years, and that of those who conceived naturally (B) was 31.50 ± 4.52 years (P > 0.05). The mean BMI of the participants in Group A was 26.57 ± 2.03 kg/m2 and that of participants in Group B was 27.48 ± 0.95 kg/m2 (P > 0.05); The mean fetal weight in Group A was 3157.89 ± 628.55 g and that in Group B was 2991.67 ± 452.12 g (P > 0.05).


Table 1 | Basic information of participants.



The details of the specimens collected from the participants who conceived via IVF (Group A, 19 participants) and those who conceived naturally (Group B, 6 participants) are stated in Table 2. The participants were further divided into women who delivered before term (P) and those who delivered at term (T).


Table 2 | Participant groups along with their abbreviations*.



16S rRNA of each sample was analyzed using high-throughput sequencing technology. The rarefaction curves tended to approach saturation in all samples except for sample BFT (women who conceived naturally (B), first trimester (F), and delivered at term (T))(Figure 1); Good’s Coverage revealed that 99%–100% of the species were detected in all samples, suggesting that the data were suitable for further analyses. The details are shown in Table 3.




Figure 1 | Rarefaction analysis of different samples. Rarefaction curves of operational taxonomic units across different samples, which indicated the saturation plateau of the different samples. Samples were designated by three letters. For the first letter, (A) indicates IVF pregnancy, (B) indicates natural pregnancy; for the second letter, F indicates early gestation, S indicates mid-gestation, T indicates late gestation; for the third letter, P indicates preterm delivery, T indicates term delivery.




Table 3 | Basic information of different samples.






3.2 Bacterial characteristics changed throughout pregnancy

Among women who conceived via IVF (A) or naturally (B), the number of species and diversities in the bacterial community in those who delivered at term (T) were significantly higher than those in women who delivered before term (P) throughout pregnancy (F, first trimester; S, second trimester; T, third trimester), regardless of the pregnancy pattern. The numbers of the observed species were as follows: AFT > AFP, AST > ASP, ATT > ATP, BFT > BFP, BST > BSP, and BTT > BTP (Figure 2), indicating that preterm delivery can be predicted by the diversity of vaginal bacterial communities, regardless of whether the pregnancy is natural or via IVF. In addition, the bacterial communities could be more easily detected in early gestation than in the next two trimesters; the number of bacteria sharply declined during late gestation, and AFT > AST > ATT, AFP > ASP > ATP, BFT > BST > BTT, BFP > BSP > BTP (Figure 2).




Figure 2 | Chao 1 diversity index of different samples. For the first letter, A indicates IVF pregnancy, B indicates natural pregnancy; for the second letter, F indicates first trimester, S indicates second trimester, T indicates third trimester; for the third letter, P indicates preterm delivery, T indicates term delivery.



Among women who conceived naturally as well as in those who conceived after IVF, and in those who delivered at term (T) and before term (P), the vaginal bacterial communities in the first trimester were higher than those in the other two trimesters. This indicated that the first trimester was a critical period during pregnancy, and the diversity of vaginal bacterial communities decreased with increasing gestational age in all samples (Figure 2).

The results indicated that conception after IVF could be associated with significantly decreased number of VMB in the first trimester, and that reduced microbial diversity in the vagina could be associated with an increased risk of preterm birth.




3.3 Vaginal bacterial diversity in different samples

At the genus level, Lactobacillus was dominant in all the samples (>93%), which was consistent with previous reports (34, 35). However, we found some differences among these samples (Figure 3) with regard to bacterial diversity. In the group of participants who conceived after IVF, the vaginal bacterial diversity in those who delivered before term was lower in the first and second trimesters, compared with participants who delivered at term; however, there were no differences in the bacterial diversity in the third trimester between the groups. In the group of participants who conceived naturally, the vaginal bacterial diversity in those who delivered before term was lower in the first trimester, compared with participants who delivered at term; however, there were no differences in vaginal bacterial diversity in the second and third trimesters between the groups.




Figure 3 | Relative abundance of top 30 genera in different samples. The distribution of the top 30 genera of all samples was analyzed.



In all women who conceived naturally, regardless of whether they delivered at term or before term, bacterial diversity was obvious in the first trimester. Thus, detection of vaginal bacteria might be helpful to monitor the risk of preterm birth in pregnant women. We found that among the top 30 genera, Lactobacillus was dominant in all samples, Alloscardovia was found only in participants who conceived after IVF, no Bacillus was found in the third trimester in all samples, Vibrio appeared only in AFT, Sulfurospirillum and Propionispira were detected only in BFT, Sporosarcina was detected only in AFT and AST, Lactococcus was found only in BFT and BFP, and Oceanobacillus was found only in BFP. In women who conceive after IVF, Vibrio and Sporosarcina might act as negative biomarkers for the risk of preterm delivery. As per our research, in women who conceive naturally, Oceanobacillus can act as a positive biomarker, and Sulfurospirillum and Propionispira can act as negative biomarkers for the risk of preterm delivery.




3.4 Bacterial diversity is important in naturally pregnant women who deliver at term

We further analyzed the differences of vaginal bacterial diversities among the different groups: between participants who conceived after IVF (A) and those who conceived naturally (B), and between women who delivered before term (P) and those who delivered at term (T) (Figure 4). We observed that group BT had the highest number of observed species, and although groups BP and AT had a similar number of species, group AT had higher diversity than group BP did, and group AP had the lowest number of observed species and diversity among the four groups, indicating that bacterial diversity might play an important role in a healthy pregnancy. Firmicutes was dominant (98.501%) in all the samples, followed by Proteobacteria (0.133%), Actinobacteria (0.052%), and Bacteroidetes (0.050%). Actinobacteria appeared only in groups AT and AP (mostly in group AT), and Sulfurospirillum was found only in group BT. Vibrio was found only in group AT (Figure 5). The diversities and numbers of microorganisms were important for further outcome of pregnancy, especially for patients who conceived after IVF. Hence, standard protocols should be established to support a shift of vaginal microbiota during IVF therapy.




Figure 4 | Vaginal bacteria diversities among different groups. (A) Women who were pregnant after IVF; (B) naturally pregnant women; P, pregnant women who delivered before term; T, pregnant women who delivered at term.






Figure 5 | Taxonomic tree of specific species in each group. A, women who were pregnant after IVF; B, naturally pregnant women; P, pregnant women who delivered preterm; T, pregnant women who delivered at term.






3.5 Differential species analysis in different groups

Student’s t-test was performed to determine the significant difference between the bacterial species in all the groups (P < 0.05), and the results showed significant differences between groups AP and AT. Clostridia were a significant differential species and were dominant in group AT; between groups BP and BT, unidentified Actinobacteria were a significant differential species and were dominant in group BT; between groups AT and BT, Lactobacillus equicursoris was a significant differential species and was dominant in group AT (Figure 6). Thus, Clostridia and Lactobacillus equicursoris can act as positive biomarkers for preterm birth in patients who conceive after IVF.




Figure 6 | T-test analyses of different microbes between the groups. T-test analysis of different microbes between the groups. (A) AP and AT; (B) BP and BT; (C) AT and BT.



Between groups P and T, 35 bacterial species were found only in group P (Figure 7), and the annotation results indicated that they were novel species and may act as biomarkers for the risk of preterm birth.




Figure 7 | Venn diagram showing the number of microbes in different groups. The sharing numbers indicate the same microbes between the two groups, and the sole number represents microbes that appeared in only one group. P indicates preterm delivery and T indicates term delivery.







4 Discussion

Preterm birth is a major contributor to infant death and neonatal mortality, which is a global concern, and researchers have mostly focused on finding an efficient approach to prevent preterm delivery (36, 37). Currently, IVF is an effective method for conception in women who fail to conceive naturally; however, IVF is associated with an increased risk of preterm birth. Dynamic changes in the VM of women who become pregnant through IVF are still poorly understood. As the importance of microorganisms for human health is well known (38–40), vaginal bacteria have been extensively studied in recent years, with an aim to determine their roles in pregnant women (13, 41–44). Previous researchers have mostly focused on the association between vaginal bacteria and preterm birth among American, African, and European women (21, 22, 45, 46), and little is known about the relationship between the vaginal microbiome and delivery pattern among women from Northern China who conceive via IVF.

In this study, using high-throughput sequencing technology (41, 47), we characterized the vaginal microbiome of women from Northern China who conceived via IVF and those who conceived naturally. We focused on the relationships between VMB and pregnancy after IVF, especially their effect on pregnancy outcome, to determine whether any taxa distinguished women who conceive after IVF from those who conceive naturally, and women who deliver before term from those who deliver at term.

We found that the community richness and diversity of VMB was lesser in women who conceived after IVF than in those who conceived naturally throughout pregnancy, regardless of the delivery pattern, suggesting that the VMB were more stable in naturally pregnant women than in those who were pregnant after IVF. The number of observed species was lesser in women who conceived via IVF and delivered before term than in women who delivered at term, suggesting that the vaginal bacterial communities associated with term birth were more stable than those associated with preterm birth. The diversity and richness of the vaginal bacterial communities diversity decreased in each trimester (first trimester > second trimester > third trimester), indicating that early pregnancy is a significant period for the vaginal bacterial community, and that the fluctuation of vaginal bacteria in the first trimester may be a biomarker for preterm birth.

A previous study reported that the genus Lactobacillus was predominant in the vagina of naturally pregnant women (42), and lower vaginal levels of Lactobacillus crispatus indicate a higher possibility of premature birth. Fettweis (48) reported Shannon Diversity is higher in women who deliver preterm. In that study, they used the data from women of African ancestry. Subsequently confirmed in other studies, the Vaginal microbiome profiles of women of African, European and Asian ancestry differ significantly. In Richard W. Hyman (43) study from Stanford University, they showed Chao I analysis is significantly distinguished by race/ethnicity. Black people are much higher than Hispanic, Caucasian and Asian. Chao I value of Caucasian and Asian are close and much lower than Black. And When they measure Shannon Diversity Index for Caucasian, they found Shannon Diversity is higher in woman who deliver at term which is consistent with us. We think microbiota diversity is influenced by many factors included ancestry and area.

Consistent with this observation, our data also showed that this genus was dominant in women who were pregnant after IVF. To determine the specific taxa in women who were pregnant after IVF, the details of vaginal bacteria were analyzed; we observed that Alloscardovia was found only in women who were pregnant after IVF, Vibrio was found only in AFT, and Sporosarcina was detected only in AFT and AST. Multiple group analysis showed that the number of observed species and diversity were in the order BT > AT > BP > AP, indicating that VMB play important roles in a healthy pregnancy. Actinobacteria were detected only in groups AT and AP (especially in group AT), Vibrio was found only in group AT, and Sulfurospirillum was found only in group BT. Alloscardovia was specifically detected in women who conceived via IVF and could act as a positive biomarker, whereas Vibrio and Sporosarcina could act as negative biomarkers for the risk of preterm birth. Oceanobacillus might act as a positive biomarker, whereas Sulfurospirillum and Propionispira might act as negative biomarkers for the risk of preterm birth in women who conceive naturally.

Oceanobacillus, a member of the Baciliaceae, was isolated from deep-sea sediments by Lu et al. (49) using O. iheyensis as a model species and was gram positive. Studies have shown that colonizing vaginas in pregnant mice causes vaginal inflammation and may alter cervix functions and integrity (50). Previous work has validated the breakdown of the cervical epithelial barrier due to inflammatory damage (51).

Kumar M and Hočevar K (52, 53) identified that increased bacterial diversity/BV was positively associated with PTB.in Hočevar K’ study of shown that the predominant bacterial families were Lactobacillaceae (77.9%), in our finding that Lactobacillaceae dominant in all the samples(>93%), that mean there are great differences in the results of vaginal microecology between the two populations. And the data of Kumar’reaserch are more broadly applicable to Asian women in ethnically-diverse populations in high income nations.

The main reason for the different research results may be that all our samples were after IVF and some vaginal operations were performed before pregnancy.

So far the characteristics of vaginal Microecology in pregnant women after IVF have not been described.

19 women had conceived after IVF after a long protocol of conventional solutions of fresh-cycle IVF, our sample pregnant women are completely infertile due to male factors, avoiding the changes of vaginal microecology caused by changes in drug and hormone levels. However, before becoming pregnancy, these pregnant women will have repeated vaginal ultrasonography, vaginal flushing and transvaginal fornix oocyte collection, which will destroy the integrity of vaginal flora, These reasons may be the reasons for the differences in vaginal flora samples. Because our samples are all male factors, this also avoids the impact of changes in maternal hormone levels on vaginal flora.

Before pregnancy, vaginal flora structure was destroyed after vaginal flushing. So after pregnancy, vaginal flora structure also means reestablishment. For this reason perhaps the number of species and diversities in the bacterial community in those who delivered at before term throughout pregnancy were lower.

These results are currently observed in our research. The specific mechanism is not very clear. We will study it in the next research.Second, due to the small number of pregnant women with simple male factor and insufficient sample size, the results may also be different. We will increase sample size in the next research.

We recruited 19 volunteers in IVF group and 6 volunteers in Natural conception group and collected vaginal samples from each volunteer in three periods. These samples are very precious and can effectively remind us of the relationship between vaginal bacteria and pregnancy outcomes. In our results, we found vaginal samples collected during first trimester showed richer differences and more predictive value for pregnancy outcomes. In addition, these data indicates that Alloscardovia, Vobrio and Sporosarcina have great potential in predicting pregnancy outcomes who pregnant by vitro fertilization. While Oceanobacillus, Sulfurospirillum and Propionispira have great potential in predicting the risk of preterm birth in women who conceive naturally.On the other hand, the sample size in our research is not enough to conclude these bacteria strains we suggested could be biomarker for preterm birth. And the mechanism of these bacteria strains on preterm birth is unclear. But our data is a powerful indicator.Although the exact causal relationship remains to be determined, our results confirm an association between some bacteria and preterm birth. However, the richness, diversity, and stability of the microbiome may be important during pregnancy. Our finding is consistent with previous studies (54, 55).

In summary, our study showed that compared with naturally pregnant women, women who conceive via IVF and those who deliver before term show lesser richness, diversity, and stability of VMB. Therefore, standard protocols should be established and used to support a shift of VMB.
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Background

Nasopharyngeal cancer (NPC) has a high incidence in Southern China and Asia, and its survival is extremely poor in advanced patients. MiRNAs play critical roles in regulating gene expression and serve as therapeutic targets in cancer. This study sought to disclose key miRNAs and target genes responsible for NPC prognosis and endocrine metabolism.





Materials and methods

Three datasets (GSE32960, GSE70970, and GSE102349) of NPC samples came from Gene Expression Omnibus (GEO). Limma and WGCNA were applied to identify key prognostic miRNAs. There were 12 types of miRNA tools implemented to study potential target genes (mRNAs) of miRNAs. Univariate Cox regression and stepAIC were introduced to construct risk models. Pearson analysis was conducted to analyze the correlation between endocrine metabolism and RiskScore. Single-sample gene set enrichment analysis (ssGSEA), MCP-counter, and ESTIMATE were performed for immune analysis. The response to immunotherapy was predicted by TIDE and SubMap analyses.





Results

Two key miRNAs (miR-142-3p and miR-93) were closely involved in NPC prognosis. The expression of the two miRNAs was dysregulated in NPC cell lines. A total of 125 potential target genes of the key miRNAs were screened, and they were enriched in autophagy and mitophagy pathways. Five target genes (E2F1, KCNJ8, SUCO, HECTD1, and KIF23) were identified to construct a prognostic model, which was used to divide patients into high group and low group. RiskScore was negatively correlated with most endocrine-related genes and pathways. The low-risk group manifested higher immune infiltration, anticancer response, more activated immune-related pathways, and higher response to immunotherapy than the high-risk group.





Conclusions

This study revealed two key miRNAs that were highly contributable to NPC prognosis. We delineated the specific links between key miRNAs and prognostic mRNAs with miRNA–mRNA networks. The effectiveness of the five-gene model in predicting NPC prognosis as well as endocrine metabolism provided a guidance for personalized immunotherapy in NPC patients.
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Introduction

Nasopharyngeal cancer (NPC) is an epithelial malignancy, which has discrepant occurrence in different regions and countries. The etiology of NPC is multiple and remains incompletely understood, but most cases are closely linked to Epstein–Barr virus (EBV) infection (1). In Western countries, the incidence rate is relatively low with a ratio of 1:100,000 each year. However, in the regions of Southern China and Asia, the annual incidence elevates to 25–50 cases per 100,000 (2), which accounts for approximately 70% new cases worldwide (3). The incidence also strikingly increases in the recent decades in China. The age-standardized incidence rate (ASIR) was 3.3/100,000 in 1990, whereas it reached 5.7/100,000 in 2019. The rising incidence rate was especially startling in men, with ASIR of 4.3/100,000 to 8.6/100,000 from 1990 to 2019 (4). The distant metastasis contributes to an extremely poor prognosis in NPC patients, and the patients of stages III and IV have a 5-year survival rate less than 10%.

With intensive usage of modulated treatment including chemotherapy and radiotherapy, the control of NPC metastasis reaches a satisfactory outcome and the 5-year survival rate drastically improves (5–7). Nevertheless, the prognosis and treatment efficiency were awfully unfavorable in the NPC patients of late stages. It is still a great challenge for clinicians to control and lessen the metastasis and recurrence of advanced NPC patients. In the recent years, immunotherapy reaches a milestone in clinical cancer therapy, not excluding in NPC. Immune checkpoint blockade (ICB) therapy is one of the promising strategies to increase antitumor activity in NPC. Studies have shown that NPC patients expresses high expression levels of programmed death protein 1 (PD-1) and programmed death ligand 1 (PD-L1) that are associated with poor outcomes and recurrence (8, 9). The blockade of PD-1/PD-L1 expression can recover the ability of cytotoxic lymphocytes exerting anticancer response. Lines of clinical trials of ICB therapy have demonstrated the positive response to anti-PD-1/PD-L1 drugs such as pembrolizumab in phase 1 and 2 studies (10, 11). In the phase 2 study, of 44 enrolled NPC patients, eight patients reached a partial response and one patient reached a complete response, showing an objective response rate (ORR) of 20.5% (11). As we know, in the tumor microenvironment, the expression of PD-1 on the surface of tumor cells and the combination of PD-L1 on the surface of tumor-infiltrating lymphocytes can inhibit the activity of T cells, lead to the loss of function of effector factors TNF-a, IFN-gamma, and IL-2, and inhibit cytolysis function through granulozyme B and perforin, and ultimately promote immune escape (12, 13). Obviously, still a high proportion of NPC patients showed a negative response to ICB therapy, which may result from their disadvantageous tumor microenvironment. Therefore, in order to raise the treatment accuracy, understanding the mechanism of immune evasion and developing molecular biomarkers is critically needed.

Over the last few decades, it has become clear that endocrines are also involved in regulating tumor cells and that cancer cells themselves abnormally express and respond to many hormones (14). Both leptin and its receptor have been reported in cancer biopsy specimens, indicating autocrine and/or paracrine roles in tumorigenesis (15). Several hypothalamic hormones have been implicated in a variety of human cancers, including growth hormone-releasing hormone, luteinizing hormone-releasing hormone, somatostatin, and bombotin (16, 17). It is becoming increasingly clear that many human cancer cells are sensitive to a variety of hormones and that they themselves express many hormones that play an important role in the development and progression of cancer.

Non-coding RNAs play essential roles in gene modulation and pathway regulation. Some microRNAs (miRNAs) were unveiled to participate in NPC invasion and metastasis, immune escape, and resistance to chemotherapy and radiotherapy (18), endowing miRNAs possible to serve as potential therapeutic targets (19). For example, miR-26a was found to have an anticancer effect and overexpressing miR-26a could inhibit the metastatic feature in NPC cells (20). MiR-663 targeting WAF1/CIP1 promotes the proliferation and tumorigenesis in NPC cells (21). The crosstalk between extracellular microRNAs and the tumor microenvironment has also been profoundly parsed by previous studies (22, 23). Consequently, our study tried to mine the key miRNAs that had a prognostic value in NPC. We identified two potentially key miRNAs (has-miR-142-3p and has-miR-93) closely involved in NPC prognosis. By building competing endogenous RNA (ceRNA) networks using multiple miRNA tools, we determined 125 potential target genes (mRNAs) and screened five key genes contributable for the prognostic model. The five-gene prognostic model manifested a satisfactory performance in prognosis prediction and estimating the response to immunotherapy and chemotherapy.





Materials and methods




Data source and preprocessing

GSE32960, GSE70970, and GSE102349 datasets containing the expression profiles of NPC samples were accessed from the Gene Expression Omnibus (GEO) database (24), where GSE32960 and GSE70970 include miRNA expression data and GSE102349 includes mRNA expression data. We screened the samples of GEO datasets according to the following criteria: 1) remove samples without survival time and survival status; 2) convert probes into gene symbols; 3) remove a probe matching to multiple genes; 4) select the averaged expression of a gene with multiple probes; 5) for miRNA data, only human samples were remained. After preprocessing, 312 NPC and 18 normal samples were remained in the GSE32960 dataset; 253 NPC and 10 normal samples were remained in the GSE70970 dataset; and 88 NPC samples were remained in the GSE102349 dataset.





Identification of NPC-associated differentially expressed miRNAs

In the GSE32960 dataset, differentially expressed miRNAs (DEmiRNAs) were screened by Limma R package (25) from NPC and normal samples under conditions of P < 0.05 and |log2(fold change, FC)| > 1.2. Gene modules were identified by weighted correlation network analysis (WGCNA) (26). Firstly, samples were clustered and the co-expression network was constructed. A scale-free network was ensured under scale-free R2 = 0.85, and soft threshold (power) = 3 was determined. The co-expression network was then converted to the adjacent matrix and was further converted to the topological overlap matrix (TOM). Subsequently, we clustered genes by the dynamic cutting method and average-linkage hierarchical clustering based on TOM. Eigengenes were calculated for each gene, and gene modules were clustered and merged under parameters of deepSplit = 2, and minModuleSize = 60, height = 0.25. The module–trait relationships were assessed by Pearson correlation analysis. By overlapping the miRNAs in the NPC-associated gene modules and DEmiRNAs, NPC-associated miRNAs were determined.





Construction of a miRNA-based risk model

Random grouping of samples from the GSE32960 dataset into training group and test group at a ratio of 3:2 was performed. Two-group differences were assessed using Student’s t test. Univariate Cox regression analysis screened NPC-associated miRNAs from the training group. MiRNAs with P < 0.01 were selected as prognostic miRNAs. Multivariate analysis (stepAIC) was introduced to measure the coefficients of prognostic miRNAs. Then, the miRNA-based risk model was defined as: risk score = Σ(coef i*expression i), where coef indicates the coefficients of miRNAs and i represents miRNAs.





Evaluation and optimization of the risk model

Each sample obtained a risk score calculated by the risk model. The median risk score was employed in dividing samples into low-risk and high-risk groups. Receiver operating characteristic (ROC) curve analysis was used to predict the efficiency of the risk model in predicting overall survival through timeROC R package (27). The prognosis difference of two risk groups was studied by Kaplan–Meier survival analysis. Univariate and multivariate Cox regression models were used to analyze the hazard ratio of risk type. A nomogram was used to optimize the clinical use of the risk model with the rms package.





Construction of a mRNA-based prognostic model

First of all, the potential target genes of miRNAs were predicted by different online tools and software including microT (28), miRanda (29), mircode (30), miRDB (31), miRmap (32), miRtarbase (33), PicTar (34), PITA (35), TargetMiner (36), TargetScan (37), RNA22 (38), and starbase (39). The target genes predicted by at least six tools were remained as key potential target genes. The WebGestaltR package (40) was utilized to annotate the enriched Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways and Gene Ontology (GO) terms. Then, we used the key target genes to establish the mRNA-based prognostic model. Prognostic target genes in 70% samples of the GSE102349 dataset were screened by univariate Cox regression analysis. Random sampling with 70% samples in the GSE102349 dataset was performed for 1,000 times corresponding with univariate analysis. The top five frequent target genes from the results of 1,000 times of univariate analysis were selected as the final target genes for constructing the mRNA-based prognostic model (defined by the same formula with the miRNA risk model).





Endocrine metabolism analysis

There were 31 SECRETORY_PATHWAYS screened from the KEGG PATHWAY Database (https://www.genome.jp/kegg/pathway.html). SECRETORY_PATHWAYS scores in the GSE102349 dataset were calculated by ssGSEA (41). There were 26 SECRETORY-related genes obtained from KEGG (https://www.genome.jp/dbget-bin/www_bfind_sub?mode=bfind&max_hit=1000&locale=en&serv=kegg&dbkey=genes&keywords=Secretory&page=1). Pearson analysis was conducted to determine the correlation between SECRETORY_PATHWAYS scores/SECRETORY-related genes and RiskScore.





Analysis of immune characteristics

We used ssGSEA (41) to estimate the immune cell proportion in two risk groups. The gene sets of 22 immune-related cells, innate immune response, and adaptive immune response were obtained from Charoentong et al. (42). The ESTIMATE algorithm (43) was employed to measure immune cell infiltration and stromal cell infiltration. The ESTIMATE score represents the combined score of immune score and stromal score. MCP-counter (44) was used to evaluate 10 immune-related cells including monocytic lineage, CD3+ T cells, NK cells, CD8+ T cells, endothelial cells, cytotoxic lymphocytes, B lymphocytes, neutrophils, fibroblasts, and myeloid dendritic cells based on the expression matrix. The immune checkpoint genes were downloaded from a previous study (42).





Assessment of biological pathways

Biological pathways were accessed from “h.all.v7.4.symbols.gmt” downloaded from the Molecular Signatures Database (MSigDB) (45). There were 13 tumor-related genes obtained from a previous research (46), which are classic cancer pathways, involved in the development and progression of cancer, including DNA damage repair (DDR), epithelial–mesenchymal transition (EMT), cell cycle, mismatch repair, CD8 T effector, FGFR3, nucleotide excision repair, base excision repair, DNA replication, homologous recombination, and WNT target. ssGSEA was performed to determine the enrichment score of biological pathways. The relation of risk score with pathways was inspected with Pearson correlation analysis.





Predicting the response to immunotherapy and chemotherapy

We conducted SubMap analysis (47) to compare the expression profiles between GSE102349 and IMvigor210. IMvigor210 contains the expression profiles of patients with metastatic urothelial carcinoma treated by PD-L1 inhibitors (48). The higher similarity of samples in GSE102349 with complete response (CR) and partial response (PR) groups in IMvigor210 suggested that the samples were more sensitive to anti-PD-L1 treatment. The TIDE (http://tide.dfci.harvard.edu/) algorithm (49) was employed to predict the escape and response to immune checkpoint inhibitors, according to the score of T-cell dysfunction and exclusion, the enrichment of immunosuppressive cells. The sensitivity of two risk groups to chemotherapeutic drugs was estimated using the pRRophetic R package (50).

The performance of the prognostic model was further examined in immunotherapy datasets including IMvigor210, GSE135222, and GSE78220. GSE135222 contains non-small cell lung cancer patients treated with immune checkpoint inhibitors (51). GSE78220 includes patients suffering from metastatic melanoma treated by anti-programmed cell death protein 1 (anti-PD-1) therapy.





Cell culture

After resuscitating NPC cells and normal cells, they were placed in 1,640 and 5A cell medium containing 10% fetal bovine serum, respectively, at 37°C, 5% CO2 concentration, and constant temperature to around 80%–90%, then passed and spread on a plate.





RT-qPCR

Total RNA was extracted from cells by RT-qPCR, and cDNA was synthesized by reverse transcription. After reverse transcription, samples were added according to the experimental instructions. The reaction conditions of RT-qPCR were 95°C for 30 s. 95°C, 5 s; 60°C, 30 s, 40 cycles. The mRNA expressions of miR-142-3p and miR-93 in the experimental group and control group were analyzed.





Statistical analysis

The statistical methods used in this study were performed in R software (v4.2.0). The Sangerbox platform (52) was used to provide an assistant in data analysis. The log-rank test was applied in survival analysis. Difference between two groups was examined by the Wilcoxon test. The Kruskal–Walls test was used to test the difference among over two groups. P < 0.05 was determined as statistically significant.






Results




Identification of DEmiRNAs related to NPC based on WGCNA

To begin with, we assessed the expression difference of miRNAs between normal and tumor samples in the GSE32960 dataset. The results showed that 332 miRNAs were differentially expressed between normal and tumor groups, including 168 upregulated and 164 downregulated miRNAs in tumor groups (Figure 1A; Table S1). Then, we applied WGCNA to cluster samples and dig out key gene modules based on DEmiRNAs. To ensure the co-expression network to be a scale-free network, the Pearson coefficient was selected as 0.85 and the power of the soft threshold was determined as 3 to construct an adjacency matrix (Figures 1B–D). Next, a topology overlap matrix (TOM) was generated based on the adjacency matrix and the genes were divided into different modules using the Dynamic Tree Cut algorithm (Figure 1E). Four modules were finally determined after merging the adjacent modules. Then, we analyzed the correlation of four modules with different sample groups. As a result, brown and blue modules were found to be evidently associated with sample groups and they manifested opposite correlations with two groups (Figure 1F). Specifically, blue and brown modules were negatively correlated with the tumor group (R = -0.35 and -0.53, respectively). The Venn plot was constructed to describe the intersection between DEmiRNAs and miRNAs of blue and brown modules (Figure 1G). There were 99 DEmiRNAs including 42 upregulated and 55 downregulated found in the blue module. There were 169 DEmiRNAs including 79 upregulated and 90 downregulated found in the brown module. The above total 268 DEmiRNAs were determined as potential miRNAs associated with NPC.




Figure 1 | Identification of NPC-related DEmiRNAs in the GSE32960 dataset. (A) Volcano plot of 332 DEmiRNAs. (B) Clustering dendrogram of 312 samples. (C, D) Under different soft thresholds (power), we analyzed scale independence and mean connectivity. (E) Clustering dendrogram of DEmiRNAs based on TOM and dynamic cut methodology. (F) The relationships of modules with normal and tumor groups. (G) Venn plot of DEmiRNAs and miRNAs of brown and blue modules.







Establishment and verification of a miRNA-related risk model

We randomly divided 312 NPC samples of the GSE32960 dataset at a ratio of 3:2 into the training and test groups (Table S2). We used the training group to screen prognostic miRNAs from 268 DEmiRNAs according to the univariate Cox regression model. The analysis identified two miRNAs (hsa-miR-142-3p and hsa-miR-93) that were significantly associated with the overall survival (P < 0.01). Based on the multivariate coefficients of two miRNAs by stepAIC analysis, we established the risk model defined as follows (Figure S1A).

Risk score = -0.835*(hsa-miR-142-3p) + 0.85*(hsa-miR-93)

Moreover, the RT-qPCR analysis results showed that miR-142-3p expression was downregulated and miR-93 was upregulated in five NPC cell lines in comparison with normal NP69 cells (Figures S1B, C).

To validate the performance of the risk model, we calculated the risk score for each tumor sample in the training and test groups. The AUC for 1-, 3-, and 5-year survival derived from the ROC curve analysis was 0.56, 0.70, and 0.70 in the training group and 0.96, 0.71, and 0.71 in the test group, respectively (Figures 2A, B). Furthermore, based on the median risk score, tumor samples were classified into low-risk and high-risk groups. The two risk groups had distinct overall survival (OS) in the training and test groups, as shown by Kaplan–Meier survival analysis (P = 0.00035 and P = 0.013, respectively, Figures 2A, B).




Figure 2 | ROC analysis and survival analysis for evaluating the performance of the miRNA risk model. (A) ROC curves and survival curves in the training group. (B) ROC curves and survival curves in the test group. (C) ROC curves and survival curves of DFS, OS, MFS, and RFS in the GSE32960 dataset. (D) ROC curves and survival curves of OS and DFS in the GSE70970 dataset.



In the total GSE32960 dataset, the risk model still showed good performance in predicting overall survival (Figure 2C). In addition, we evaluated the effectiveness of the risk model in different survival times including recurrence-free survival (RFS), disease-free survival (DFS), and metastasis-free survival (MFS). High-risk and low-risk groups exhibited differential prognosis of DFS and MFS (P < 0.0001) but showed no significant difference in RFS classification (P = 0.063, Figure 2C). In another independent dataset (GSE70970), the risk model also showed an effect classification for both OS and DFS (P = 0.017 and P = 0.022, respectively) (Figure 2D). Moreover, we verified the effectiveness of the risk model in the groups of different clinical characteristics. In addition to the female group and N0 group, the risk model was sufficient to distinguish samples into different risk levels in the groups of age >45, age ≤45, male, T1–T2, T3–T4, N1–N3, I–II, and III–IV (Figure 3).




Figure 3 | Kaplan–Meier survival analysis of two risk groups in the samples with different clinical characteristics (A–J).







Boosting the prediction efficiency of the miRNA-related risk model by constructing a nomogram

Using univariate and multivariate Cox regression analyses, we evaluated the relation of clinical features and risk type with prognosis. The result displayed that only gender and risk type were independent risk factors in both univariate and multivariate analyses (Figures 4A, B). Gender had a hazard ratio (HR) of 2.2 in both univariate and multivariate analyses (P = 0.019 and P = 0.02, respectively). Risk type had HR of 3.7 (P = 1.1e-6) and 3.6 (P = 2.1e-6) in univariate and multivariate analyses, respectively. Therefore, we included gender and risk score to construct the nomogram (Figure 4C). Compared with gender, risk score contributed the more total points in the nomogram. Calibration curve analysis suggested that the predicted 1-, 3-, and 5-year survival was highly accordant with the observed survival (Figure 4D). In addition, decision curve analysis was implemented to evaluate the benefit that patients may obtain from gender, risk score, and nomogram. As a result, nomogram performed a more favorable performance than gender and risk score (Figure 4E). Consequently, the nomogram based on gender and risk score was more efficient to predict the prognosis of NPC patients.




Figure 4 | Constructing a nomogram based on clinical features and risk score. (A, B) Univariate (A) and multivariate Cox regression analyses of clinical features and risk type. (C) The nomogram based on gender and risk score for predicting 1-, 3-, and 5-year survival. (D) Calibration curve of 1-, 3-, and 5-year survival. (E) DCA of nomogram, gender, and risk score. *P < 0.05, ***P < 0.001.







Construction of miRNA–mRNA competing endogenous RNA networks

In the above sections, we identified two key miRNAs (hsa-miR-142-3p and hsa-miR-93) that had a close relation with NPC prognosis. To understand the potential molecular mechanism of the miRNAs, we applied 12 tools (starbase, PITA, TargetMiner, miRanda, microT, miRmap, miRtarbase, mircode, TargetScan, RNA22, miRDB, PicTar) to predict the potential targets of two miRNAs. The results output 39 target genes of hsa-miR-142-3p and 86 target genes of hsa-miR-93, which were visualized in ceRNA networks (Figure 5A). KEGG analysis demonstrated the involvement of these target genes in mitophagy and autophagy (Figure 5B). The top 10 enriched terms of cellular component and molecular function, as well as biological process, were visualized using GO function analysis (Figures 5C–E). For example, biological process terms of positive regulation of amyloid−beta metabolic process, amyloid−beta formation, and negative regulation of phosphatase activity were enriched (Figure 5C). Cellular component terms of clathrin-coated pit and trans-Golgi network membrane were enriched (Figure 5D). Molecular function terms of clathrin adaptor activity and clathrin heavy chain binding were enriched (Figure 5E).




Figure 5 | Analysis of the target genes of has-miR-142-3p and has-miR-93. (A) The mRNA–miRNA ceRNA networks. Green rhombus indicates target mRNAs, and ellipse indicates miRNAs. (B) KEGG and (C–E) GO functional analyses of potential target mRNAs. The color of dots indicate the significance of P values, and the dot size indicates the gene counts.







Establishing a mRNA prognostic model based on key target genes of hsa-miR-142-3p and hsa-miR-93

We predicted a total of 125 potential target genes of hsa-miR-142-3p and hsa-miR-93. Then, we used the univariate Cox regression model to analyze the relation between target genes and overall survival. Random sampling for 1,000 times from the samples of the GSE102349 dataset was performed. The target genes closely related to overall survival were remained (P < 0.05) and were ranked by the occurring frequency from 1,000-times analysis. The top five frequent target genes were selected as key target genes for establishing the mRNA prognostic model (Figure 6A). The coefficients of five target genes were calculated by multivariate analysis. Finally, the prognostic model was defined as the following: mRNA risk score = 1.333* E2F1 - 1.766*KCNJ8 + 1.075*SUCO - 1.030* HECTD1 - 0.340*KIF23.




Figure 6 | Construction of the prognostic model based on the target genes in the GSE102349 dataset. (A) The top 15 target genes associated with prognosis from 1,000-times random sampling. (B) ROC analysis and survival analysis of the five-gene prognostic model.



The risk score for each sample in the GSE102349 dataset was determined with the mRNA prognostic model. ROC curve analysis showed that the model was efficient in predicting 1-, 3-, and 5-year survival, with AUCs of 0.87, 0.81, and 0.79, respectively (Figure 6B). The median risk score value was used in classifying NPC samples into two groups, high-risk and low-risk groups. Kaplan–Meier survival curves of two risk groups showed that they had an apparently different prognosis (P = 0.0018, Figure 6B). Hence, the five target genes could be validated by the above results to be closely involved in the prognosis.





Immune characteristics of high- and low-risk groups

The tumor microenvironment plays a central role in antitumor response and immunotherapeutic response. We used several tools to assess the immune cell component, as well as immune and stromal infiltration, and analyzed immune checkpoint genes for their expression levels. Two risk groups showed a significantly different immune microenvironment. We estimated an ssGSEA enrichment score of 28 immune-related cells and found that 25 of them had a differential enrichment score, such as myeloid-derived suppressor cells (MDSCs), activated CD8 T cells, regulatory T cells, natural killer cells, activated B cells, and macrophages (Figure 7A). Most immune cells showed a higher abundance in the group with a low risk. In addition, ssGSEA also revealed higher enrichment of both adaptive and innate immune response scores in the low-risk group (P < 0.0001, Figure 7B). The ESTIMATE algorithm was used to evaluate stromal and immune infiltration of two groups, and not surprisingly, the low-risk group showed both higher immune score and stromal score than the high-risk group (Figure 7C, P < 0.0001). Moreover, MCP-counter was employed to dig out similar results with ssGSEA. A total of 10 types of immune-related cells all showed a higher enrichment score in the low-risk group (Figure 7D). Immune checkpoint expression levels also had an extreme difference in two risk groups that most of immune checkpoints, such as CTLA4, TIGIT, LAG3, and PCDC1, were more highly expressed in the low-risk group than in the high-risk group (Figure 7E). Immune checkpoints’ differential expression may contribute to different antitumor immune responses. The distinct immune microenvironment suggested that the five prognostic genes may play critical roles in immune modulation.




Figure 7 | Immune characteristics of high-risk and low-risk groups in the GSE102349 dataset. (A) The ssGSEA score of 22 immune-related cells in two risk groups. (B) The ssGSEA score of adaptive and innate immune response in two risk groups. (C) ESTIMATE analysis of immune infiltration and stromal infiltration. (D) MCP-counter analysis for estimating the enrichment of 10 immune-related cells. (E) Expressions of immune checkpoint genes in two risk groups. ns, not significant. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.







Analysis of biological pathways, immunotherapeutic response, and drug sensitivity in two risk groups

To further understand the molecular mechanisms contributing different prognoses of two risk groups, the enrichment score of pathways from the “h.all.v7.4.symbols.gmt” file was calculated using ssGSEA. There were 30 pathways differentially activated in the two risk groups (Figure 8A). Immune-related pathways, for instance, interferon alpha response, interferon gamma response, inflammation response, IL2-STAT5 signaling, IL6-JAK-STAT3 signaling, and complement, were significantly more activated in the low-risk group, which was consistent with the result of immune analysis. Cell cycle-related pathways such as E2F targets, MYC target V2, MYC target V1, and G2M checkpoint were less enriched in the low-risk group. In addition, some oncogenic pathways were more activated in the high-risk group, such as Wnt signaling and Hedgehog signaling. Notably, apoptosis was more enriched in the low-risk group, which was associated with good prognosis. Risk score also manifested significant correlations with the above pathways (Figure S2).




Figure 8 | Analysis of biological pathways, response to immunotherapy, and drug sensitivity of two risk groups in the GSE102349 dataset. (A) Screening differentially enriched pathways between two risk groups based on ssGSEA. (B) Correlation analysis of risk score with 13 tumor-related pathways. Orange and blue indicate positive and negative correlations, respectively. (C) SubMap analysis of expression data of GSE102349 and IMvigor210 (anti-PD-L1 treatment) datasets. (D) TIDE analysis of two risk groups for assessing immune escape and response to immunotherapy. (E) The sensitivity to chemotherapeutic drugs predicted by the pRRophetic package. *P < 0.05, **P < 0.01, ***P < 0.001, ****P<0.0001.



Gene sets of 13 tumor-related pathways were obtained from a previous study, and their enrichment scores were calculated using ssGSEA. Pearson correlation analysis uncovered a negative association of risk score with DNA repair-related pathways including DDR (R = -0.41), base excision repair (R = -0.25), nucleotide excision repair (R = -0.33), homologous recombination (R = -0.33), and mismatch repair (R = -0.33) (Figure 8B).

Next, we evaluated the response of two risk groups to chemotherapy and immunotherapy. The similarity of expression profiles between GSE102349 and IMvigor210 (treated by PD-L1 inhibitors) datasets was shown by SubMap analysis. Higher similarity between two datasets indicates higher sensitivity to PD-L1 inhibitors. The results presented that the low-risk group had a higher similarity with CR and PR groups (P < 0.05, Figure 8C), implying that the low-risk group could obtain more benefit from immunotherapy. Furthermore, the TIDE algorithm was implemented to predict immune escape to immune checkpoint inhibitors. Two risk groups showed no significant difference of TIDE score (Figure 8D). However, the low-risk group exhibited more severe T-cell dysfunction than the high-risk group in which enrichment of MDSCs and M2 tumor-associated macrophages (TAM) was higher, contributing to its higher T-cell exclusion. In the response to chemotherapeutic drugs, we screened a total of 103 drugs including 46 drugs such as YM155 and vinorelbine sensitive to high-risk groups and 57 drugs such as sunitinib and temsirolimus sensitive to the low-risk group (Figure 8E).





The analysis of endocrine metabolism

Abnormal endocrine metabolism is one of the complications of tumor treatment. As shown in Figure 9A, endocrine-related genes, such as MON1B, SCAMP2, and FAM20A, were negatively associated with RiskScore; SCAMP3 was positively correlated with RiskScore. Pearson analysis between endocrine pathways and RiskScore showed that most endocrine pathways were negatively related to RiskScore (Figure 9B).




Figure 9 | Analysis of endocrine metabolism. (A) Pearson analysis between endocrine-related genes and RiskScore. (B) Pearson analysis between endocrine pathways and RiskScore.







The performance of the mRNA prognostic model in immunotherapy datasets

To further examine the exhibition of the five-gene prognostic model, we introduced three independent datasets containing patients administrated by immunotherapy (IMvigor210, GSE135222, and GSE78220). Using the same calculation method, we measured the risk score of each patient in three datasets. In the IMvigor210 dataset, the high-risk group displayed apparently worse prognosis than the low-risk group (P < 0.0001, Figure 10A). The prediction efficiency was evaluated by ROC, with AUCs of 0.61, 0.66, and 0.64 at 0.5-, 1-, and 1.5-year survival, respectively (Figure 10A). In addition, we analyzed the proportion of different response groups in two risk groups. The low-risk group had a higher proportion of CR and PR groups (11% and 20%, respectively), compared with the high-risk group (6% and 9%, respectively). The CR and PR groups also showed a lower risk score than PD and SD groups. In the GSE135222 and GSE78220 datasets, we observed correspondent results (Figures 10B, C). The GSE135222 dataset showed AUCs of 0.82 and 0.85 at 0.5- and 1-year survival, respectively. The low-risk group exhibited a markedly higher percentage of CR/PR patients compared with the high-risk group (50% versus 8% in low- versus high-risk groups). The GSE78220 dataset showed AUCs of 0.74 and 0.71 at 1- and 2-year survival, respectively. Expectedly, the CR and PR groups were more accumulated in the low-risk group (21% and 43%) compared with the high-risk group (8% and 31%). Moreover, the CR/PR group showed a lower risk score than the PD/SD group in both GSE135222 and GSE78220 datasets, but the difference was not significant in the GSE78220 dataset. The above observation suggested that patients with a low risk score were more sensitive to immunotherapy and could attain longer survival.




Figure 10 | The performance of the mRNA prognostic model in three independent immunotherapy datasets. (A–C) ROC analysis, survival analysis, the distribution responder groups in two risk groups, and the risk score of responder groups in the IMvigor210 (A), GSE135222 (B), and GSE78220 (C) datasets.  ns P>0.05, *P < 0.05, **P < 0.01, ***P < 0.001.








Discussion

MiRNAs are considered as potential therapeutic targets for NPC treatment, and till now abundant miRNAs have been unveiled to be dysregulated in NPC patients (19). MiRNAs serve as importantly regulatory roles in gene expression and pathway modulation. In this study, we dug out the potential key miRNAs and mRNAs that were probably responsible for NPC development and progression. We interpreted the association between key miRNAs and mRNAs and decoded the relationships of prognostic miRNA-related mRNAs with tumor microenvironment, immunotherapy, and functional pathways.

To begin with, we deciphered the miRNA expression data and screened 332 aberrantly expressed miRNAs in NPC samples compared with normal samples. By using WGCNA, we further identified two key miRNAs (hsa-miR-142-3p and hsa-miR-93) strongly related to NPC prognosis and phenotype. We constructed a miRNA risk model based on hsa-miR-142-3p and hsa-miR-93. The risk model exhibited an intensive relation with NPC prognosis in two independent datasets (GSE32960 and GSE70970). Patients with a high risk showed significantly worse OS and DFS than the low-risk group. In addition, the risk model was also effective to predict OS in NPC samples with different clinical characteristics including ages, T stage, N1–N3 stage, and AJCC stage I–IV. These results demonstrated that hsa-miR-142-3p and hsa-miR-93 were highly responsible for NPC development.

Moreover, RiskScore was negatively correlated with endocrine genes, especially FAM20A, which had been important for endocrine-related tumors (53). The FAM20 family of kinases is a newly discovered class of secreted kinases that are capable of phosphorylating secreted proteins and proteoglycans (54). FAM20A may play a more complex role in gliomas, as correlations between FAM20A genes and low-grade gliomas have been found (55). Combining the known literature and the results of this study, it is suggested that endocrine gene FAM20A may be closely related to NPC.

The two key miRNAs have been reported in the contribution of other cancer types. For example, in esophageal squamous cell carcinoma (ESCA), hsa-miR-142-3p was identified as a prognostic biomarker (56). Non-small cell lung cancer (NSCLC) cells could be promoted by overexpression of miR-142-3p via interfering TGFβR1 expression (57). However, Dong et al. revealed that miR-142-3p suppressed the growth of human cervical cancer cells by attenuating HMGB1 expression levels (58). Moreover, Sharma et al. excavated that miR-142-3p functioned as a tumor-suppressive miRNA through modulating the expression of HMGA1, A2, B1, and B3 in human cervical cancer (59). miR-142-3p in different cancer types showed a discord in expression that miR-142-3p was suggested to play complicated roles (both promotive and suppressive) by interacting with specific pathways and genes in different cancers. In our study, the miR-142-3p level was significantly decreased in NPC samples, implying that high-expressed miR-142-3p may facilitate the progression of NPC.

The role of hsa-miR-93 has also been uncovered in different cancer types. For instance, a miRNA microarray result showed that miR-93 was downregulated in human colon cancer stem cells and overexpressing miR-93 strikingly inhibited cell proliferation and colony formation (60). In triple-negative breast cancer cells, cell migratory capability and invasive potential could be weakened by overexpression of mature miR-93-5p possibly by targeting WNK1 (61). In uterine cancer, the high miRNA-93 expression group had an evidently higher survival rate than the low miRNA-93 expression group (62). The results of the above studies were accordant with our study that miRNA-93 expression was elevated in the NPC group compared with the normal group.

To clarify the potential mechanisms of the two miRNAs in NPC, their potential target genes (mRNAs) were predicted by utilizing 12 different tools to build ceRNA networks. As a result, we confirmed 39 target genes of miR-142-3p and 86 target genes of miR-93. KEGG analysis revealed that these target genes were significantly involved in autophagy and mitophagy. Autophagy occurs under stressful situations such as the presence of abnormal proteins and nutrient deprivation, which degrades cellular proteins and organelles to provide precursors for recycling (63). Some clinical trials have presented that inhibiting autophagy has feasible benefits in multiple cancer types such as glioblastoma, melanoma, and pancreatic cancer (64). Autophagy and mitophagy are demonstrated to contribute to the reprogramming of cancer metabolism that is a major challenge for anticancer therapy (65). Therefore, we supposed that maybe one of the mechanisms of miR-142-3p and miR-93 in NPC development was their participation in autophagy and mitophagy process responsible for cancer metabolism.

In order to distinguish key target genes of the two miRNAs, we applied random sampling and univariate Cox regression on 125 potential target genes. As a consequence, we confirmed five target genes that had prognostic effects on NPC, namely, E2F1, KCNJ8, SUCO, HECTD1, and KIF23, where SUCO and HECTD1 are the targets of miR-142-3p and E2F1, KCNJ8, and KIF23 are the targets of miR-93. E2F1 has been widely reported to regulate cell cycle and cell death and has a significant role in multiple cancer types. E2F1 target pathways are considered as important targets for cancer treatment (66). Limited studies of cancer have been found related to the other four genes. Based on these five target genes, we further established a prognostic model. The five-gene prognostic model manifested substantial performance in predicting 1-, 2-, and 3-year survival with AUCs of 0.87, 0.81, and 0.79 respectively. According to the model, high-risk and low-risk groups were defined with disparate prognosis.

We further investigated the differences of the tumor microenvironment and functional pathways between two risk groups for excavating the biological influence of the five target genes in NPC. Two risk groups had distinct immune cell infiltration. Anticancer immune cells, for instance, activated B cells, NK cells, dendritic cells, and CD8 T cells, were evidently higher in the low-risk group compared with the high-risk group, which led to the stronger anticancer response and clearance of cancer cells. The high-risk group showed both higher innate and adaptive immune response than the low-risk group. Analysis of biological pathways unveiled that the low-risk group displayed higher activation of immune-related pathways, for instance, IL2-STAT5 signaling, interferon alpha response, interferon gamma response, IL6-JAK-STAT3 signaling, inflammation response, and complement. Importantly, DNA repair pathways, cell cycle-related pathways, and apoptosis were also more enriched in the low-risk group, supporting that the two key miRNAs may have an interaction with these target genes. However, the specific association between the miRNAs and five target genes should be further validated in future experiments.

The different proportion of tumor-infiltrating immune cells has a profound effect on both cancer prognosis and immunotherapy (67). SubMap analysis predicted that the low-risk group was more sensitive to ICB therapy than the high-risk group, which may result from the higher expression of critical immune checkpoints such as CTLA4, IDO1, LAG3, and PDCD1 (PD-1) in the low-risk group. Anti-PD-1/PD-L1 therapy has shown some favorable outcomes in clinical trials of NPC (68). Our five-gene model can help clinicians to better select the patients sensitive to ICB therapy and raise the efficiency of immunotherapy.





Conclusions

In conclusion, this study identified two key miRNAs (miR-142-3p and miR-93) and predicted their potential key target genes. MiR-142-3p and miR-93 contributed to NPC survival possibly through regulating autophagy pathways. In addition, we confirmed five prognostic target genes (E2F1, KCNJ8, SUCO, HECTD1, and KIF23) and constructed a five-gene prognostic model. The model was effective to predicting NPC prognosis and could provide a guidance for personalized immunotherapy in NPC patients.
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Background

Single-cell sequencing technology has become an indispensable tool in tumor mechanism and heterogeneity studies. Pancreatic adenocarcinoma (PAAD) lacks early specific symptoms, and comprehensive bioinformatics analysis for PAAD contributes to the developmental mechanisms.





Methods

We performed dimensionality reduction analysis on the single-cell sequencing data GSE165399 of PAAD to obtain the specific cell clusters. We then obtained cell cluster-associated gene modules by weighted co-expression network analysis and identified tumorigenesis-associated cell clusters and gene modules in PAAD by trajectory analysis. Tumor-associated genes of PAAD were intersected with cell cluster marker genes and within the signature module to obtain genes associated with PAAD occurrence to construct a prognostic risk assessment tool by the COX model. The performance of the model was assessed by the Kaplan–Meier (K-M) curve and the receiver operating characteristic (ROC) curve. The score of endocrine pathways was assessed by ssGSEA analysis.





Results

The PAAD single-cell dataset GSE165399 was filtered and downscaled, and finally, 17 cell subgroups were filtered and 17 cell clusters were labeled. WGCNA analysis revealed that the brown module was most associated with tumorigenesis. Among them, the brown module was significantly associated with C11 and C14 cell clusters. C11 and C14 cell clusters belonged to fibroblast and circulating fetal cells, respectively, and trajectory analysis showed low heterogeneity for fibroblast and extremely high heterogeneity for circulating fetal cells. Next, through differential analysis, we found that genes within the C11 cluster were highly associated with tumorigenesis. Finally, we constructed the RiskScore system, and K-M curves and ROC curves revealed that RiskScore possessed objective clinical prognostic potential and demonstrated consistent robustness in multiple datasets. The low-risk group presented a higher endocrine metabolism and lower immune infiltrate state.





Conclusion

We identified prognostic models consisting of APOL1, BHLHE40, CLMP, GNG12, LOX, LY6E, MYL12B, RND3, SOX4, and RiskScore showed promising clinical value. RiskScore possibly carries a credible clinical prognostic potential for PAAD.
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Introduction

Although pancreatic adenocarcinoma (PAAD) is a relatively low-incidence cancer, it is a highly lethal tumor (1). The deficiency of specific early symptoms of PAAD and the fact that the majority of patients are experiencing advanced progression or organ metastases contribute to PAAD being a high-mortality cancer (2). Frustratingly, radiotherapy, as well as chemotherapy, were not effective options in the treatment of PAAD, and surgical resection was currently the best option for most patients, but the prognosis was graded poorly, with an overall 5-year survival (OS) rate of less than 10% (3–5). Several studies have shown that prognosis in a variety of cancers, including PAAD, can be predicted using carbohydrate antigen 19-9 (CA 19-9) and carcinoembryonic antigen (CEA) (6, 7). However, they lack specificity and sensitivity for PAAD (8). To address the clinical pain point that PAAD prognosis was difficult to assess, it was imperative to develop effective prognostic tools to achieve patient prognostic risk assessment as well as personalized and precise treatment.

The pancreas has two functions: endocrine and exocrine. The exocrine glands of the pancreas are composed of acinar cells and duct cells. Previous studies have believed that pancreatic ductal adenocarcinoma (PDAC) originates from ductal cells because of tumor histological similarity to ductal morphology (9). On the other hand, pancreatic endocrine tumors are caused by endocrine cells (10). With the emergence of single-cell RNA sequencing (scRNA-Seq) technology, exploring deeper molecular mechanisms of life from cellular genetic material, functional heterogeneity, and the identification of specific cell subtypes emerged as mainstream research directions (11, 12). scRNA-seq maps the gene expression patterns of each cell and decodes its intercellular signaling network. This unbiased characterization provides clear insights into the entire tumor ecosystem, such as the mechanisms of intra- and intertumor heterogeneity and the tumor microenvironment (13). Tumors lead to an individualized prognosis and variable therapeutic responses due to their heterogeneity, and single-cell technologies showed powerful functions in revealing the molecular mechanisms of cancer through the precise analysis of specific cells or cell clusters (14–16). For example, Wang et al. developed a lung cancer artificial intelligence detector using scRNA-Seq data from early lung cancer, which showed great specificity in the early detection of lung cancer and large-scale early screening of high-risk populations (17). Li et al. identified proinvasive cancer-associated fibroblast subtypes in patients with poor prognosis for gastric cancer, and inhibition of these cell subsets contributed to creating an activated immune tumor microenvironment (TME) (18). These studies demonstrated the ability to integrate scRNA-Seq data to deepen insights into cancer.

Fibroblast growth in pancreatic cancer (PDAC) tumors is known as a tumor suppressor (19, 20). Cancer-associated fibroblasts (CAFs) are a collective term for these cells. CAFs may play a role in the development and progression of PDAC and the response to treatment (21, 22). CAFs are an important stromal component, secreting growth factors, inflammation mediators, and extracellular matrix (ECM) proteins that facilitate tumor growth, resistance to therapy, and immune rejection (23).

Machine learning is a branch of artificial intelligence that focuses on making predictions by using mathematical algorithms to identify patterns in data. Deep learning is a branch of machine learning that focuses on making predictions using multi-layered neural network algorithms inspired by the neural structure of the brain. In contrast to other machine learning methods, such as logistic regression, deep learning’s neural network architecture enables models to scale exponentially as the amount and dimension of data grow (24). Machine learning algorithms to help with cancer detection (identifying the presence of cancer) and diagnosis (characterizing cancer) have become increasingly common (25, 26). In this study, we integrated scRNA-Seq data from three different samples from the Gene Expression Omnibus (GEO) database to identify cell clusters associated with PAAD occurrence. RNA-Seq data from PAAD samples and normal samples from the Cancer Genome Atlas (TCGA) and Genotype-Tissue Expression (GTEx) databases were subsequently identified by weighted gene correlation network analysis (WGCNA), which identified cellular clusters associated with gene modules, and we screened prognostic genes associated with PAAD occurrence by the univariate COX model and the least absolute shrinkage and selection operator (LASSO) COX model to construct a prognostic risk assessment system for PAAD.





Materials and methods




Data acquisition

The scRNA-Seq data (registration number: GSE165399) were downloaded from the GEO (https://www.ncbi.nlm.nih.gov/geo/) database, containing three samples, and the sample information is presented in Table 1. Four PAAD patient sequencing datasets were also downloaded (registration numbers: GSE28735, tumor samples: 42; GSE57495, tumor samples: 63; GSE62452, tumor samples: 64; and GSE85916, tumor samples: 79). RNA-Seq data (TCGA-PAAD, tumor samples: 177) from the PAAD sequencing project were downloaded from TCGA database (https://portal.gdc.cancer.gov/), as well as clinical information for the 177 samples. Normal pancreatic samples were downloaded from the GTEx (https://www.gtexportal.org/home/) database. Finally, RNA-seq data from the IGGC-AU sequencing project were downloaded from the University of California Santa Cruz (UCSC Xena, https://xena.ucsc.edu/).


Table 1 | Clinical information for samples in the GSE165399 cohort.







scRNA-Seq data pre-processing

The scRNA-Seq data of the GSE165399 cohort samples were processed utilizing the Seurat package (27). First, the genes that were expressed in all three cells were screened, and the number of genes expressed in each cell was greater than 250. The PercentageFeatureSet function was employed to calculate the percentage of mitochondria and rRNA and to ensure that each cell expressed more than 500 and less than 7,000 genes with less than 30% mitochondrial content. Also, the number of UMI in each cell was ensured to be no less than 500.





scRNA-Seq data clustering and dimension reduction

Initially, the samples were merged by the merge function in the Seurat package, and the merged data were normalized by log normalization. High-variability genes were then detected by the FindVariableFeatures function (based on the variance stabilization transformation (vst) to identify variable features). All genes were scaled with the ScaleData function and subjected to principal component analysis (PCA) with the RunPCA function. We then performed cell clustering analysis (set resolution = 0.3) by selecting dim = 40 and identifying specific cell clusters in PAAD by the FindNeighbors and FindClusters functions. Next, with the top 40 principal components selected, we operated the UMAP program to further reduce the dimensionality. Finally, we screened marker genes in cell clusters by |logfold change (FC)| = 0.35 and Minpct = 0.3 (minimum expression ratio of differential genes) via the FindAllMarkers function.





RNA-Seq data processing

RNA-Seq data were processed on the SangerBox website, a comprehensive online bioinformatics analysis website (28). Samples without follow-up information were removed from the TCGA-PAAD cohort, FPKM data were transformed into TPM data, and normal pancreatic samples from the UCSC Xena were subsequently merged, and the merged cohort was recorded as TCGA _GTEx-PAAD (tumor: 177, normal: 167, gene number: 24210). Normal samples, samples with missing follow-up information in the GSE28735, GSE57495, GSE62452, and GSE85916 cohorts were excluded.





Annotation of cell clusters

The cell marker genes for human cells were selected from the official cell marker website (http://biocc.hrbmu.edu.cn/CellMarker/) for the pancreas, pancreatic acinar tissue, peripheral blood, and blood corresponding tissues. The enricher function in the clusterProfiler package (29) was provided for cell cluster annotation.





Monocle trajectory analysis

Monocle (version 2.18.0) is used to infer the developmental trajectory of subpopulations of cells. Cells were isolated from the Seurat object and transferred into the SingleCellExperiment format (follow the official tutorial for trajectory analysis: http://cole-trapnell-lab.github.io/monocle-release/docs/#constructing-single-cell-trajectories). The Monocle object is built from the SingleCellExperiment format using the new cell dataset function in Monocle.





PAAD-related cell cluster abundance analysis

Based on marker genes in cell clusters, we computed the relative abundance of cell subpopulations in tumor and normal tissues in the TCGA_GTEx-PAAD cohort using the CIBERSORT method (30).





WGCNA analysis

To identify key genes for tumorigenesis, we performed WGCNA analysis on samples in the TCGA_GTEx-PAAD cohort. Cluster analysis was first performed on 177 tumor samples and 167 normal samples to further calculate the Pearson’s correlation between each gene, followed by constructing co-expression networks and forming gene modules using the WGCNA package (31). Subsequently, the Pearson’s correlation analysis was performed with each gene module using the first principal component (ME) of the cell subpopulation to identify the key gene modules for PAAD occurrence. The Monocle3 package was also performed to analyze cellular pseudo-temporal trajectories (32).





Enrichment analysis

To explore the biological functions as well as signaling pathways involved in genes within the key modules of PAAD occurrence, we performed Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) functional enrichment analyses using the clusterProfiler package at p< 0.05 and FDR< 0.05 as thresholds to screen the most significantly enriched molecular functions and signaling pathways.





Cell communication analysis

In multicellular organisms, the basic vital activities of life depend on cell–cell interactions as a contribution to the coordination of their behavior. The communication between cells relies mainly on multisubunit protein complexes. Based on this, we used the cell chart package (33) to analyze the number of interacting ligands between all cell subpopulations as well as changes in the strength of the interaction.





Screening for PAAD-generating genes

Differential analysis was conducted via the limma package (34) to obtain tumor-associated differentially expressed genes (DEGs) in tumor and normal tissues in the TCGA_GTEx-PAAD cohort, which were subsequently intersected with cellular subpopulations associated with PAAD occurrence, and genes within the signature module were taken to obtain key genes for PAAD occurrence.





Prognostic model construction, evaluation, and validation

Univariate COX models were generated for the expression matrix of tumor samples from the TCGA-PAAD cohort in combination with patient survival status and survival time to identify genes affecting PAAD survival (p< 0.01). Models with a large number of genes were not conducive to clinical test manipulation, so we constructed LASSO COX models based on the above genes employing the glmnet package (35, 36) and removed genes with high similarity in the models by introducing the penalty parameter lambda in 10-fold crossvalidation. The resulting genes were the PAAD prognostic signature genes. Based on the regression coefficients in the LASSO COX model and the expression levels of individual genes, we constructed the RiskScore for the PAAD prognostic risk assessment tool, which was calculated by the following equation.

	

where β was the regression coefficient normalized by the Z-score for each gene in the LASSO COX model, and Exp represented the gene expression data.

The RiskScore of tumor samples in the TCGA-PAAD, GSE28735, GSE57495, GSE62452, GSE85916, and IGGC-AU cohorts was determined according to the formula, and the high RiskScore group and low RiskScore group were classified based on RiskScore = 0 as the threshold. Kaplan–Meier (K-M) survival curves were plotted to assess the prognostic differences between the two groups, and receiver operating characteristic curve (ROC) was developed to assess the performance of RiskScore in predicting PAAD prognosis.





Potential associations between RiskScore and clinical features

Patients in the TCGA-PAAD cohort were grouped according to clinical features, and the RiskScore of patients in each subgroup was counted. The Wilcox test was conducted to calculate the statistical difference between the two groups, and the Kruskal–Wallis test was conducted to calculate the statistical difference among the four groups. P< 0.05 was considered to be significantly distinct.





Gene set enrichment analysis

To explore the biological pathways that existed differently between the high RiskScore and low RiskScore groups, single sample gene set enrichment analysis (ssGSEA) was performed on the high RiskScore samples and low RiskScore samples in the TCGA-PAAD cohort, and the ssGSEA scores of pathways were analyzed for the Pearson’s correlation with RiskScore, and pathways with r > 0.5 were considered potentially regulated pathways by RiskScore.





Endocrine metabolism analysis

The KEGG website provided 34 secretory genes. Genes in SECRETORY_PATHWAY were obtained from the GSEA website (https://www.gsea-msigdb.org/gsea/index.jsp) to calculate the score using ssGSEA.





Statistical analysis

This study was performed using R software (version 4.1.1) for data analysis. For all statistical analyses, bilateral p< 0.05 was considered statistically significant.






Results




Dimensionality reduction and clustering of scRNA-Seq data

Initially, the scRNA-Seq data were filtered to retain the genes that were expressed in GSM5032771, GSM5032772, and GSM5032773 (Supplementary Figures S1, S2). The filtered data were combined, and the highly variable genes in the samples were filtered by the FindVariableFeatures function. The volcano figure showed the highly variable genes in the samples and marked the top 20 highly labeled genes (Supplementary Figure S3). All genes were scaled using the ScaleData function, and PCA downscaling was performed to find the anchor points (Supplementary Figure S4). By cluster analysis, we obtained 17 subgroups and showed their distribution characteristics in the sample (Figure 1A), and we further selected the top 40 principal components to further downscale by UMAP to obtain 17 cell clusters (Figure 1B). We used the FindAllMarkers function to screen marker genes in 17 clusters by |logFC| = 0.35, Minpct = 0.3 (minimum expression proportion of difference genes) with corrected p< 0.05, and Figure 1C demonstrates the top five marker gene expression levels in 17 cell clusters.




Figure 1 | UMAP downscaling analysis of scRNA data. (A) Distribution of cell subpopulations in GSM5032771, GSM5032772, and GSM5032773 samples. (B) Distribution of 17 cell clusters. (C) Heatmap of top 50 gene expression in 17 cell clusters.







Annotation of 17 cell clusters

The marker genes of the human pancreas, pancreatic acinar tissue, peripheral blood, and blood tissues were annotated by the enricher function of the clusterProfiler package for 17 cell clusters. The annotation information of each cell cluster is shown in Table 2. We found the presence of multiple small clusters in four cell subgroups, including B cell with two clusters, C4 and C10; cancer cell with two clusters, C8 and C15; CD1C–CD141-dendritic cell with three clusters, C0, C1, and C9; and fibroblast with C2 and C11 clusters. Furthermore, we analyzed the differential expression of marker genes in each cell cluster, and we found that C0 specifically expressed CLEC4E, C1 specifically expressed MRC1, C2 subpopulation specifically expressed GAS1, C4 specifically expressed FCMR, C8 specifically expressed DEFB1, C9 specifically expressed MTND1P23, C10 specifically expressed TCL1A, C11 specifically expressed the HSPB6 gene, and C15 specifically expressed RGS5 (Figure 2A). In addition, we found higher abundances of C0, C1, C2, C4, C6, C8, C9, C10, C11, C13, C14, and C15 in tumor tissues (Figure 2B).


Table 2 | Annotation information for 17 cell clusters.






Figure 2 | (A) Violin plot of expression of characteristic genes in cell clusters. (B) Boxplot of the abundance of 17 cell clusters in tumor and normal tissues in the TCGA_GTEx-PAAD cohort. ***p<0.001, ****p<0.0001.







PAAD-related gene module identification

To identify tumor-associated gene modules in PAAD, we performed a WGCNA analysis. After the samples were clustered to construct a scale-free network, we found that the co-expression network conformed to the scale-free network at the soft threshold β = 7, when the scale-free R2 was 0.85 (Figures 3A–C). A total of six gene modules were generated, among which the brown module (gene number: 4811) was highly correlated with the C11 (r = 0.8, p = 5e−79) and C14 (r = 0.86, p = 8e−104) cluster (Figure 3D). To explore the biological functions of genes within the brown module, we performed GO and KEGG enrichment analyses. We found that these genes were mainly involved in biological processes like angiogenesis and blood vessel morphogenesis; they may also be involved in extracellular matrix and extracellular matrix that contains collagen, adherens junctions between cells and their substrates, and focal adhesion sites; they are also closely related to SMAD binding, extracellular matrix structural constituents, and cell adhesion molecule-binding functions (Figures 4A–C). We also revealed that these genes are actively involved in signaling pathways such as focal adhesion and regulation of the actin cytoskeleton (Figure 4D). Our results suggested that genes within the brown module were intimately associated with intercellular signaling transitions.




Figure 3 | WGCNA analysis. (A) Sample clustering map. (B) Soft threshold β selection in a scale-free network. (C) Gene modules. (D) Correlation heatmap.






Figure 4 | Brown module gene function enrichment analysis. (A) Biological process. (B) Cellular component. (C) Molecular function. (D) KEGG.







Trajectory analysis of critical cell cluster

The WCGNA analysis revealed a significant correlation between genes within the brown module and tumorigenesis, while the module was highly correlated with the C11 and C14 clusters. The two clusters belong to fibroblast and circulating fetal cells, respectively, where fibroblast cells are characterized by two clusters, C11 and C2. We suggested that the two clusters might be critical clusters for tumorigenesis. We then performed cell trajectory analysis of the critical cluster by Monocle. From the cell differentiation trajectory, C11 and C2, which were also fibroblast cells, showed the same differentiation trend, basically at the tail end of the state 1 branch (Figures 5A, B), while the heterogeneity of circulating fetal cell cells was extremely high (Figure 5C).




Figure 5 | Cell trajectory analysis. (A) Pseudo-time measurement of developmental time. (B) Two cell subpopulations could differentiate into three branches. (C) Differentiation trajectory of cell clusters.







Cell communication analysis

To better investigate how the C11 cluster communicates with other cell clusters, we performed a cellular communication analysis. Figure 6A shows the interactions and intensity changes between 17 cell clusters, and the results indicate a high correlation between cells. Subsequently, we extracted the ligand–receptor information of each subpopulation to communicate with each other, and we found that C11 and C14 influenced another cluster through some ligand receptors, and the C11 subpopulation influenced other cell cluster by acting on cell surface receptors through LAMC1 (Figure 6B). In addition, we also found some novel pairing relationships, such as LAMA4-CD44 and FN1-SDC4, and these results suggested that the C11 subpopulation played a great role in the development of PAAD.




Figure 6 | (A) Graph of changes in the number of receptors and ligands as well as intensity in cellular communication of 17 cell clusters. (B) Bubble diagram of receptors and ligands of C11 and C14 cell clusters with other cell clusters.







Tumorigenesis gene screening

Differential analysis of tumor samples and normal samples in TCGA_GTEx-PAAD identified 3,864 DEGs in tumor tissues, of which 2,008 upregulated DEGs and 1,856 downregulated DEGs were identified (Figure 7A). Furthermore, Venn diagrams were drawn to identify overlapping genes in DEGs, brown module genes, and marker genes in C11 and C14 cell clusters. The C11 cluster, DEGS, and brown module genes contained 107 overlapping genes (Figures 7B, C), while the C14 cluster, DEGs, and brown module genes contained one overlapping gene (Figures 7D, E). Our results indicated that the overlapping genes were all highly expressed in tumor tissues. Only one overlapping gene was present in marker genes in the C14 cluster; therefore, we concluded that genes in the C11 cluster might be pivotal genes in PAAD tumorigenesis.




Figure 7 | Screening of genes related to PAAD occurrence. (A) Volcano plot of DEGs between tumor and normal tissues in TCGA_GTEx-PAAD cohort. (B, C) Wayne plots of genes within C11 cell clusters, up- and downregulated DEGs, and brown modules. (D, E) Wayne plots of genes within C14 cell clusters, up- and downregulated DEGs, and brown modules.







PAAD clinical prognostic model

The univariate COX model found 24 prognostic genes that were significantly associated with PAAD prognosis. It was well known that multigene models were unfavorable for clinical detection, so we employed the LASSO COX model to compress the number of genes in the model and remove the genes with high similarity. Based on 10-fold crossvalidation to select the best penalty parameter lambda, we found that the model was optimal at lambda = 0.0269, so we selected nine genes (APOL, BHLHE40, CLMP, GNG12, LOX, LY6E, MYL12B, RND3, SOX4) at lambda = 0.0269 as the target genes of the next procedure (Figures 8A, B). Based on the regression coefficients and gene expression levels, we constructed a clinical prognosis assessment system for PAAD patients with RiskScore = 0.128 * APOL1 + 0.153 * BHLHE40 − 0.552 * CLMP − 0.363 * GNG12 + 0.528 * LOX − 0.202 * LY6E − 0.202 * MYL12B + 0.051 * RND3 + 1.003 * SOX4. Patients were classified into the high RiskScore group (N = 108) and low RiskScore group (N = 68) by RiskScore Z-score normalized to 0 as the grouping threshold for the sample. We identified that patients in the high RiskScore group had a worse prognosis and a higher death rate in the TCGA-PAAD cohort (Figures 8C, D). The AUC values for RiskScore to predict 1-, 3-, and 5-year survival in PAAD were 0.67, 0.76, and 0.77, respectively (Figure 8E).




Figure 8 | LASSO COX model construction. (A) Trajectory plot of independent variables with lambda. (B) The confidence interval of lambda. (C) Scatter plot of RiskScore distribution, survival status, and nine-gene expression heatmap of patients in TCGA-PAAD cohort. (D) ROC curves. (E) K-M curves of patients in high and low RiskScore groups.







Validation of RiskScore

To better assess the robustness of RiskScore, the prognostic value of RiskScore was evaluated in the external datasets GSE28735, GSE57495, GSE62452, GSE85916, and ICGC-AU. We found that the OS of high RiskScore in the five datasets was significantly worse than that of the low-risk group (p< 0.05), and the 1-, 3-, and 5-year survival rates of RiskScore-predicting PAAD were all above 0.6 (Figure 9).




Figure 9 | K-M curves as well as ROC curves for patients in the high and low RiskScore groups in the GSE28735, GSE57495, GSE62452, and GSE85916, ICGC-AU cohorts.







Association between RiskScore and clinical features of PAAD

Clinical features, as traditional prognostic elements, were associated with the survival rate of cancer patients. In this study, we counted the distribution of RiskScore in patients with different clinical feature subgroups. We found a significant difference between RiskScore and T stage, N stage, and stages I–IV (p< 0.05), and the overall trend of increasing RiskScore with increasing stage. There was no significant difference between RiskScore and gender, M, stage, and age (Figure 10).




Figure 10 | Distribution of RiskScore in subgroups of clinical features. (A) Gender. (B) T stage. (C) M stage. (D) N stage. (E) Stage. (F) Age.







Gene set enrichment analysis

To further investigate the relationship between RiskScore and biological function in different samples, ssGSEA enrichment analysis was performed for patients in the high and low RiskScore groups in the TCGA-PAAD cohort. Also, the Pearson’s correlation analysis was performed between the ssGSEA score of each pathway and RiskScore; a total of 48 KEGG pathways were significantly correlated with RiskScore (correlation ≥ 0.5), among which six KEGG pathways were significantly negatively correlated with RiskScore, containing KEGG_RNA_ POLYMERASE, KEGG_PARKINSONS_DISEASE, KEGG_OXIDATIVE_PHOSPHORYLATION, KEGG_CARDIAC_MUSCLE_CONTRACTION, KEGG_GLYCOSYLPHOSPHATIDYLINOSITOL_GPI_ANCHOR_BIOSYNTHESIS, and KEGG_PROTEIN_EXPORT. RiskScore was strongly and positively correlated with 42 KEGG pathways (Figure 11A). Subsequent cluster analysis of the samples according to each KEGG pathway revealed that KEGG_BASAL_TRANSCRIPTION_FACTORS and KEGG_PROGESTERONE_MEDIATED_OOCYTE_MATURATION pathways increased with higher RiskScore scores (Figure 11B).




Figure 11 | KEGG pathways affected by RiskScore. (A) Heatmap of clustering between 48 KEGG pathways and RiskScore. (B) Heatmap of KEGG pathways with changes in RiskScore.







Immune microenvironment analysis

To clarify the relationship between RiskScore and patients’ immune microenvironment, we first used ESTIMATE to evaluate immune infiltration. The high-risk group had a higher StromalScore and ESTIMATEScore (Figure 12A). CIBERSORT analysis showed that the low-risk group had significantly enriched T_cells_CD8, NK_cells_activated, and B_cells_naive, and the high-risk group had significantly enriched Macrophages_M2 (Figure 12B). MCP-counter, TIMER, and EPIC analyses suggested that the high-risk group had higher immune infiltration (Figures 12C–E).




Figure 12 | Immune microenvironment analysis. (A) ESTIMATE analysis. (B) CIBERSORT analysis shows a difference of 22 immune cells between high and low groups. (C) Using MCP-counter, we found 10 immune cell differences between high and low groups. (D) Using TIMER, six immune cell differences were found between high and low groups. (E) Using EPIC analysis, we found eight immune cell differences between high and low groups. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.







Endocrine metabolism analysis

The 13 of 34 endocrine-related gene expressions differed in the high- and low-risk groups (Figure 13A). The low RiskScore group had a higher secretory pathway score. In addition, a negative phenomenon was observed between the secretory pathway score and the RiskScore (Figure 13B). Seven genes from the prognosis model were negatively correlated with the secretory pathway score (Figure 13C).




Figure 13 | Endocrine metabolism analysis. (A) Difference of 34 endocrine-related genes between high and low group. (B) The difference in endocrine pathway scores between high and low groups. (C) The correlation analysis between genes in the prognosis model and the endocrine pathway score. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.







Construction of nomogram

Univariate and multivariate regression analyses showed that age and RiskScore were independent prognostic factors (Figures 14A, B). We next combined age and RiskScore to build a nomogram, which could predict the prognosis of pancreatic cancer patients (Figure 14C). The nomogram shows that the 1- and 3-year prognosis lines are close to the 45° standard line, indicating good predictive performance (Figure 14D). The decision curve analysis (DCA) was employed to further confirm the clinical effectiveness of the nomogram, followed by RiskScore and age (Figure 14E).




Figure 14 | Construction of a nomogram. (A, B) Univariate and multivariate Cox regression analyses. (C) Construction of nomogram using age and RiskScore. (D) Calibration curve analysis. (E) Decision curve analysis (DCA).








Discussion

In this study, we integrated PAAD scRNA-Seq data as well as RNA-Seq data to construct a promising prognostic tool (RiskScore) using genes associated with PAAD tumorigenesis in fibroblast and validated the generalizability of RiskScore with multiple datasets. We also explored the correlation between KEGG pathways significantly associated with RiskScore and clinical features.

Recent years have demonstrated that scRNA-Seq sequencing technology displays powerful advantages in probing the mechanism of tumorigenesis. Firstly, we identified 17 cell clusters with specific marker expression in intraductal papillary mucinous neoplasm, pancreatic adenosquamous carcinoma, and normal pancreas samples. In our study, we indicated that the C11 subpopulation belongs to fibroblast at the stage of tumor development. CAFs were the most abundant components of the tumor microenvironment and were heterogeneous, playing a pro- or anticancer role in different individual settings (23, 37). CAFs positively influenced cancer progression in tumors by mimicking or dominating the extracellular matrix (ECM) and thus remodeling the ECM structure. For one, the remodeled ECM structure served as a physical barrier for the infiltration of immune cells with killing functions, enhancing tumor killing, and for another, the ECM served as a structural scaffold for the interaction between tumor cells and stromal cells in the TME, promoting cardiac angiogenesis to regulate tumor metastasis (38). In this study, we also identified C11 subpopulation-related gene modules mainly associated with components or biological processes such as intercellular information exchange. Thus, it was the close communication between CAFs and tumor cells that might be responsible for the development of PAAD.

In this study, we also found that the C11 cluster specifically expresses HSPB6, which is currently focused on bladder urothelial carcinoma (BLCA). High HSPB6 expression was the critical factor for BLCA cell migration, and elevated HSPB6 expression inhibited BLCA cell migration (39). In contrast, the results of cell communication analysis demonstrated that the C11 cluster could be influenced by other cells by interacting with cell surface receptors via LAMC1. LAMC1 secretion was associated with the formation of inflammatory CAFs in esophageal squamous cell carcinoma, and upregulation of LAMC1 expression promoted CXCL1 secretion, which stimulated inflammatory CAFs via CXCR2-pSTAT3 and thus promoted tumor progression (40). Trajectory analysis showed consistent differentiation trends between the C11 and C2 clusters in fibroblasts, but C2 was not a tumorigenesis-associated cell cluster, and the distinction was that the specifically characterized genes were different, whereas the mechanism of HSPB6 in PAAD was unknown and its function in fibroblast was unclear. Our findings provided a new potential mechanism by which the C11 cluster-specific expression of HSPB6 may promote PAAD development.

We constructed the RiskScore tool to attempt to assess the prognosis of PAAD patients. We calculated the RiskScore based on the formula, and PAAD patients were divided into a high RiskScore group and a low RiskScore group. The results indicated that the RiskScore demonstrated a good prognostic value, and patients in the high RiskScore group had a worse prognosis. This result was validated in all five external datasets. We also performed ssGSEA analysis on samples from the high and low RiskScore groups, and basal transcription factors and progesterone-mediated oocyte maturation pathways were the characteristic pathways in the high RiskScore group. Moreover, RiskScore is negatively correlated with endocrine pathways, and the high-risk group had an enhanced immune infiltration status.

RiskScore consisted of APOL1, BHLHE40, CLMP, GNG12, LOX, LY6E, MYL12B, RND3, and SOX4, all of which were PAAD prognosis-associated genes. APOL1 was observed to be a critical enzyme in lipid functioning and metabolic processes and was found to be aberrantly highly expressed in hepatocellular carcinoma, small-cell lung cancer, and bladder cancer (41–44). Recent studies indicated that APOL1 exhibited oncogenic effects in PAAD, inhibiting PAAD cell apoptosis and promoting tumor cell proliferation through activation of the NOTCH1 signaling pathway (45), which was the first study reporting APOL1 function in PAAD. Overexpression of BHLHE40 caused the differentiation of tumor-associated neutrophils into a protumor subpopulation (TAN-1) and enhanced tumor immune suppression (46). CLMP was the central immune-related gene in colon cancer, associated with the inflammatory response, KRAS signaling pathway, and T-cell infiltration (47). Upregulation of pro-oncogenic MiR-106b-5p expression influenced survival outcomes in invasive breast cancer via suppression of GNG12 (48). LOX family genes were remodeling agents of hypoxia-induced ECM and were also pivotal inducers of chemotherapeutic drug resistance (49). The remaining genes were also found to positively influence cancer progression (50–53). CLMP, GNG12, LOX, LY6E, MYL12B, and SOX4 were reported for the first time as prognostic signature genes for PAAD, and the mechanisms of how they regulate PAAD occurrence deserve further investigation.

Our study defined the critical cell cluster during PAAD genesis, which might promote tumor progression through frequent communication with tumor cells. In addition, we constructed a robust prognostic tool that demonstrated good robustness in predicting PAAD prognosis. However, this study was a comprehensive bioinformatic analysis conducted with public databases, and the molecular mechanisms of the C11 cluster and PAAD prognostic genes still remain to be further confirmed by relevant experiments as well as clinical trials.





Conclusion

In conclusion, we identified the C11 cluster in fibroblasts that specifically expressed HSPB6 as the essential cluster for PAAD development and constructed a nine-gene prognostic model through tumor-associated PAAD prognostic genes in the C11 subpopulation. RiskScore might carry a credible clinical prognostic potential for PAAD.
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Background

Gemcitabine (GEM) is a second-line anticancer drug of choice for some colorectal cancer (CRC) patients, and GEM inability to be commonly available in the clinic due to the lack of clarity of the exact action targets.





Methods

The half maximal inhibitory concentration (IC50) of GEM treatment for 42 CRC cell lines were accessed from the Genomics of Drug sensitivity in Cancer (GDSC) database. High-throughput sequencing data of CRC patients were captured in The Cancer Genome Atlas (TCGA) and Weighted correlation network analysis (WGCNA) was conducted. Pearson correlations were derived for GEM potency-related genes. Differential analysis was conducted in the TCGA cohort to obtain CRC development-related genes (CDRGs), and univariate COX model analysis was performed on CDRGs overlapping with GEM potency-related genes to obtain CDRGs affecting CRC prognosis. Hub genes affecting GEM potency were identified by Spearman correlation.





Results

CALB2 and GPX3 were identified as potential targets for GEM treatment of CRC via prognostic analysis, which we also observed to be elevated with elevated clinical stage in CRC patients. The enhanced expression of CALB2 and GPX3 genes identified in the pathway analysis might inhibit the body metabolism as well as activate immune and inflammation related pathways. In addition, we found that CALB2 and GPX3 could also be considered as prognostic biomarkers in pan-cancer. Finally, we found that CALB2 and GPX3 were remarkably associated with the drug sensitivity of MG-132, Dasatinib, Shikonin, Midostaurin, MS-275, and Z-LNle-CHO, which were expected to be the drugs of choice for GEM combination.





Conclusion

CALB2 and GPX3 represent prognostic biomarkers for CRC and they might be potential action targets for GEM. Our study offered innovative ideas for GEM administration strategies.





Keywords: colorectal cancer, chemotherapy, gemcitabine, combination drug, CALB2, GPX3





Introduction

Genetic alterations resulting from somatic mutations or gene fusions contributed to colorectal cancer (CRC) being a highly heterogeneous cancer due to the coexistence of multiple pathogenic mechanisms (1). Over million people developed CRC and hundreds of thousands of CRC patients died yearly (2). The reason for the high mortality rate of CRC was that most patients already had metastases when diagnosed (2). Currently, surgical resection was the dominant treatment option for CRC, and chemotherapy was generally considered for patients with local metastases, but tumor heterogeneity caused some CRC patients to develop chemotherapy resistance (3). Identifying effective treatment modalities is crucial to improve survival in CRC.

Gemcitabine (GEM) was second-line resistant drug, and high resistance limited the applicability of GEM in the clinic (4). GEM could hardly be treated as first-line chemotherapeutic agent due to enzymatic deamination, low clearance and high resistance (4). Recent report by Chocry et al. (5) illustrated that GEM was a potential alternative drug when CRC patients developed Oxaliplatin resistance. GEM remained an alternative option for CRC patients. In recent years, several studies have focused on the administration of GEM to tumor cells using nanotechnology to enhance the efficacy of GEM (6). It was evident that current drug delivery strategies and the absence of an exact drug target were the major limiting factors for GEM. Studies suggested that novel drug delivery modalities could assist GEM as cancer-targeted drugs, but related studies were still exploring (7). However, studies focusing on marker genes identification from GEM-related genes in CRC remain limited.

RNA sequencing (RNA-Seq) is a high-throughput sequencing technology used to study transcriptomes, enabling more accurate quantification of gene expression levels, both to identify novel transcript sequences and for differential expression studies (8). In this study, based on multiple databases, we investigated the hub genes of GEM acting in CRC. we comprehensively explored the association between hub genes and multiple cancer prognosis, tumor-infiltrating immune cells (TIIC) in the tumor microenvironment (TME), and chemotherapeutic drug sensitivity. Our study explored the potential of GEM as CRC-targeting agent and the potential contribution of these hub genes in CRC prognosis.





Materials and methods




Data acquisition and pre-processing

Transcriptome high-throughput sequencing datasets of CRC patients as well as normal tissues and corresponding clinical phenotype data were obtained from The Cancer Genome Atlas (TCGA, https://portal.gdc.cancer.gov/) website. The gene expression was showed as log2(TPM+1). Tumor simples whose survival time was absence and less than 0 days of survival were removed, and 432 tumor samples as well as 41 normal tissue samples were retained. The microarray sequencing datasets GSE17536, GSE17537, GSE17538, GSE39582 of CRC patients were loaded from the GENE EXPRESSION OMNIBUS (GEO, https://www.ncbi.nlm.nih.gov/geo/) website. Normal tissue samples, samples with missing clinical follow-up information, and survival time less than 0 days were excluded in 4 cohorts. 177, 55, 232, and 573 tumor samples were retained in GSE17536, GSE17537, GSE17538, and GSE39582, respectively, for follow-up studies. The clinical information was showed in Table 1. The half maximal inhibitory concentration (IC50) data for 42 CRC cell lines treated with GEM were accessed from the Genomics of Drug sensitivity in Cancer database (GDSC, https://www.cancerrxgene.org/).


Table 1 | The clinical information of TCGA dataset.







WGCNA Analysis

In this study, Weighted correlation network analysis (WGCNA) was performed on genes in the TCGA dataset by referring to the method of Langfelder et al. (9) using WGCNA R package (9). The parameters were set: correlation coefficient > 0.85, minimum number of module genes > 50. After merging similar gene modules, principal component analysis (PCA) was performed on the final gene modules, the first principal component of each module was analyzed as Module eigengene E with IC50 values of GEM for pearson correlation analysis to determine the gene modules affecting GEM potency, and the GEM potency-related genes within the modules were included for subsequent analysis.





Identification of CRC development-related genes

In the TCGA cohort, differential analysis was performed using the limma package (10) to identify CRC development-related genes (CDRGs) in tumor tissues using normal tissues as controls. CDRGs were intersected with GEM potency-related genes to obtain candidate CDRGs affecting GEM potency. univariate COX model analysis based on the expression matrix of these CDRGs and the survival information of CRC patients in the TCGA cohort was performed to identify candidate hub genes associated with CRC survival. Finally, based on the expression levels of candidate hub genes, Spearman correlation between them and IC50 values of GEM was assessed to determine the hub genes of GEM for CRC treatment.





Prognostic impact of hub genes on CRC

In the TCGA, GSE17536, GSE17537, GSE17538, and GSE39582 cohorts, CRC patients were clustered into high and low expression groups using the survminer code package (https://rpkgs.datanovia.com/survminer/index.html) to determine the optimal group cut-off values, and Kaplan-Meier (K-M) survival curves were plotted for patients in the high- and low-expression groups using survminer R package (11).





Association between hub genes and CRC clinical phenotypes

In the TCGA cohort, the expression levels of hub genes were compared among patients in the Stage, TNM. Stage subgroups to explore the association between hub genes and CRC clinical phenotypes.





Gene set variation analysis

In the TCGA dataset, we performed Gene Set Variation Analysis (GSVA) using the GSVA code package (12) to resolve CALB2 and GPX3 regulated pathways. To calculate potential connections between CALB2 and GPX3 and their regulatory pathways, we performed spearman correlation analysis between CALB2 and GPX3 expression levels and GSVA scores of the pathways to mine the pathways markedly associated with CALB2 and GPX3.





Connection between CALB2 and GPX3 and TIIC

In the TCGA dataset, we used the Estimation of Stromal and Immune cells in Malignant Tumours using Expression data (ESTIMATE) algorithm (13) to assess the TIICs in TME of CRC patients with ImmuneScore, StromalScore of stromal cells, and ESTIMATEScore. the CIBERSORT algorithm (14) was utilized to assess the relative infiltration scores of 22 TIICs in TME and to calculate the spearman correlation between CALB2 and GPX3 and TIICs. Further, 28 signatures in pan-cancer that could predict Checkpoint Blockade response were captured from the research of Charoentong et al. (15) and ssGSEA Score was calculated (16). Finally, the correlation between CALB2 and GPX3 and the 28 signatures capable of predicting Checkpoint Blockade response was assessed before using the mantel test and pearson correlation.





Prognostic utility of CALB2 and GPX3 in pan-cancer

The expression profiles of 32 cancers were downloaded from Sangerbox (http://vip.sangerbox.com) (17) and the expression levels of CALB2 and GPX3 in tumor tissues and normal tissues were assessed using the wilcox test. The survival time and survival status of patients with 32 cancers in TCGA were extracted from the study of Liu et al. (18), and the prognostic role of CALB2 and GPX3 was assessed by plotting K-M survival curves for the groups using the optimal group cut-off values obtained from the survminer code package.





Pharmaceutical sensitivity analysis of CALB2 and GPX3

In the TCGA cohort, we utilized the pRRophetic code package (19) to predict the IC50 for 51 chemotherapeutic agents in the high- and low-expression groups of CRC patients with CALB2 and GPX3. p-values of the IC50 for the drugs were examined by wilcox.test and histograms were plotted. We screened the spearman correlation between the three groups of drugs with the largest and smallest IC50 and CALB2 and GPX3.





Statistical analysis

All statistical analyses were performed by R software (version 3.62). Wilcoxon nonparametric rank sum test was used to analyze the differences, and a P-value < 0.05 was considered significant unless otherwise specified.






Results




Identification of GEM potency-related genes

The workflow was showed in Figure S1. Firstly, we extracted the IC50 data of 42 CRC cell lines in response to GEM from the GDSC2 database (Figure 1A). Based on the dynamic shear tree algorithm, 16 gene modules were identified via WGCNA analysis by selecting a soft threshold β=4 to construct a scale-free network (Figures 1B, C). The GEM drug IC50 data of 42 CRC cells were considered as clinical data, and Pearson correlation analysis was performed with the first principal component Module eigengene E of the 16 gene modules to select the most relevant gene modules for GEM efficacy. We found that genes within the blue and magenta modules were remarkably negatively correlated with GEM efficacy (Figure 1D), and this result suggested that genes within these two modules might be potential target genes for GEM treatment of CRC. Therefore, blue and magenta intramodule genes were selected for subsequent study.




Figure 1 | Identification of GEM potency-related genes. (A) IC50 of Gemcitabine-treated CRC cells (B) Clustering tree of TCGA samples (C) Scale-free network analysis (D) Heatmap of IC50 of Gemcitabine with pearson correlation of Module eigengene E of gene module.







Hub genes influencing GEM potency

To further identify hub genes for GEM potency, we identified CDRGs in the TCGA dataset. 2664 CDRGs were identified by differential analysis, including 1416 up-regulated CDRGs and 1248 down-regulated CDRGs (Figure 2A). Subsequently, candidate CDRGs affecting GEM potency were identified by Venn diagram analysis. we intersected the CDRGs in TCGA with genes within the blue and magenta modules, respectively. there were 56 up-regulated basal CDRGs and 19 down-regulated CDRGs in the blue module, and 34 up-regulated CDRGs and 11 down-regulated CDRGs in the magenta module (Figure 2B). These 120 CDRGs may be potential hub genes affecting the potency of GEM. we demonstrated the expression levels of 120-CDRGs in 42 CRC cells by heat map (Figure 2C). 9 CDRGs associated with CRC prognosis was identified by univariate COX regression model (Figure 2D). Finally, Spearman correlation analysis based on the expression levels of the 9-CDRGs with the IC50 values of GEM was conducted. We identified C4orf19, GPX3, C20orf27, AADAT and CALB2 as hub genes affecting the potency of GEM, with C4orf19, GPX3 and C20orf27 showing remarkable positive correlation with IC50 of GEM, and AADAT and CALB2 showing remarkable negative correlation with IC50 of GEM (Figure 2E). Overall, these results suggest that C4orf19, GPX3, C20orf27, AADAT, and CALB2 might be the candidate hub genes for GEM treatment of CRC.




Figure 2 | Hub genes influencing GEM potency. (A) Volcano map of CDRGs (B) Venn diagram of potential hub genes influencing the potency of GEM (C) Heatmap of 120-CDRGs expression (D) Forest plot of univariate COX model for 120-CDRGs (E) Correlation analysis between CDRGs and IC50 values of Gemcitabine.







Correlation of 5-hub genes with CRC prognosis and clinical information

We found that high expression of C4orf19 and AADAT resulted the promising prognosis of CRC patients, and low expression of GPX3, C20orf27 and CALB2 resulted to better prognosis of CRC patients (Figure 3A). Subsequently, we further validated the relationship between 5-hub genes and CRC prognosis in four external GEO datasets (GSE17536, GSE17537, GSE17538, GSE39582). We found that CALB2 and GPX3 showed concordance in the four datasets, and patients in the high expression group had markedly poor prognosis (Figures 3B–E, p<0.05). In combination with the TCGA dataset, CALB2 and GPX3 might be hub genes for GEM treatment to CRC. To further investigate the potential association between CALB2 and GPX3 expression and Stage, TNM. Stage, we found that CALB2 and GPX3 expression increased with Stage, T. Stage, and N. Stage staging (Figure 4A). The expression of GPX3 increased with Stage, N. Stage (Figure 4B). The ridge analysis of CALB2 and GPX3 in 5 dataset was presented in Figure S1. those findings indicated that the 5 hub genes were closely associated with development of CRC.




Figure 3 | Correlation of 5-hub genes with CRC prognosis. (A–E) K-M survival curves of 5-hub genes in TCGA, GSE17536, GSE17537, GSE17538, and GSE39582 cohorts.






Figure 4 | Correlation of 5-hub genes with CRC clinical information. ns, p>0.05, *p<0.05, **p<0.01, ***p<0.001. (A, B) Expression levels of CALB2 and GPX3 in clinical subgroups.







Biological pathways involved in CALB2 and GPX3

To further resolve the pathways potentially regulated by CALB2 and GPX3 in the TCGA dataset, we compared the pathways with significantly enriched pathways in tumor tissues and paraneoplastic tissues by GSVA method and calculated the GSVA scores of all pathways. We found that 172 KEGG pathways were significantly different in tumor tissues and paracancerous tissues, and heatmap was presented to show the GSVA enrichment fractions of 172 differential pathways in tumor tissues (Figure 5A). Accumulating studies indicated that tumor development was closely related to metabolic and signaling pathways in the organism (20, 21), we extracted 172 metabolic and signaling-related pathways in the organism among KEGG pathways and calculated their correlations with CALB2 and GPX3. We found that CALB2 was significantly associated with 27 METABOLISM Pathways and 14 SIGNALING Pathways, respectively, and GPX3 was significantly associated with 26 METABOLISM Pathways and 17 SIGNALING Pathways, respectively (Figures 5B, C). Those results revealed that the enhanced expression of CALB2 and GPX3 might inhibit the organism metabolism. Among the signaling pathways, it was found that the enhanced expression of CALB2 and GPX3 would activate immune and inflammation-related pathways.




Figure 5 | Biological pathways involved in CALB2 and GPX3. (A) Heatmap of GSVA results for CALB2 and GPX3 (B) Bubble plot of metabolism-related pathway enrichment score correlation analysis with CALB2 and GPX3 expression (C) Bubble plot of correlation analysis of signaling pathway enrichment score with CALB2 and GPX3 expression. ns p>0.05, *p<0.05, **p<0.01, ***p<0.001.







Correlation between CALB2 and GPX3 and immune microenvironment

To investigate the potential connection between CALB2 and GPX3 and immunity, we evaluated the correlation between CALB2 and GPX3 and immune cell infiltration scores in TME. First, we evaluated immune cell scores in TME of CRC patients in the TCGA cohort by ESTIMATE and CIBERSORT algorithms and found correlations between CALB2 and GPX3 expression and immune scores by spearman correlation analysis. We found that the expression levels of CALB2 and GPX3 were significantly correlated with the StromalScore, ImmuneScore, and ESTIMATEScore of CRC (p<0.05) (Figures 6A, B). Except for the infiltration score of Dendritic cells resting, the infiltration scores of the remaining 21 immune cells showed concordance with the expression of CALB2 and GPX3 (Figure 6C). Finally, we calculated the ssGSEA enrichment scores of 28 signatures that could predict Checkpoint Blockade response. The results of the mantel test and pearson correlation showed that CALB2 and GPX3 expression were significantly correlated with most signatures that could predict the checkpoint Blockade response (Figure 6D). Immunocyte analysis implied that CALB2 and GPX3 had obviously correlated 7 immune cells (Figure S2). These results indicated that the immune function of CRC patients was enhanced with the increasing expression of CALB2 and GPX3 genes.




Figure 6 | Correlation between CALB2 and GPX3 and immune microenvironment. (A) Scatter plot of CALB2 expression correlation with immune and stromal scores (B) Scatter plot of GPX3 expression correlation with immune and stromal scores (C) Histogram of the correlation between CALB2 and GPX3 expression and 22 TIICs. (D) Pearson analysis between 28 immune cell score and CALB2/GPX3.







The role of CALB2 and GPX3 in pan-cancer

To further analyze the prognostic value of CALB2 and GPX3 in pan-cancer, we compared the expression levels of CALB2 and GPX3 in 32 tumor tissues and paraneoplastic tissues from TCGA and GTEx data. The results showed that CALB2 and GPX3 were highly expressed in most tumor tissues (Figures 7A, B). Next, the K-M survival curves demonstrated the prognostic status in the high- and low-expression groups of CALB2 and GPX3 in 26 cancers. We found that high CALB2 expression was associated with poorer prognosis in GBM, OV, LUAD, BLCA, PAAD, KIRP, CESC, STAD, CHOL, KIRC, READ, and KICH (p<0.05) (Figure 7C). High CALB2 expression was associated with more favorable prognosis in ESCA, LGG, and ACC patients (p<0.05) (Figure 7C). High GPX3 expression was associated with less favorable prognosis in GBM, OV, LUSC, UCEC, ESCA, LIHC, STAD, READ, and SKCM (p<0.05) (Figure 7D). GPX3 High expression was associated with favorable prognosis in LUAD, PAAD, KIRP, LGG, and KICH (p<0.05) (Figure 7D). These results demonstrated that the expression of CALB2 and GPX3 was intimately related to the prognosis of various cancer types.




Figure 7 | The role of CALB2 and GPX3 in pan-cancer. (A, B) Expression of CALB2 and GPX3 in pan-cancer (C, D) K-M survival curves of CALB2 and GPX3 in multiple cancer types.







Chemotherapy drug sensitivity

We compared the IC50 data of 51 chemotherapeutic agents in the high and low expression groups of CALB2 and GPX3 (Figures 8A, B). The three groups with the largest and smallest IC50 values were selected for correlation analysis with CALB2 and GPX3 expression. We found that CALB2 and GPX3 expression were consistent with the drug response trend of MG-132, Dasatinib, Shikonin, Midostaurin, MS-275, and Z-LNle-CHO. The expressions of CALB2 and GPX3 were positively correlated with the IC50 of MG-132, Dasatinib, Shikonin, MS-275 and Z-LLNle-CHO. The expressions of CALB2 and GPX3 were significantly negatively correlated with the IC50 in Midostaurin (Figure 8C). These results suggested that GEM combined with MG-132, Dasatinib, Shikonin, Midostaurin, MS-275, and Z-LLNle-CHO might treat CRC through the action of CALB2 and GPX3.




Figure 8 | Chemotherapy drug sensitivity. (A, B) Histogram of CALB2 and GPX3 drug sensitivity analysis (C) Correlation of CALB2 and GPX3 with IC50 of chemotherapeutic agents.








Discussion

CRC was characterized with high tumor heterogeneity, tumor mutation-resistant cells increasing the challenge of chemotherapy treatment, and new targets are crucial in CRC treatment (3). In this study, comprehensive bioinformatics analysis identified CALB2 and GPX3 which functioned as important targets in GEM treatment of CRC.

CALB2 encodes a Ca2+ binding protein that was intimately associated with cancer (22). a study by Bertschy et al. determined that CALB2 was expressed mainly in nervous system cells or ovarian cells (23). Further studies demonstrated that CALB2 was specifically expressed in CRC and mesotheliomas, which was considered as well as the diagnostic biomarker for CRC and mesotheliomas (23–27). In a recent study, Ojasalu et al. (28) demonstrated through In-vitro assays that CALB2 silencing inhibits ovarian high-grade plasmacytoma (HGSC) cell adhesion, which in turn caused peritoneal spread, and notably, that high CALB2 expression contributed to poor prognosis of HGSC.GEM was primarily subject to enzymatic deamination, low clearance, and drug resistance and It was currently intended primarily as alternative second-line therapeutic agent to 5-FU for the treatment of multiple cancers (4). At the cellular level, GEM is internalized via nucleic acid transporters. It is subsequently phosphorylated by dioxycytidine kinase (DCK). The stepwise phosphorylation leads to the formation of GEM-triphosphate, which is incorporated into cellular DNA, thereby inhibiting nuclear replication (7). Recent research concluded that GEM held promise as tumor-targeting agent by optimizing the mode of drug delivery action (7). Stevenson et al. (29) established that CALB2 in CRC responded to 5-FU regulation and that expression of down-regulated CALB2 induced death of CRC cells. Numerous investigations proved that CALB2 was the key gene in CRC development as well as treatment. Excitingly, the present report identified CALB2 as the possible hub gene affecting the potency of GEM through bioinformatics approaches. our pan-cancer analysis similarly established that CALB2 probably served as prognostic biomarker for multiple cancer species, thus illustrating that GEM-CALB2 might be promising for novel therapeutic modalities in cancer.

GPX3 transcription was regulated by selenium (5) and peroxisome proliferator-activated receptor γ (PPARγ), which protected cells against reactive oxygen species (ROS) accumulation (30–32). The finding in this study that GPX3 low expression caused poor prognosis in CRC was also demonstrated in earlier studies. The findings of Barrett et al. (33) found accelerated tumor accretion and significantly higher number of tumor cells in GPX3-deficient COAD mice, which also exhibited macrophage tendency to M2 polarization, enhanced expression of inflammatory factors, and over-activation of WNT signaling pathway.GPX3 in COAD mice exhibited immunomodulatory effects limiting the development of enteritis-associated cancers. Another investigation confirmed that downregulation of GPX3 expression led to increased H2O2 levels in TME and promoted tumor malignancy (34). Enrichment analysis in this study revealed that GPX3 was closely associated mainly with immune and inflammation-related pathways and that increased GPX3 expression could inhibit the metabolic response of the organism. Our study was consistent with the results of previous studies. In addition, Ji et al. (35) found that the administration of GEM induced ROS generation in HCC and activated Ets2 to upregulate CD13 expression, and the activated expression of CD13 induced GEM resistance by activating NRF1 to upregulate GPX3 expression to clear intracellular ROS levels in HCC. This showed that GPX3 was closely associated with GEM potency, which was further confirmed by our study.

For CRC treatment, combination drug treatment modalities were feasible strategies (36). A recent report suggested that the combination of drugs could appropriately prolong the survival of CRC patients compared to chemotherapy alone (2). There was no exact effective targeted therapy for patients with high variability (2). The evaluation indexes of drug sensitivity generally include Area Under the Curve (AUC), Half maximal inhibitory concentration (IC50), Half maximal effective concentration (EC50) and Maximal effect level (Amax) (37–39). But IC50 is by far the most used. Therefore, tapping the exact therapeutic target is an urgent issue for CRC treatment. In this study, CALB2 and GPX3 expression were found to be consistent with the drug response trends of MG-132, Dasatinib, Shikonin, Midostaurin, MS-275, and Z-LNle-CHO, and CALB2 and GPX3 were potential pharmacodynamic targets of GEM. We hypothesized that the combination of GEM with MG-132, Dasatinib, Shikonin, Midostaurin, MS-275, and Z-LLNle-CHO may target CALB2 or GPX3 for CRC. These results demonstrated that CALB2 and GPX3 might be hub genes for GEM action.

Although this investigation integrated several databases to explore the hub genes affecting the potency of GEM, there were still shortcomings in this study. First, the integrated bioinformatics results provided that CALB2 and GPX3 were possible hub genes for GEM action, but there was no In-vitro cellular assay or in-vivo assay to validate this result, and subsequent wet experiments needed to be designed to further validate our results. Second, we determined that CALB2 and GPX3 enhanced immune function in CRC patients, but we did not conduct in-depth studies to explore the molecular mechanisms involved. Subsequent studies will focus on the specific regulatory mechanisms of GEM on CALB2 and GPX3 as well as a large sample multicenter prospective study to explore the effects of GEM combination with targeted therapies on CRC, leading to the development of novel therapeutic tools. Overall, this study revealed that CALB2 and GPX3 are potential target genes for GEM action.





Conclusion

CALB2 and GPX3 served as biomarkers of CRC prognosis and as potential target genes for GEM. Our study provided new thought for the development of novel combination drug-targeted therapies for CRC.
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Objective

Acute ischemic stroke (AIS) brings an increasingly heavier economic burden nowadays. Prolonged length of stay (LOS) is a vital factor in healthcare expenditures. The aim of this study was to predict prolonged LOS in AIS patients based on an interpretable machine learning algorithm.





Methods

We enrolled AIS patients in our hospital from August 2017 to July 2019, and divided them into the “prolonged LOS” group and the “no prolonged LOS” group. Prolonged LOS was defined as hospitalization for more than 7 days. The least absolute shrinkage and selection operator (LASSO) regression was applied to reduce the dimensionality of the data. We compared the predictive capacity of extended LOS in eight different machine learning algorithms. SHapley Additive exPlanations (SHAP) values were used to interpret the outcome, and the most optimal model was assessed by discrimination, calibration, and clinical utility.





Results

Prolonged LOS developed in 149 (22.0%) of the 677 eligible patients. In eight machine learning algorithms, prolonged LOS was best predicted by the Gaussian naive Bayes (GNB) model, which had a striking area under the curve (AUC) of 0.878 ± 0.007 in the training set and 0.857 ± 0.039 in the validation set. The variables sorted by the gap values showed that the strongest predictors were pneumonia, dysphagia, thrombectomy, and stroke severity. High net benefits were observed at 0%–76% threshold probabilities, while good agreement was found between the observed and predicted probabilities.





Conclusions

The model using the GNB algorithm proved excellent for predicting prolonged LOS in AIS patients. This simple model of prolonged hospitalization could help adjust policies and better utilize resources.





Keywords: prolonged hospital stay, stroke, machine learning, prediction model, SHAP (SHapley Additive exPlanations)





Introduction

With acute ischemic stroke (AIS) being the first leading cause of disability and the second leading cause of mortality worldwide, economic burden remains a prominent issue in clinical practice (1). Length of stay (LOS) is a vital factor of overwhelmed healthcare cost expenditures. Pellico-Lopez et al. (2) found that 15.8% of the total cost of stroke cases depended on the cost of prolonged stay. Reducing unnecessary hospital stays is important to relieve insurance stress, especially under the policy of diagnosis-related groups (DRGs) payment. Therefore, it is essential that the risk model of prolonged LOS be analyzed to relieve economic burden and optimize the discharge plan for patients with AIS.

The average LOS following stroke onset varied according to time and country. In the United States, the LOS for stroke hospitalizations decreased from 2004 to 2018, according to the data survey of 8 million stroke patients (unadjusted: 6.3 days in 2004 vs. 5.6 days in 2018; adjusted: 7.6 days in 2004 vs. 5.4 days in 2018) (3). A post-hoc analysis (4) based on information from multiple sources in China found that the median and IQR of LOS for AIS was 10.0 (7.0–13.0) days. Hao et al. (5) found that malnutrition estimated by the CONUT score on admission could increase LOS in elderly AIS patients. Moreover, Neale et al. (6) found that stroke patients receiving an early supported discharge model of care spent fewer days in hospital and incurred less cost. In addition, the mode of treatment could also be related to the LOS after a stroke. Intravenous tissue plasminogen activator (IV-tPA) was associated with an increase in LOS in stroke patients treated with endovascular treatment within 4.5 h (7).

Only a few articles have currently established risk models for predicting the length of hospital stay in stroke patients. Koton et al. (8) evaluated the performance of the prolonged length of stay (PLOS) score in the cohort of stroke, and concluded that the PLOS score could be clinically useful in different healthcare systems. However, they only included patients from 2002 to 2007, and the treatments for stroke have developed dramatically in recent years. Nowadays, artificial intelligence is able to deduce from voluminous datasets and to incorporate nonlinear interactions among a large set of predictors (9–11). For machine learning predicting prolonged LOS in AIS, Kurtz et al. (12) accurately predicted the LOS of patients admitted to the ICU with stroke through machine learning methods, but they did not include stroke-specific data, such as the National Institutes of Health Stroke Scale (NIHSS) score or neuroimaging findings. Yang et al. (13) found that the artificial neural network model achieved adequate discriminative power for predicting prolonged LOS after AIS and identified crucial factors associated with a prolonged hospital stay. However, they did not include pneumonia or another important onset symptom of stroke, which proved to be strong influencing factors of LOS in AIS patients.

As a result, we set out to gather extensive stroke-specific data and create a scientific risk model based on an interpretable machine learning algorithm to predict prolonged hospital LOS in AIS patients. This simple model of prolonged hospitalization could help adjust policies and better utilize resources.





Methods




Participant selection

This study continuously enrolled AIS patients who were admitted to the Department of Neurology at the Second Affiliated Hospital of Xuzhou Medical University between August 2017 and July 2019 (Figure 1). The inclusion criteria were as follows: (1) age ≥ 18 years; (2) a diagnosis of AIS (14, 15)and within 24 h of onset (16, 17). The exclusion criteria were as follows: (1) patients who needed to be transferred from one department (or hospital) to another; (2) patients who had in-hospital strokes; (3) patients who had transient ischemic attack; and (4) patients who were unable to extract complete data. This flowchart indicated that our hospital managed about a total of 1,354 patients from August 2017 and July 2019, of whom 745 (55%) AIS participants had complete data (Figure 1). Of these 745 patients, 68 patients were those who needed to be transferred from one department (or hospital) to another/those who had in-hospital strokes, leaving a final cohort of 677 patients. Retrospective review of medical health records for this study was approved by our Institutional Review Board. Owing to the retrospective nature of this study, written informed consent was waived (Number: 2020081603). Moreover, the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) statements were followed for all data analysis and reporting (18).




Figure 1 | Flowchart of inclusion and exclusion of study patients. This flowchart indicated that our hospital managed about total 1,354 patients from August 2017 and July 2019, of which 745 (55%) AIS participants had complete data (Figure 1). Of these 745 patients, 68 patients were those who needed to be transferred from one department (or hospital) to another/those who had in-hospital strokes, leaving a final cohort of 677 patients. Abbreviation: LOS, length of stay.







Data collection and definitions

The primary outcome was the prediction of a prolonged LOS for AIS patients, which was defined as more than 7 days of hospitalization. The LOS was measured from the admission day to the death or discharge day. This definition was similar to previous studies on LOS in stroke patients (8, 19, 20). The main clinical data included the following categories: baseline demographics, clinical features, and laboratory data. For baseline demographics, systolic blood pressure (SBP) and diastolic blood pressure (DBP) were tested on the right hand and extracted from the nursing record sheet on admission. For clinical features, stroke severity was divided into “mild” (NIHSS score < 8) and “moderate to severe” (NIHSS score ≥9), which was similar to previous clinical trials (21–23). Sato et al. (22) found that the optimal cutoff score of the baseline NIHSS for the favorable outcome was 8 for patients with anterior circulation stroke (sensitivity, 80%; specificity, 82%). The pneumonia in our study referred to those with development of pneumonia within 72 h after hospitalization (24). We diagnosed pneumonia by the CDC criteria because it was the most commonly used (25). The dysphagia was defined as abnormal swallowing physiology of the upper aerodigestive tract and as detected from clinician testing including screening, clinical bedside, or instrumental tests (26). The thrombolysis, thrombectomy, antiplatelets, anticoagulation, statins, and proton pump inhibitors were also collected from medical records. Treatment methods for AIS were followed by the 2019 American Heart Association/American Stroke Association (AHA/ASA) guideline (27). For laboratory data, they were extracted from blood test results on admission.





Machine learning algorithm and data analysis

Continuous data were presented as median and interquartile range (IQR), and the Mann–Whitney U-test was used for statistical comparison between two groups. Categorical data were described as proportions, and the chi-squared or Fisher’s exact test was used for comparison between two groups. The least absolute shrinkage and selection operator (LASSO) regression was applied to reduce the dimensionality of the data. In total, we utilized eight different machine learning algorithms, including the extreme gradient boosting (XGB) classifier, logistic regression, the light gradient boosting machine (LGBM) classifier, the AdaBoost classifier, Gaussian naive Bayes (GNB), complement naive Bayes (Complement NB), the multilayered perceptron (MLP) classifier, and the support vector (SVC) classifier. The hyperparameter settings for eight different machine learning algorithms used in our study are listed in Supplementary Table 1. For the XGB classifier, learning rate was set as 0.001, and the reg lambda was 0.01. Max depth and min child weight were set as 2. The area under the receiver operating characteristic (ROC) curve of the model was calculated by 10 bootstrapping resamples. For each bootstrap resample, the validation set (135 cases) accounted for 20% of the total sample, and the training set (542 cases) accounted for 80% of the total sample. After selecting the best model classifiers for this dataset, we exploited SHapley Additive exPlanations (SHAP) values to interpret the outcomes of the classifiers, which was a unified approach that connected cooperative game theory with local explanations to explain the output of any machine learning model. In addition, the decision curve analysis (DCA) was applied to present the net benefits at various threshold probabilities. A calibration plot was used to investigate the degree of agreement between two groups.






Results




Patient characteristics

A total of 677 patients remained for evaluation of the machine learning algorithms to predict prolonged LOS in AIS patients, among whom prolonged LOS was detected in 22.0% (n = 149). The average of LOS in all 677 participants was 10.78 ± 4.69 days. The baseline and clinical characteristics between the two groups are compared in Table 1. Longer LOS was linked to elevated levels of brain natriuretic peptide (BNP), S100-β, and neuron-specific enolase (NSE). Moreover, the prolonged LOS group was more likely to suffer from dysphagia, pneumonia, and a moderate-to-severe stroke. As for treatment, the prolonged LOS group had more frequent use of thrombolysis, thrombectomy, anticoagulation, and proton pump inhibitors (PPIs). Then, least absolute shrinkage and selection operator (LASSO) regression was used to reduce the number of factors with an optimal λ of 0.002. The candidate characteristics were narrowed down to the following 28 features with nonzero coefficients: age, gender, diastolic blood pressure, anterior or posterior stroke, side of hemisphere, stroke lesion, single or multiple lesions, cholesterol, triglyceride, low-density lipoprotein (LDL), glycosylated hemoglobin (HbA1c), homocysteine (HCY), uric acid (UA), myoglobin (MB), and fibrinogen. The coefficients of characteristics selected by LASSO regression are illustrated in Figure 2.


Table 1 | The baseline and clinical characteristics in prolonged LOS patients and no prolonged LOS patients.






Figure 2 | The coefficients of characteristics selected by LASSO regression. LASSO, least absolute shrinkage and selection operator; SAP, stroke-associated pneumonia; SS, stroke severity; PPI, proton pump inhibitor; NSE, neuron-specific enolase; BNP, b-type natriuretic peptide; FIB, fibrinogen; MB, myoglobin; UA, uric acid; HCY, homocysteine; HbA1c, glycosylated hemoglobin; LDL, low-density lipoprotein; NOS, number of stroke lesions; SOS, site of stroke lesion; SOH, side of hemisphere; SD, stroke distribution; DBP, diastolic blood pressure.







Development and validation of models

As shown in Table 2, the GNB model with all characteristics had a striking AUROC of 0.878 ± 0.007 in the training set and 0.857 ± 0.039 in the validation set, while the other seven representative models had the highest AUROC of 0.875 ± 0.014 in the training set and 0.837 ± 0.031 in the validation set. For the GNB model, the sensitivities were 0.818 (training sets) and 0.804 (validation sets), while the specificities were 0.814 (training sets) and 0.816 (validation sets). The cross-reference between the full names and abbreviations in our manuscript is shown in Supplementary Table 2. The forest plot of each AUROC of eight models is depicted in Figure 3. Figures 4A, B present the comparison of AUROC between the GNB model and the other seven models, respectively, in the training and validation sets. The learning curve of the GNB model is displayed in Figure 5. Obviously, the GNB model significantly outperformed the other seven models in both the training and validation sets. Despite the narrow gap, De Long’s test showed that the difference between the GNB and XGB model remained significant (p = 0.04).


Table 2 | The predictive capacity of eight different machine learning algorithms.






Figure 3 | The forest plot of the each AUROC of eight models. AUROC, area under the receiver operating characteristic curve; XGB, extreme gradient boosting; LGBM, light gradient boosting machine; GNB, Gaussian naive Bayes; CNB, complement naive Bayes; MLP, multilayered perceptron; SVM, support vector machine.






Figure 4 | The comparison of AUROC between the GNB model and the other seven models. (A) The comparison of AUROC between the GNB model and the other seven models in the training sets. (B) The comparison of AUROC between the GNB model and the other seven models in the validation sets. ROC, area under the receiver operating characteristic curve; XGB, extreme gradient boosting; LGBM, light gradient boosting machine; GNB, Gaussian naive Bayes; CNB, complement naive Bayes; MLP, multilayered perceptron; SVM, support vector machine.






Figure 5 | The learning curve of the GNB model.







SHAP values depending on variables

The SHAP values for the GNB model and the importance of the variables sorted by the gap values are shown in Figures 6A, B. Red bars indicated an increase in the probability of prolonged LOS, whereas blue bars demonstrated a decrease in the probability of prolonged LOS for AIS patients. As Figure 6B shows, pneumonia, dysphagia, thrombectomy, and stroke severity all substantially increased the probability of prolonged LOS. In addition, we performed a decision curve analysis (Figure 7A) and a calibration plot (Figure 7B) to illustrate the performance of the GNB model. High net benefits could be observed in 0%–76% threshold probabilities, while good agreement could be found between the observed and predicted probabilities of prolonged LOS.




Figure 6 | The SHAP values for the GNB model and the importance ranking of the variables. (A) The SHAP values for the GNB model. (B) The importance of the variables sorted by the gap values. SHAP, SHapley Additive exPlanations; GNB, Gaussian naive Bayes; SAP, stroke-associated pneumonia; SS, stroke severity; PPI, proton pump inhibitor; MB, myoglobin; NSE, neuron-specific enolase; BNP, b-type natriuretic peptide; FIB, fibrinogen; SOS, site of stroke lesion; HbA1c, glycosylated hemoglobin; DBP, diastolic blood pressure; LDL, low-density lipoprotein; NOS, number of stroke lesions.






Figure 7 | The decision curve analysis and calibration plot to illustrate the performance of the GNB model. (A) The decision curve analysis for the GNB model. (B) Calibration plot for the GNB model. GNB, Gaussian naive Bayes.








Discussion

This study generated a simple clinical risk model that can be used to determine patients at increased risk of prolonged LOS. Our risk model had a promising AUC of 0.878 and 0.857 in the training and validation sets, respectively. The main outcomes of the current study were that pneumonia, dysphagia, thrombectomy, and stroke severity were the strongest clinical parameters for prolonged LOS following AIS after recursive feature elimination. Moreover, the artificial intelligence algorithms developed by these parameters showed excellent model performance on discrimination, calibration, and decision curve analysis. The strengths of our clinical risk score included the use of simple demographic and common biochemical parameters, and we collected enough candidate variables to develop this model. To our knowledge, this is the first study to predict prolonged LOS for common AIS patients based on an interpretable machine learning algorithm. The difference from previous studies was that we developed an integrated machine learning model with high performance, which could help adjust the policies to better utilize resources, especially under the DRG payment policy and the increasingly serious aging problem in the global world.

Su et al. (28) included 129,444 patients with AIS and found that the inpatient cost was $1,020 ($742–$1,545) in China. In an attempt to decrease patients’ risk of prolonged LOS following AIS, previous retrospective studies have identified some factors. Many studies define prolonged LOS as more than 7 days (8, 19, 20). However, when it comes to patients with severe strokes or those admitted to an intensive care unit, some studies define it as more than 30 days (12, 29). Common factors affecting stroke hospitalization duration included quality of care, hospital-acquired infection, stroke severity and type, level of consciousness, history of heart failure and atrial fibrillation, and receiving reperfusion therapy (19, 29–33). Interestingly, during adolescence, low stress resilience, underweight, and higher systolic blood pressure were associated with longer hospital stays in AIS, with adjusted relative hazard ratios of 1.46, 1.41, and 1.01, respectively (34), whereas these prior studies did not show the weight of each parameter on the probability of prolonged LOS. An interpretable machine learning algorithm has the ability to analyze big datasets with high accuracy through automated analysis of non-linear relationships between numerous variables (35). Machine learning algorithms apply various statistical methods from past experience to select useful patterns in large and complex datasets, which involves extreme gradient boosting (XGB) classifier, GNB, SVC classifier, and so on (36). Raizada et al. (37) concluded the advantages and limitations of different algorithms and found that GNB produced results that were statistically robust and were replicates across two independent datasets. An additional advantage of GNB classifiers was that GNB produced an accuracy similar to more sophisticated classifiers but with a substantial gain in speed (38). Therefore, we selected the GNB model from eight different machine learning algorithms that showed excellent performance in predicting prolonged LOS in AIS patients.

In this study, pneumonia, dysphagia, thrombectomy, and stroke severity were the leading clinical parameters in our interpretable machine learning algorithm. Pneumonia is an early complication of stroke and usually leads to prolonged LOS. The prevalence of pneumonia in patients with dysphagia after stroke was reported to range from 7% to 33%, and the prevalence of dysphagia has been reported as between 28% and 65% (39, 40). Aspiration without a cough, known as “silent aspiration,” further increased the incidence of pneumonia to 54% (40). A systematic review of stroke-associated pneumonia reported that the overall incidence of pneumonia ranged from 0% to 23.6% (41), which was a little lower than the incidence in our study. In our study, the incidence of pneumonia in all participants is 24.37%. It may be because of the varied definitions and diagnosis criteria of stroke-associated pneumonia. The Centers for Disease Control and Prevention (CDC) criteria (25), the PISCES SAP diagnostic criteria (42), and the combination of the clinical symptoms and auxiliary examination results criteria were all used to diagnose stroke-associated pneumonia in previous studies (41). In our study, we diagnosed pneumonia by the CDC criteria because it was the most commonly used, using clinical (lung auscultation and percussion, presence of fever, and purulent tracheal secretion), microbiological (tracheal specimens and blood cultures), and chest radiography findings. For dysphagia, the incidence in all participants was 22.45%, while in the “prolonged LOS group”, it was 59.73%, and in the “no prolonged LOS group”, it was 11.93% (Table 1). The incidence of dysphagia varied greatly between studies (ranged from 20% to 80%), depending on the definition of dysphagia, which can range from failing a dysphagia screen, to prescribed diet modifications, to measures of physiology on an instrumented swallowing study (26, 41, 43). Ogawa et al. (40) found that patients who underwent a flexible endoscopic evaluation of swallowing and received optimal nutritional intervention were more likely to have a shorter hospital stay (p = 0.005). The complications of dysphagia include the consequences of modifications to dietary intake: compromised nutrition and hydration, prolonged LOS, and reduced quality of life. As a result, the optimal treatments and measures for dysphagia should be performed. Many studies have investigated a variety of interventions, including therapist-delivered, behavioral, acupuncture, and electrical or magnetic stimulation to treat dysphagia (39). As for stroke severity, it was the most consistent factor among the factors contributing to LOS in AIS patients, and those who received reperfusion therapy were more likely to have prolonged LOS, which was similar to the previous study (29). Patients with more severe strokes may require more intensive medical care, including medication treatment and rehabilitation. Thrombectomy is a procedure used to remove a blood clot from a blood vessel, and is typically used in the treatment of acute ischemic stroke. While thrombectomy can be effective in reducing the severity of stroke and improving patient outcomes, it is also a relatively invasive procedure that can carry some risks and complications. As a result, patients who undergo thrombectomy may require longer hospital stays than those who do not. In summary, both thrombectomy and stroke severity are independent risk factors for prolonged LOS following AIS.

Our study has several limitations. First, its retrospective study design and only including patients from one single tertiary central hospital may limit the generalizability of the machine learning algorithm in clinical practice. Second, owing to the availability of the data, we were not able to consider more detailed factors, such as specific steps of reperfusion therapy, infarction or penumbra volume, and the collateral circulation status. More valuable and dynamic predictors could improve the performance. Third, some special reasons that might affect hospitalization time, such as economic stress or medical disputes, were not analyzed. Fourth, the sample size and certain bias limited the predictive ability of the model. We just internally validated our interpretable machine learning algorithms by bootstrap resample and multi-center large-sample studies are warranted to verify this conclusion in the future.





Conclusion

We developed a model for predicting the prolonged LOS for AIS patients using the GNB algorithm. This model included 20 potential clinical factors and performed well in terms of discrimination, calibration, and clinical utility, but it needs to be validated in larger multicenter cohorts. In this model, pneumonia, dysphagia, thrombectomy, and stroke severity might be strong predictors of prolonged LOS. We explained these main variables and analyzed the effects of their changing trends on prolonged LOS. Timely prevention and intervention for complications, as well as high quality standard of care, may be prospects worthy of clinicians’ promising efforts.
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Variables Category All patients (n = No prolonged LOS (n = = Prolonged LOS (n = Statistical

677) 528) 149) value
Demographics
Age NA 57 [45,68] 57 [45,68] 58 [47,68] -1.210 0.226
Gender Female 279 (41.21) 209 (39.58) 70 (46.98) 2.624 0.105
Male 398 (58.79) 319 (60.42) 79 (53.02)
SBP NA 143 [132,156] 142 [132,155] 147 [135,159] ~2.302 0.021
DBP NA 87 [74,97) 86 (73,96] 88 [76,98] ~1.251 0.211
Clinical features
Stroke severity Mild 385 (56.87) 339 (64.21) 46 (30.87) 52,637 <0.001
Moderate to 292 (43.13) 189 (35.80) 103 (69.13)
severe
Dysphagia No 525 (77.55) 465 (88.07) 60 (40.27) 152495 <0.001
Yes 152 (22.45) 63 (11.93) 89 (59.73)
Stroke distribution Anterior 270 (39.88) 208 (39.39) 62 (41.61) 0.737 0.692
Posterior 252 (37.22) 201 (38.07) 51 (34.23)
Both 155 (22.90) 119 (22.54) 36 (24.16)
Side of hemisphere Left 283 (41.80) 223 (42.24) 60 (40.27) 0.462 0.794
Right 270 (39.88) 207 (39.21) 63 (42.28)
Both 124 (18.32) 98 (18.56) 26 (17.45)
Site of stroke lesion Cortex 155 (22.90) 109 (20.64) 46 (30.87) 9.095 0.059
Cortex- 155 (22.90) 125 (23.67) 30 (20.13)
subcortex
Subcortex 186 (27.47) 151 (28.60) 35 (23.49)
Brainstem 104 (15.36) 86 (16.29) 18 (12.08)
Cerebellum 77 (11.37) 57 (10.80) 20 (13.42)
Number of stroke Single 470 (69.42) 372 (70.46) 98 (65.77) 1.200 0.273
lesions
Multiple 207 (30.58) 156 (29.55) 51 (34.23)
Thrombolysis No 473 (69.87) 385 (72.92) 88 (59.06) 10.598 0.001
Yes 204 (30.13) 143 (27.08) 61 (40.94)
Thrombectomy No 644 (95.13) 525 (99.43) 119 (79.87) 95.943 <0.001
Yes 33 (4.87) 3(0.57) 30 (20.13)
Antiplatelet No 122 (18.02) 101 (19.13) 21 (14.09) 1.994 0.158
Yes 555 (81.98) 427 (80.87) 128 (85.91)
Anticoagulation No 576 (85.08) 467 (88.45) 109 (73.15) 21411 <0.001
Yes 101 (14.92) 61 (11.55) 40 (26.85)
Statin No 103 (15.21) 84 (15.91) 19 (12.75) 0.898 0.343
Yes 574 (84.79) 444 (84.09) 130 (87.25)
PPI No 535 (79.03) 462 (87.50) 73 (48.99) 103.954 <0.001
Yes 142 (20.98) 66 (12.50) 76 (51.01)
Pneumonia No 512 (75.63) 473 (89.58) 39 (26.17) 253486 <0.001
Yes 165 (24.37) 55 (10.42) 110 (73.83)
Laboratory data
S-1008 NA 275 [224,290] 273 [221,288] 281 [237,297] -3.057 0.002
NSE NA 16.24 [12.69,18.60] 15.73 [12.61,18.43] 17.61 [14.05,18.92] -3.196 0.001
BNP NA 93 [73,162] 89 [73,158] 103 [77,168] -2213 0.027
D-dimer NA 174 [133,221] 174 [134,219] 175 [132,224] -0.239 0.812
FIB NA 4.35 [3.96,4.75] 435 [3.95,4.71] 4.440 [4.04,4.79] —-1.488 0.137
CRP NA 12.56 (7.72,17.63) 12.21 (7.63,17.19] 13.90 [8.11,19.06] -1.956 0.050
MB NA 97.66 [75.12,147.84] 98.77 (76.43,147.84] 94.85 [72.32,144.45) 0.864 0.388
UA NA 349.80 [309.80,408.10] 353.20 [310.50,408.50] 343 [307.80,406.30] 0.595 0.552
HCY NA 15.77 [12.74,19.37] 16.12 [12.54,19.31] 15.51 [13.04,20.01] -0.525 0.600
HbAlc NA 5.60 [5.30,5.90] 5.60 [5.40,5.90] 5.60 [5.30,6.00] 0.462 0.643
FBG NA 528 [4.63,5.83] 528 [4.67,5.83] 5.22 [4.55,5.79] 1.099 0272
LDL NA 475 [4.33,4.94] 475 [4.31,4.95] 4.75 [4.37,4.90] 0.131 0.896
Triglyceride NA 2.17 [1.93,2.37] 2.19 [1.93,2.37] 2.16 [1.93,2.37] 0.568 0.570
Cholesterol NA 533 [4.43,6.15] 533 [4.40,6.11] 5.40 [4.54,6.25) -1.075 0.283

LOS, length of stay; DBP, diastolic blood pressure; PPL, proton pump inhibitor; NSE, neuron-specific enolase; BNP, b-type natriuretic peptide; FIB, fibrinogen; CRP, C-reaction protein; MB,
myoglobin; UA, uric acids HCY, homocysteine; HbALc, glycosylated hemoglobin; FBG, fasting blood glucose; LDL, low density lipoprotein; NA, not available.
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Age, n (%) <0001
<=60 268 (24.7%) 333 (30.7%)
>60 273 (25.2%) 209 (19.3%)
T stage, n (%) 0.142
T1 132 (12.2%) 145 (13.4%)
T2 323 (29.9%) 306 (28.3%)
T3 61 (5.6%) 78 (7.2%)
T4 22 (2%) 13 (1.2%)
N stage, n (%) 0.182
NO 270 (25.4%) 244 (22.9%)
N1 172 (16.2%) 186 (17.5%)
N2 52 (4.9%) 64 (6%)
N3 32 (3%) ‘ 44 (4.1%)
M stage, n (%) 0.044
Mo 448 (48.6%) 454 (49.2%)
M1 15 (1.6%) 5(0.5%)
Pathologic stage, n (%) 0.025
Stage I 86 (8.1%) ‘ 95 (9%)
Stage 11 323 (30.5%) 296 (27.9%)
Stage 111 105 (9.9%) 137 (12.9%)
Stage IV 13 (1.2%) 5 (0.5%)
Histological type, n (%) < 0.001
Infiltrating Ductal Carcinoma 416 (42.6%) 356 (36.4%)
Infiltrating Lobular Carcinoma 66 (6.8%) 139 (14.2%)
ER status, n (%) 0.021
Negative 102 (9.9%) 138 (13.3%)
Indeterminate 1 (0.1%) 1 (0.1%)
Positive 410 (39.6%) 383 (37%)
PR status, n (%) 0.244
Negative 159 (15.4%) 183 (17.7%)
Indeterminate 1 (0.1%) 3 (0.3%)
Positive 352 (34%) 336 (32.5%)
HER?2 status, n (%) 0.236
Negative 256 (35.2%) 302 (41.5%)
Indeterminate 6 (0.8%) ‘ 6 (0.8%)
Positive 84 (11.6%) 73 (10%)
PAMS50, n (%) < 0.001
Normal 7 (0.6%) 33 (3%)
LumA 277 (25.6%) 285 (26.3%)
LumB 134 (12.4%) 70 (6.5%)
Her2 36 (3.3%) 46 (4.2%)
Basal | 87 (8%) 108 (10%)
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Traits Consortia Ethn Sample size
Cholelithiasis (n, %) FinnGen Biobank European 214,167
FT4 (mmol/L) The ThyroidOmics Consortium European 49,269
TSH (mmol/L) The ThyroidOmics Consortium European 54,288
Hyperthyroidism (n, %) The ThyroidOmics Consortium European 51,823
Hypothyroidism (n, %) The ThyroidOmics Consortium European 53,423
LDL-C (mmol/L) UK Biobank European 440,546
Apolipoprotein B (mmol/L) UK Biobank European 439,214
Triglyceride (mmol/L) UK Biobank European 441,016
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Aging Times Disease Oxidative Times  Experimental results of the oxida-  Reference Experimental

marker marker marker tive marker method
HPS1 13 PPPIRI5SA 18 ATOX1 39 ATOXI can protect pancreatic B-cells and (61) Western blot analysis
induce diabetes mellitus.
SCARB1 10 ALDH4A1 16 APEX1 31 APEXI1 is associated with diabetic retinopathy. (62) Western blot analysis
TMPO 7 G0S2 15 APP 29 APP is related to protein accumulation, and (63) In vitro aggregation
then leads to T2DM. assay
MRPL10 7 CALML4 15 ALDH3B1 27 ALDH3BI is related to lipid peroxidation. (64) Western blot analysis
TTC25 6 STXBP2 15 AXL 25 AXL is involved in diabetic vascular disease. (65) OGTT testing
MYLK 6 ZCCHC14 15 AKT1 24 AKT!1 is related to insulin resistance. (66) Western blotting
analysis and real-
time PCR
RPS4Y1 5 MCEE 15 ARNTL 21 ARNTL regulates lipid metabolism and diet- (67) Plasma metabolites
induced insulin resistance. analysis
ESCIT 5 HISTIH2AC 15 ADAM9 20 ADAMO is a potential novel target for (68) ‘Western blotting
regulating the function of diabetic EPCs.
FKBP1B 5 PDLIM1 15 ATRN 20
PTPLB 5 MRPL18 14 CAMKK2 20 CAMKK?2 plays role in diet-induced obesity, (69) Immunoblotting
glucose intolerance and insulin resistance.
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Enriched shortest Functions REEE
paths
1213 (1) T2DM and Parkinson Disease have shared pathological mechanism. (76-78)
PARKINSON DISEASE
(2) T2DM is a determinant of Parkinson Disease risk and progression.
OXIDATIVE PHOSPHORYLATION 1175 Causing metabolic al(erauor{s at the orgam.sm level through producing energy- (87)
rich molecules like ATP.
ALZHEIMERS DISEASE 1128 (1) T2DM is modifiable risk factor for Alzheimer’s Disease. (79, 80)
(2) Insulin resistance is a common mechanism between Alzheimer’s Disease and
T2DM.
HUNTINGTONS DISEASE 1115 T2DM and Huntington’s Disease have shared treatment method. (81)
LEISHMANIA INFECTION 702 Related to the immune system. (82)
CARDIAC MUSCLE CONTRACTION 357 Related to insulin sensitivity and mitochondrial function. (88)
TOLL LIKE RECEPTOR SIGNALING 239 Producing and releasing various inflammatory mediators and triggering immune (83)
PATHWAY response.

COLORECTAL CANCER 163 T2DM is the risk factor for colorectal cancer. (84)
ADHERENS JUNCTION 145 Regulating insulin vesicle trafficking. (85)
T CELL RECEPTOR SIGNALING 84 Related to immune system. (86)

PATHWAY
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Enriched Functions Reference

shortest paths

RESPONSE TO REACTIVE OXYGEN
SPECIES

RESPONSE TO OXIDATIVE STRESS

CELLULAR RESPONSE TO REACTIVE
OXYGEN SPECIES

CELLULAR RESPONSE TO CHEMICAL
STRESS

RESPONSE TO OXYGEN CONTAINING
COMPOUND

REGULATION OF AEROBIC

418 (1) Modifying cell signaling proteins and then mediating T2DM. (89, 101)
(2) As a central mechanism for the development of T2DM.

308 (1) Causing the function of pancreatic beta cells damaged. (90, 91)
(2) Related to insulin resistance.

260 (1) Maintaining the cellular redox homeostasis. (92, 93)
(2) Related to mitochondrial oxidative stress and cell senescence.

179 Regulating the cellular redox state. (94)

142 Controlling the intracellular metabolism and energy metabolism. (95)

131 (1) Regulating the level of glucose metabolism. (96, 97)

(2) Reactive oxygen species (ROS) are a byproduct of aerobic respiration and

RESPIRATION
signaling molecules, which controls various cellular functions.
CELLULAR RESPONSE TO OXYGEN 104 Disorder of glucose and lipid metabolism is an important cause for the development (102)
CONTAINING COMPOUND of T2DM.
AEROBIC RESPIRATION 101 Regulating energy metabolism,and then affecting T2DM. (98)
REGULATION OF GLYCOLYTIC 98 Producing energy and inducing mitochondrial dysfunction and oxidative stress. (99)
PROCESS

REGULATION OF DNA BINDING 91 Regulating the function of mitochondrial. (100)
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Before sensitive analysis After sensitive analysis

Gene Symbol Betweenness Gene Symbol Betweenness P-value
SCD 3403 0 sCD 355 0
MARCKSL1 2049 0 MRPLI1 325 0
APOD 1910 0 ATOX1 300 0
FOS 1827 0 COX7A2 223 0
ATOX1 1462 0 FOS 212 0
PCGF2 1288 0 NENF 164 0
COX7A2 1266 0 1SCU 163 0
MRPL11 1135 0 cox4ll 151 0
OGT 1098 0 HYAL2 146 0

NDUFA8 10003 0 MMP9 101 0
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The accuracy of The accuracy of Markers used for classification

training datasets test datasets
The aging model 0.7552 0.70455 304
The disease predictor 0.8328 0.7279 299

The integrated oxidative aging model 0.8485 0.7662 282
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RNF10
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KATNB1

PLD1

PTPLB

ATP1B3

PABPC3

AQR

21
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PGK1

ADM

PLAC8

ITGB5

STEAP4

TMEM163

KDELR3
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PELO

26

25
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24

22

21

21

20

COX5A

CYB5B

ERCC8

ANXAL

ATRN

BAK1

CD36

CYCS

ALOX5

CAT

86

77

62

62

59

58

55

53

53

COX5A is related to mitochondrial
dysfunction in insulin resistance.

CYBSB is related to diabetic retinopathy.

Loss of ERCC8 will have insulin-dependent
diabetes with Cockayne syndrome.

ANXAL is related to weight gain and diet-
induced insulin resistance.

BAKI is related to mitochondria-dependent
programmed cell death.

CD36 is a key molecule to limit B-cell
function in T2DM associated with obesity.

CYCS affects the expression level of B cells
through regulating the production of
mitochondrial ROS.

ALOXS can lead to inflammation in

patients with T2DM.

CAT belongs to peroxidase, which can
affect the oxidative metabolism of fatty acid.

(35)

(36)

©7)

(38)

(39)

(40)

(1)

(42)

(43)

Western blotting

Quantitative PCR

DNA hybridization

Flow cytometry

Cell culture of
hepathocellular carcinoma
and renal epithelial

Western blot analysis

Western blot analysis

Normal fasting glucose
and normal glucose
tolerance

Cell culture of human
fibroblasts
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COX7C activity is associated with pancreatic B-

OSBPL7 COX7C TMG6SF1 -0.039347869 cells, (49) OGTT testing
DNAJA3 MYC GSTZL 0037033525 MYC is a key factof for proliferation of (50) ‘Western blot analysis and real-time
pancreatic B-cells. PCR
X7C activity i ———— n
OSBPL7 COX7C  SLC25A37 | 0036323552 | COX/Cactivityls a“::ﬁ“sw with pancreatic (49) OGTT testing
M del:oral administrati f
OSBPL7 MGAT3 SF3A2 -0.0357659 MGATS3 plays role in lipid homeostasis. (51) ous.e x.no e. ora adminis ra fon o
isoindoline-5-sulfonamide
COX7AL1 activity i iated with tic [3-
TTC25 COX7A1 CMTMS  -0.03019756 activity is asi‘:ﬁ’: ed with pancreatic (49) OGTT testing
OSBPL7  MGAT3 RECK | -0.027526704 MGATS3 plays role in lipid homeostasis. (51) Mouse:modeloraladministrationiof
isoindoline-5-sulfonamide
I Friedreich ia (FRDA), which
MTUSL ISCU ATPS] | 0019164871 | [SCU can cause Friedreich ataxia (FRDA), whic (52) Cell culture of endocardium
is related to diabetes.
GCHL is related to endothelial dysfunction i
SLC23A2 GCH1 spIl 0.01780268 s relate ";’;D‘;v[ elial dystunction i (53) Venous occlusion plethysmography
IL18BP is related to inflammatory response, Cell culture of human proximal
EPN1 IL18BP MRPL11 0.017333862 which plays important roles in diabetic (54) tubular epithelial and western blot
nephropathy. analysis
st iR NEKBIA 001743576 | PARK? participates in glucose homeostasis and o Quantitative PCR analysis and

then induces insulin resistance.

western blotting analyses
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\% Exposure Outcome Method NP OR 95%ClI
Iv_1 Coffee Hyperthyroidism MR Egger 6 1.00 1.00 101 0.16
Coffee Hyperthyroidism ‘Weighted median 6 1.00 1.00 1.00 0.24
Coffee Hyperthyroidism ww 6 1.00 1.00 1.00 0.17
v_2 Coffee Hyperthyroidism MR Egger 3 1.00 1.00 1.01 0.50
Coffee Hyperthyroidism ‘Weighted median 3 1.00 1.00 1.00 0.24
Coffee Hyperthyroidism ww 3 1.00 1.00 1.00 0.21
w_1 Coffee Hypothyroidism MR Egger 6 1.01 0.99 1.02 ‘ 0.28
Coffee Hypothyroidism Weighted median 6 1.01 1.00 1.01 ‘ 0.06
Coffee Hypothyroidism wvw 6 1.00 1.00 101 ‘ 021
v_2 Coffee Hypothyroidism MR Egger 3 1.01 1.00 1.02 ‘ 0.24
Coffee Hypothyroidism ‘Weighted median 3 1.00 1.00 1.01 ‘ 0.06
Coffee Hypothyroidism ww 3 1.00 1.00 1.01 ‘ 0.29

IVW, Inverse variance weighting.
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_ Thyroid function
Coffee Coffee consumption

effects on thyroid function
B ———— —————

Number by cup of coffee consumption

No consumption 0= 2~4 More than 4

Reduces the risk of . :
Reduces TSH No effect on thyroid function
The control group subclinical hypothyroidism .

i 1

Cross-sectional Study Conclusions MR Analytics

Sample size : 6,578 (1): 2-4 cups of coffee reduce TSH Hyperthyroidism : ncase-3,545

Thyroid function indicators : (2): 0-2 cups of coffee reduce the risk of ncontrol-459,388
TSH; TT4; TT3; FT4; FT3 subclinical hypothyroidism
Thyroid disease : Hyperthyroidis; (3): Coffee has no effect on increasing the risk Hypothyroidism : ncase-22,687

Hypothyroidismm; Subclinical of Hyperthyroidism and Hypothyroidism il 2
Hypothyroidism; Subclinical

Hyperthyroidism

Method: IVW; Egger; WM

Public Database

National Health and Nutrition Examination
Survey (Nhanes)

https://www.cdc.gov/nchs/nhanes

IEU OpenGWAS
https://gwas.mrcieu.ac.uk/
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Variable otal 0 <2 >4
N(Unweighted) 6578(100.00) 2741(41.66) 1969(29.93) 1204(18.30) 664(10.09)
Age 51.05(50.28,51.82) 46.36(45.15,47.57) 52.84(51.74,53.94) 56.19(54.96,57.43) 55.24(53.73,56.75) 0.01
Sex 0.01
Male 3248(49.38) 1358(49.40) 876(43.86) 618(52.73) 396(59.71)
Female 3330(50.62) 1383(50.60) 1093(56.14) 586(47.27) 268(40.29)
Eth 0.01
white 3201(48.66) 1217(42.71) 736(35.73) 721(60.01) 527(80.31)
Black 1298(19.73) 779(29.83) 345(16.44) 142(10.32) 32(4.99)
Mexican 1010(15.35) 391(14.07) 417(23.49) 159(14.79) 43(5.34)
Other 1069(16.25) 354(13.39) 471(24.34) 182(14.88) 62(9.36)
Edu 0.01
Less than 9th Grade 723(10.99) 230(8.62) 285(15.77) 151(14.40) 57(8.63)
9-11th Grade 1061(16.13) 440(15.63) 347(17.74) 163(13.87) 111(16.71)
Grad/:{*i%)hos:}l]'}:?l]ivalen! 1562(23.75) 671(24.50) 434(22.85) 287(24.56) 170(26.78)
College graduate or above 3232(49.13) 1400(51.25) 903(43.64) 603(47.17) 326(47.87)
Smoke 0.01
Never 3492(53.09) 1734(64.81) 1112(56.56) 471(40.84) 175(26.82)
Former 1745(26.53) 533(18.60) 528(25.94) 456(36.98) 228(36.72)
Now 1341(20.39) 474(16.59) 329(17.50) 277(22.18) 261(36.46)
Alcohol User 0.01
Never 931(14.15) 475(17.72) 329(18.55) 91(8.66) 36(4.77)
Former 1299(19.75) 504(17.55) 375(18.33) 262(23.84) 158(23.84)
Mild 2081(31.64) 761(27.37) 628(29.29) 465(36.93) 227(37.90)
Moderate 972(14.78) 406(14.87) 275(14.21) 177(13.29) 114(15.61)
Heavy 1295(19.69) 595(22.48) 362(19.63) 209(17.28) 129(17.88)
DM 0.01
No 5686(86.44) 2433(88.57) 1669(84.28) 1020(84.30) 564(86.14)
Yes 892(13.56) 308(11.43) 300(15.72) 184(15.70) 100(13.86)
Hyperlipidemia 001
No 1617(24.58) 797(28.38) 428(20.86) 255(22.45) 137(22.32)
Yes 4961(75.42) 1944(71.62) 1541(79.14) 949(77.55) 527(77.68)
Hypertension 0.09
No 3727(56.66) 1642(58.61) 1088(53.22) 637(54.87) 360(55.61)
Yes 2851(43.34) 1099(41.39) 881(46.78) 567(45.13) 304(44.39)
Hyperthyroidism 0.33
No 6562(99.76) 2734(99.72) 1965(99.88) 1202(99.86) 661(99.42)
Yes 16(0.24) 7(0.28) 4(0.12) 2(0.14) 3(0.58)
Hypothyroidism 0.17
No 6544(99.48) 2728(99.68) 1961(99.71) 1197(99.78) 658(99.11)
Yes 34(0.52) 13(0.32) 8(0.29) 7(0.22) 6(0.89)
lini
No 6373(96.88) 2661(96.80) 1905(96.81) 1162(96.41) 645(96.63)
Yes 205(3.12) 80(3.20) 64(3.19) 42(3.59) 19(3.37)
Subclinical 024
Hypothyroidism
No 6339(96.37) 2637(96.19) 1905(97.27) 1157(95.31) 640(96.45)
Yes 239(3.63) 104(3.81) 64(2.73) 47(4.69) 24(3.55)
BMI (kg/m ?) 29.08(28.80,29.35) 29.36(28.96,29.76) 28.70(28.35,29.04) 29.23(28.71,29.76) 28.74(28.17,29.32) 0.02
TT3 (ng/dL) 112.20(110.97,113.44) 113.90(112.17,115.62) 111.55(110.08,113.02) 110.59(108.15,113.03) 110.22(108.22,112.22) 0.01
TT4 (ug/dL) 7.93(7.85,8.00) 7.93(7.84,8.03) 7.99(7.89,8.10) 7.89(7.76,8.02) 7.78(7.63,7.94) 0.03
FT3 (pg/mL) 3.15(3.13,3.17) 3.18(3.15,3.21) 3.13(3.10,3.16) 3.13(3.09,3.17) 3.10(3.06,3.15) 0.02
FT4 (ng/dL) 0.80(0.79,0.81) 0.80(0.79,0.81) 0.80(0.79,0.81) 0.80(0.79,0.82) 0.80(0.78,0.82) 0.98
TSH (mIU/L) 2.01(1.90,2.12) 1.97(1.86,2.08) 2.02(1.86,2.17) 1.95(1.83,2.07) 2.30(1.79,2.81) 0.52
Urinary Iodine 285.45(242.56,328.34) 302.00(229.73,374.28) 297.34(205.32,389.35) 277.98(205.63,350.33) 191.66(163.06,220.25) 0.01

Edu, education, Eth, ethnicity Categorical variables show percentages, continuous variables show means and confidence intervals. A cup of coffee cup is defined as 283.5 grams.
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Variable Coffee Beta SE t value

TSH ref ref ref ref ref
<2 -0.06 0.09 -0.62 0.54
24 -0.23 0.07 -3.27 0.003 **
>4 0.11 0.26 0.44 0.66
TT4 ref ref ref ref ' ref
<2 -0.06 0.07 -0.77 0.45
24 -0.07 0.08 -0.81 043
>4 -0.06 0.10 -0.59 0.56
TT3 ref ref ref ref ‘ ref
<2 -0.43 091 -0.47 0.64
2-4 0.02 1.28 0.02 0.99
>4 -0.67 125 -0.53 0.60
FT4 ref ref ref ref ref
<2 -0.01 0.01 -l.44 0.16
24 -0.01 0.01 -1.00 0.32
>4 -0.01 | 0.01 -0.69 } 0.49
FT3 ref ref ref ref ref
<2 -0.01 0.02 -0.60 0.56
24 0.02 0.03 0.68 0.50
>4 -0.02 0.02 -1.03 0.31

**Tips less than 0.05, **Tips less than 0.01, Models adjusted for age, sex, education, ethnicity, smoking, alcohol, DM, hypertension, hyperlipidemia, BMI, and urinary iodine concentration.
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Variable Coffee OR 95%Cl

Hyperthyroidism ref ref ref ref
<2 | 033 0.05 2.20 0.26
2-4 041 0.04 4.03 045
>4 1.69 0.16 17.59 0.66
Hypothyroidism ref ref ref ref ref
<2 0.94 0.26 3.36 0.92
2-4 0.54 0.13 224 0.40
>4 1.98 0.52 7.45 032
Subclinical. Hyperthyroidism ref ref ref ref ref
<2 0.93 0.61 1.40 0.72
2-4 1.03 0.58 1.82 0.93
>4 0.98 0.46 2.07 0.96
Subclinical. Hypothyroidism ref ref ref ref ref
<2 0.60 0.41 0.89 0.015*
2-4 0.89 0.59 1.36 0.61
>4 0.65 0.25 1.72 040

**Tips less than 0.05, **Tips less than 0.01, Models adjusted for age, sex, education, ethnicity, smoking, alcohol, DM, hypertension, hyperlipidemia, BMI, and urinary iodine concentration.
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Related to human cancer pathogenesis.
The source of immune cells and macrophages.
A fatal malignancy with an aggressive disease course.
Related to immune system.

Cancer and Huntington’s Disease have common pathogenesis.
Parkinson Disease and cancer share some common biological pathways, such as
mitochondrial dysfunction and protein homeostasis.

Cancer cells utilize certain pathways to enhance oxidative phosphorylation.
Parkinson Disease and cancer share some common biological pathways, such as
mitochondrial dysfunction and protein homeostasis.

Main factor contributed to kidney cancer.

The most lethal form of skin cancer.

(1) age is the risk factor for the development of Alzheimer’s Disease and cancer.
(2) some cancer patients may have a higher risk of Alzheimer’s Disease.
Related to human cancer pathogenesis.

A fatal malignancy with an aggressive disease course.

Cancer cells utilize certain pathways to enhance oxidative phosphorylation.
Parkinson Disease and cancer share some common biological pathways, such as
mitochondrial dysfunction and protein homeostasis.

The ninth most common malignancy worldwide.

Cancer cells utilize certain pathways to enhance oxidative phosphorylation.
Parkinson Disease and cancer share some common biological pathways, such as

mitochondrial dysfunction and protein homeostasis.

Downregulation of E-cadherin, the two major components of adherens junctions,
and p120, is a frequently recurrent hallmark of carcinomas.

The most malignant and aggressive form of brain tumors, accounting for the
majority of brain cancer-related deaths.

The most lethal form of skin cancer.

The most lethal form of skin cancer.

Genetic or acquired alterations of connexin proteins have been implicated in cancer.

(1) age is the risk factor for the development of Alzheimer’s Disease and cancer.
(2) some cancer patients may have a higher risk of Alzheimer’s Disease.
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Creating conditions that force cancer cells to rely more on metabolites
and limited factors.

Playing a crucial role in cancer progression.

The Cancer cell growth, survival, and migration of cancer cell are relied
on an HGF-dependent manner.

Cadmium is an established carcinogen in both humans and animals.

Playing dual roles in tumorigenesis and cancer progression.

The progression of cancer is related to effect of hydrogen peroxide.

Enhancing the ability of some cancer cells to enter a dormant state.

Cancer cell propagation is closely related to the regulation of the electron
transport chain.

Regulating catalase expression to target the redox state of cancer cells.

Electrons originating from different metabolic processes are guided into
the mitochondrial electron transport chain (ETC) to drive the oxidative
phosphorylation process.

Tumors gain energy mainly from glucose to lactate and only partially
through cellular respiration involving oxygen.

Related to cancer, which can regulate the progression of cancer.

ROS dynamically affect the tumor microenvironment, and are known to
initiate cancer angiogenesis, metastasis, and survival at various
concentrations.

Cancer cell proliferation and apoptosis depend on the intracellular Ca (2
+) concentration.

The nucleocytoplasmic transport of macromolecules is critical for both
cellular physiology and pathology, playing an important role in the
treatment of cancer.

Alterations in cancer glucose metabolism include leading to a shift in
metabolism from aerobic respiration to glycolysis.
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