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Testing for independence plays a fundamental role in many statistical techniques. Among the nonparametric approaches, the distance-based methods (such as the distance correlation-based hypotheses testing for independence) have many advantages, compared with many other alternatives. A known limitation of the distance-based method is that its computational complexity can be high. In general, when the sample size is n, the order of computational complexity of a distance-based method, which typically requires computing of all pairwise distances, can be O(n2). Recent advances have discovered that in the univariate cases, a fast method with O(n log  n) computational complexity and O(n) memory requirement exists. In this paper, we introduce a test of independence method based on random projection and distance correlation, which achieves nearly the same power as the state-of-the-art distance-based approach, works in the multivariate cases, and enjoys the O(nK log  n) computational complexity and O( max{n, K}) memory requirement, where K is the number of random projections. Note that saving is achieved when K < n/ log  n. We name our method a Randomly Projected Distance Covariance (RPDC). The statistical theoretical analysis takes advantage of some techniques on the random projection which are rooted in contemporary machine learning. Numerical experiments demonstrate the efficiency of the proposed method, relative to numerous competitors.
Keywords: independence test, distance covariance, random projection, hypotheses test, multivariate hypothesis test
1 INTRODUCTION
Test of independence is a fundamental problem in statistics, with many existing work including the maximal information coefficient (MIC) [1], the copula based measures [2,3], the kernel based criterion [4] and the distance correlation [5,6], which motivated our current work. Note that the above works as well as ours focus on the testing for independence, which can be formulated as statistical hypotheses testing problems. On the other hand, interesting developments (e.g., [7]) aim at a more general framework for interpretable statistical dependence, which is not the goal of this paper.
Distance correlation proposed by [6] is an important method in the test of independence. The direct implementation of distance correlation takes O(n2) time, where n is the sample size. The time cost of distance correlation could be substantial when the sample size is just a few thousand. When the random variables are univariate, there exist efficient numerical algorithms of time complexity O(n log  n) [8]. However, for the multivariate random variables, we have not found any efficient algorithms in existing papers after an extensive literature survey.
Independence tests of multivariate random variables could have a wide range of applications. In many problem settings, as mentioned in [9], each experimental unit will be measured multiple times, resulting in multivariate data. Researchers are often interested in exploring potential relationships among subsets of these measurements. For example, some measurements may represent attributes of physical characteristics while others represent attributes of psychological characteristics. It may be of interest to determine whether there exists a relationship between the physical and psychological characteristics. A test of independence between pairs of vectors, where the vectors may have different dimensions and scales, becomes crucial. Moreover, the number of experimental units, or equivalently, sample size, could be massive, which requires the test to be computationally efficient. This work will meet the demands for numerically efficient independence tests of multivariate random variables.
The newly proposed test of independence between two (potentially multivariate) random variables X and Y works as follows. Firstly, both X and Y are randomly projected to one-dimensional spaces. Then the fast computing method for distance covariances between a pair of univariate random variables is adopted to compute for a surrogate distance covariance. The above two steps are repeated numerous times. The final estimate of the distance covariance is the average of all aforementioned surrogate distance covariances.
For numerical efficiency, we will show (in Theorem 3.1) that the newly proposed algorithm enjoys the O(Kn log  n) computational complexity and O( max{n, K}) memory requirement, where K is the number of random projections and n is the sample size. On the statistical efficiency, we will show (in Theorem 4.19) that the asymptotic power of the test of independence by utilizing the newly proposed statistics is as efficient as its original multivariate counterpart, which achieves the state-of-the-art rates.
The rest of this paper is organized as follows. In Section 2, we review the definition of distance covariance, its fast algorithm in univariate cases, and related distance-based independence tests. Section 3 gives the detailed algorithm for distance covariance of random vectors and corresponding independence tests. In Section 4, we present some theoretical properties on distance covariance and the asymptotic distribution of the proposed estimator. In Section 5, we conduct numerical examples to compare our method against others in the existing literature. Some discussions are presented in Section 6. We conclude in Section 7. All technical proofs, as well as the formal presentation of algorithms, are relegated to the appendix when appropriate.
Throughout this paper, we adopt the following notations. We denote [image: image] and [image: image] as two constants, where Γ(⋅) denotes the Gamma function. We will also need the following constants: [image: image] and [image: image]. For any vector v, let vt denote its transpose.
2 REVIEW OF DISTANCE COVARIANCE: DEFINITION, FAST ALGORITHM, AND RELATED INDEPENDENCE TESTS
In this section, we review some related existing works. In Section 2.1, we recall the concept of distance variances and correlations, as well as some of their properties. In Section 2.2, we discuss the estimators of distance covariances and correlations, as well as their computation. We present their applications in the test of independence in Section 2.3.
2.1 Definition of Distance Covariances
Measuring and testing the dependency between two random variables is a fundamental problem in statistics. The classical Pearson’s correlation coefficient can be inaccurate and even misleading when nonlinear dependency exists [6]. propose the novel measure–distance correlation–which is exactly zero if and only if two random variables are independent. A limitation is that if the distance correlation is implemented based on its original definition, the corresponding computational complexity can be as high as O(n2), which is not desirable when n is large.
We review the definition of the distance correlation in [6]. Let us consider two random variables [image: image], [image: image]. Let the complex-valued functions ϕX,Y(⋅), ϕX(⋅), and ϕY(⋅) be the characteristic functions of the joint density of X and Y, the density of X, and the density of Y, respectively. For any function ϕ, we denote [image: image], where [image: image] is the conjugate of ϕ; in words, |ϕ| is the magnitude of ϕ at a particular point. For vectors, let us use |⋅| to denote the Euclidean norm. In [6], the definition of distance covariance between random variables X and Y is
[image: image]
where two constants cp and cq have been defined at the end of Section 1. The distance correlation is defined as
[image: image]
The following property has been established in the aforementioned paper.
Theorem 2.1 Suppose [image: image] and [image: image] are two random variables, the following statements are equivalent:
1) X is independent of Y;
2) ϕX,Y(t, s) = ϕX(t)ϕY(s), for any [image: image] and [image: image];
3) [image: image];
4) [image: image].
Given sample (X1, Y1), …, (Xn, Yn), we can estimate the distance covariance by replacing the population characteristic function with the sample characteristic function: for [image: image], we define
[image: image]
Consequently one can have the following estimator for [image: image]:
[image: image]
Note that the above formula is convenient to define a quantity, however, is not convenient for computation, due to the integration on the right-hand side. In the literature, other estimates have been introduced and will be presented in the following.
2.2 Fast Algorithm in the Univariate Cases
The paper [10] gives an equivalent definition for the distance covariance between random variables X and Y:
[image: image]
where the double centered distance d(⋅, ⋅) is defined as
[image: image]
where [image: image], [image: image] and [image: image] are expectations over X, X′ and (X, X′), respectively.
Motivated by the above definition, one can give an unbiased estimator for [image: image]. The following notations will be utilized: for 1 ≤ i, j ≤ n,
[image: image]
It has been proven [8, 28] that
[image: image]
is an unbiased estimator of [image: image]. In addition, a fast algorithm has been proposed [8] for the aforementioned sample distance covariance in the univariate cases with complexity order O(n log  n) and storage O(n). We list the result below for reference purpose.
Theorem 2.2 (Theorem 3.2 & Corollary 4.1 in [8]). Suppose X1, …, Xn and [image: image]. The unbiased estimator Ωn defined in (2.5) can be computed by an O(n log  n) algorithm.In addition, as a byproduct, the following result is established in the same paper.
Corollary 2.3 The quantity
[image: image]
can be computed by an O(n log  n) algorithm.We will use the above result in our test of independence. However, as far as we know, in the multivariate cases, there does not exist any work on the fast algorithm of the order of complexity O(n log  n). This paper will fill in this gap by introducing an order O(nK log  n) complexity algorithm in multivariate cases.
2.3 Distance Based Independence Tests
Ref. [6] proposed an independence test using the distance covariance. We summarize it below as a theorem, which serves as a benchmark. Our test will be aligned with the following one, except that we introduced a new test statistic, which can be more efficiently computed, and it has comparable asymptotic properties with the test statistic that is used below.
Theorem 2.4 ([6], Theorem 6). For potentially multivariate random variables X and Y, a prescribed level αs, and sample size n, one rejects the independence if and only if
[image: image]
where [image: image] has been defined in (2.2), Φ(⋅) denote the cumulative distribution function of the standard normal distribution and
[image: image]
Moreover, let α(X, Y, n) denote the achieved significance level of the above test. If [image: image], then for all 0 < αs < 0.215, one can show the following:
[image: image]
Note that the quantity [image: image] that is used above as in [6] differs from the one that will be used in our proposed method. As mentioned, we use the above as an illustration for distance-based tests of independence, as well as the theoretical/asymptotic properties that such a test can achieve.
3 NUMERICALLY EFFICIENT METHOD FOR RANDOM VECTORS
This section is made of two components. We present a random-projection-based distance covariance estimator that will be proven to be unbiased with a computational complexity that is O(Kn log  n) in Section 3.1. In Section 3.2, we describe how the test of independence can be done by utilizing the above estimator. For users’ convenience, stand-alone algorithms are furnished in the Supplementary Appendix.
3.1 Random Projection Based Methods for Approximating Distance Covariance
We consider how to use a fast algorithm for univariate random variables to compute or approximate the sample distance covariance of random vectors. The main idea works as follows: first, projecting the multivariate observations on some random directions; then, using the fast algorithm to compute the distance covariance of the projections; at last, averaging distance covariances from different projecting directions.
More specifically, our estimator can be computed as follows. For potentially multivariate [image: image] and [image: image], let K be a predetermined number of iterations, we do:
1) For each k (1 ≤ k ≤ K), randomly generate uk and vk from Uniform[image: image] and Uniform[image: image], respectively. Here [image: image] and [image: image] are the unit spheres in [image: image] and [image: image], respectively.
2) Let [image: image] and [image: image] denote the projections of X and Y to the space that are orthogonal to vectors uk and vk, respectively. That is we have
[image: image]
Note that samples [image: image] and [image: image] are now univariate.
3) Utilize the fast (i.e., order O(n log  n)) algorithm that was mentioned in Theorem 2.2 to compute for the unbiased estimator in Eq. 2.5 with respect to [image: image] and [image: image]. Formally, we denote
[image: image]
where Cp and Cq have been defined at the end of Section 1.
(4) The above three steps are repeated for K times. The final estimator is
[image: image]
To emphasize the dependency of the above quantity with K, we sometimes use a notation [image: image].
See Algorithm 1 in the Supplementary Appendix for a stand-alone presentation of the above method. In the light of Theorem 2.2, we can handily declare the following.
Theorem 3.1 For potentially multivariate [image: image] and [image: image], the order of computational complexity of computing the aforementioned [image: image] is O(Kn log  n) with storage O( max{n, K}), where K is the number of random projections.The proof of the above theorem is omitted because it is straightforward from Theorem 2.2. The statistical properties of the proposed estimator [image: image] will be studied in the subsequent section (specifically in Section 4.4).
3.2 Test of Independence
By a later result (cf. Theorem 4.19), we can apply [image: image] in the independence tests. The corresponding asymptotic distribution of the test statistic [image: image] can be approximated by a Gamma(α, β) distribution with α and β given in Eq. 4.7. We can compute the significance level of the test statistic by permutation and conduct the independence test accordingly. Recall that we have potentially multivariate [image: image] and [image: image]. Recall that K denotes the number of Monte Carlo iterations in our previous algorithm. Let αs denote the prescribed significance level of the independence test. Let L denote the number of random permutations that we will adopt. We would like to test the null hypothesis [image: image]—X and Y are independent—against its alternative. Recall [image: image] is our proposed estimator in Eq. 3.1. The following algorithm describes a test of independence, which applies permutation to generate a threshold.
1) For each ℓ, 1 ≤ ℓ ≤ L, generate a random permutation of Y: [image: image];
2) Using the algorithm in Section 3.1, one can compute the estimator [image: image] as in Eq. 3.1 for X and Y∗,ℓ; denote the outcome to be [image: image]. Note under random permutations, X and Y∗,ℓ are independent.
3) The above two steps are executed for all ℓ = 1, …, L. One rejects [image: image] if and only if we have
[image: image]
See Algorithm 2 in the Supplementary Appendix for a stand-alone description.
It is notified that one can use the approximate asymptotic distribution information to estimate a threshold in the independence test. The following describes such an approach. Recall that random vectors [image: image] and [image: image], number of random projections K, and a prescribed significance level αs have been mentioned earlier.
1) For each k (1 ≤ k ≤ K), randomly generate uk and vk from uniform[image: image] and uniform[image: image], respectively.
2) Use the fast algorithm in Theorem 2.2 to compute the following quantities:
[image: image]
where Cp and Cq have been defined at the end of Section 1 and in the last equation, the [image: image] and [image: image] are defined as follows:
[image: image]
3) For the aforementioned k, randomly generate [image: image] and [image: image] from uniform[image: image] and uniform[image: image], respectively. Use the fast algorithm that is mentioned in Theorem 2.2 to compute the following.
[image: image]
where Cp and Cq have been defined at the end of Section 1.
4) Repeat the previous steps for all k = 1, …, K. Then we compute the following quantities:
[image: image]
[image: image]
5) Reject [image: image] if [image: image]; otherwise, accept it. Here Gamma(α, β; 1 − αs) is the 1 − αs quantile of the distribution Gamma(α, β).
The above procedure is motivated by the observation that the asymptotic distribution of the test statistic [image: image] can be approximated by a Gamma distribution, whose parameters can be estimated by Eq. 3.2 and Eq. 3.3. A stand-alone description of the above procedure can be found in Algorithm 3 in the Supplementary Appendix.
4 THEORETICAL PROPERTIES
In this section, we establish the theoretical foundation of the proposed method. In Section 4.1, we study some properties of the random projections and the subsequent average estimator. These properties will be needed in studying the properties of the proposed estimator. We study the properties of the proposed distance covariance estimator (Ωn) in Section 4.2, taking advantage of the fact that Ωn is a U-statistic. It turns out that the properties of eigenvalues of a particular operator play an important role. We present the relevant results in Section 4.3. The main properties of the proposed estimator [image: image] are presented in Section 4.4.
4.1 Using Random Projections in Distance-Based Methods
In this section, we will study some properties of distance covariances of randomly projected random vectors. We begin with a necessary and sufficient condition of independence.
Lemma 4.1 Suppose u and v are points on the hyper-spheres: [image: image] and [image: image]. We have
[image: image]
if and only if
[image: image]
The proof is relatively straightforward. We relegate a formal proof to the appendix. This lemma indicates that the independence is somewhat preserved under projections. The main contribution of the above result is to motivate us to think of using random projection, to reduce the multivariate random vectors into univariate random variables. As mentioned earlier, there exist fast algorithms of distance-based methods for univariate random variables.
The following result allows us to regard the distance covariance of random vectors of any dimension as an integral of distance covariance of univariate random variables, which are the projections of the aforementioned random vectors. The formulas in the following lemma provide the foundation for our proposed method: the distance covariances in the multivariate cases can be written as integrations of distance covariances in the univariate cases. our proposed method essentially adopts the principle of Monte Carlo to approximate such integrals. We again relegate the proof to the Supplementary Appendix.
Lemma 4.2 Suppose u and v are points on unit hyper-spheres: [image: image] and [image: image]. Let μ and ν denote the uniform probability measure on [image: image] and [image: image], respectively. Then, we have for random vectors [image: image] and [image: image],
[image: image]
where Cp and Cq are two constants that are defined at the end of Section 1. Moreover, a similar result holds for the sample distance covariance:
[image: image]
Besides the integral equations in the above lemma, we can also establish the following result for the unbiased estimator. Such a result provides the direct foundation of our proposed method. Recall that Ωn, which is in Eq. 2.5, is an unbiased estimator of the distance covariance [image: image]. A proof is provided in the Supplementary Appendix.
Lemma 4.3 Suppose u and v are points on the hyper-spheres: [image: image] and [image: image]. Let μ and ν denote the measure corresponding to the uniform densities on the surfaces [image: image] and [image: image], respectively. Then, we have
[image: image]
where Cp and Cq are constants that were mentioned at the end of Section 1.
From the above lemma, recalling the design of our proposed estimator [image: image] as in Eq. 3.1, it is straightforward to see that the proposed estimator [image: image] is an unbiased estimator of Ωn(X, Y). For completeness, we state the following without a proof.
Corollary 4.4 The proposed estimator [image: image] in Eq. 3.1) is an unbiased estimator of the estimator Ωn(X, Y) that was defined in Eq. 2.5.Note that the estimator [image: image] in Eq. 3.1 evidently depends on the number of random projections K. Recall that to emphasize such a dependency, we sometimes use a notation [image: image]. The following concentration inequality shows the speed that [image: image] can converge to Ωn as K → ∞.
Lemma 4.5 Suppose E[|X|2] < ∞ and E[|Y|2] < ∞. For any ϵ > 0, we have
[image: image]
where ΣX and ΣY are the covariance matrices of X and Y, respectively, Tr[ΣX] and Tr[ΣY] are their matrix traces, and [image: image] is a constant.
The proof is a relatively standard application of Hoeffding’s inequality [11], which has been relegated to the appendix. The above lemma essentially indicates that the quantity [image: image] converges to zero at a rate no worse than [image: image].
4.2 Asymptotic Properties of the Sample Distance Covariance Ωn
The asymptotic behavior of the sample distance covariance Ωn in Eq. 2.5 of this paper, has been studied in many places, seeing [5,8,10,12]. We found that it is still worthwhile to present them here, as we will use them to establish the statistical properties of our proposed estimator. The asymptotic distributions of Ωn will be studied under two situations: 1) a general case and 2) when X and Y are assumed to be independent. We will see that the asymptotic distributions are different in these two situations.
It has been showed in ([8], Theorem 3.2) that Ωn is a U-statistic. In the following, we state the result without formal proof. We will need the following function, denoted by h4, which takes four pairs of input variables:
[image: image]
Note that the definition of h4 coincides with Ωn when the number of observations n = 4.
Lemma 4.6 (U-statistics). Let Ψ4 denote all distinct 4-subset of {1, …, n} and let us define Xψ = {Xi|i ∈ ψ} and Yψ = {Yi|i ∈ ψ}, then Ωn is a U-statistic and can be expressed as
[image: image]
From the literature of the U-statistics, we know that the following quantities play critical roles. We state them here:
[image: image]
where [image: image] stands for taking expectation over (X2, Y2), (X3, Y3) and (X4, Y4); [image: image] stands for taking expectation over (X3, Y3) and (X4, Y4); and [image: image] stands for taking expectation over (X4, Y4); respectively.
One immediate application of the above notations is the following result, which quantifies the variance of Ωn. Since the formula is a known result, seeing ([13], Chapter 5.2.1 Lemma A), we state it without proof.
Lemma 4.7 (Variance of the U-statistic). The variance of Ωn could be written as
[image: image]
where O(⋅) is the standard big O notation in mathematics.
From the above lemma, we can see that Var(h1) and Var(h2) play indispensable roles in determining the variance of Ωn. The following lemma shows that under some conditions, we can ensure that   Var(h1) and Var(h2) are bounded. A proof has been relegated to the appendix.
Lemma 4.8 If we have [image: image], [image: image] and [image: image], then we have Var(h4) < ∞. Consequently, we also have Var(h1) < ∞ and Var(h2) < ∞.Even though as indicated in Lemma 4.7, the quantities h1(X1, Y1) and h2((X1, Y1), (X2, Y2)) play important roles in determining the variance of Ωn, in a generic case, they do not have a simple formula. The following lemma gives the generic formulas for h1(X1, Y1) and h2((X1, Y1), (X2, Y2)). Its calculation can be found in the Supplementary Appendix.
Lemma 4.9 (Generic h1 and h2). In the general case, assuming (X1, Y1), (X, Y), (X′, Y′), and (X″, Y″) are independent and identically distributed, we have
[image: image]
We have a similar formula for h2((X1, Y1), (X2, Y2)) in (B.7). Due to its length, we do not display it here.If one assumes that X and Y are independent, we can have a simpler formula for h1, h2, as well as their corresponding variances. We list the results below, with detailed calculations relegated to the appendix. One can see that under independence, the corresponding formulas are much simpler.
Lemma 4.10 When X and Y are independent, we have the following. For (X, Y) and (X′, Y′) that are independent and identically distributed as (X1, Y1) and (X2, Y2), we have
[image: image]
[image: image]
[image: image]
where [image: image] stands for the expectation operators with respect to X, X and X′, Y, or Y and Y′, whenever appropriate, respectively.If we have 0 <  Var(h1) < ∞, it is known that the asymptotic distribution of Ωn is normal, as stated in the following. Note that based on Lemma 4.10, X and Y cannot be independent; otherwise one should have h1 = 0 almost surely. The following theorem is based on a known result on the convergence of U-statistics, seeing ([13], Chapter 5.5.1 Theorem A). We state it without a proof.
Theorem 4.11 Suppose 0 <  Var(h1) < ∞ and Var(h4) < ∞, then we have
[image: image]
moreover, we have
[image: image]
When X and Y are independent, the asymptotic distribution of [image: image] is no longer normal. In this case, from Lemma 4.10, we have
[image: image]
The following theorem, which applies a result in ([13], Chapter 5.5.2), indicates that nΩn converges to a weighted sum of (possibly infinitely many) independent [image: image] random variables.
Theorem 4.12 If X and Y are independent, the asymptotic distribution of Ωn is
[image: image]
where [image: image] i.i.d, λi’s are the eigenvalues of operator G that is defined as
[image: image]
where function h2((⋅, ⋅), (⋅, ⋅)) was defined in (4.3).
Proof The asymptotic distribution of Ωn is from the result in ([13], Chapter 5.5.2).
See Section 4.3 for more details on methods for computing the value of λi’s. In particular, we will show that we have [image: image] (Corollary 4.15) and [image: image] (which is essentially from Eq. 4.4 and Lemma 4.7).
4.3 Properties of Eigenvalues λi’s
From Theorem 4.12, we see that the eigenvalues λi’s play important role in determining the asymptotic distribution of Ωn. We study its properties here. Throughout this subsection, we assume that X and Y are independent. Let us recall that the asymptotic distribution of sample distance covariance Ωn,
[image: image]
where λi’s are the eigenvalues of the operator G that is defined as 
[image: image]
where function h2((⋅, ⋅), (⋅, ⋅)) was defined in Eq. 4.3. By definition, eigenvalues λ1, λ2, … corresponding to distinct solutions of the following equation
[image: image]
We now study the properties of λi’s. Utilizing Lemma 12 and Eq. 4.4 in [12], we can verify the following result. We give details of verifications in the Supplementary Appendix.
Lemma 4.13 Both of the following two functions are positive definite kernels:
[image: image]
and
[image: image]
The above result gives us a foundation to apply the equivalence result that has been articulated thoroughly in [12]. Equipped with the above lemma, we have the following result, which characterizes a property of λi’s. The detailed proof can be found in the Supplementary Appendix.
Lemma 4.14 Suppose {λ1, λ2, …} are the set of eigenvalues of kernel 6h2((x1, y1), (x2, y2)), [image: image] and [image: image] are the sets of eigenvalues of the positive definite kernels hX and hY, respectively. We have the following:
[image: image]
that is, each λi satisfying (4.5) can be written as, for some j, j′,
[image: image]
where [image: image]and [image: image] are the eigenvalues corresponding to kernel functions hX(X1, X2) and hY(Y1, Y2), respectively.
Above lemma implies that eigenvalues of h2 could be obtained immediately after knowing the eigenvalues of hX and hY. But, in practice, there usually does not exist analytic solution for even the eigenvalues of hX or hY. Instead, given the observations (X1, …, Xn) and (Y1, …, Yn), we can compute the eigenvalues of matrices [image: image] and [image: image] and use those empirical eigenvalues to approximate [image: image] and [image: image], and then consequently λ1, λ2, …We end this subsection with the following corollary on the summations of eigenvalues, which is necessary for the proof of Theorem 4.12. The proof can be found in the Supplementary Appendix.
Corollary 4.15 The aforementioned eigenvalues [image: image] and [image: image] satisfy
[image: image]
As a result, we have
[image: image]
and
[image: image]
4.4 Asymptotic Properties of Averaged Projected Sample Distance Covariance [image: image]
We have reviewed the properties of the statistics Ωn in a previous section (Section 4.2). The disadvantage of directly applying Ωn (which is defined in Eq. 2.5) is that for multivariate X and Y, the implementation may require at least O(n2) operations. Recall that for univariate X and Y, an O(n log  n) algorithm exists, cf. Theorem 2.2. The proposed estimator ([image: image] in Eq. 3.1) is the averaged distance covariances, after randomly projecting X and Y to one-dimensional spaces, respectively. In this section, we will study the asymptotic behavior of [image: image]. It turns out that the analysis will be similar to the works in Section 4.2. The asymptotic distribution of [image: image] will differ in two cases: (1) the general case and (2) the case when X and Y are independent.
As preparation for presenting the main result, we recall and introduce some notations. Recall the definition of [image: image]:
[image: image]
where
[image: image]
and constants Cp, Cq have been defined at the end of Section 1. By Corollary 4.4, we have [image: image], where [image: image] stands for the expectation with respect to the random projection. Note that from the work inSection 4.2, estimator [image: image] is a U-statistic. The following equation reveals that estimator [image: image] is also a U-statistic,
[image: image]
where
[image: image]
We have seen that quantities h1 and h2 play significant roles in the asymptotic behavior of statistic Ωn. Let us define the counterpart notations as follows:
[image: image]
where [image: image] stands for taking expectation over (X2, Y2), (X3, Y3) and (X4, Y4); [image: image] stands for taking expectation over (X3, Y3) and (X4, Y4); as well as the following:
[image: image]
In the general case, we do not assume that X and Y are independent. Let U = (u1, …, uK) and V = (v1, …, vK) denote the collection of random projections. We can write the variance of [image: image]as follows. The proof is an application of Lemma 4.7 and the law of total covariance. We relegate it to the Supplementary Appendix.
Lemma 4.16 Suppose [image: image] and [image: image], then, the variance of [image: image] is
[image: image]
Equipped with the above lemma, we can summarize the asymptotic properties in the following theorem. We state it without proof as it is an immediate result from Lemma 4.16 as well as the contents in ([13], Chapter 5.5.1 Theorem A).
Theorem 4.17 Suppose [image: image], [image: image]. Also, let us assume that K → ∞, n → ∞, then we have
[image: image]
And, the asymptotic distribution of [image: image] could differ under different conditions.
1) If K → ∞ and K/n → 0, then
[image: image]
2) If n → ∞ and K/n → ∞, then
[image: image]
3) If n → ∞ and K/n → C, where C is some constant, then
[image: image]
Since our main idea is to utilize [image: image] to approximate the quantity Ωn, it is of interest to compare the asymptotic variance of Ωn in Theorem 4.11 with the asymptotic variances in the above theorem. We present some discussions in the following remark.
Remark 4.18 Let us recall the asymptotic properties of Ωn,
[image: image]
Then, we make the comparison in the following different scenarios.
1) If K → ∞ and K/n → 0, then the convergence rate of [image: image] is much slower than Ωn as K ≪ n.
2) If n → ∞ and K/n → ∞, then the convergence rate of [image: image] is the same with Ωn and their variances is also the same
3) If n → ∞ and K/n → C, where C is some constant, then the convergence rate of [image: image] is the same with Ωn but the variance of [image: image] is larger than that of Ωn.
Generally, when X is not independent of Y, [image: image] is as good as Ωn in terms of convergence rate. However, in the independence test, the convergence rate of test statistics under the null hypotheses is of more interest. In the following context of this section, we will show that [image: image] has the same convergence rate with Ωn when X is independent of Y.
Now, let us consider the case that X and Y are independent. Similarly, by Lemma 4.10, we have
[image: image]
And, by Lemma 4.1, we know that
[image: image]
which implies
[image: image]
Therefore, we only need to consider [image: image]. Suppose (U, V) is given, a result in ([13], Chapter 5.5.2), together with Lemma 4.16, indicates that [image: image] converges to a weighted sum of (possibly infinitely many) independent [image: image] random variables. The proof can be found in the Supplementary Appendix.
Theorem 4.19 If X and Y are independent, given the value of U = (u1, …, uK) and V = (v1, …, vK), the asymptotic distribution of [image: image] is
[image: image]
where [image: image] i.i.d, and
[image: image]
[image: image]
Remark 4.20 Let us recall that if X and Y are independent, the asymptotic distribution of Ωn is
[image: image]
Theorem 4.19. shows that under the null hypotheses, [image: image] enjoys the same convergence rate with Ωn.There usually does not exist a close-form expression for [image: image], but we can approximate it with the Gamma distribution whose first two moments matched. Thus, we have that [image: image] could be approximated by Gamma(α, β) with probability density function.
[image: image]
where
[image: image]
See [14] Section 3 for an empirical justification on this Gamma approximation. See [15] for a survey on different approximation methods of the weighted sum of the chi-square distribution.
The following result shows that both [image: image] and [image: image] could be estimated from data, see appendix for the corresponding justification.
Proposition 4.21 We can approximate [image: image] and [image: image] as follows:
[image: image]
5 SIMULATIONS
Our numerical studies follow the works of [4,6,12]. In Section 5.1, we study how the performance of the proposed estimator is influenced by some parameters, including the sample size, the dimensionalities of the data, as well as the number of random projections in our algorithm. We also study and compare the computational efficiency of the direct method and the proposed method in Section 5.2. The comparison of the corresponding independence test with other existing methods will be included in Section 5.3.
5.1 Impact of Sample Size, Data Dimensions and the Number of Monte Carlo Iterations
In this part, we will use some synthetic data to study the impact of sample size n, data dimensions (p, q) and the number of the Monte Carlo iterations K on the convergence and test power of our proposed test statistic [image: image]. The significance level is set to be αs = 0.05. Each experiment is repeated for N = 400 times to get reliable mean and variance of estimators.
In first two examples, we fix data dimensions p = q = 10 and let the sample size n vary in 100, 500, 1000, 5000, 10000 and let the number of the Monte Carlo iterations K vary in 10, 50, 100, 500, and 1000. The data generation mechanism is described as follows, and it generates independent variables.
Example 5.1 We generate random vectors [image: image] and [image: image]. Each entry Xi follows Unif(0, 1), independently. Each entry [image: image], where Zi follows Unif(0, 1), independently.
See Figure 1 for the boxplots of the outcomes of Example 5.1. In each subfigure, we fix the Monte Carlo Iteration Number K and let the number of observations n grow. It is worth noting that the scale of each subfigure could be different to display the entire boxplots. This experiment shows that the estimator converges to 0 regardless of the number of the Monte Carlo iterations. It also suggests that K = 50 Monte Carlo iterations should suffice in the independent cases.
The following example is to study dependent variables.
[image: Figure 1]FIGURE 1 | Boxplots of estimators in Example 5.1: dimension of X and Y is fixed to be p = q = 10; the result is based on 400 repeated experiments. In each subplot, y-axis represents the value of distance covariance estimators.
Example 5.2 We generate random vectors [image: image] and [image: image] Each entry Xi follows Unif(0, 1), independently. Let Yi denote the i-th entry of Y. We let [image: image] and [image: image] The rest entry of Y, [image: image], i = 3, …, 10, where Zi follows Unif(0, 1), independently.
See Figure 2 for the boxplots of the outcomes of Example 5.2. In each subfigure, we fix the number of the Monte Carlo iterations K and let the number of observations n grow. This example shows that if K is fixed, the variation of the estimator remains regardless of the sample size n. In the dependent cases, the number of the Monte Carlo iterations K plays a more important role in estimator convergence than sample size n.
The outcomes of Example 5.1 and 5.2 confirm the theoretical results that the proposed estimator converges to 0 as sample size n grows in the independent case, and converges to some nonzero number as the number of the Monte Carlo iterations K grows in the dependent case.In the following two examples, we fix the sample size n = 2000 as we noticed that our method is more efficient than the direct method when n is large. We fix the number of the Monte Carlo iterations K = 50 and relax the restriction on the data dimensions to allow p ≠ q and let p, q vary in (10, 50, 100, 500, 1000). We continue with an independent case as follows.
[image: Figure 2]FIGURE 2 | Boxplots of our estimators in Example 5.2: dimension of X and Y is fixed to be p = q = 10; the result is based on 400 repeated experiments. In each subplot, y-axis represents the value of distance covariance estimators.
Example 5.3 We generate random vectors [image: image] and [image: image]. Each entry of X follows Unif(0, 1), independently. Each entry [image: image], where Zi follows Unif(0, 1), independently.
See Figure 3 for the boxplots of the outcomes of Example 5.3. In each subfigure, we fix the dimension of X and let the dimension of Y grow. It is worth noting that the scale of each subfigure could be different to display the entire boxplots. It shows that the proposed estimator converges fairly fast in independent cases regardless of the dimension of the data.
The following presents a dependent case. In this case, only a small number of entries in X and Y are dependent, which means that the dependency structure between X and Y is low-dimensional though X or Y could be of high dimensions.
[image: Figure 3]FIGURE 3 | Boxplot of Estimators in Example 5.3: both sample size and the number of Monte Carlo iterations is fixed, n = 2000, K = 50; the result is based on 400 repeated experiments. In each subplot, y-axis represents the value of distance covariance estimators.
Example 5.4 We generate random vectors [image: image] and [image: image]. Each entry of X follows Unif(0, 1), independently. We let the first 5 entries of Y to be the square of the first 5 entries of X and let the rest entries of Y to be the square of some independent Unif(0, 1) random variables. Specifically, we let [image: image], and, [image: image], where Zi’s are drawn independently from Unif(0, 1).See Figure 4 for the boxplots of the outcomes of Example 5.4. In each subfigure, we fix the dimension of X and let the dimension of Y grow. The test power of the proposed test against data dimensions can be seen in Table 1. It is worth noting that when the sample size is fixed, the test power of our method decays as the dimension of X and Y increase. We use the Direct Distance Covariance (DDC) defined in Eq. 2.5 on the same data. As a contrast, the test power of DDC is 1.000 even p = q = 1000. This example raises a limitation of random projection: it may fail to detect the low dimensional dependency in high dimensional data. A possible remedy for this issue is performing dimension reduction before applying the proposed method. We do not research further along this direction since it is beyond the scope of this paper.
[image: Figure 4]FIGURE 4 | Boxplots of the proposed estimators in Example 5.4: both sample size and the number of the Monte Carlo iterations are fixed: n = 2000 and K = 50; the result is based on 400 repeated experiments. In each subplot, y-axis represents the value of distance covariance estimators.
TABLE 1 | Test Power in Example 5.4: this result is based 400 repeated experiments; the significance level is 0.05.
[image: Table 1]5.2 Comparison With Direct Method
In this section, we would like to illustrate the computational and space efficiency of the proposed method (RPDC). RPDC is much faster than the direct method (DDC, Eq. 2.5) when the sample size is large. It is worth noting that DDC is infeasible when the sample size is too large as its space complexity is O(n2). See Table 2 for a comparison of computing time (unit: second) against the sample size n. This experiment is run on a laptop (MacBook Pro Retina, 13-inch, Early 2015, 2.7 GHz Intel Core i5, 8 GB 1867 MHz DDR3) with MATLAB R2016b (9.1.0.441655).
TABLE 2 | Speed Comparison: Direct Distance Covariance vs. Randomly Projected Distance Covariance.
[image: Table 2]5.3 Comparison With Other Independence Tests
In this part, we compare the statistical test power of the proposed test (RPDC) with Hilbert-Schmidt Independence Criterion (HSIC) [4] as HSIC is gaining attention in machine learning and statistics communities. In our experiments, a Gaussian kernel with standard deviation σ = 1 is used for HSIC. We also compare with Randomized Dependence Coefficient (RDC) [16], which utilizes the technique of random projection as we do. Two classical tests for multivariate independence, which are described below, are included in the comparison as well as Direct Distance Covariance (DDC) defined in Eq. 2.5.
• Wilks Lambda (WL): the likelihood ratio test of hypotheses Σ12 = 0 with μ unknown is based on
[image: image]
where det(⋅) is the determinant, S, S11 and S22 denote the sample covariances of (X, Y), X and Y, respectively, and S12 is the sample covariance [image: image]. Under multivariate normality, the test statistic
[image: image]
has the Wilks Lambda distribution Λ(q, n − 1 − p, p), see [17].
• Puri-Sen (PS) statistics: [18], Chapter 8, proposed similar tests based on more general sample dispersion matrices T. In that test S, S11, S12 and S22 are replaced by T, T11, T12 and T22, where T could be a matrix of Spearman’s rank correlation statistics. Then, the test statistic becomes
[image: image]
The critical values of the Wilks Lambda (WL) and Puri-Sen (PS) statistics are given by Bartlett’s approximation ([19], Section 5.3.2b): if n is large and p, q > 2, then
[image: image]
has an approximation χ2(pq) distribution.
The reference distributions of RDC and HSIC are approximated by 200 permutations. And the reference distributions of DDC and RPDC are approximated by Gamma Distribution. The significance level is set to be αs = 0.05 and each experiment is repeated for N = 400 times to get reliable type-I error/test power.
We start with an example that (X, Y) is multivariate normal. In this case, WL and PS are expected to be optimal as the assumptions of these two classical tests are satisfied. Surprisingly, DDC has comparable performance with the aforementioned two methods. RPDC can achieve satisfactory performance when the sample size is reasonably large.
Example 5.5 We set the dimension of the data to be p = q = 10. We generate random vectors [image: image] and [image: image] from the standard multivariate normal distribution [image: image]. The joint distribution of (X, Y) is also normal and we have Cor(Xi, Yi) = ρ, i = 1, …, 10, and the rest correlation are all 0. We set the value of ρ to be 0 and 0.1 to represent independent and correlated scenarios, respectively. The sample size n is set to be from 100 to 1500 with an increment of 100.Figure 5 plots the type-I error in subfigure (a) and test power in subfigure (b) against sample size. In the independence case (ρ = 0.0), the type-I error of each test is always around the significance level αs = 0.05, which implies the Gamma approximation works well for asymptotic distributions. In the dependent case (ρ = 0.1), the overall performance of RPDC is close to HSIC and RPDC outperforms when the sample size is smaller and underperforms when the sample size is larger. Unfortunately, RDC’s test power is insignificant.
Next, we compare those methods when (X, Y) is no longer multivariate normal and the dependency between X and Y is non-linear. We even add a noise term to compare their performance in both low and high noise-to-signal ratio scenarios. In this case, DDC and RPDC are much better than WL, PS, and RDC. The performance of HSIC is close to DDC and RPDC when the noise is low but much worse than those two when the noise is high.
[image: Figure 5]FIGURE 5 | Type-I Error/Test Power vs. Sample Size n in Example 5.5: the result is based on 400 repeated experiments.
Example 5.6 We set the dimension of data to be p = q = 10. We generate random vector [image: image] from the standard multivariate normal distribution [image: image]. Let the i-th entry of Y be [image: image], where ϵi’s are independent random errors, [image: image]. We set the value of σ to be 1 and 3 to represent low and high noise ratios, respectively. In the σ = 1 case, the sample size n is from 100 to 1000 with an increment 20; and in the σ = 3 case, the sample size n is from 100 to 4000 with an increment 100.Figure 6 plots the test power of each test against sample size. In both low and high noise cases, none of WL, PS, and RDC has any test power. In the low noise case, all of RPDC, DDC, and HSIC have satisfactory test power (> 0.9) when the sample size is greater than 300. In the high noise case, RPDC and DDC could achieve more than 0.8 in test power once the sample size is greater than 500 while the test power of HSIC reaches 0.8 when the sample size is more than 2000.In the following example, we generate the data similarly with Example 5.6 but the difference is that the dependency is changing over time. Specifically, X and Y are independent at the beginning but they become dependent after some time point. Since all those tests are invariant with the order of the observations, this experiment simply means that only a proportion of observations are dependent while the rest are not.
[image: Figure 6]FIGURE 6 | Test Power vs. Sample Size n in Example 5.6: significance level is αs = 0.05; the result is based on N = 400 repeated experiments.
Example 5.7 We set the dimension of data to be p = q = 10. We generate random vector [image: image], from the standard multivariate normal distribution [image: image]. Let the i-th entry of Yt be [image: image] and [image: image], where [image: image] and ϵt,i’s are independent random errors, [image: image]. We set the value of T to be 0.5n and 0.8n to represent early and late dependency transition, respectively. In the early change case, the sample size n is from 500 to 2000 with an increment 100; and in the late change case, the sample size n is from 500 to 4000 with an increment 100.Figure 7 plots the test power of each test against sample size. In both early and late change cases, none of WL, PS, and RDC has any test power. In the early change case, all of RPDC, DDC, and HSIC have satisfactory test power (> 0.9) when the sample size is greater than 1500. In the late change case, DDC and HSIC could achieve more than 0.8 in test power once sample size reaches 4000 while the test power of RPDC is only 0.6 when the sample size is 4000. As expected, the performance of DDC is better than RPDC in both cases and the performance of HSIC is between DDC and RPDC.
[image: Figure 7]FIGURE 7 | Test Power vs. Sample Size n in Example 5.7: significance level is αs = 0.05; the result is based on N = 400 repeated experiments.
Remark 5.8 The examples in this subsection show that though RPDC underperforms DDC when the sample size is relatively small, RPDC could achieve the same test power with DDC when the sample size is sufficiently large. Thus, when the sample size is large enough, RPDC is superior to DDC because of its computational efficiency in both time and space.
6 DISCUSSIONS
6.1 A Discussion on the Computational Efficiency
We compare the computational efficiency of the proposed method (RPDC) and the direct method (DDC) in Section 5.2. We will discuss this issue here.
As [image: image] and [image: image] are multivariate random variables, the effect of p and q on computing time could be significant when p and q are not negligible compared to sample size n. Now, we analyze the computational efficiency of DDC and RPDC by taking p and q into consideration. The computational complexity of DDC becomes O(n2(p + q)) and that of RPDC becomes O(nK( log  n + p + q)). Let us denote the total number of operations in DDC by O1 and that in RPDC by O2. Then, there exist constants L1 and L2 such that
[image: image]
There is no doubt that O2 will eventually be much less than O1 as sample size n grows. Due to the complexity of the fast algorithm, we expect L2 > L1, which means the computing time of RPDC is even larger than DDC when the sample size is relatively small. Then, we need to study an interesting problem: what is the break-even point in terms of sample size n when RPDC and DDC have the same computing time?
Let n0 = n0(p + q, K) denote the break-even point, which is a function of p + q and number of Monte Carlo iterations K. For simplicity, we fix K = 50 since 50 iterations could achieve satisfactory test power as we showed in Example 5.4. Then, n0 becomes a function solely depending on p + q. Since it is hard to derive the close form of n0, we derive it numerically instead. For fixed p + q, we let the sample size vary and record the difference between the running time of the two methods. Then, we fit the difference of running time against sample size with a smoothing spline. The root of this spline is the numerical value of n0 at p + q.
We plot the n0 against p + q in Figure 8. As the figure shows, the break-even sample size decreases as the data dimension increases, which implies that our proposed method is more advantageous than the direct method when random variables are of high dimension. However, as shown in Example 5.4, the random projection-based method does not perform well when high dimensional data have a low dimensional dependency structure. We should be cautious to use the proposed method when the dimension is high.
[image: Figure 8]FIGURE 8 | Break-Even Sample Size n0 against Data Dimension p + q. This figure is based on 100 repeated experiments.
6.2 Connections With Existing Literature
It turns out that distance-based methods are not the only choices in independence tests. See [20] and the references therein to see alternatives.
Our proposed method utilizes random projections, which bears a similarity with the randomized feature mapping strategy [21] that was developed in the machine learning community. Such an approach has been proven to be effective in kernel-related methods [22–26]. However, a closer examination will reveal the following difference: most of the aforementioned work is rooted in the Bochner’s theorem [27] from harmonic analysis, which states that a continuous kernel in the Euclidean space is positive definite if and only if the kernel function is the Fourier transform of a non-negative measure. In this paper, we will deal with the distance function which is not a positive definite kernel. We will manage to derive a counterpart to the randomized feature mapping, which was the influential idea that has been used in [21].
Random projections have been used in [28] to develop a powerful two-sample test in high dimensions. They derived an asymptotic power function for their proposed test, and then provide sufficient conditions for their test to achieve greater power than other state-of-the-art tests. They then used the receiver operating characteristic (ROC) curves (that are generated from simulated data) to evaluate its performance against competing tests. The derivation of the asymptotic relative efficiency (ARE) is of its own interests. Despite the usage of random projection, the details of their methodology are very different from the one that is studied in the present paper.
Several distribution-free tests that are based on sample space partitions were suggested in [29] for univariate random variables. They proved that all suggested tests are consistent and showed the connection between their tests and the mutual information (MI). Most importantly, they derived fast (polynomial-time) algorithms, which are essential for large sample size, since the computational complexity of the naive algorithm is exponential in sample size. Efficient implementations of all statistics and tests described in the aforementioned paper are available in the R package HHG, which can be freely downloaded from the Comprehensive R Archive Network, http://cran.r-project.org/. Null tables can be downloaded from the first author’s website.
Distance-based independence/dependence measurements sometimes have been utilized in performing a greedy feature selection, often via dependence maximization [8,30,31], and it has been effective on some real-world datasets. This paper simply mentions such a potential research line, without pursuing it.
Paper [32] derives an efficient approach to compute for the conditional distance correlations. We noted that there are strong resemblances between the distance covariances and its conditional version. The search for a potential extension of the work in this paper to conditional distance correlation can be a meaningful future topic of research.
Paper [33] provides some important insights into the power of distance covariance for multivariate data. In particular, they discover that distance-based independence tests have limiting power under some less common circumstances. As a remedy, they propose tests based on an aggregation of marginal sample distance and extend their approach to those based on Hilbert-Schmidt covariance and marginal distance/Hilbert-Schmidt covariance. It could be another interesting research direction but beyond the scope of this paper.
7 CONCLUSION
A significant contribution of this paper is we demonstrated that the multivariate variables in the independence tests need not imply the higher-order computational desideratum of the distance-based methods.
Distance-based methods are important in statistics, particularly in the test of independence. When the random variables are univariate, efficient numerical algorithms exist. It is an open question when the random variables are multivariate. This paper studies the random projection approach to tackle the above problem. It first turns the multivariate calculation problem into univariate calculation one via a random projection. Then they study how the average of those statistics out of the projected (therefore univariate) samples can approximate the distance-based statistics that were intended to use. Theoretical analysis was carried out, which shows that the loss of asymptotic efficiency (in the form of the asymptotic variance of the test statistics) is likely insignificant. The new method can be numerically much more efficient, when the sample size is large, which is well-expected under this information (or big-date) era. Simulation studies validate the theoretical statements. The theoretical analysis takes advantage of some newly available results, such as the equivalence of the distance-based methods with the reproducible kernel Hilbert spaces [12]. The numerical methods utilize a recently appeared algorithm in [8].
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Time series data play an important role in many applications and their analysis reveals crucial information for understanding the underlying processes. Among the many time series learning tasks of great importance, we here focus on semi-supervised learning based on a graph representation of the data. Two main aspects are studied in this paper. Namely, suitable distance measures to evaluate the similarities between different time series, and the choice of learning method to make predictions based on a given number of pre-labeled data points. However, the relationship between the two aspects has never been studied systematically in the context of graph-based learning. We describe four different distance measures, including (Soft) DTW and MPDist, a distance measure based on the Matrix Profile, as well as four successful semi-supervised learning methods, including the recently introduced graph Allen–Cahn method and Graph Convolutional Neural Network method. We provide results for the novel combination of these distance measures with both the Allen-Cahn method and the GCN algorithm for binary semi-supervised learning tasks for various time-series data sets. In our findings we compare the chosen graph-based methods using all distance measures and observe that the results vary strongly with respect to the accuracy. We then observe that no clear best combination to employ in all cases is found. Our study provides a reproducible framework for future work in the direction of semi-supervised learning for time series with a focus on graph representations.

Keywords: semi-supervised learning, time series, graph Laplacian, Allen-Cahn equation, graph convolutional networks


1. INTRODUCTION

Many processes for which data are collected are time-dependent and as a result the study of time series data is a subject of great importance [1–3]. The case of time series is interesting for tasks such as anomaly detection [4], motif computation [5] or time series forecasting [6]. We refer to [7–10] for more general introductions.

We here focus on the task of classification of time series [11–16] in the context of semi-supervised learning [17, 18] where we want to label all data points1 based on the fact that only a small portion of the data is already pre-labeled.

An example is given in Figure 1 where we see some time series reflecting ECG (electrocardiogram) data and the classification into normal heartbeats on the one hand and myocardial infarction on the other hand. In our applications, we assume that only for some of the time series the corresponding class is known a priori. Our main contribution is to introduce a novel combination of incorporating the data into a graph and then incorporate this representation into several recently introduced methods for semi-supervised learning. For this, each time series becomes a node within a weighted undirected graph and the edge-weight is proportional to the similarity between different time series. Graph-based approaches have become a standard tool in many learning tasks (cf. [19–24] and the references mentioned therein). The matrix representation of the graph via its Laplacian [25] leads to studying the network using matrix properties. The Laplacian is the representation of the network that is utilized from machine learning to mathematical imaging. Recently, it has also been used network-Lasso-based learning approaches focusing on data with an inherent network structure, see e.g., [26, 27]. A very important ingredient in the construction of the Laplacian is the choice of the appropriate weight function. In many applications, the computation of the distance between time series or sub-sequences becomes a crucial task and this will be reflected in our choice of weight function. We consider several distance measures such as dynamic time warping DTW [28], soft DTW [29], and matrix profile [30].


[image: Figure 1]
FIGURE 1. A typical example for time series classification. Given the dataset ECG200, the goal is to automatically separate all time series into the classes normal heartbeats and myocardial infarction.


We will embed these measures via the graph Laplacian into two different recently proposed semi-supervised learning frameworks. Namely, a diffuse interface approach that originates from material science [31] via the graph Allen-Cahn equation as well as a method based on graph convolutional networks [21]. Since these methods have originally been introduced outside of the field of time series learning, their relationship with time series distance measures has never been studied. Our goal is furthermore to compare these approaches with the well-known 1NN approach [11] and a simple optimization formulation solved relying on a linear system of equations. Our motivation follows that of [32, 33], where many methods for supervised learning in the context of time series were compared, namely that we aim to provide a wide-ranging overview of recent methods based on a graph representation of the data and combined with several distance measures.

We structure the paper as follows. In section 2, we introduce some basic notations and illustrate the basic notion of graph-based learning motivated with a clustering approach. In section 3, we discuss several distance measures with a focus on the well-known DTW measure as well as two recently emerged alternatives, i.e., Soft DTW and the MP distance. We use section 4 to introduce the two semi-supervised learning methods in more detail, followed by a shorter description of their well-known competitors. section 5 will allow us to compare the methods and study the hyperparameter selection.



2. BASICS

We consider discrete time series xi given as a vector of real numbers of length mi. In general, we allow for the time series to be of different dimensionality; later we often consider all mi = m. We assume that we are given n time series [image: image]. The goal of a classification task is to group the n time series into a number k of different clusters Cj with j = 1, …, k. In this paper we focus on the task of semi-supervised learning [17] where only some of the data are already labeled but we want to classify all available data simultaneously. Nevertheless, we review some techniques for unsupervised learning first as they deliver useful terminology. As such the k-means algorithm is a prototype-based2 clustering algorithm that divides the given data into a predefined number of k clusters [34]. The idea behind k-means is rather simple as the cluster centroids are repeatedly updated and the data points are assigned to the nearest centroid until the centroids and data points have converged. Often the termination condition is not handled that strictly. For example, the method can be terminated when only 1% of the points change clusters. The starting classes are often chosen at random but can also be assigned in a more systematic way by calculating the centers first and then assign the points to the nearest center. While k-means remains very popular it also has certain weaknesses coming from its minimization of the sum of squared errors loss function [35]. We discuss this method in some detail here to point out the main mechanism and this is based on assigning points to clusters and hence the cluster centroids based on the distance being the Euclidean norm, which would also be done when k-means is applied to time series. As a result the clusters might not capture the shape of the data manifold as illustrated in a simple two-dimensional example shown in Figure 2. In comparison, the alternative method shown, i.e., a spectral clustering technique, performs much better. We briefly discuss this method next as it forms the basis of the main techniques introduced in this paper.


[image: Figure 2]
FIGURE 2. Clustering based on original data via k-means (left) vs. transformed data via spectral clustering (right).



2.1. Graph Laplacian and Spectral Clustering

As we illustrated in Figure 2 the separation of the data into two-classes is rather difficult for k-means as the centroids are based on a 2-norm minimization. One alternative to k-means is based on interpreting the data points as nodes in a graph. For this, we assume that we are given data points x1, …, xn and some measure of similarity [23]. We define the weighted undirected similarity graph G = (V, E) with the vertex or node set V and the edge set E. We view the data points xi as vertices, V = {x1, …, xn}, and if two nodes (xi, xj) have a positive similarity function value, they are connected by an edge with weight wij equal to that similarity. With this reformulation of the data we turn the clustering problem into a graph partitioning problem where we want to cut the graph into two or possibly more classes. This is usually done in such a way that the weight of the edges across the partition is minimal.

We collect all edge weights in the adjacency matrix W = (wij)i, j = 1, …, n. The degree of a vertex xi is defined as [image: image] and the degree matrix D is the diagonal matrix holding all n node degrees. In our case we use a fully connected graph with the Gaussian similarity function

[image: image]

where σ is a scaling parameter and dist(xi, xj) is a particular distance function such as the Euclidean distance [image: image]. Note that for similar nodes, the value of the distance function is smaller than it would be for dissimilar nodes while the similarity function is relatively large.

We now use both the degree and weight matrix to define the graph Laplacian as L = D − W. Often the symmetrically normalized Laplacian defined via

[image: image]

provides better clustering information [23]. It has some very useful properties that we will exploit here. For example, given a non-zero vector u ∈ ℝn we obtain the energy term

[image: image]

Using this it is easy to see that Lsym is positive semi-definite with non-negative eigenvalues 0 = λ1 ≤ λ2 ≤… ≤ λn. The main advantage of the graph Laplacian is that based on its spectral information one can usually rely on transforming the data into a space where they are easier to separate [23, 25, 36]. As a result one typically requires the spectral information corresponding to the smallest eigenvalues of Lsym. The most famed eigenvector is the Fiedler vector, i.e., the eigenvector corresponding to the first non-zero eigenvalue, which is bound to have a sign change and as a result can be used for binary classification. The weight function (1) is also found in kernel methods [37, 38] when the radial basis kernel is applied.



2.2. Self-Tuning

In order to improve the performance of the methods based on the graph Laplacian, tuning the parameter σ is crucial. While hyperparameter tuning based on a grid search or cross validation is certainly possible we also consider a σ that adapts to the given data. For spectral clustering, such a procedure was introduced in [39]. Here we use this technique to learning with time series data. For each time series xi we assume a local scaling parameter σi. As a result, we have the generalized square distance as

[image: image]

and this gives the entries of the adjacency matrix W via

[image: image]

The authors in [39] choose σi as the distance to the K-th nearest neighbor of xi where K is a fixed parameter, e.g., K = 9 is used in [31].

In section 5, we will explore several different values for K and their influence on the classification behavior.




3. DISTANCE MEASURES

We have seen from the definition of the weight matrix that the Laplacian depends on the choice of distance measure dist(xi, xj). If all time series are of the same length then the easiest distance measure would be a Euclidean distance, which especially for large n is fast to compute. This makes the Euclidean distance incredibly popular but it suffers from being sensitive to small shifts in the time series. As a result we discuss several popular and efficient methods for different distance measures. Our focus is to illustrate in an empirical study how the choice of distance measure impacts the performance of graph-based learning and to provide further insights for future research (cf. [40]).


3.1. Dynamic Time Warping

We first discuss the distance measure of Dynamic Time Warping (DTW, [28]). By construction, DTW is an algorithm to find an optimal alignment between time series.

In the following, we adapt the notation of [28] to our case. Consider two time series x and [image: image] of lengths m and [image: image], respectively, with entries [image: image] for i = 1, …, m and [image: image]. We obtain the local cost matrix [image: image] by assembling the local differences for each pair of elements, i.e., [image: image].

The DTW distance is defined via [image: image]-warping paths, which are sequences of index tuples p = ((i1, j1), …, (iL, jL)) with boundary, monotonicity, and step size conditions

[image: image]

The total cost of such a path with respect to x, [image: image] is defined as

[image: image]

The DTW distance is then defined as the minimum cost of any warping path:

[image: image]

Both the warping and the warping path are illustrated in Figure 3.


[image: Figure 3]
FIGURE 3. DTW warping (left) and warpings paths (right).


Computing the optimal warping path directly quickly becomes infeasible. However, we can use dynamic programming to evaluate the accumulated cost matrix D recursively via

[image: image]

The actual DTW distance is finally obtained as

[image: image]

The DTW method is a heavily used distance measure for capturing the sometimes subtle similarities between time series. In the literature it is typically stated that the computational cost of DTW being prohibitively large. As a result one is interested in accelerating the DTW algorithm itself. One possibility arises from imposing additional constraints (cf. [28, 41]) such as the Sakoe-Chiba Band and the Itakura parallelogram as these simplify the identification of the optimal warping path. While these are appealing concepts the authors in [42] observe that the well-known FastDTW algorithm [41] is in fact slower than DTW. For our purpose we will hence rely on DTW and in particular on the implementation of DTW provided via https://github.com/wannesm/dtaidistance. We observe that for this implementation of DTW indeed FastDTW is outperformed frequently.



3.2. Soft Dynamic Time Warping

Based on a slight reformulation of the above DTW scheme, we want to look at another time series distance measure, the Soft Dynamic Time Warping (Soft DTW). It is an extension of DTW designed allowing a differentiable loss function and it was introduced in [29, 43]. We again start from the cost matrix C with [image: image] for time series x and [image: image]. Each warping path can equivalently be described by a matrix [image: image] with the following condition: The ones in A form a path starting in (1, 1) going to [image: image], only using steps downwards, to the right and diagonal downwards. A is called monotonic alignment matrix and we denote the set containing all these alignment matrices with [image: image]. The Frobenius inner product 〈A, C〉 is then the sum of costs along the alignment A. Solving the following minimization problem leads us to a reformulation of the dynamic time warping introduced above as

[image: image]

With Soft DTW we involve all alignments possible in [image: image] by replacing the minimization with a soft minimum:

[image: image]

where S is a discrete subset of the real numbers. This function approximates the minimum of f(x) and is differentiable. The parameter γ controls the tuning between smoothness and approximation of the minimum. Using the DTW-function (9) within (10) yields the expression for Soft Dynamic Time Warping written as

[image: image]

This is now a differentiable alternative to DTW, which involves all alignments in our cost matrix.

Due to entropic bias3, Soft DTW can generate negative values, which would cause issues for our use in time series classification. We apply the following remedy to overcome this drawback:

[image: image]

This measure is called Soft DTW divergence [43] and will be employed in our experiments.



3.3. Matrix Profile Distance

Another alternative time series measure that has recently been introduced is the Matrix Profile Distance (MP distance, [30]). This measure is designed for fast computation and finding similarities between time series.

We will again introduce the concept of the matrix profile of two time series x and [image: image]. The matrix profile is based on the subsequences of these two time series. For a fixed window length L, the subsequence xi,L of a time series x is defined as a contiguous L-element subset of x via xi,L = (xi, xi + 1, …, xi+L−1). The all-subsequences set A of x contains all possible subsequences of x with length L, A = {x1,L, x2,L, …, xm−L + 1, L}, where m is again the length of x.

For the matrix profile, we need the all-subsequences sets A and B of both time series x and [image: image]. The matrix profile PABBA is the set consisting of the closest Euclidean distances from each subsequence in A to any subsequence in B and vice versa:

[image: image]

With the matrix profile, we can finally define the MP distance based on the idea that two time series are similar if they have many similar subsequences. We do not consider the smallest or the largest value of PABBA because then the MP distance could be too rough or too detailed. For example, if we would have two rather similar time series, but either one has a noisy spike or some missing values, then the largest value of the matrix profile could give a wrong impression about the similarity of these two time series. Instead, the distance is defined as

[image: image]

where the parameter k is typically set to 5% of 2N [30].

We now illustrate the MP distance using an example as illustrated in section 3.3, where we display three time series of length N = 100. Our goal is to compare these time series using the MP distance. We observe that X1 and X2 have quite similar oscillations. The third time series X3 does not share any obvious features with the first two sequences.

The MP distance compares the subsequences of the time series, depending on the window length L. Choosing the window length to be L = 40, we get the following distances:

[image: image]

As we can see, the MP distance identified the similarity between X1 and X2 shows that X1, X2 differ from X3. We also want to show that the MP Distance depends on the window length L. Let us look at the MP distance between the lower oscillation time series X2 and X3, which is varying a lot for different values of L as indicated in Table 1. Choosing L = 10 there is not a large portion of both time series to compare with and as a result we observe a small value for the MP distance, which does not describe the dissimilarity of X2 and X3 in a proper way. If we look at L = 40, there is a larger part of the time series structure to compare the two series. If there is a special recurring pattern in the time series, the length L should be large enough to cover one recurrence. We illustrate the comparison based on different window lengths in Figure 4.


Table 1. MP distance depending on the window length.

[image: Table 1]


[image: Figure 4]
FIGURE 4. Illustration of Matrix Profile distance (left), subsequences indicated in red with window length L = 10 (middle) and L = 30 (right).


For the tests all data sets consist of time series with a certain length, varying for each data set. Thus we have to decide which window length L should be chosen automatically in the classifier. An empirical study showed that choosing L ≈ N/2 gives good classification results.

We briefly illustrate the computing times of the different distance measures when applied to time series of increasing length shown in Figure 5. It can be seen that DTW is faster than fastDTW. Obviously, the Euclidean distance shows the best scalability. We also observe that the computation of the SDTW is scaling worse than the competing approaches when applied to longer time series.


[image: Figure 5]
FIGURE 5. Runtimes of distance computation between a single pair of time series with increasing length.





4. SEMI-SUPERVISED LEARNING BASED ON GRAPH LAPLACIANS

In this section, we focus mainly on two methods that have recently gained wide attention. This first method is inspired by a partial differential equation model originating from material science and the second approach is based on neural networks that incorporate the graph structure of the labeled and unlabeled data.


4.1. Semi-supervised Learning With Phase Field Methods: Allen–Cahn Model

Within the material science community phase field methods have been developed to model the phase separation of a multicomponent alloy system (cf. [45, 46]). The evolution of the phases over time is described by a partial differential equation (PDE) model, such as the Allen-Cahn [46] or Cahn-Hilliard equation [47] both non-linear reaction-diffusion equations of second and fourth order, respectively. These equations can be obtained as gradient flows of the Ginzburg–Landau energy functional

[image: image]

where u is the order parameter and ε a parameter reflecting the width of the interface between the pure phases. The polynomial ϕ is chosen to have minima at the pure phases, namely u = −1 and u = 1, to enforce that a minimization of the Ginzburg–Landau energy will lead to phase separation. A common choice is the well-known double-well potential [image: image] The Dirichlet energy term |∇u|2 corresponds to minimization of the interfacial length. The minimization is then performed using a gradient flow, which leads to the Allen-Cahn equation

[image: image]

equipped with appropriate boundary and initial conditions. A modified Allen–Cahn equation was used for image inpainting, i.e., restoring damage parts in an image, where a misfit ω(f−u) term is added to Equation (13) (cf. [48, 49]). Here, ω is a penalty parameter and f is a function equal to the undamaged image parts or later training data. In [31], Bertozzi and Flenner extended this idea to the case of semi-supervised learning where the training data correspond to the undamaged image parts, i.e, the function f. Their idea is to consider the modified energy of the following form

[image: image]

where fi holds the already assigned labels. Here, the first term in (14) reflects the RatioCut based on the graph Laplacian, the second term enforces the pure phases, and the third term corresponds to incorporating the training data. Numerically, this system is solved using a convexity splitting approach [31] where we write

[image: image]

with

[image: image]

and

[image: image]

where the positive parameter c ∈ ℝ ensures convexity of both energies. In order to compute the minimizer of the above energy we use a gradient scheme where

[image: image]

where the indices k, k + 1 indicate the current and next time step, respectively. The variable τ is a hyperparameter but can be interpreted as a pseudo time-step. In more detail following the notation of [20], this leads to

[image: image]

with

[image: image]

Expanding the order parameter in a number of the small eigenvectors ϕi of Lsym via [image: image] where a is a coefficient vector and Φme = [ϕ1, …, ϕme]. This lets us arrive at

[image: image]

using

[image: image]

In [50], the authors extend this to the case of multiple classes where again the spectral information of the graph Laplacian are crucial as the energy term includes [image: image] with U ∈ ℝn, s, s being the number of classes for segmentation, and tr being the trace of the matrix. Details of the definition of the potential and the fidelity term incorporating the training data are found in [50]. Further extensions of this approach have been suggested in [20, 22, 51–55].



4.2. Semi-supervised Learning Based on Graph Convolutional Networks

Artificial neural networks and in particular deep neural networks have shown outstanding performance in many learning tasks [56, 57]. The incorporation of additional structural information via a graph structure has received wide attention [24] with particular success within the semi-supervised learning formulation [21].

Let [image: image] denote the hidden feature vector of the i-th node in the l-th layer. The feature mapping of a simple multilayer perceptron (MLP) computes the new features by multiplying with a weight matrix Θ(l)T and adding a bias vector b(l), then applying a (potentially layer-dependent) ReLU activation function σl in all layers except the last. This layer operation can be written as [image: image].

In Graph Neural Networks, the features are additionally propagated along the edges of the graph. This is achieved by forming weighted sums over the local neighborhood of each node, leading to

[image: image]

Here, [image: image] denotes the set of neighbors of node i, Θ(l) and b(l) the trainable parameters of layer l, the ŵij denote the entries of the adjacency matrix W with added self loops, Ŵ = W + I, and the [image: image] denote the row sums of that matrix. By adding the self loops, it is ensured that the original features of that node are maintained in the weighted sum.

To obtain a matrix formulation, we can accumulate state matrices X(l) whose n rows are the feature vectors [image: image] for i = 1, …, n. The propagation scheme of a simple two-layer graph convolutional network can then be written as

[image: image]

where [image: image] is the diagonal matrix holding the [image: image].

Multiplication with [image: image] can also be understood in a spectral sense as performing graph convolution with the spectral filter function φ(λ) = 1 − λ. This filter originates from truncating a Chebyshev polynomial to first order as discussed in [58]. As a result of this filter the eigenvalues λ of the graph Laplacian operator [image: image] (formed in this case after adding the self loops) are transformed via φ to obtain damping coefficients for the corresponding eigenvectors. This filter has been shown to lead to convolutional layers equivalent to aggregating node representations from their direct neighborhood (cf. [58] for more information).

It has been noted, e.g., in [59] that traditional graph neural networks including GCN are mostly targeted at the case of sparse graphs, where each node is only connected to a small number of neighbors. The fully connected graphs that we utilize in this work present challenges for GCN through their spectral properties. Most notably, these dense graphs typically have large eigengaps, i.e., the gap between the smallest eigenvalue λ1 = 0 and the second eigenvalue λ2 > 0 may be close to 1. Hence the GCN filter acts almost like a projection onto the undesirable eigenvector ϕ1. However, it has been observed in the same work that in some applications, GCNs applied to sparsified graphs yield comparable results to dedicated dense methods. Our experiments justified only using Standard GCN on a k-nearest neighbor subgraph.



4.3. Other Semi-supervised Learning Methods

In the context of graph-based semi-supervised learning a rather straightforward approach follows from minimizing the following objective

[image: image]

where f holds the values 1, −1, and 0 according to the labeled and unlabeled data. Calculating the derivative shows that in order to obtain u, we need to solve the following linear system of equations

[image: image]

where I is the identity matrix of the appropriate dimensionality.

Furthermore, we compare our previously introduced approaches to the well-known one-nearest neighbor (1NN) method. In the context of time series classification this method was proposed in [11]. In each iteration, we identify the indices i, j with the shortest distance between the labeled sample xi and the unlabeled sample xj. The label of xi is then copied to xj. This process is repeated until no unlabeled data remain.

In [60], the authors construct several graph Laplacians and then perform the semi-supervised learning based on a weighted sum of the Laplacian matrices.




5. NUMERICAL EXPERIMENTS

In this section, we illustrate how the algorithms discussed in this paper perform when applied to multiple time series data sets. We here focus on binary classification and use time series taken from the UCR time series classification archive4 [61]. All our codes are to be found at https://github.com/dominikalfke/TimeSeriesSSL. The distance measure we use here are the previously introduced DTW, Soft DTW divergence, MP, and Euclidean distances. For completeness, we list the default parameters for all methods in Table 2.


Table 2. Default parameters used in the experiments.

[image: Table 2]

We split the presentation of the numerical results in the following way. We start by exploring the dependence of our schemes on some of the hyperparameters inherent in their derivation. We start by investigating the self-tuning parameters, namely the value of the chosen neighbor to compute the local scaling. We then study the performance of the Allen–Cahn model depending on the number of eigenpairs used for the approximation of the graph Laplacian. For our main study, we pair up all distance measures with all learning methods and report the results on all datasets. Furthermore, we investigate how the method's performance depends on the number of available training data using random training splits.


5.1. Self-Tuning Values

In section 2, we proposed the use of the self-tuning approach for the Gaussian function within the weight matrix. The crucial hyperparameter we want to explore now is the choice of neighbor k for the construction of σi = dist(xi, xk,i) with xk,i the k-th nearest neighbor of the data point xi. We can see from Table 3 that the small values k = 7, 20 perform quite well in comparison to the larger self-tuning parameters. As a result we will use these smaller values in all further computations.


Table 3. Study of self-tuning parameters.

[image: Table 3]



5.2. Spectral Approximation

As described in section 4 the Allen–Cahn equation is projected to a lower-dimensional space using the insightful information provided by the eigenvectors to the smallest eigenvalues of the graph Laplacian. We now investigate how the number of used eigenvectors impacts the accuracy. In the following we vary the number of eigenvalues from 10 to 190 and compare the performance of the Allen–Cahn method on three different datasets. The results are shown in Table 4 and it becomes clear that a vast number of eigenvectors does not lead to better classification accuracy. As a result we require a smaller number of eigenpair computations and also fewer computations within the Allen–Cahn scheme itself. The comparison was done for the self-tuning parameter k = 7.


Table 4. Varying the number of eigenpairs for the reduced Allen–Cahn equation.

[image: Table 4]



5.3. Full Method Comparison

We now compare the Allen-Cahn approach, the GCN scheme, the linear systems based method, and the 1NN algorithm, each paired up with each of the distance measures introduced in section 3. Full results are listed in Figures 6, 7. We show the comparison for all 42 datasets.


[image: Figure 6]
FIGURE 6. Comparison of the proposed methods using various distance measures for a variety of time series data. The size of the training set is specified in TwoClassProblems.csv within http://www.timeseriesclassification.com/Downloads/Archives/Univariate2018_arff.zip.



[image: Figure 7]
FIGURE 7. Comparison of the proposed methods using various distance measures for a variety of time series data.


As can be seen there are several datasets where the performance of all methods is fairly similar even when the distance measure is varied. Here, we name Chinatown, Earthquakes, GunPoint, ItalyPowerDemand, MoteStrain, Wafer. There are several examples where the methods do not seem to perform well, with GCN and 1NN relatively similar outperforming the Linear System and Allen–Cahn approach. Such examples are DodgerLoopGame, DodgerLoopWeekend. The GCN method clearly does not perform well with the GunPoint datasets where the other methods clearly perform well. It is surprising to note that the Euclidean distance, given its computational speed and simplicity, does not come out as underperforming with respect to the accuracy across the different methods. There are very few datasets where one distance clearly outperforms the other choice. We name ShapeletSim, ToeSegementation1 here. One might conjecture that the varying sizes of the training data might be a reason for the difference in performance of the models. To investigate this further we will next vary the training splits for all datasets and methods.



5.4. Varying Training Splits

In Figures 8–12, we vary the size of the training set from 1 to 20% of the available data. All reported numbers are averages over 100 random splits. The numbers we observe mirror the performance of the full training size. We see that the methods show reduced performance when only 1% of the training data are used but often reach an accuracy plateau when 5 to 10% of the training data are used. We observe that the size of the training set alone does not explain the different performance in the various datasets and methods applied here.


[image: Figure 8]
FIGURE 8. Method accuracy comparison for random training splits of different sizes (part 1/5).



[image: Figure 9]
FIGURE 9. Method accuracy comparison for random training splits of different sizes (part 2/5).



[image: Figure 10]
FIGURE 10. Method accuracy comparison for random training splits of different sizes (part 3/5).



[image: Figure 11]
FIGURE 11. Method accuracy comparison for random training splits of different sizes (part 4/5).



[image: Figure 12]
FIGURE 12. Method accuracy comparison for random training splits of different sizes (part 5/5).





6. CONCLUSION

In this paper we took to the task of classifying time series data in a semi-supervised learning setting. For this we proposed to represent the data as a fully-connected graph where the edge weights are created based on a Gaussian similarity measure (1). The heart of this function is the difference measure between the time series, for which we used the (Soft) Dynamic Time Warping and Matrix Profile based distance measures as well as the Euclidean distance. We then investigated several learning algorithms, namely, the Allen–Cahn-based method, the Graph Convolutional Network scheme, and a linear system approach, all reliant on the graph Laplacian, as well as the Nearest Neighbor method. We then illustrated the performance of all pairs of distance measure and learning methods. In this empirical study we observed that the methods tend to show an increased performance adding more training data. Studying all binary time-series with the timeseriesclassification.com repository gives results that in accordance with the no free lunch theorem show no clear winner. On the positive side the methods often perform quite well and there are only a few datasets with decreased performance. The comparison of the distance measures indicates there are certain cases where they outperform their competitors but also there is no clear winner with regards to accuracy. We believe that this empirical, reproducible study will encourage further research in this direction. Additionally, it might be interesting to consider model-based representations of time-series such as ARMA [63, 64] to use within the graph representations used here.
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FOOTNOTES

1We here view one time-series as a data point and the feature vector for this data point is the vector with the associated data collected in a vector.

2Here the prototype of the cluster is the centroid.

3This term is commonly used when the regression results shrink toward a mass at the barycenter of a target [44].

4We focussed on all binary classification series listed in TwoClassProblems.csv within http://www.timeseriesclassification.com/Downloads/Archives/Univariate2018_arff.zip.
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The beta regression is a widely known statistical model when the response (or the dependent) variable has the form of fractions or percentages. In most of the situations in beta regression, the explanatory variables are related to each other which is commonly known as the multicollinearity problem. It is well-known that the multicollinearity problem affects severely the variance of maximum likelihood (ML) estimates. In this article, we developed a new biased estimator (called a two-parameter estimator) for the beta regression model to handle this problem and decrease the variance of the estimation. The properties of the proposed estimator are derived. Furthermore, the performance of the proposed estimator is compared with the ML estimator and other common biased (ridge, Liu, and Liu-type) estimators depending on the mean squared error criterion by making a Monte Carlo simulation study and through two real data applications. The results of the simulation and applications indicated that the proposed estimator outperformed ML, ridge, Liu, and Liu-type estimators.

Keywords: biased estimation, Fisher's scoring, mean squared error (MSE), multicollinearity, Liu beta regression, relative efficiency, ridge beta regression, two-parameter estimator


INTRODUCTION

The beta regression model has been common in many areas, primarily economic and medical research, such as income share, unemployment rates in certain nations, the Gini index for each region, graduation rates in major universities, or the percentage of body fat in medical subjects. Beta regression model, such as any regression model in the context of generalized linear models (GLMs) is used to examine the effect of certain explanatory variables on a non-normal response variable. However, in the case of beta regression, the response component is restricted to an interval (0, 1), such as proportions, percentages, and fractions.

Multicollinearity is a popular issue in econometric modeling. It indicates that there is a strong association between the explanatory variables. It is well-established that the covariance matrix of the maximum likelihood (ML) estimator is ill-conditioned in the case of severing multicollinearity. One of the negative consequences of this issue is that the variance of the regression coefficients gets inflated. As a consequence, the significance and the magnitude of the coefficients are affected. Many of the conventional approaches used to address this issue include: gathering additional data, re-specifying the model, or removing the correlated variable/s.

During the last years, shrinkage methods have become a commonly recognized and more effective methodology for solving the impact of the multicollinearity problem in several regression models. To solve this problem, Hoerl and Kennard [1, 2] proposed the ridge estimator. The concept of the ridge estimator is to add a small definite amount (k) to the diagonal entries of the covariance matrix to increase the conditioning of this matrix, reduce the mean squared error (MSE), and achieve consistent coefficients. For a review of the ridge estimator in both linear and GLMs, e.g., as shown in References Rady et al. [3], Abonazel and Taha [4], Qasim et al. [5], Alobaidi et al. [6], and Sami et al. [7].

One of the drawbacks of the ridge estimator is that estimated parameters are non-linear functions of the ridge parameter and the small k selected might not be high enough to solve multicollinearity. As a solution to this problem, Liu [8] developed the Liu estimator which is a linear function of the shrinkage parameter. The Liu estimator is a combination of the ridge estimator and the Stein estimator suggested by Stein [9]. For a review of the Liu estimator in both linear and GLMs, e.g., as shown in References. Liu [8], Karlsson et al. [10], Qasim et al. [11], and Naveed et al. [12]. Furthermore, Liu [13] proved the supremacy of the Liu-type estimator over the ridge and Liu estimators. Details about Liu-type estimator, properties, and applications in regression models are shown in References Liu [14], Özkale and Kaciranlar [15], Li and Yang [16], Kurnaz and Akay [17], Sahriman and Koerniawan [18], and Algamal and Abonazel [19]. As a good alternative for the Liu-type estimator, Özkale and Kaciranlar [15] proposed the two-parameter estimator, and they proved that the two-parameter estimator utilizes the power of both the ridge estimator and the Liu estimator. Extensions of two-parameter estimator in GLMs include Huang and Yang [20], Algamal [21], Asar and Genç [22], Rady et al. [23, 24], Çetinkaya and Kaçiranlar [25], Abonazel and Farghali [26], Akram et al. [27], and Lukman et al. [28].

The rest of the article is arranged as follows: Section Methodology presents an introduction about the beta regression model, its estimation using the ML method, and the proposed two-parameter estimator; Section Choosing the Shrinkage Parameters provides suggested shrinkage parameters for our estimator; Sections Simulation Study and Real Data Applications provide a numerical evaluation using both Monte Carlo simulation and two empirical data applications, respectively; and Section Conclusion offers some concluding remarks.



METHODOLOGY


Beta Regression Model

Practitioners usually use linear regression modeling to investigate the relationship and effect of some selected explanatory variables on the normal response variable. However, this is not suitable for circumstances where the response variable is constrained to the interval (0, 1) because it may give fitted values for the variable of concern that surpass its lower and upper limits. Therefore, inference based on the normality assumption can be deceptive. The beta regression model was first developed by Ferrari and Cribari-Neto [29] by connecting the mean function of its response variable to a set of linear predictors via a monotone differentiable function called the link function. This model contains a precision parameter, the inverse of which is called a dispersion scale. In the basic type of a beta regression model, the precision parameter is believed to be constant through observations. Nevertheless, the precision parameter might not be constant through findings such as those of Smithson and Verkuilen [30] and Cribari-Neto and Zeileis [31].

Let y is a continuous random variable that follows a beta distribution with the following probability density function:

[image: image]

where Γ(·) is the gamma function and ϕ is the precision parameter [32]:

[image: image]

The mean and variance of the beta probability distribution are: E(y) = μ, var(y) = μ(1 − μ)σ2. Using the logit link function, the model allows μi, depending on covariates as follows:

[image: image]

where g(·) be a monotonic differentiable link function used to relate the systematic component with the random component, [image: image] is a p × 1 vector of unknown parameters, [image: image] is the vector of p regressors, and ηi is a linear predictor.

Estimation of the beta regression parameters is done by using the ML method [33]. The log-likelihood function of the beta regression model is given by:

[image: image]

By differentiating the log-likelihood function in Eq. (3) with respect to β, gives us the score function for β:

[image: image]

where [image: image], [image: image], [image: image], [image: image], and [image: image], such that ψ(·) denoting the digamma function, and g′(·) is the first derivative of g(·). The iterative reweighted least-squares (IWLS) algorithm or Fisher's scoring algorithm was used for estimating β [34, 35]. The form of this algorithm can be written as:

[image: image]

where [image: image] is the score function defined in Eq. (4), and [image: image] is the information matrix for β , as shown in References Espinheira et al. [35] for more details. The initial value of β can be obtained by the least-squares estimation, while the initial value for each precision parameter is:

[image: image]

where [image: image] and [image: image] values are obtained from linear regression. Given r = 0, 1, 2, … is the number of iterations that are performed, convergence occurs when the difference between successive estimates becomes smaller than a given small constant. At the final step, the ML estimator of β is obtained as:

[image: image]

where X is an n×p matrix of regressors, [image: image] and Ŵ = diag (ŵ1, …, ŵn);

[image: image]

where Ŵ and Â are the estimated ML matrices of W and A, respectively. The ML estimator of β is normally distributed with asymptotic mean vectors [image: image] and asymptotic covariance matrix:

[image: image]

Hence, the asymptotic trace mean squared error (TMSE) of [image: image] is

[image: image]



Ridge and Liu Estimators

Recently, Abonazel and Taha [4] and Qasim et al. [5] introduced the ridge beta regression (RBR) estimator as follows:

[image: image]

It can note that if k = 0, then [image: image]. The bias vector of the RBR estimator is

[image: image]

Suppose that λ1 ≥ … ≥ λp ≥ 0 are the ordered eigenvalues of XTŴX matrix and Q is the matrix whose columns are the eigenvectors of XTŴX matrix. Then [image: image] and α = QTγ. Then, the matrix mean squared error (MMSE) of the RBR estimator is:

[image: image]

where Λk = diag (λ1 + k, …, λp + k), and the TMSE of the RBR estimator is

[image: image]

The first term in Eq. (12) is an asymptotic variance, and the second term is a square bias. Abonazel and Taha [4] and Qasim et al. [5] showed the derivation of the MSE properties of the RBR estimator.

The Liu estimator can be extended to the beta regression model, the Liu beta regression (LBR) estimator is given by Karlsson et al. [10] as:

[image: image]

where d is the Liu parameter, the bias vector of the LBR estimator is:

[image: image]

The MMSE for the LBR estimator can be derived as:

[image: image]

where Λ1 = diag (λ1 + 1, …, λp + 1) and Λd = diag (λ1 + d, …, λp + d). The TMSE of the LBR estimator is:

[image: image]

Recently, Algamal and Abonazel [19] developed the Liu-type beta regression (LTBR) estimator:

[image: image]

The bias vector of the LTBR estimator is:

[image: image]

The MMSE of the LTBR estimator is:

[image: image]

where Λ−d = diag (λ1 − d, …, λp − d). Then, the MSE of the LTBR estimator is

[image: image]



The Proposed Estimator

In this section, we extend the two-parameter estimator introduced by Özkale and Kaçiranlar [15] to the beta regression model to combat multicollinearity and obtain more stable and accurate results. The two-parameter beta regression (TPBR) estimator can be written as follows:

[image: image]

It is worth noting that the TPBR estimator is a general class that has some estimators as special cases. These estimators are the LBR, RBR, and beta maximum likelihood (BML) estimators, which can be given, respectively, as follows:

[image: image]

The bias vector of the TPBR estimator is

[image: image]

The MMSE for TPBR estimator can be derived as:

[image: image]

where Λkd = diag (λ1+kd, λ2 + kd, …, λp + kd), the TMSE of the TPBR estimator is:

[image: image]



The Superiority of the New Estimator

The following lemmas prove the superiority of the two-parameter beta estimator over the other estimators.

Lemma 1. Farebrother [36]: Let M be a positive definite matrix, δ be a vector of non-zero constants, and c be a positive constant. Then, cM − δδT > 0 if and only if (iff) δMδT < c.


Two-Parameter Beta Estimator vs. ML Estimator

The following lemma gives the condition that the TPBR estimator is superior to the ML estimator:

Lemma 2. under the beta regression model, let k > 0, 0 < d < 1, and [image: image]. Then, [image: image] iff k(1 − d)(2λj + k(1 + d)) > 0.

Proof: the difference between the MMSE functions of the ML estimator and the TPBR estimator is obtained by:

[image: image]

The matrix [image: image] is positive definite, if [image: image], which is equivalent to [(λj + k) + (λj + kd)][(λj + k) − (λj + kd)] > 0. Simplifying the last inequality, one gets k(1 − d)(2 λ j + k(1 + d)) > 0. The proof is finished by Lemma 1.



Two-Parameter Estimator vs. Ridge Estimator

The following lemma gives that the TPBR estimator is superior to the RBR estimator:

Lemma 3. under the beta regression model, consider k > 0, 0 < d < 1, and [image: image]. Then, [image: image] iff kd(2 λ j + kd) > 0.

Proof: the difference between the MMSE functions of the RBR estimator and the TPBR estimator is obtained by:

[image: image]

This can be rewritten as:

[image: image]

The matrix [image: image] is positive definite if [image: image] which is equivalent to [λj − (λj + kd)][λj + (λj + kd)] > 0. Simplifying the last inequality, one gets kd(2 λ j + kd) > 0. Then, using Lemma 1, the proof is finished.



Two-Parameter Estimator vs. Liu Estimator

The following lemma gives the condition that the TPBR estimator is superior to the LBR estimator:

Lemma 4. under the beta regression model, consider k > 0, 0 < d < 1, and [image: image]. Then, [image: image] iff [image: image].

Proof: the difference between the MMSE functions of [image: image] and [image: image] is obtained by:

[image: image]

This can be rewritten as:

[image: image]

The matrix [image: image] is positive definite if [image: image], which is equivalent to [image: image]. For k > 0, 0 < d < 1, it can be observed that [image: image]. The proof is finished by Lemma 1.



Two-Parameter Estimator vs. Liu-Type Estimator

The following lemma gives the condition that the TPBR estimator is superior to the LTBR estimator:

Lemma 5. under the beta regression model, consider k > 0, −∞ < d1 < ∞, 0 < d2 < 1, and [image: image], where d1 and d2 are the d values of LTBR and TPBR estimators, respectively. Then, [image: image] iff d1(d1 − 2λj) − kd2(kd2 + 2λj) > 0.

Proof: the difference between the MMSE functions of [image: image] and [image: image] is obtained by:

[image: image]

This can be rewritten as:

[image: image]

The matrix [image: image] is positive definite if [image: image], which is equivalent to [image: image]. For k > 0, −∞ < d1 < ∞, 0 < d2 < 1, it can be observed that d1(d1 − 2λj) − kd2(kd2 + 2λj) > 0. The proof is finished by Lemma 1.





CHOOSING THE SHRINKAGE PARAMETERS

There is no definite rule for estimating the shrinkage parameters (k and d). However, we propose some methods based on the work of Hoerl et al. [37] and Kibria [38]. For the RBR estimator, we can use the k parameter of Hoerl and Kennard [1] after modifying their formula based on the optimal k of the beta regression model [5]:

[image: image]

where [image: image] is the jth element of the vector [image: image].

For the LBR estimator, we can use the optimal d parameter proposed by Karlsson et al. [10]:

[image: image]

For the LTBR estimator, we can use the optimal d parameter of the LTBR estimator that was proposed by Algamal and Abonazel [19]:

[image: image]

Since dLTBR depends on k, we suggest using the k parameter in Eq. (25).

For the proposed estimator (TPBR), we start by taking the derivative of MSE function given in Eq. (24) with respect to k and equating the resulting function to zero and by solving for the parameter k, we obtain the following individual parameters:

[image: image]

Since each individual parameter kj should be positive, we obtain the following upper bound for the kj parameter d's so that kj > 0:

[image: image]

where min(·) is the minimum function such that 0 < d < 1 and [image: image] is the jth element of the vector [image: image]. Therefore, we propose the following shrinkage parameters for the TPBR estimator:

[image: image]

[image: image]

Note that dTPBR in Eq. (30) is always <1 and bigger than zero, and kTPBR in Eq. (31) is always positive [15].



SIMULATION STUDY

A Monte Carlo simulation study has been conducted to compare the performances of BML, RBR, LBR, and LTBR estimators with the proposed estimator (TPBR estimator). Our simulation study is computed based on R-software, using the “betareg” package.


Simulation Design

The response variable yi is generated as yi ~ Beta(μi, ϕ), with ϕ ∈ {0.5,1,1.5} and [image: image] for i = 1, 2, …, n, and [image: image] with [image: image] and β1 = … = βp [19, 26, 39–41].

The explanatory variables [image: image] are generated from the following:

[image: image]

where ρ is the coefficient of the correlation between the explanatory variables and wij are independent standard normal pseudo-random numbers.

It is well-known that the sample size (n), the number of explanatory variables (p), and the pairwise correlation (ρ) between the explanatory variables have a direct impact on the prediction accuracy. Therefore, four values of n are considered: 50, 100, 250, and 400. In addition, three values of p are considered: 4, 8, and 12. Further, three values of ρ are considered: 0.90, 0.95, and 0.99. For a combination of these different values of n, ϕ, p, and ρ, the generated data are repeated L = 1, 000 times and the average MSE is calculated as:

[image: image]

where [image: image] is the estimated vector of β.



Simulation Results

The averaged MSE for all the combinations of n, ϕ, p,, and ρ are summarized in Tables 1–4. According to the simulation results, we conclude the following:

1. The TPBR estimator has the best performance in all the situations considered. Moreover, the performance of the TPBR estimator is better for larger values of ρ.

2. It is noted from Tables 1–4 that the TPBR estimator ranks first with respect to MSE. In the second rank is the LTBR estimator, as it performs better than BML, RBR, and LBR estimators. Additionally, the BML estimator has the worst performance among RBR, LBR, and TPBR estimators which is significantly impacted by the multicollinearity.

3. Regarding the number of explanatory variables, it is easily seen that there is a negative impact on MSE, where there are increases in their values when the p increase from four variables to eight and twelve variables. In addition, in terms of the sample size, the MSE values decrease when n increases, regardless of the value of ρ, ϕ, and p.

4. Clearly, the MSE values are decreasing when ϕ is increasing.


Table 1. Mean squared error (MSE) values for different estimators when n = 50.

[image: Table 1]


Table 2. Mean squared error values for different estimators when n = 100.

[image: Table 2]


Table 3. Mean squared error values for different estimators when n = 250.

[image: Table 3]


Table 4. Mean squared error values for different estimators when n = 400.

[image: Table 4]



Relative Efficiency

Another comparative performance called relative efficiency (RE) can be utilized, it is calculated based on the MSE in Eq. (33) as follows [4, 39]:

[image: image]

where [image: image] denotes the estimators of RBR, LBR, LTBR, or TPBR. The RE results are shown in Figure 1.


[image: Figure 1]
FIGURE 1. Relative efficiency (RE) of different estimators categorized by levels of n, p, ρ, and ϕ.


Figure 1 shows that the RE of the four biased (RBR, LBR, LTBR, and TPBR) estimators were increased if the sample size (n), the number of explanatory variables (p), the degree of correlation between explanatory variables (ρ), and/or the precision parameter value (ϕ) are increased. Moreover, we can observe that the TPBR estimator has higher RE values than the other estimators.




REAL DATA APPLICATIONS

In this section, we used two real data applications to investigate the advantage of our proposed (TPBR) estimator in different fields.


Football Spanish Data

We apply the proposed estimator to the football Spanish La Liga, season 2016–2017 [19]. The data contain 20 teams. The response variable is the proportion of won matches. The six considerable explanatory variables are: x1 is the number of yellow cards, x2 is the number of red cards, x3 is the total number of substitutions, x4 is the number of matches with 2.5 goals on average, x5 is the number of matches that ended with goals, and x6 is the ratio of the goal scores to the number of matches.

First, to check whether there is a multicollinearity problem or not, the correlation matrix and condition number (CN) are used. Based on the correlation matrix among the six explanatory variables that are presented, displayed by Algamal and Abonazel [19]. It is obviously seen that there are correlations >0.82 between x1 and x6, x1 and x4, x2 and x4, and x4 and x6. Second, the condition number, [image: image] of the data is 806.63 indicating the existence of multicollinearity. The estimated beta regression coefficients and MSE values for the BML, RBR, LBR, LTBR, and TPBR estimators are recorded in Table 5. From Table 5, it can note that the estimated coefficients of all estimators have the same signs; this means that the type of relationship between each explanatory variable and the response variable is not changed from what it was in the BML estimator. But MSE values of RBR, LBR, LTBR, and TPBR estimators are lower than the BML estimator. Whereas, the MSE value of the TPBR estimator is the lowest.


Table 5. The estimated coefficients and MSE values for the used estimators (football data).

[image: Table 5]



Gasoline Yield Data

To further investigate the advantage of our proposed estimator (TPBR), we apply the TPBR estimator to the chemical dataset (gasoline yield data) which was originally obtained by Prater [42], and later used by the following authors: Ospina et al. [43] and Karlsson et al. [10]. The dataset contains 32 observations on the response and four explanatory variables. The variables in the study are described as follows: the dependent variable y is the proportion of crude oil after distillation and fractionation while the explanatory variables are crude oil gravity (Gravity), vapor pressure of crude oil (Pressure), temperature at which 10% of the crude oil has vaporized (Temp10), and temperature at which all petrol in the amount of crude oil vaporizes (Temp). Atkinson [44] analyzed this dataset using the linear regression model and observed some anomalies in the distribution of the error. Recently, Karlsson et al. [10] showed that the beta regression model is more suitable to model the data.

The CN for the dataset under study is 11,281.4, which signals severe multicollinearity. The estimated beta regression coefficients and MSE values for the used estimators are recorded in Table 6. From Table 6, it can be noted that the estimated coefficients of all estimators have the same signs. In addition, MSE values of RBR, LBR, LTBR, and TPBR estimators are lower than the BML estimator. Whereas, the MSE value of the TPBR estimator is the lowest.


Table 6. The estimated coefficients and MSE values for the used estimators (gasoline yield data).

[image: Table 6]




CONCLUSION

This article provided a two-parameter (TPBR) estimator for the beta regression model as a remedy for a multicollinearity problem. We proved, theoretically, that our proposed estimator is efficient than other biased estimators (ridge, Liu, and Liu-type estimators) suggested in the literature. Furthermore, a Monte Carlo simulation study was conducted to study the performance of the proposed estimator and ML, ridge, Liu, and Liu-type estimators. The results indicated that the proposed estimator outperforms these estimators, especially when there is a high-to-strong correlation between the explanatory variables. Finally, the benefit is shown by two empirical applications where the TPBR estimator performed well by decreasing the MSE compared with the ML, ridge, Liu, and Liu-type estimators.

For future work, for example, one can study the high-dimensional case in beta regression as an extension to Arashi et al. [45] or provide a robust biased estimation of beta regression as an extension to Awwad et al. [41] and Dawoud and Abonazel [40].
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The linear regression model becomes unsuitable when the response variable is expressed as percentages, proportions, and rates. The beta regression (BR) model is more appropriate for the variable of this form. The BR model uses the conventional maximum likelihood estimator (BML), and this estimator may not be efficient when the regressors are linearly dependent. The beta ridge estimator was suggested as an alternative to BML in the literature. In this study, we developed the Dawoud–Kibria estimator to handle multicollinearity in the BR model. The properties of the new estimator are derived. We compared the performance of the estimator with the existing estimators theoretically using the mean squared error criterion. A Monte Carlo simulation and a real-life application were carried out to show the benefits of the proposed estimator. The theoretical comparison, simulation, and real-life application results revealed the superiority of the proposed estimator.

Keywords: beta Kibria–Lukman estimator, beta Özkale–Kaçiranlar estimator, beta ridge estimator, maximum likelihood, mean square


INTRODUCTION

The linear regression (LR)model is used if the dependent variable follows a normal distribution. The assumption of the normality of the dependent variable may be violated and then it will fit some of the exponential family distributions as a negative binomial, Poisson, gamma, inverse Gaussian, and beta, so in this case, we use the generalized linear (GL) model instead of the LR model. The beta regression (BR) model is applied in many different fields such as engineering, medical sciences, physical sciences, social sciences, environment, and business if the dependent variable observations are between (0, 1). To estimate the BR model parameters, we use the maximum likelihood (ML) estimator which is more convenient than the ordinary least squares (OLS) estimator for describing and investigating different phenomena.

In the LR model, the explanatory variables may be correlated and this causes a problem called multicollinearity in which this problem may arise in the BR model. The ML estimator is the most popular used method for estimating the unknown regression parameters in the BR model. But also, in the existence of multicollinearity problems, the regression parameters' variances and standard errors are very large. To reduce the multicollinearity effect, different biased estimation methods are proposed and the most popular method is the ordinary ridge regression (ORR) estimation method which was proposed by Hoerl and Kennard [1, 2]. Another recent one parameter estimator proposed by Kibria and Lukman [3] to solve the multicollinearity is the Kibria and Lukman estimator. Also, in the case of an estimator with two parameters, Özkale and Kaçiranlar [4] proposed a two-parameter estimator. Very recently, Dawoud and Kibria [5] proposed a new kind of two-parameter estimator called the Dawoud–Kibria (DK) estimator. There are other recent studies regarding the one parameter and two-parameter estimators in LR and GL models, such as Roozbeh et al. [6], Lukman et al. [7], Arashi et al. [8], Farghali et al. [9], Lukman et al. [10, 11], Algamal and Abonazel [12], Akram et al. [13], and Abonazel et al. [14]. In this article, we drive the Dawoud–Kibria estimator for the BR model in the presence of the multicollinearity problem. Then, the properties of the Dawoud–Kibria estimator for the BR model are investigated.

This article is organized as follows. The methodology and the proposed estimator are given in section methodology. In section the superiority of the proposed estimator, the theoretical comparisons among the estimators are conducted. Section selection of biasing parameters k and d gives the proposed biasing parameters for the estimators. In sections Monte Carlo simulation study and real data application, the Monte Carlo simulation and the real-life dataset results are presented. Finally, in section conclusion, some conclusions of this article are given.



METHODOLOGY

In this section, we discuss the BR model. Then, the ridge, Kibria–Lukman, and Özkale–Kaçiranlar estimators are stated to the BR model. After that, we introduce the Dawoud–Kibria estimator for the BR model. Finally, the biasing parameters of the Dawoud–Kibria estimator for the BR model are proposed.


The BR Model

The BR model is popularly used in many different fields such as economics and medical studies. The BR model is used to show the effect of explanatory variables on a non-normal response variable as any generalized LR model. However, the response variable for the BR model is restricted to the interval (0, 1) as rates, proportions, and fractions. The BR model was given firstly by the authors Ferrari and Cribari-Neto [15] with relating the response variable mean function to linear predictors set through a link function. The BR model has a precision parameter where its reciprocal is determined as a dispersion measure [16, 17].

Let y be a continuous random variable having a beta distribution, then the probability density function of y is given as:

[image: image]

where Γ(·) is called as the gamma function and ϕ is called as the precision parameter. The beta probability distribution mean and variance are as follows:

[image: image]

Let y1, …, yn be independent random variables, where each yi; i = 1, …, n follows the density in Equation (1) with mean μi and unknown precision ϕ. The model is obtained by assuming that the mean of yi can be written as:

[image: image]

where g(·) is the used link function, [image: image] is an (p × 1) unknown parameters vector, [image: image] is the vector of p regressors, and ηi is the linear predictor.



Beta Maximum Likelihood Estimator

The BR parameters estimation is done using the beta maximum likelihood (BML) method [18]. The BR log-likelihood function is given as:

[image: image]

Differentiating the log-likelihood given in Equation (3) with respect to the parameter β provides us the score function of the parameter β that is given as:

[image: image]

where [image: image]; with g′(·) is the first derivative of g(·); with [image: image], and [image: image]; with [image: image], such that ψ(·) denoting the digamma function. The iterative reweighted least-squares (IRLS) algorithm or the Fisher scoring algorithm are used for estimating the parameter β [19, 20]. This algorithm form is given as:

[image: image]

where [image: image] is called the score function, and [image: image] is called the information matrix for β, for more details, see Espinheira et al. [20]. With the use of the IRLS algorithm with initial values of β and ϕ as in Ferrari and Cribari-Neto [15] and Espinheira et al. [20], the BML estimator of the parameter β is provided as:

[image: image]

where X is an (n × p) design matrix, [image: image], and Ŵ = diag(ŵ1, …, ŵn); with

[image: image]

Here, [image: image] and [image: image] are the estimates of W, T, μi, and μ*, respectively, evaluated at the ML estimator of β and ϕ [15].

Now, let [image: image], and [image: image] where γ1 ≥ … ≥ γp ≥ 0 and Q is the matrix whose columns are the eigenvectors of the (X′ŴX) matrix. Then, the mean squared error matrix (MSEM) and the mean squared error (MSE) of an estimator [image: image] are defined as follows:

[image: image]

[image: image]

Then the MSEM and MSE of [image: image] are.

[image: image]

[image: image]
 

Beta Ridge Regression (BRR) Estimator

To reduce the effects of multicollinearity in the BR model, Abonazel and Taha [21] and Qasim et al. [22] introduced the BRR estimator as an alternative to the BML estimator and is given as:

[image: image]

The MSEM and MSE of [image: image] are

[image: image]

[image: image]

where L = (Γ + k Ip) and Lj = (γj + k).



Beta Kibria–Lukman (BKL) Estimator

The BKL estimator is defined as follows:

[image: image]

The MSEM and MSE of [image: image] are

[image: image]

[image: image]

where N = (Γ − k Ip) and Nj = (γj − k).



Beta Özkale–Kaçiranlar (BOK) Estimator

Recently, Abonazel et al. [14] proposed the BOK estimator as an extension of the Özkale and Kaçiranlar [4] estimator in the BR model and is defined as follows:

[image: image]

The MSEM and MSE of [image: image] are

[image: image]

[image: image]

where G = (Γ + kd Ip) and Gj = (γj + kd).



The Proposed Estimator

Extensions of the two-parameter estimators to the area of GLMs have been recently developed; such as Qasim et al. [22], Farghali et al. [9], Lukman et al. [23], Algamal and Abonazel [12], and Abonazel et al. [14]. Following the previous works, we introduced the beta version of the two-parameter estimator of Dawoud and Kibria [5] (BDK) as follows:

[image: image]

We give the MSEM of the proposed [image: image] as follows:

[image: image]

[image: image]

where M = (Γ + k(1 + d)Ip), R = (Γ − k(1 + d)Ip), Mj = (γj + k(1 + d)) and Rj = (γj − k(1 + d)).




THE SUPERIORITY OF THE PROPOSED ESTIMATOR

Theorem 1: If [image: image], then [image: image].

Proof: The MSE difference between the BML and the BDK estimators is written as

[image: image]

In the case of [image: image] in the equation (23), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BML estimator if [image: image].

Theorem 2: If [image: image],

then [image: image]

Proof: The MSE difference between the BRR and the BDK estimators is written as

[image: image]

In the case of [image: image] in the Equation (24), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BRR estimator if [image: image].

Theorem 3: If [image: image].

then [image: image]

Proof: The MSE difference between the BKL and the BDK estimators is written as

[image: image]

In the case of [image: image] in the Equation (25), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BKL estimator

if [image: image].

Theorem 4: If [image: image] [image: image],

then [image: image]

Proof: The MSE difference between the BOK and the BDK estimators is written as

[image: image]

In the case of [image: image] in the Equation (26), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BOK estimator if [image: image].



SELECTION OF BIASING PARAMETERS k and d

We will suggest the following biasing parameters' estimators for the mentioned estimators.

Following Hoerl et al. [24] and Qasim et al. [22], [image: image] of the BRR estimator is written as

[image: image]

where [image: image] is the jth element of [image: image] vector and [image: image] is the ML estimate of ϕ [15].

- Following Lukman et al. [25], [image: image] of the BKL estimator is written as

[image: image]

- Following Özkale and Kaçiranlar [4] and Abonazel et al. [14], [image: image] and [image: image] of the BOK estimator are written as

[image: image]

[image: image]

- Following Dawoud and Kibria [5], we suggest two different [image: image] of the proposed BDK estimator as follows:

[image: image]

[image: image]



MONTE CARLO SIMULATION STUDY

In this section, a Monte Carlo simulation study has been conducted to compare the performances of BML, BRR, BKL, and BOK with the suggested estimator (BDK). The program of the simulation study is written in R programming language based on the betareg package.


The Design of the Experiment

We simulated the datasets with the following settings:

1) The response variable yi is generated from the beta distribution as Beta (μi, ϕ), where [image: image]; i = 1, …, n, and xi is the ith row of X. The precision parameter ϕ chosen in the simulation is ϕ = 2 and 6.

2) Sample size: n = 50, 75, 100, 150, and 200.

3) Explanatory variables are generated with a degree of multicollinearity as in Kibria [26]: [image: image] where uij are the independent standard uniform pseudorandom numbers, and ρ is defined as the correlation between the explanatory variables, ρ = 0.80, 0.85, 0.90, 0.95, and 0.99.

4) The number of explanatory variables is p = 2, 4, and 6; with β′ β = 1 and β1 = … = βp, as per Kaçiranlar and Dawoud [27], Rady et al. [28], Abonazel and Farghali [29], Farghali et al. [9], Dawoud and Abonazel [30], and Awwad et al. [31].

5) We used the simulated MSE (SMSE) criterion for verification, which are computed as

[image: image]

where [image: image] is the estimated value vector at the lth experiment of the simulation, β is the true parameter vector. The number of replications is 5,000.



Simulation Results

We have the following comments according to the simulation results in Tables 1–6: Obviously, from Tables 1–6, the proposed estimator possesses a smaller SMSE than the BML estimator and other estimators understudy for all sample sizes. For instance, from Table 3, when ρ = 0.9, n = 50, the SMSE of BML is 16.331 while the SMSE for other estimators is as follows: 13.295 (BRR), 13.254 (BKL), 10.640 (BOK), 4.493 (BDK(1)), and 4.428 (BDK(2)), respectively. Similarly, when the values of ϕ increase the SMSE also increases: from Table 1, when ϕ = 2, n = 100 and ρ = 0.99, and Table 2, when ϕ = 6, n = 100 and ρ = 0.99, the SMSE of BRR rises from 102.758 to 252.353. Also, it is evident that the SMSE values of all the estimators increased as the number of explanatory p increased. For the one-parameter shrinkage estimator, the BKL estimator consistently dominates the BRR estimator. For two-parameter shrinkage estimators, the BDK estimator dominates the BOK estimator. Overall, the BDK dominates both the one-parameter and the two-parameter estimators. However, the performance of each estimator is a function of the employed shrinkage parameter.


Table 1. Simulated mean square error (SMSE) values of different estimators when p = 2 and ϕ = 2.

[image: Table 1]


Table 2. SMSE values of different estimators when p = 2 and ϕ = 6.

[image: Table 2]


Table 3. SMSE values of different estimators when p = 4 and ϕ = 2.

[image: Table 3]


Table 4. SMSE values of different estimators when p = 4 and ϕ = 6.

[image: Table 4]


Table 5. SMSE values of different estimators when p = 6 and ϕ = 2.

[image: Table 5]


Table 6. SMSE values of different estimators when p = 6 and ϕ = 6.

[image: Table 6]




REAL DATA APPLICATION

The implementation of the proposed estimator is illustrated by a study applied to the well-being index of Turkey in 2015 [32]. The index involves the aspects of accommodation, jobs, income and wealth, health, education, climate, protection, public engagement and access to community resources and social life. As the life satisfaction index is between 0 and 1. The values close to 1 refer to a better standard of living. The data are obtained from the Turkish Statistics Association. The original dataset consists of some dimensions that are represented by 41 indicators. Here, we are interested in only nine indicators used by Abonazel and Taha [21] and the number of observations is 50. The response variable is the level of happiness and eight explanatory variables are x1: Number of rooms per person, x2: Average point of necessary placement scores of the system for transition to secondary education from basic education, x3: Satisfaction rate with public education services, x4: Percentage of the population receiving waste services, x5: Satisfaction rate with public safety services, x6: The access rate of the population to sewerage and pipe system, x7: Satisfaction rate with public health services, and x8: Percentage of households declaring to fail on meeting basic needs.

To investigate the multicollinearity through correlation coefficients between the explanatory variables, a visualization of the correlation matrix of the variables is constructed with the corresponding coefficients reported in Figure 1. The correlation coefficients indicate that there are strong relationships (more than 0.8) between some explanatory variables. This denotes the severe multicollinearity presence. Moreover, this conclusion is confirmed by the variance inflation factor (VIF) and the condition number [image: image] [33]; where the VIFs of the eight explanatory variables are 7.5, 6.1, 10.8, 10.1, 9.1, 9.8, 9.7, and 4.3, respectively, and the CN is 3,936.055.


[image: Figure 1]
FIGURE 1. Visualization of the correlation matrix.


Table 7 provides the regression parameter estimates for the BR model using BML, BRR, BKL, BOK, and BDK. From Table 7, it can note that the estimated regression parameters of all estimators have the same signs (except x1 and x2 in BDK(2) only); this means that the type of relationship between each explanatory variable and the response variable is not changed from what it was in the BML. The estimated MSE of the five estimators were obtained by Equations (10), (13), (16), (19), and (22), respectively. The results of Table 7 indicate that the estimated MSE value of BML is greater than the estimated MSE values of BRR, BKL, BOK, and BDK estimators. Moreover, the MSE values of BDK(1) and BDK(2) estimators are lower than other estimators, which means that the BDK estimator achieves the best performance. Furthermore, in terms of the prediction, the R2 value of the proposed estimator (BDK) is the greatest among all the used estimators. To further highlight the performance of the BDK estimator, generalized cross-validation (GCV) criterion is used in comparison [8, 34, 35]. Regarding GCV values, it can note that the BDK yielded the least value compared with other estimators.


Table 7. Estimation results for the used estimators.

[image: Table 7]

Through this application, we verify the theoretical results as follows:

1. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BML estimator.

2. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BRR estimator.

3. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BKL estimator.

4. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BOK estimator.



CONCLUSION

Regression modeling describes the relationship that exists between a dependent variable and one or more explanatory variables. Linear dependency, a situation called multicollinearity, is a common problem with two or more explanatory variables. Multicollinearity is a threat to the efficiency of the maximum likelihood estimator in both the linear and generalized linear models, such as the BR model. The ridge regression estimator serves as an alternative to the maximum likelihood estimator for parameter estimation in the beta regression model. In this article, we developed the BDK estimator and compared its performance theoretically with some other estimators. A simulation study has been conducted to compare the performance of the estimators. Real-life data have been analyzed to illustrate the findings of the article. We concluded that the BDK estimator proposed in this articles generally preferred when there is multicollinearity in the beta regression model. For future work, for example, one can use new methods to select the shrinkage parameters as an extension to Uslu et al. [36] and Inan et al. [37] in the BR model, or provide robust biased estimators for handling multicollinearity and outliers together in the beta regression model as an extension to Awwad et al. [31] and Dawoud and Abonazel [30].



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



AUTHOR CONTRIBUTIONS

MA, ID, and FA contributed to conception and structural design of the manuscript. MA performed the simulation and application sections. AL wrote the abstract and conclusion sections of the manuscript. All authors contributed to manuscript revision, read, and approved the submitted version.



ACKNOWLEDGMENTS

The authors would like to thank the Deanship of Scientific Research at King Saud University represented by the Research Center at CBA for supporting this research financially.



REFERENCES

 1. Hoerl AE, Kennard RW. Ridge regression: biased estimation for non-orthogonal problems. Technometrics. (1970) 12:55–67. doi: 10.1080/00401706.1970.10488634

 2. Hoerl AE, Kennard RW. Ridge regression: applications to non-orthogonal problems. Technometrics. (1970) 12:69–82. doi: 10.1080/00401706.1970.10488635

 3. Kibria BMG, Lukman AFA. New ridge-type estimator for the linear regression model: simulations and applications. Scientifica. (2020) 2020:9758378. doi: 10.1155/2020/9758378

 4. Özkale MR, Kaçiranlar S. The restricted, and unrestricted two-parameter estimators. Commun Stat Theory Methods. (2007) 36:2707–25. doi: 10.1080/03610920701386877

 5. Dawoud I, Kibria BMG. A new biased estimator to combat the multicollinearity of the gaussian linear regression model. Stat J. (2020) 3:526–41. doi: 10.3390/stats3040033

 6. Roozbeh M, Arashi M, Hamzah NA. Generalized cross-validation for simultaneous optimization of tuning parameters in ridge regression. Iran J Sci Technol Trans A Sci. (2020) 44:473–85. doi: 10.1007/s40995-020-00851-1

 7. Lukman AF, Ayinde K, Kibria GBM, Adewuyi E. Modified ridge-type estimator for the gamma regression model. Commun Stat Simul Comput. (2020). doi: 10.1080/03610918.2020.1752720

 8. Arashi M, Roozbeh M, Hamzah NA, Gasparini M. Ridge regression and its applications in genetic studies. PloS One. (2021) 16:e0245376. doi: 10.1371/journal.pone.0245376

 9. Farghali RA, Qasim M, Kibria BG, Abonazel MR. Generalized two-parameter estimators in the multinomial logit regression model: methods, simulation and application. Commun Stat Simul Comput. (2021) 1−16. doi: 10.1080/03610918.2021.1934023

 10. Lukman AF, Aladeitan B, Ayinde K, Abonazel MR. Modified ridge-type for the Poisson regression model: simulation and application. J Appl Stat. (2021). 1−13. doi: 10.1080/02664763.2021.1889998

 11. Lukman AF, Issam D, Kibria GBM, Zakariya A, Aladeitan B. A new ridge-type estimator for the gamma regression model. Scientifica. (2021) 2021:1–8. doi: 10.1155/2021/5545356

 12. Algamal ZY, Abonazel MR. Developing a Liu-type estimator in beta regression model. Concurrency Comput Pract Exp. (2021) 34:e6685. doi: 10.1002/cpe.6685

 13. Akram MN, Amin M, Elhassanein A, Ullah MA. A new modified ridge-type estimator for the beta regression model: simulation and application. AIMS Math. (2022) 7:1035–57. doi: 10.3934/math.2022062

 14. Abonazel MR, Algamal ZY, Awwad FA, Taha IM. A new two-parameter estimator for beta regression model: method, simulation, and application. Front Appl Math Stat. (2022) 7:780322. doi: 10.3389/fams.2021.780322

 15. Ferrari S, Cribari-Neto F. Beta regression for modelling rates and proportions. J Appl Stat. (2004) 31:799–815. doi: 10.1080/0266476042000214501

 16. Algamal ZY. A particle swarm optimization method for variable selection in beta regression model. Electron J Appl Stat Anal. (2019) 12:508–19.

 17. Mahmood SW, Seyala NN, Algamal ZY. Adjusted R2-type measures for beta regression model. Electron J Appl Stat Anal. (2020) 13:350–7. doi: 10.1285/i20705948v13n2p350

 18. Espinheira PL, Ferrari SL, Cribari-Neto F. On beta regression residuals. J Appl Stat. (2008) 35:407–19. doi: 10.1080/02664760701834931

 19. Espinheira PL, da Silva LCM, Silva ADO. Prediction Measures in Beta Regression Models. arXiv preprint arXiv:1501.04830 (2015).

 20. Espinheira PL, da Silva LCM, Silva ADO, Ospina R. Model selection criteria on beta regression for machine learning. Mach Learn Knowl Extraction. (2019) 1:427–49. doi: 10.3390/make1010026

 21. Abonazel MR, Taha IM. Beta ridge regression estimators: simulation and application. Commun Stat Simul Comput. (2021) 1−13. doi: 10.1080/03610918.2021.1960373

 22. Qasim M, Månsson K, Golam Kibria BM. On some beta ridge regression estimators: method, simulation and application. J Stat Comput Simul. (2021) 91:1699–712. doi: 10.1080/00949655.2020.1867549

 23. Lukman AF, Adewuyi E, Månsson K, Kibria GBM. A new estimator for the multicollinear Poisson regression model: simulation and application. Sci Rep. (2021) 11:3732. doi: 10.1038/s41598-021-82582-w

 24. Hoerl AE, Kennard RW, Baldwin KF. Ridge regression: some simulations. Commun Stat Theory Methods. (1975) 4:105–23. doi: 10.1080/03610917508548342

 25. Lukman AF, Ayinde K, Binuomote S, Onate AC. Modified ridge-type estimator to combat multicollinearity: application to chemical data. J Chemometr. (2019) 33:e3125. doi: 10.1002/cem.3125

 26. Kibria BG. Performance of some new ridge regression estimators. Commun Stat Simul Comput. (2003) 32:419–35. doi: 10.1081/SAC-120017499

 27. Kaçiranlar S, Dawoud I. On the performance of the Poisson and the negative binomial ridge predictors. Commun Stat Simul Comput. (2018) 47:1751–70. doi: 10.1080/03610918.2017.1324978

 28. Rady EA, Abonazel MR, Taha IM. A new biased estimator for zero-inflated count regression models. J Mod Appl Stat Methods. (2019). Available online at: https://www.researchgate.net/publication/337155202_A_New_Biased_Estimator_for_Zero-Inflated_Count_Regression_Models

 29. Abonazel MR, Farghali RA. Liu-Type multinomial logistic estimator. Sankhya B. (2019) 81:203–25. doi: 10.1007/s13571-018-0171-4

 30. Dawoud I, Abonazel MR. Robust Dawoud–Kibria estimator for handling multicollinearity and outliers in the linear regression model. J Stat Comput Simul. (2021) 91:3678–92. doi: 10.1080/00949655.2021.1945063

 31. Awwad FA, Dawoud I, Abonazel MR. Development of robust Özkale–Kaçiranlar and Yang–Chang estimators for regression models in the presence of multicollinearity and outliers. Concurrency Comput Pract Exp. (2021) e6779. doi: 10.1002/cpe.6779

 32. Aktaş S, Unlu H. Beta regression for the indicator values of well-being index for provinces in Turkey. J Eng Technol Appl Sci. (2017) 2:101–11. doi: 10.30931/jetas.321165

 33. Kim JH. Multicollinearity and misleading statistical results. Korean J Anesthesiol. (2019) 72:558–69. doi: 10.4097/kja.19087

 34. Amini M, Roozbeh M. Optimal partial ridge estimation in restricted semiparametric regression models. J Multivariate Anal. (2015) 136:26–40. doi: 10.1016/j.jmva.2015.01.005

 35. Roozbeh M. Optimal QR-based estimation in partially linear regression models with correlated errors using GCV criterion. Comput Stat Data Anal. (2018) 117:45–61. doi: 10.1016/j.csda.2017.08.002

 36. Uslu VR, Egrioglu E, Bas E. Finding optimal value for the shrinkage parameter in ridge regression via particle swarm optimization. Am J Intell Syst. (2014) 4:142–7. doi: 10.5923/j.ajis.20140404.03

 37. Inan D, Egrioglu E, Sarica B, Askin OE, Tez M. Particle swarm optimization based Liu-type estimator. Commun Stat Theory Methods. (2017) 46:11358–69. doi: 10.1080/03610926.2016.1267759

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Abonazel, Dawoud, Awwad and Lukman. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 17 March 2022
doi: 10.3389/fams.2022.830530






[image: image2]

Instantaneous Frequency-Embedded Synchrosqueezing Transform for Signal Separation

Qingtang Jiang1*, Ashley Prater-Bennette2, Bruce W. Suter3 and Abdelbaset Zeyani4


1Department of Mathematics and Statistics, University of Missouri–St. Louis, St. Louis, MO, United States

2The Air Force Research Laboratory, AFRL/RISB, Rome, NY, United States

3The Air Force Research Laboratory, AFRL, Rome, NY, United States

4Department of Mathematics, Wichita State University, Wichita, KS, United States

Edited by:
Hau-Tieng Wu, Duke University, United States

Reviewed by:
Duong Hung Pham, UMR5505 Institut de Recherche en Informatique de Toulouse (IRIT), France
 Anouar Ben Mabrouk, University of Kairouan, Tunisia

*Correspondence: Qingtang Jiang, jiangq@umsl.edu

Specialty section: This article was submitted to Mathematics of Computation and Data Science, a section of the journal Frontiers in Applied Mathematics and Statistics

Received: 07 December 2021
 Accepted: 17 February 2022
 Published: 17 March 2022

Citation: Jiang Q, Prater-Bennette A, Suter BW and Zeyani A (2022) Instantaneous Frequency-Embedded Synchrosqueezing Transform for Signal Separation. Front. Appl. Math. Stat. 8:830530. doi: 10.3389/fams.2022.830530



The synchrosqueezing transform (SST) and its variants have been developed recently as an alternative to the empirical mode decomposition scheme to model a non-stationary signal as a superposition of amplitude- and frequency-modulated Fourier-like oscillatory modes. In particular, SST performs very well in estimating instantaneous frequencies (IFs) and separating the components of non-stationary multicomponent signals with slowly changing frequencies. However its performance is not desirable for signals having fast-changing frequencies. Two approaches have been proposed for this issue. One is to use the 2nd-order or high-order SST, and the other is to apply the instantaneous frequency-embedded SST (IFE-SST). For the SST or high order SST approach, one single phase transformation is applied to estimate the IFs of all components of a signal, which may yield not very accurate results in IF estimation and component recovery. IFE-SST uses an estimation of the IF of a targeted component to produce accurate IF estimation. The phase transformation of IFE-SST is associated with the targeted component. Hence the IFE-SST has certain advantages over SST in IF estimation and signal separation. In this article, we provide theoretical study on the instantaneous frequency-embedded short-time Fourier transform (IFE-STFT) and the associated SST, called IFE-FSST. We establish reconstructing properties of IFE-STFT with integrals involving the frequency variable only and provide reconstruction formula for individual components. We also consider the 2nd-order IFE-FSST.
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1. INTRODUCTION

Recently the continuous wavelet transform-based synchrosqueezed transform (WSST) was developed in [1] as an empirical mode decomposition (EMD)-like tool to model a non-stationary signal x(t) as

[image: image]

with [image: image], where Ak(t) is called the instantaneous amplitudes and [image: image] the instantaneous frequencies (IFs). The representation (1) of non-stationary signals is important to extract information hidden in x(t). WSST not only sharpens the time-frequency representation of a signal, but also recovers the components of a multicomponent signal. The synchrosqueezing transform (SST) provides an alternative to the EMD method introduced in [2] and its variants considered in many articles such as [3–12], and it overcomes some limitations of the EMD and ensemble EMD schemes such as mode-mixing. Many works on SST have been carried out since the publication of the seminal article [1]. For example, the short-time Fourier transform (STFT)-based SST (FSST) [13–15], the 2nd-order SST [16–18], the higher-order FSST [19, 20], a hybrid EMD-WSST [21], the WSST with vanishing moment wavelets [22], the multitapered SST [23], the synchrosqueezed wave packet transform [24] and the synchrosqueezed curvelet transform [25] were proposed. Furthermore, the adaptive SST with a window function having a changing parameter was proposed in [26–31]. SST has been successfully used in machine fault diagnosis [32, 33], and medical data analysis applications [see [34] and references therein]. [35] proposed a direct time-frequency method (called SSO) based on the ridges of spectrogram for signal separation. This method has been extended recently to the linear chirp-based models [36, 37] and the models based on the CWT scaleogram [38, 39]. A hybrid EMD-SSO computational scheme was developed in [40].

If the IFs [image: image] of the components xk(t) of a non-stationary multicomponent signal change slowly or change slowly compared with ϕk(t), then SST performs very well in estimating [image: image] and separating the components xk(t) from x(t). However its performance is not desirable for signals having fast-changing frequencies. The 2nd-order and high-order SSTs were proposed for this issue and they do improve the accuracy of IF estimation and component recovery. The problem with the 2nd-order and high-order SSTs is that, like the convectional SST, one single phase transformation is applied to estimate the IFs of all components of a signal, which may not yield desirable results in IF estimation or component recovery.

Another approach is to demodulate the original signal to change a wide-band component into a narrow-band component. Li and Liang [41] and Meignen et al. [42] demodulate the original signal into a pure carrier signal and apply WSST and the 2nd-order FSST to the demodulated signal, respectively. FSST based on another demodulation was proposed in [43]. The demodulation introduced in [43] transforms a one-dimensional signal, as a function of time only, into a two-dimensional bivariate function of time and time-shift. The STFT of the demodulated signal has more concentrated time-frequency representation than the conventional STFT, and in the meantime it well characterizes time-frequency properties of the signal [43]. The demodulation approach of [43] is considered in [44] in the setting of CWT. The associated CWT and SST are called in [44] the instantaneous frequency-embedded CWT (IFE-CWT) and IFE-SST, respectively. For consistency, we call the STFT of the demodulated signal and the associated FSST in [43]: the IFE-STFT and IFE-FSST respectively. [43] shows that IFE-FSST results in sharp time-frequency representations of signals. However component recovery of a multicomponent signal was not discussed in [43]. In this article, we consider theoretical analysis of IFE-STFT for establishing the component recovery with IFE-FSST. Compared with the study of IFE-SST in [44], we derive in this article mathematically rigorous phase transformation for IFE-FSST. In addition, in this article we also consider the 2nd-order IFE-FSST and derive the associate phase transformation.

The rest of this article is organized as follows. In Section 2, we briefly review FSST and the 2nd-order FSST. After that, we consider in Section 3 the IFE-STFT and establish reconstructing properties of IFE-STFT with integrals involving the frequency variable only. In Section 4, we derive mathematically rigorous phase transformations for IFE-FSST and the 2nd-order IFE-FSST. In addition, we provide reconstruction formula for individual components. Implementations and IFE-FSST-based component recovery algorithms are discussed in Section 5. Some experimental results are also provided in Section 5.



2. SHORT-TIME FOURIER TRANSFORM-BASED SST

The (modified) short-time Fourier transform (STFT) of x(t) is defined by

[image: image]

where g(t) is a window function with g(0) ≠ 0. x(t) can be reconstructed from its STFT:

[image: image]

x(t) can also be recovered back from its STFT with an integral involving only the frequency variable η:

[image: image]

In addition, one can show that if g(t) and x(t) are real-valued, then

[image: image]

Furthermore, one can verify that STFT can be written as

[image: image]

The STFT Vx(t, η) of a slowly growing x(t) is well-defined and the above formulas still hold if the window function g(t) has certain smoothness and certain decaying order as t → ∞, for example g(t) is in the Schwarz class [image: image]. In this article, unless otherwise stated, we always assume that a window function g(t) has certain smoothness and decaying properties and g(0) ≠ 0, and assume that a signal x(t) is a slowly growing function.


2.1. FSST

The idea of FSST is to re-assign the frequency variable η of Vx(t, η). First we look at the STFT of [image: image], where ξ0 is a positive constant. With

[image: image]

we can obtain the IF ξ0 of x(t) by

[image: image]

where throughout this article, ∂t denotes the partial derivative with respect to variable t. For a general x(t), at (t, η) for which Vx(t, η) ≠ 0, a good candidate for the IF of x(t) is

[image: image]

In the following, denote

[image: image]

which is called the “phase transformation” [1], “instantaneous frequency information” [13], or the “reference IF function” in [21]. FSST is to re-assign the frequency variable η by transforming the STFT Vx(t, η) of x(t) to a quantity, denoted by [image: image], on the time-frequency plane defined by

[image: image]

where ξ is the frequency variable, h(t) a compactly supported function with certain smoothness and [image: image], γ > 0 is the threshold for zero and λ > 0 is a dilation. As λ, γ → 0, FSST is rewritten as

[image: image]

For simplicity of presentation, throughout this article SSTs will be expressed as (7).

Due to (4), we have that the input signal x(t) can be recovered from its FSST by

[image: image]

If in addition, g(t) and x(t) are real-valued, then by (5),

[image: image]

For a multicomponent signal x(t) given by (1), when Ak(t), ϕk(t) satisfy certain conditions, each component xk(t) can be recovered from its FSST:

[image: image]

for certain Γ > 0, where IFk(t) is an estimate to [image: image]. See [13–15] for the details.

In practice, t, η, ξ are discretized. Suppose tn, ηj, ξm are the sampling points of t, η, ξ respectively. Then the FSST of x(t) is given by

[image: image]

where △ηj = ηj − ηj−1, and γ > 0 is a threshold for the condition |Vx(t, η)| > 0. The recovering formulas (8) and (9) result in

[image: image]

and for real-valued g(t) and x(t),

[image: image]

where △ξm = ξm − ξm−1.



2.2. Second-Order FSST

The 2nd-order FSST was introduced in [16]. The main idea is to define a new phase transformation [image: image] such that when x(t) is a linear frequency modulation (LFM) signal (also called a linear chirp), then [image: image] is exactly the IF of x(t). We say x(t) is a LFM signal or a linear chirp if

[image: image]

with phase function [image: image], IF ϕ′(t) = c + rt and chirp rate ϕ″(t) = r. In [16], the reassignment operators are used to derive [image: image]. Different phase transformation [image: image] for the 2nd-order SST can be derived without using the reassignment operators see [28, 29].

Let g be a given window function. Denote

[image: image]

Recall that Vx(t, η) denotes the STFT of x(t) with g defined by (2). In this article, we let [image: image] denote the STFT of x(t) with g1(t), namely, the integral on the right-hand side of (2) with g(t) replaced by g1(t). Define

[image: image]

where

[image: image]

Then one can show that [image: image] is exactly the IF ϕ′(t) of x(t) if x(t) is an LFM signal given by (11), see [19, 28]. Thus, we may define [image: image] in (13) as the phase transformation for the 2nd-order FSST. Very recently a simple phase transformation for the 2nd-order FSST was proposed in [18].




3. INSTANTANEOUS FREQUENCY-EMBEDDED STFT

IFE-FSST is based on the IFE-STFT, which is defined below.

Definition 1. Suppose φ(t) is a differentiable function with φ′(t) > 0. Let η0 > 0. The IFE-STFT of x(t) ∈ L2(ℝ) with φ(t), η0 and a window function g(t) is defined by

[image: image]

In the above definition, we assume x(t) ∈ L2(ℝ). The definition of IFE-STFT can be extended to slowly growing functions x(t) if g(t) has certain smoothness and certain decaying order as t → ∞.

Li and Liang [41] proposed the modulation [image: image] and applied WSST to the modulated signal [image: image], while [42] applied the 2nd-order FSST to [image: image]. The modulation:

[image: image]

introduced in [43] for IFE-FSST and also used in [44] for IFE-WSST is different from that used in [41, 42]. IFE-STFT and IFE-CWT with such a modulation not only have more concentrated time-frequency representation than the conventional STFT and CWT respectively, but also well keep the IF of the signal. The reader is referred to [43] and [44] for detailed discussions.

[43] provides a reconstruction formula with IFE-STFT for the whole signal x(t), which is similar to (3) and involves an integral with both the time and frequency variables. [43] does not consider individual component recovery formula with IFE-FSST. In this article, we provide such a component recovery formula. To this regard, in this section we establish a reconstruction formula with IFE-STFT like (4), which involves an integral with the frequency variable only. First we have the following property about the IFE-STFT.

Proposition 1. Let [image: image] be the IFE-STFT of x(t) defined by (14). Then

[image: image]

where

[image: image]

Proof. We have

[image: image]

where the last equality follows from (6).□

The next theorem shows that x(t) can be recovered from its IFE-STFT with an integral involving η only.

Theorem 1. Let x(t) be a function in L2(ℝ). Then

[image: image]

Proof. Let [image: image] be the function defined by (16). From (15), we have

[image: image]

Thus, Equation (17) holds.□

If one is interested in [image: image] with the positive frequency η > 0 only, then we have the following result on how to recover x(t) from [image: image].

Theorem 2. Suppose supp[image: image] for some Δ, and φ′(t) ≥ Δ. Let y(t) = x(t)e−i2πφ(t). If [image: image], η ≤ B for some constant B, then for any η0 ≥ −B,

[image: image]

Proof. Let [image: image] be the function defined by (16). Then [image: image]. Thus, [image: image]. Therefore, from (15), we have

[image: image]

When ξ ≥ B and η0 ≥ −B, we have [image: image]. This and the assumption supp[image: image] lead to

[image: image]

Hence,

[image: image]

Thus, Equation (18) holds.□

Next theorem shows that when the condition [image: image], η ≤ B in Theorem 2 does not hold, the integral in the right-hand side of (18) can still approximate x(t) well if η0 is large.

Theorem 3. Let y(t) = x(t)e−i2πφ(t). Then

[image: image]

with

[image: image]

Proof. By Theorem 1,

[image: image]

Thus,

[image: image]

With

[image: image]

we conclude that (19) holds.□



4. IFE-STFT BASED SYNCHROSQUEEZING TRANSFORM

In this section, we consider IFE-FSST, the synchrosqueezing transform based on IFE-STFT. First we show how to derive the phase transformation associated with (the 1st-order) IFE-FSST. After that we introduce the 2nd-order IFE-FSST.


4.1. IFE-FSST

To define IFE-FSST, first we need to define the corresponding phase transformation [image: image]. Let us consider the case [image: image] for some ξ0 > 0. With [image: image], we have

[image: image]

On the other hand,

[image: image]

where [image: image] denotes the IFE-STFT of x(t) defined by (14) with φ(t) and the window function g′ given by (12). Thus, if [image: image], then

[image: image]

Based on the above discussion, for a general signal x(t), we define the phase transformation [image: image] of the IFE-FSST of x(t) to be

[image: image]

Definition 2. Suppose φ(t) is a differentiable function with φ′(t) > 0. The IFE-FSST of a signal x(t) with φ and ξ0 is defined by

[image: image]

where [image: image] is the phase transformation defined by (21).

The IFE-FSST is called the demodulation transform-based SST in [43]. The corresponding phase transformation in [43] is different from our [image: image] defined in (21).

By (18) in Theorem 1, we know the input signal x(t) can be recovered from its IFE-FSST as shown in the following:

For x(t) ∈ L2(ℝ),

[image: image]

and if, in addition, the conditions in Theorem 2 hold, then

[image: image]

For a multicomponent signal x(t) in the form (1), if [image: image] lie in different time-frequency zones, then following (18), we know xk(t) can be recovered from its IFE-FSST:

[image: image]

for certain Γ1 > 0, where IFk(t) is an estimate of [image: image]. If xk(t) and g(t) are real-valued, then

[image: image]



4.2. 2nd-Order IFE-FSST

In this subsection, we propose the 2nd-order IFE-FSST. The key point is, based on IFE-STFT, to define a phase transformation [image: image] which is the IF ϕ′(t) of x(t) when x(t) is a linear chirp given by (11). As above, for g1(t) = tg(t), we use [image: image] to denote the IFE-STFT of x(t) with the window function g1(t), namely, the integral on the right-hand side of (14) with g(t) replaced by g1(t). Next we define the phase transformation [image: image] for the 2nd-order IFE-FSST to be:

[image: image]

where [image: image] is defined by (21), and

[image: image]

Theorem 4. If x(t) is a linear chirp signal given by (11), then at (t, η) where [image: image], [image: image], [image: image] defined by (26) is the IF of x(t), namely [image: image].

Proof. Here, we provide the proof of [image: image] for more general linear chirp signals given by

[image: image]

where p, q are real numbers.

For the simplicity of presentation, we denote

[image: image]

and thus, [image: image] can simply be written as

[image: image]

Observe that for x(t) given by (28), we have

[image: image]

Thus,

[image: image]

On the other hand, as shown above, [image: image] is equal to the quantity in (20). Therefore,

[image: image]

Hence, at (t, η) on which [image: image], we have

[image: image]

Taking partial derivative ∂η to the both sides of (29), we have

[image: image]

which leads to

[image: image]

for (t, η) with [image: image], where Q0(t, η) is defined by (27).

Returning back to (29) with [image: image] replaced by Q0(t, η), we have

[image: image]

Since c + rt is real, taking the real parts of the quantities in the above equation, we have

[image: image]

which is [image: image]. This completes the proof of Theorem 4.□

With the phase transformation [image: image] in (26), we have the corresponding 2nd-order IFE-FSST of a signal x(t) with φ, ξ0 and window function g defined by

[image: image]

One has reconstruction formulas with [image: image] similar to (22)–(25).




5. IMPLEMENTATION AND EXPERIMENTAL RESULTS


5.1. Calculating [image: image] and [image: image]

First we consider the IFE-FSST. We need to calculate [image: image]. We will use (15) so that FFT can be applied to (discrete signals) x and xφ′ to calculate VI(t, η), [image: image] and [image: image]. [image: image] can be obtained by (15) with x replaced by xφ′. As long as [image: image] is concerned, observe that the Fourier transform of g′ is [image: image]. Hence

[image: image]

After obtaining VI(t, η), [image: image] and [image: image], we get [image: image] and then the IFE-FSST.

For the 2nd-order IFE-FSST, we need to calculate

[image: image]

Note that the Fourier transform of τg(τ) is

[image: image]

Thus, we conclude

[image: image]

By the fact [image: image], we can obtain [image: image] and [image: image] as well via (31).

To calculate [image: image], with [image: image], where [image: image], we need to calculate the Fourier transform of g2(τ), which is

[image: image]

Therefore,

[image: image]

For [image: image], we need to calculate the Fourier transform of τg′(τ), denoted by (τ g′(τ))∧(ξ). Indeed,

[image: image]

Thus,

[image: image]

With the formulas (31), (32), and (33), we can obtain Q0(t, η) and then, [image: image].



5.2. IFE-FSST Algorithms for IF Estimation and Component Recovery and Experiments

To apply IFE-STFT or IFE-FSST, first of all we need to choose φ(t) and φ′(t). For the purpose of estimating the IF [image: image] of the kth component xk(t) and/or recover xk(t) of a multicomponent signal x(t), we should choose φ(t) and φ′(t) close to ϕk(t) (up to a constant) and [image: image] respectively. One way is to use the ridges of the STFT. More precisely, suppose {tn}0≤n<N, {ηj}0≤j<J, {ξm}0≤m<M are the sampling points of t, η, ξ respectively for STFT Vx(t, η), FSST Rx(t, ξ), and IFE-FSST [image: image]. Let [image: image] be the STFT ridge corresponding to xk(t) given by

[image: image]

for each n, 0 ≤ n < N, where for each n, [image: image] is an interval containing [image: image] (with convention: ϕ0(t) ≡ 0) at the time instant tn, and [image: image] form a disjoint union of {η : |Vx(tn, η)| > γ}, namely for each tn,

[image: image]

See more details on [image: image] in [37].

[image: image] is called a ridge of the STFT plane or a ridge of the spectrogram |Vx(t, η)|. It provides an approximation to [image: image] [see [36, 37, 45]]. Thus, we can use

[image: image]

as discrete φ′(t) and φ(t) to define IFE-STFT and IFE-FSST, where △tℓ = tℓ − tℓ−1.

To recover a component by either FSST or IFE-FSST, we need an estimate IFk(t) for [image: image] so that (10) or (24)/(25) can be applied. One way is to use the ridges of FSST and IFE-FSST to approximate [image: image]. More precisely, let [image: image] be the FSST ridge defined similarly to the STFT ridge in (34):

[image: image]

Then Equation (10) becomes

[image: image]

for some M0 ∈ ℕ, where △ξm = ξm − ξm−1.

Similarly, Equation (24) implies that xk(t) can be recovery from (discrete) IFE-FSST:

[image: image]

where [image: image] are the indices for IFE-FSST ridge defined as (36) with Rx(tn, ξm) replaced by [image: image]:

[image: image]

For real-valued xk(t) and g(t), the recovery formulas (37) and (38) are respectively

[image: image]

and

[image: image]

[image: image]

To summarize, we have the following algorithm to estimate IF [image: image] and recover xk(t) by IFE-FSST.

Algorithm 1. (IFE-FSST algorithm for IF estimation and component recovery) Let x(t) be a signal of the form (1). To estimate [image: image] and recover xk(t) by IFE-FSST, do the following.

Step 1. Obtain the STFT ridge [image: image] by (34) and [image: image] by (35).

Step 2. Calculate IFE-FSST with φ′, φ obtained in Step 1. The ridge [image: image] defined by (39) is an estimate of [image: image] and [image: image] in (38) is an approximation to xk(t).

We can use Algorithm 1 to recover each component xk(t) one by one. We can also apply Algorithm 1 to the remainder [image: image] to recover another component after xk(t) is recovered; and we can repeat this procedure. The procedure of this iterative method is described as follows.

Algorithm 2. (Iterative IFE-FSST algorithm for IF estimation and component recovery) Let x(t) be a signal of the form (1).

Step 1. Apply Algorithm 1 to obtain [image: image].

Step 2. Let [image: image]. Apply Algorithm 1 to y1 to obtain [image: image].

Step 3. Let [image: image]. Apply Algorithm 1 to y2 to obtain [image: image]. Repeat this process to obtain [image: image], and finally [image: image].

Step 4. Apply Algorithm 1 to [image: image] to recover x1(t). Let [image: image] be the recovered x1(t). Then Apply Algorithm 1 to [image: image] to recover x2(t). Let [image: image] be the recovered x2(t). Obtain [image: image] by applying Algorithm 1 to [image: image]. Repeat this process to obtain [image: image], and finally [image: image].

We can repeat the procedure in Step 4 of Algorithm 2. That is why we call Algorithm 2 an iterative algorithm.

Next we consider two examples. We let

[image: image]

be the window function, where σ > 0. First we consider a mono-component signal

[image: image]

where x(t) is uniformly sampled with sample points [image: image]. The IF of x(t) is ϕ′(t) = 16+32t and it is shown in the 1st row of Figure 1. The FSST and IFE-FSST of x(t) are provided in the 2nd row; and the 2nd-order FSST and IFE-FSST are shown in the 3rd row. In this example we let [image: image]. As mentioned above, discrete φ′(t) and φ(t) defined by (35) are used to define IFE-STFT and the 2nd-order IFE-STFT. Obviously IFE-FSST provides a much sharper time-frequency representation of x(t) than FSST. Both the 2nd-order FSST and the 2nd-order IFE-FSST as well give sharp time-frequency representations of x(t).


[image: Figure 1]
FIGURE 1. Experiment with x(t) in (43). 1st row: IF ϕ′(t); 2nd row: FSST |Rx(t, η)| (left) and IFE-FSST [image: image] (right); 3rd row: 2nd-order FSST (left) and 2nd-order IFE-FSST [image: image] (right).


For a mono-component signal x(t) as given by (43), since x(t) can be recovered from FSST or IFE-FSST as shown in (8) and (22) respectively, theoretically, either (40) or (41) gives high accurate approximation to x(t) as long as M0 is large enough. We choose a small M0 so that the recovery errors with it show how sharp the time-frequency representations with FSST and IFE-FSST are. Here and below we set M0 = 8.

In Figure 2, we provide the recovery errors [image: image], [image: image] for x(t) by FSST and IFE-FSST, where [image: image] and [image: image] are given by (40) and (41) respectively with M0 = 8. Here, we show the error on [0.125, 0.875) only to ignore the boundary effect. Obviously, IFE-FSST provides a much sharper time-frequency representation than FSST.


[image: Figure 2]
FIGURE 2. Recovery errors for x(t) given in (43) on [0.125, 0.875) by FSST (left) and IFE-FSST (right).


Next we consider a two-component signal given by

[image: image]

where t ∈ [0, 2), and x(t) is uniformly sampled with sample points tn = n△t, 0 ≤ n < N = 512, [image: image]. Thus, IFs of x1(t), x2(t) are [image: image], [image: image], which are shown on the top-left panel of Figure 3. In this example we let [image: image] for the window function.


[image: Figure 3]
FIGURE 3. Experiment with x(t) in (44). 1st row: IFs [image: image] (left) and FSST |Rx(t, η)| (right); 2nd row: FSST for x1(t) (left) and FSST for x2(t) (right); 3rd row: IFE-FSST for x1(t) (left) and IFE-FSST for x2(t) (right). 4th row: recovery errors on [0.125, 1.875) by FSST and IFE-FSST for x1(t) (left) and x2(t) (right).


To this two-component signal, we apply Algorithm 2 to obtain [image: image] and [image: image]. In the 3rd row of Figure 3 we show the IFE-FSSTs of [image: image] and [image: image]. The FSST of x(t) is provided in the top-right panel of Figure 3. Of course, we can also apply iterative method to FSST to recover components one by one. Namely, we apply FSST to obtain [image: image], then apply FSST to [image: image] to obtain [image: image]. After that we apply FSST to [image: image] to obtain [image: image], and finally to obtain [image: image] by applying FSST to [image: image]. The 2nd row of Figure 3 shows the FSSTs of [image: image] and [image: image]. Comparing the FSST of x in the top-right panel with the individual FSSTs in the 2nd row, we see there is not much improvement of the time-frequency representation of FSST of x after we apply the iterative component recovery procedure.

In the 4th row of Figure 3, we provide the recovery errors for x1(t), x2(t) by FSST and IFE-FSST. Here, we show the error on [0.125, 1.875). From Figure 3, we see IFE-FSST provides a much sharper time-frequency representation for x(t). We also consider FSST and IFE-FSST of two-component x(t) in the noisy environment and our experiments show that IFE-FSST provides a sharp time-frequency representation in the noisy environment. In addition, we consider the 2nd-order IFE-FSST for component recovery. It does not provide much improvement than IFE-FSST. This may be due to that the results from IFE-FSST are hard to improve. Due to that only 15 pictures are allowed to be included in a article in this journal, we do not present these results here.




DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author/s.



ETHICS STATEMENT

This article was approved by AFRL for public release on 03 Dec. 2021, Case Number: AFRL-2021-4285, Distribution unlimited.



AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.



FUNDING

This work was supported in part by Simons Foundation (Grant No. 353185) and the 2020 Air Force Summer Faculty Fellowship Program (SFFP).



REFERENCES

 1. Daubechies I, Lu J, Wu H-T. Synchrosqueezed wavelet transforms: an empirical mode decomposition-like tool. Appl Comput Harmon Anal. (2011) 30:243–61. doi: 10.1016/j.acha.2010.08.002

 2. Huang NE, Shen Z, Long SR, Wu ML, Shih HH, Zheng Q, et al. The empirical mode decomposition and Hilbert spectrum for nonlinear and nonstationary time series analysis. Proc R Soc Lond A. (1998) 454:903–95. doi: 10.1098/rspa.1998.0193

 3. Wu Z, Huang NE. Ensemble empirical mode decomposition: a noise-assisted data analysis method. Adv Adapt Data Anal. (2009) 1:1–41. doi: 10.1142/S1793536909000047

 4. Flandrin P, Rilling G, Goncalves P. Empirical mode decomposition as a filter bank. IEEE Signal Proc Lett. (2004) 11:112–4. doi: 10.1109/LSP.2003.821662

 5. Li L, Ji H. Signal feature extraction based on improved EMD method. Measurement. (2009) 42:796–803. doi: 10.1016/j.measurement.2009.01.001

 6. Rilling G, Flandrin P. One or two frequencies? The empirical mode decomposition answers. IEEE Trans Signal Proc. (2008) 56:85–95. doi: 10.1109/TSP.2007.906771

 7. Lin L, Wang Y, Zhou HM. Iterative filtering as an alternative algorithm for empirical mode decomposition. Adv Adapt Data Anal. (2009) 1:543–60. doi: 10.1142/S179353690900028X

 8. Xu Y, Liu B, Liu J, Riemenschneider S. Two-dimensional empirical mode decomposition by finite elements. Proc R Soc Lond A. (2006) 462:3081–96. doi: 10.1098/rspa.2006.1700

 9. van der Walt MD. Empirical mode decomposition with shape-preserving spline interpolation. Results Appl Math. (2020) 5:100086. doi: 10.1016/j.rinam.2019.100086

 10. Wang Y, Wei G-W, Yang SY. Iterative filtering decomposition based on local spectral evolution kernel. J Sci Comput. (2012) 50:629–64. doi: 10.1007/s10915-011-9496-0

 11. Zheng JD, Pan HY, Liu T, Liu QY. Extreme-point weighted mode decomposition. Signal Proc. (2018) 42:366–74. doi: 10.1016/j.sigpro.2017.08.00

 12. Cicone A, Liu JF, Zhou HM. Adaptive local iterative filtering for signal decomposition and instantaneous frequency analysis. Appl Comput Harmon Anal. (2016) 41:384–411. doi: 10.1016/j.acha.2016.03.001

 13. Thakur G, Wu H-T. Synchrosqueezing based recovery of instantaneous frequency from nonuniform samples. SIAM J Math Anal. (2011) 43:2078–95. doi: 10.1137/100798818

 14. Wu H-T. Adaptive analysis of complex data sets. Ph.D. dissertation. Princeton University Press, Princeton, NJ, United States (2012).

 15. Oberlin T, Meignen S, Perrier V. The Fourier-based synchrosqueezing transform. In: Proc. 39th Int. Conf. Acoust., Speech, Signal Proc. (ICASSP). Beijing (2014). p. 315–9. doi: 10.1109/ICASSP.2014.6853609

 16. Oberlin T, Meignen S, Perrier V. Second-order synchrosqueezing transform or invertible reassignment? Towards ideal time-frequency representations. IEEE Trans Signal Proc. (2015) 63:1335–44. doi: 10.1109/TSP.2015.2391077

 17. Oberlin T, Meignen S. The 2nd-order wavelet synchrosqueezing transform. In: 2017 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). New Orleans, LA (2017). doi: 10.1109/ICASSP.2017.7952906

 18. Lu J, Alzahrani JH, Jiang QT. A second-order synchrosqueezing transform with a simple phase transformation. Num Math Theory Methods Appl. (2021) 14: 624–49. doi: 10.4208/nmtma.OA-2020-0077

 19. Pham D-H, Meignen S. High-order synchrosqueezing transform for multicomponent signals analysis - With an application to gravitational-wave signal. IEEE Trans Signal Proc. (2017) 65:3168–78. doi: 10.1109/TSP.2017.2686355

 20. Li L, Wang ZH, Cai HY, Jiang QT, Ji HB. Time-varying parameter-based synchrosqueezing wavelet transform with the approximation of cubic phase functions. In: 2018 14th IEEE Int'l Conference on Signal Proc. ICSP. New Orleans, LA (2018). p. 844–8. doi: 10.1109/ICSP.2018.8652362

 21. Chui CK, van der Walt MD. Signal analysis via instantaneous frequency estimation of signal components. Int J Geomath. (2015) 6:1–42. doi: 10.1007/s13137-015-0070-z

 22. Chui CK, Lin Y-T, Wu H-T. Real-time dynamics acquisition from irregular samples - with application to anesthesia evaluation. Anal Appl. (2016) 14:537–90. doi: 10.1142/S0219530515500165

 23. Daubechies I, Wang Y, Wu H-T. ConceFT: concentration of frequency and time via a multitapered synchrosqueezed transform. Philos Trans R Soc A. (2016) 374:20150193. doi: 10.1098/rsta.2015.0193

 24. Yang HZ. Synchrosqueezed wave packet transforms and diffeomorphism based spectral analysis for 1D general mode decompositions. Appl Comput Harmon Anal. (2015) 39:33–66. doi: 10.1016/j.acha.2014.08.004

 25. Yang HZ, Ying LX. Synchrosqueezed curvelet transform for two-dimensional mode decomposition. SIAM J. Math Anal. (2014) 3:2052–83. doi: 10.1137/130939912

 26. Sheu Y-L, Hsu L-Y, Chou P-T, Wu H-T. Entropy-based time-varying window width selection for nonlinear-type time-frequency analysis. Int J Data Sci Anal. (2017) 3:231–45. doi: 10.1007/s41060-017-0053-2

 27. Berrian AJ, Saito N. Adaptive synchrosqueezing based on a quilted short-time Fourier transform. arXiv [Preprint] arXiv:1707.03138v5. (2017). doi: 10.1117/12.2271186

 28. Li L, Cai HY, Han HX, Jiang QT, Ji HB. Adaptive short-time Fourier transform and synchrosqueezing transform for non-stationary signal separation. Signal Proc. (2020) 166:107231. doi: 10.1016/j.sigpro.2019.07.024

 29. Li L, Cai HY, Jiang QT. Adaptive synchrosqueezing transform with a time-varying parameter for non-stationary signal separation. Appl Comput Harmon Anal. (2020) 49:1075–106. doi: 10.1016/j.acha.2019.06.002

 30. Cai HY, Jiang QT, Li L, Suter BW. Analysis of adaptive short-time Fourier transform-based synchrosqueezing transform. Anal Appl. (2021) 19:71–105. doi: 10.1142/S0219530520400047

 31. Lu J, Jiang QT, Li L. Analysis of adaptive synchrosqueezing transform with a time-varying parameter. Adv Comput Math. (2020) 46:72. doi: 10.1007/s10444-020-09814-x

 32. Li C, Liang M. Time frequency signal analysis for gearbox fault diagnosis using a generalized synchrosqueezing transform. Mech Syst Signal Proc. (2012) 26:205–17. doi: 10.1016/j.ymssp.2011.07.001

 33. Wang SB, Chen XF, Selesnick IW, Guo YJ, Tong CW, Zhang XW. Matching synchrosqueezing transform: a useful tool for characterizing signals with fast varying instantaneous frequency and application to machine fault diagnosis. Mech Syst Signal Proc. (2018) 100:242–88. doi: 10.1016/j.ymssp.2017.07.009

 34. Wu H-T. Current state of nonlinear-type time-frequency analysis and applications to high-frequency biomedical signals. Curr Opin Syst Biol. (2020) 23:8–21. doi: 10.1016/j.coisb.2020.07.013

 35. Chui CK, Mhaskar HN. Signal decomposition and analysis via extraction of frequencies. Appl Comput Harmon Anal. (2016) 40:97–136. doi: 10.1016/j.acha.2015.01.003

 36. Li L, Chui CK, Jiang QT. Direct signal separation via extraction of local frequencies with adaptive time-varying parameter. arXiv [Preprint] arXiv:2010.01866. (2020).

 37. Chui CK, Jiang QT, Li L, Lu J. Analysis of an adaptive short-time Fourier transform-based multicomponent signal separation method derived from linear chirp local approximation. J Comput Appl Math. (2021) 396:113607. doi: 10.1016/j.cam.2021.113607

 38. Chui CK, Han NN. Wavelet thresholding for recovery of active sub-signals of a composite signal from its discrete samples. Appl Comput Harmon Anal. (2021) 52:1–24. doi: 10.1016/j.acha.2020.11.003

 39. Chui CK, Jiang QT, Li L, Lu J. Signal separation based on adaptive continuous wavelet-like transform and analysis. Appl Comput Harmon Anal. (2021) 53:151–79. doi: 10.1016/j.acha.2020.12.003

 40. Chui CK, Mhaskar HN, van der Walt MD. Data-driven atomic decomposition via frequency extraction of intrinsic mode functions. Int J Geomath. (2016) 7:117–46. doi: 10.1007/s13137-015-0079-3

 41. Li C, Liang M. A generalized synchrosqueezing transform for enhancing signal time-frequency representation. Signal Proc. (2012) 92:2264–74. doi: 10.1016/j.sigpro.2012.02.019

 42. Meignen S, Pham D-H, McLaughlin S. On demodulation, ridge detection, and synchrosqueezing for multicomponent signals. IEEE Trans Signal Proc. (2017) 65:2093–103. doi: 10.1109/TSP.2017.2656838

 43. Wang SB, Chen XF, Cai GG, Chen BQ, Li X, He ZJ. Matching demodulation transform and synchrosqueezing in time-frequency analysis. IEEE Trans Signal Proc. (2014) 62:69–84. doi: 10.1109/TSP.2013.2276393

 44. Jiang QT, Suter BW. Instantaneous frequency estimation based on synchrosqueezing wavelet transform. Signal Proc. (2017) 138:167–81. doi: 10.1016/j.sigpro.2017.03.007

 45. Stankovic L, Dakovic M, Ivanovic V. Performance of spectrogram as IF estimator. Electron Lett. (2001) 37:797–9. doi: 10.1049/el:20010517

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Jiang, Prater-Bennette, Suter and Zeyani. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	METHODS
published: 25 March 2022
doi: 10.3389/fams.2022.801830






[image: image2]

Coupling Power Laws Offers a Powerful Modeling Approach to Certain Prediction/Estimation Problems With Quantified Uncertainty

Zhanshan (Sam) Ma1,2*


1Computational Biology and Medical Ecology Lab, Kunming Institute of Zoology, Chinese Academy of Sciences, Kunming, China

2Center for Excellence in Animal Genetics and Evolution, Chinese Academy of Sciences, Kunming, China

Edited by:
Jun Ma, Lanzhou University of Technology, China

Reviewed by:
Ilaria Spassiani, Istituto Nazionale di Geofisica e Vulcanologia (INGV), Italy
 Lijun Pei, Zhengzhou University, China

*Correspondence: Zhanshan (Sam) Ma, ma@vandals.uidaho.edu

Specialty section: This article was submitted to Dynamical Systems, a section of the journal Frontiers in Applied Mathematics and Statistics

Received: 26 October 2021
 Accepted: 24 January 2022
 Published: 25 March 2022

Citation: Ma ZS (2022) Coupling Power Laws Offers a Powerful Modeling Approach to Certain Prediction/Estimation Problems With Quantified Uncertainty. Front. Appl. Math. Stat. 8:801830. doi: 10.3389/fams.2022.801830



Power laws (PLs) have been found to describe a wide variety of natural (physical, biological, astronomic, meteorological, and geological) and man-made (social, financial, and computational) phenomena over a wide range of magnitudes, although their underlying mechanisms are not always clear. In statistics, PL distribution is often found to fit data exceptionally well when the normal (Gaussian) distribution fails. Nevertheless, predicting PL phenomena is notoriously difficult because of some of its idiosyncratic properties, such as lack of well-defined average value and potentially unbounded variance. Taylor's power law (TPL) is a PL first discovered to characterize the spatial and/or temporal distribution of biological populations. It has also been extended to describe the spatiotemporal heterogeneities (distributions) of human microbiomes and other natural and artificial systems, such as fitness distribution in computational (artificial) intelligence. The PL with exponential cutoff (PLEC) is a variant of power-law function that tapers off the exponential growth of power-law function ultimately and can be particularly useful for certain predictive problems, such as biodiversity estimation and turning-point prediction for Coronavirus Diease-2019 (COVID-19) infection/fatality. Here, we propose coupling (integration) of TPL and PLEC to offer a methodology for quantifying the uncertainty in certain estimation (prediction) problems that can be modeled with PLs. The coupling takes advantage of variance prediction using TPL and asymptote estimation using PLEC and delivers CI for the asymptote. We demonstrate the integrated approach to the estimation of potential (dark) biodiversity of the American gut microbiome (AGM) and the turning point of COVID-19 fatality. We expect this integrative approach should have wide applications given duel (contesting) relationship between PL and normal statistical distributions. Compared with the worldwide COVID-19 fatality number on January 24th, 2022 (when this paper is online), the error rate of the prediction with our coupled power laws, made in the May 2021 (based on the fatality data then alone), is approximately 7% only. It also predicted that the turning (inflection) point of the worldwide COVID-19 fatality would not occur until the July of 2022, which contrasts with a recent prediction made by Murray on January 19th of 2022, who suggested that the “end of the pandemic is near” by March 2022.

Keywords: Taylor's power law (TPL), power law with exponential cutoff (PLEC), potential (dark) biodiversity, long-tail skewed distribution, turning point of COVID-19, COVID-19 fatality prediction


INTRODUCTION

A power law (PL) describes a non-linear functional relationship between two variables—one varies as a power of another (e.g., f(x) = axb) and has certain properties, such as scale invariance, lack of well-defined average value, and universality [1–4]. The scale invariance is exhibited by a simple log-transformation of PL into a straight-line (linear) on log-log scale {e.g., ln [f(x)] = ln (a) + bln (x)}, and it also specifies that all PLs with a particular scaling exponent are equivalent up to constant factors, e.g., f(cx) = a(cx)b = cbf(x)∝f(x). The lack of well-defined average value refers to a reality that arithmetic mean or average is a poor indicator for the majority of the power-law variables (e.g., the average income of a population that includes a billionaire). A PL usually has a well-defined mean only for a certain range of its scaling exponents, and the variance of PL seems disproportionally large and is frequently not well defined, which explains the association between PL phenomena and black swan behavior. This also makes many classic statistical methods that are based on the normal distribution and/or on the homogeneity of variance inapplicable to data of PL phenomena. The third property of PL is the universality that is to do with the scale invariance or the equivalence of PLs with a particular scaling exponent. In dynamic systems, diverse systems with the same power-law scaling exponents (also known as critical exponents) can exhibit identical scaling behavior and share the same fundamental dynamics as they approach criticality, such as phase transitions. Systems with the same critical exponents are classified as belonging to the same universality class [1–6].

Taylor's power law (TPL), first discovered by entomologist and ecologist L. R. Taylor [7] in investigating the spatial distribution of insect populations more than a half-century ago [5, 8–12], has been expanded far beyond its original domains of agricultural entomology and population ecology [1, 2, 5, 6, 13–19]. The TPL is one form of PLs that describe the distributions of a wide variety of natural and man-made phenomena over a wide range of scales [20–22]. PL patterns have been discovered/rediscovered in astronomy, biology and ecology, computer science, criminology, economics, finance, geology, mathematics, meteorology, physics, statistics, and especially in inter-disciplinary fields [3, 4].

Taylor's power law, as one of the most well-known PLs in ecology and biology, shares the three general properties of PLs mentioned above. It differs from other PLs in choosing its two variables: the mean (M) and variance (V) of population abundances (counts) [5, 7, 11], i.e.,V = aMb. It has also been rediscovered in many other fields beyond its original domain of population ecologies, such as epidemiology, genomics and metagenomics, and computer science [5, 6, 14, 15, 20–23]. It was extended to community ecology, especially the community and landscape ecology of human microbiomes [6, 23, 24]. In the present study, we take the advantage of TPL in modeling the relationship between mean and variance for quantifying the uncertainty of natural phenomenon. This should be feasible because variance is arguably the most commonly used statistic moment for characterizing the uncertainty (variation) of random variables. The approach is particularly advantageous if the distribution of random variable follows PL distribution, but it should still be applicable otherwise since TPL holds across a wide range of mean-variance relationships as signaled by a wide range of its scaling parameter (b).

Species-area relationship (SAR) is another classic PL in ecology, which relates the number of species (species richness: S) and the area (A) of species habitat, in the form of S = cAz. Ma [25, 26] further extended the SAR to a general diversity-area relationship (DAR) by replacing species number (richness) with the general diversity measured in Hill numbers. Ma [25–27] further introduced PL with exponential cutoff (PLEC) model to describe DAR and proposed the concept of maximal accrual diversity (MAD). Based on the PLEC model for DAR, Ma derived the estimation of MAD. MAD can be considered as a proxy of potential (dark) diversity, which includes both local diversity and the portion of diversity that are absent locally but present regionally (or in regional species pools). In other words, potential diversity measures both visible and invisible (dark) diversities and is of obvious significance for biodiversity conservation. Similar to SAR/DAR, there is so-called species-time relationship (STR) or diversity-time relationship (DTR) [26]. The PLEC version of DTR was successfully applied to predict the inflection points (tipping points) of COVID-19 infections [28].

Power law with exponential cutoff, as a variant of PL, has more general applications beyond the abovementioned SAR/DAR/STR/DTR/COVID-19 predictions [25–28]. PL behaves (grows or declines) exponentially, especially at late stages, and the PLEC possesses an exponential cutoff parameter that ultimately tapers off the unlimited growth or decline ultimately. Therefore, the PLEC model is of important practical significance when prediction or estimation is needed. However, existing PLEC modeling can only provide point estimation and not the interval of the estimation (i.e., uncertainty quantification of the estimation).

The present article is aimed to integrate the TPL with the PLEC model with the objective to improve the predictive power of the PLEC model by quantifying the uncertainty of estimation (prediction) with TPL. Specifically, by harnessing the capacity of TPL in estimating the variance (SD), we develop an approach to offering CIs for the estimation of PLEC quantities (see Figure 1). We demonstrate our method with the estimations of potential American gut microbiome (AGM) diversity and COVID-19 fatalities. The demonstrated approach can be potentially suitable for a predictive mathematical model as long as the variance and mean of its dependent variable can be quantified with the TPL model.


[image: Figure 1]
FIGURE 1. A diagram illustrating the coupling of TPL and PLEC models: for predicting COVID-19 fatality [(A) the left block] and American gut microbiome diversity [(B) the right block]. The top pair of boxes in both case studies illustrates the format of input data, the middle boxes specify the power law models, and the bottom boxes list the formulae for computing the CIs.




MATERIALS AND METHODS


Taylor's Power Law

Compared with other PLs, TPL has two somewhat unique characteristics, both of which are determined by the two variables (variance and mean) it aims to quantify. The first is that its scaling parameter (exponent) that measures the population (community) spatial heterogeneity or temporal stability. This has to do with the fact that the variance (V) to mean (M) ratio (V/M) is a measure of the dispersion of data points (population abundances or counts), while dispersion, aggregation, and heterogeneity essentially characterize the same or similar system properties [6, 16]. For example, the TPL scaling parameter (b) can be used to measure heterogeneity at population, community, and landscape levels, respectively, depending on the level, the TPL model is constructed. The second characteristic of TPL is also related to the variance and mean: the relationship can be utilized for designing sampling schemes since the variance (level of variation or heterogeneity) determines the sampling efforts (sample sizes) necessary for estimating the population (species) abundances reliably {e.g., [12, 17]}. We take the advantages of TPL in this study to improve the quality of prediction/estimation because variance or SD is the foundation for computing CI of estimation.

Taylor's power law is one form of PLs, and it establishes the relationship between the variance and the mean of a random variable Y (e.g., population counts or abundances of biological populations) as a power function:

[image: image]

where V and M are the variance and mean of random variable Y; a and b are the parameters that can be estimated by fitting TPL to the variance-mean pairs of a series of spatial or temporal samples of populations. TPL can be fitted by a simple log-transformation {e.g., [5, 7]}, which generates:

[image: image]

Alternatively, non-linear optimization techniques, such as Marquardt's algorithm [29] or Simplex optimization [30], can be used to fit TPL directly (i.e., Eq. 1). However, log-transformed linear fitting (Eq. 2) may actually have an advantage from the perspective of scale-invariance as mentioned in the introduction section previously.

Ma [23] extended TPL to the community level by specifying Y as species abundance, M as the mean species abundance (size) per species in a community, and V is the corresponding variance. By regressing V-M across a series of communities (samples), one obtains type-I TPL extension (TPLE) for community spatial heterogeneity and type-II TPLE for community temporal stability. Similarly, there were type-III for mixed-species spatial heterogeneity and type-IV for mixed species temporal stability. The four TPLEs have the exactly same mathematical form as the original TPL [1] and [2], but the variables and parameters are defined and interpreted differently. Taylor [5] conjectured that TPL is only applied to integers, such as population counts (abundances), and it works poorly for ratios and very poorly for bounded ratios.

In this study, we take the advantages of TPL/TPLEs to estimate variance (V) corresponding to mean (M). The variance or its squared root (SD) provides necessary quantities for estimating CIs of PL or PLEC models as introduced below.



Power Law With Exponential Cutoff Model

Power law with exponential cutoff is a variant of PL model, and it was initially used to extend another classic PL in ecology, i.e., the SAR [31, 32]. The PL model for SAR is:

[image: image]

where S is the number of species and A is the area of habitat occupied by S species.

Ma [25] extended the SAR to the general DAR by replacing the species richness (number of species) with general biodiversity (in Hill numbers).

[image: image]

where qD is diversity measured in the q-th order Hill numbers, A is the area, and c and z are parameters.

The PLEC model for DAR is:

[image: image]

where d is a third parameter (taper-off parameter) and should be negative in DAR scaling models, and exp(dA) is the exponential decay term that eventually overwhelms the PL behavior at a very large value of A. The PLEC was originally introduced to SAR modeling by Plotkin et al. [33] and Ulrich and Buszko [34] (also see [35]), and Ma [25] extended it to DAR.

Ma [25] further derived the asymptote of the PLEC model and termed it as the MAD or potential diversity.

[image: image]

qD may have a maximum in the following form:

[image: image]

There are similar STR and corresponding DTR [27, 32]. STR/DTR has the exactly same PL/PLEC models as SAR/DAR described previously, but the data used to fit the models are different and so do the model parameters [27]. As further explained in the next sub-section, the fitting of PLEC can be performed with non-linear optimization, although log-transformed linear fitting, similar to fitting of TPL, can be used.

Ma [28] adapted the STR/DTR model to predict the inflection (turning) points of COVID-19, in which maximal accrual or potential diversity is equivalent to maximal infection numbers. In STR/DTR modeling, a convention is to use parameter w in place of the z of SAR/DAR as a diversity-time scaling parameter.

In the present study, we used the PLEC-DAR model to demonstrate the prediction of gut microbiome diversity and the PLEC-DTR model to demonstrate the prediction of COVID-19 fatalities, both augmented by the TPL model to get their CIs, as outlined below:



Coupling TPL and PLEC Models for Predicting the Interval of COVID-19 Fatalities

Here, we outline the integration of TPL with PLEC for predicting the interval of COVID-19 fatalities as following steps (also see Figure 1).

Step (i) Use the PLEC model (Eq. 5), adapted for fitting the fatality-time relationship (FTR) datasets as follows, i.e.,

[image: image]

where T is the time in days, and F is the fatality, c, w, and d are PLEC-FTR parameters. When the taper-off effects of parameter d is usually rather weak before the fatality numbers reach the peak, it is reasonable to treat w as an approximation to the fatality growth rate and c as an approximation to the initial fatality number. To fit PLEC-FTR model (Eq. 8), we adopted a non-linear optimization algorithm implemented as an R function “nlsLM” in R package “minpack.lm” (https://www.rdocumentation.org/packages/minpack.lm/versions/1.2-1/topics/nlsLM) [36]. Since Tmax > 0 is a necessary condition for the PLEC model to be biomedically sound, a constraint d < 0 was imposed for the non-linear fitting of the PLEC-FTR model.

Step (ii) Compute maximal accrual fatality (MAF) number using eqns. [6] and [7], adapted as:

[image: image]
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Step (iii) Use TPL model (Eq. 1) for fitting the spatiotemporal aggregation (heterogeneity) of fatality numbers, i.e., adapting the original TPL (Eq. 1) as the following TPL for fatality aggregation:

[image: image]

where [image: image] is the mean fatality number of COVID-19 and V is the corresponding variance; a and b are the parameters. Parameters a and b are estimated by fitting Eq. [11] to spatiotemporal data of COVID-19 fatality, using the same scheme/procedures as used for fitting TPL to COVID-19 infection numbers [28].

Step (iv) Compute the variance (V) and SD ([image: image]) based on Eq. [11] for fatality (F) (Eq. 8) or MAF (Fmax) (eqn. 9).

Step (v) Compute the lower and upper limits of 95% CI of COVID-19 fatality with the following pair of equations:

[image: image]
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where n is the number of time points that correspond to F or Fmax in (eqns. 8 and 9).

With eqns. (12a) and (13a), one can obtain the CI of COVID-19 fatalities at any time (day) points; alternatively, with eqns. (12b) and (13b), one can obtain the CI of maximal accrual of COVID-19 fatality.

When Fmax cannot be predicted (too early to predict), the PL model for FTR can be used to complete the above procedures for estimating the intervals of F, i.e., by setting d = 0, there is a PL model for F = cTwexp(dT) = cTw.



Coupling TPL and PLEC Models for Predicting the Gut Microbiome Diversity

Similar to the previous integration of TPL and PLEC for estimating the CIs of COVID-19 fatalities, here we specify the procedures for predicting the Cis of AGM diversity (also see Figure 1).

Step (i) Use PLEC model (Eq. 5) for fitting the DAR datasets, i.e.,

[image: image]

where A is the number of individuals, and qD is the AGM diversity in Hill numbers, c, z, and d are PLEC-DAR parameters. To fit the PLEC-DAR model, we use the same non-linear optimization procedures as described previously for COVID-19 fatality prediction.

Step (ii) Compute MAD number using eqns. [6] and [7].

Step (iii) Adapt the TPL model (Eq. 1) for fitting the mean diversity and variance relationship:

[image: image]

where [image: image] is the mean diversity (Hill numbers) of AGM and V is the corresponding variance; a and b are the parameters. Parameters a and b are estimated by fitting Eq. [15] to AGM diversity data, using the same scheme/procedures as described above for COVID-19 fatality prediction.

Step (iv) Compute the variance (V) and SD ([image: image]) based on Eq. [15] for diversity (D) (Eq. 5) or MAD (Dmax) (eqn. 7).

Step (v) Compute the lower and upper limits of 95% CI of diversity with the following pair of equations:
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where n is the number of samples corresponding to D (Eq. 5) or Dmax (Eq. 7). With eqns. (16a) and (17a), one can obtain the CI of diversity at any diversity accrual points; alternatively, with eqns. (16b) and (17b), one can obtain the CI of maximal accrual of diversity in Hill numbers.

When Dmax cannot be predicted (too early to predict), the PL model for DAR can be used to complete the above procedures for estimating the intervals of D, i.e., by setting d = 0, there is a PL model for D = cAzexp(dA) = cAz.




RESULTS


Coupling TPL and PLEC-FTR for Predicting the Intervals of COVID-19 Fatalities

The worldwide COVID-19 fatality numbers are available from the following website (https://github.com/CSSEGISandData/COVID-19) managed by Johns Hopkins University. Since the objective of this study was to demonstrate the feasibility of the coupling PL approach, we only extracted continent-level data for demonstrative purposes. For the country-level predictions, which are too extensive to cover in this article, we have another separate report.

Figure 1A illustrates the procedures to predict COVID-19 fatality, and Table 1 lists the predictions for six continents and the whole world. The PLEC modeling succeeded in all continents and the world, except for Asia. The failure in Asia should be that the new wave of the outbreak in India was still too early to foresee the turning point of fatality, as discussed in Ma [28] for the similar prediction of COVID-19 infections.


Table 1. The power law with exponential cutoff for fatality-time relationship (PLEC-FTR) model fitted with nonlinear optimization for daily cumulative counts of COVID-19 fatality, augmented with Taylor's power law (TPL) to obtain the 95% CIs*.

[image: Table 1]

In Table 1, the first five columns are self-evident given they are simply the PLEC-FTR parameters. The next three columns are the predictions by the PLEC model, the MAF (number) (Fmax), and the days (Tmax) (Julian days or Calendar date) at which Fmax occurs. The next column is the actual fatality numbers at May 21, 2021, which happened to be the date we had completed the modeling work of this study, and which was listed to allow for a quick and rough reality check. The next column is the “completion level”—the percentage of past fatality over MAF (Fmax). The last two columns are the novel contribution of this study, i.e., the lower and upper limits of predicted fatality numbers, which are not possible without the coupling of both the PLs (TPL and PLEC-FTR models).

Table 2 lists the fatality prediction for Asia based on the PL-FTR model, for which the PLEC model was failed. The predictions of the PL model should be treated with caution and are only of a rough reference value. As explained previously, when the PLEC-FTR modeling efforts fail, it is usually that the outbreak is still in early stage and there are not yet sufficiently long time-series datasets to allow for the fitting of the PLEC model. Although the PL-FTR model can be fitted in these cases, the predictions from the PL model are not sufficiently reliable.


Table 2. The power law for fatality-time relationship (PL-FTR) model fitted for the daily cumulative counts of COVID-19 fatality, augmented with Taylor's power law (TPL) to obtain the 95% CIs.
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Similar to the predictions of COVID-19 infections [28], there are some standard pre-processing procedures to take before fitting the PLEC-FTR to the fatality-time (day) datasets. For example, proper selection of starting point by truncating early data points (possibly including whole previous pandemic waves) could be necessary for successful model fitting. In fact, the fitting results presented in Table 1 are obtained by setting the starting date for modeling on March 21, 2021 (until May 21, 2021). As discussed in detail by Ma [28], the selection of starting points does not influence the correctness of prediction since the infection (or death) numbers before truncation points are accumulated and treated as new starting infection (fatality) numbers for model-building.

Figure 2 displays the fitting of the TPL model to the COVID-19 fatality datasets, and the TPL parameters are used to compute the CIs for the fatality number prediction from the PLEC-FTR model. Figure 3 displays the predicted COVID-19 fatalities based on the results, which are listed in Table 1.


[image: Figure 2]
FIGURE 2. Taylor's power law (TPL) model for the cumulative counts of COVID-19 fatalities: the variance corresponding to the mean fatality (F) is used to compute the SE and width of CI.



[image: Figure 3]
FIGURE 3. Predicted fatality number (solid curve in red), lower and upper bounds (dashed lines), and observed fatality number (solid cycles in black) for five continents and the world: Africa, Europe, North America, South America, Oceania, and the World.




Coupling TPL and PLEC-DAR for Predicting the Intervals of Gut Microbiome Diversity

Figure 1B shows the procedures for integrating the TPL and PLEC-DAR PL models for estimating the CIs of AGM diversity. The AGM datasets used to perform this demonstration are available for downloading in the public domain (http://americangut.org).

Table 3 exhibits the results from implementing the coupled TPL and PLEC-DAR modeling analysis. The first five columns in Table 3 are simply the parameters of the fitted PLEC-DAR model for the AGM datasets, and the last four columns are simply the predicted MAD (species richness) of the AGM, i.e., the maximal accrual species richness (Dmax) and the lower and upper limits of Dmax. Amax is the number of individuals (sample sizes) at which the Dmax is reached. Given that the samples of 1,473 individuals are used to build the PLEC-DAR model, and the Amax implies that 533 (=Amax − 1,473, where Amax = 2,006, see Table 3) additional individuals are required to accumulate the maximal accrual species richness in the AGM cohort or population. Figure 4 illustrates the fitting of the TPL model, which helps the estimation of the 95%-level CIs of Dmax. Figure 5 illustrates the predicted species richness (Dmax) (the solid curve in red color) and its CI (dashed lines) and the observed species richness (the solid dots in blue color).


Table 3. The power law with exponential cutoff for diversity-area relationship (PLEC-DAR) model fitted with 1,000 times of re-sampling of the American gut microbiome (AGM) datasets consisting of 1,473 AGM samples, augmented with Taylor's power law (TPL) to obtain the 95% CIs.
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[image: Figure 4]
FIGURE 4. Taylor's power law (TPL) model for the cumulative species richness of American gut microbiome (AGM) data set (the 100 times of re-sampling were used to fit 100 PL models, and here is one example): for each time of re-sampling, there are 1,473 pairs of variance/mean of species richness, computed for each step of diversity-area relationship (DAR) accumulation.



[image: Figure 5]
FIGURE 5. Predicted species richness (solid curve in red color) of American gut microbiome (AGM) that includes lower and upper bounds (dashed lines) and observed species richness (solid tiny circles in blue color).


Numerous mathematical models have been produced to forecast the future of COVID-19 epidemics, but models are not crystal balls for predictions [37]. In particular, estimates from models about COVID-19 can contribute to uncertainty and anxiety to the public, lowering uncertainty can be helpful for alleviating possible anxiety accordingly. Jewell et al. [37] argued that short-term prediction can be critical for assisting the planning, but it is usually less productive to focus on long-term “guesses” for such purposes. The demonstrated application of the coupling PLs can lower the uncertainty of fatality prediction, besides being particularly simple and effective for short term (e.g., one epidemic wave of a pandemic) forecasting.

There are many alternative models to our proposed approach. For example, Li et al's [38] editorial introduces a series of 34 articles, published in the journal “Frontiers in Physics”, on COVID-19 predictive modeling covering models/methods from classic Susceptible, Infectious, and/or Recovered (SIR) model and the associated reproductive number of the SIR to Gaussian model for the time evolution of the first corona pandemic wave. The Gaussian model is arguably the simplest analytically tractable model that allows for quantitative prediction of the time evolution of infections and fatalities during a pandemic wave. It can be rather challenging to compare and evaluate specific models, although rigorously evaluations and validations of model predictions are critical for their applications. For this, we feel it is beyond the scope of this article to compare our method with the existing models, especially those for COVID-19 predictions. On the other hand, we would like to present a brief discussion on the general strategy for building mathematical models in the section “Conclusions and Discussion.”

Before concluding this subsection, an interesting phenomenon regarding the applications of artificial intelligence (AI) and machine learning (ML) to COVID-19 predictions seems to be worthy of particular notice. Vytla et al. [39] reviewed a slightly surprising phenomenon: the prediction of the COVID-19 pandemic is described as “the kryptonite of modern AI” and many predictions “by AI and ML are neither accurate nor reliable.” The failure of AI can be due to an array of factors, and most prominent includes the lack of sufficient historic data to train AI models and the low quality of big data, often collected from social media. Even though the “garbage-in-garbage-out” is a well-known trap to modelers, the failure of AI models for COVID-19 predictions just reminds us that AI or ML is not an exception. In fact, the failure of big data in predicting epidemics occurred prior to the COVID-19 pandemic, for example, the failure of legendary Google Flu Trends (GFT) (https://www.wired.com/2015/10/can-learn-epic-failure-google-flu-trends/). According to Vytla et al. [39], the failure of AI and big data modeling has led to the enthusiasm to simple and traditional mathematical models for COVID-19 predictions. From this perspective, the simple PL approach we demonstrated in this study can be counted as another successful example. However, it should be emphasized that Vytla et al. [39] review and the previously discussed opinions on AI/ML may be limited to the predictions of epidemics/pandemics, and they can still be very useful for other problems of epidemics/pandemics.




CONCLUSIONS AND DISCUSSION

The following findings can be summarized from previous sections:

  (i) Coupling of TPL and PLEC models, the two PLs from classic ecological theories with applications beyond their original domain of ecology and biology, offers a feasible solution for some important prediction problems of power-law phenomena. We demonstrate the approach with two examples.

 (ii) For the COVID-19 prediction problem, the PLEC-FTR model is able to predict the turning (inflection) points of fatality in the form of (Fmax, Tmax), i.e., the MAF number and corresponding date at which Fmax is reached. In a previous study, we have demonstrated that the PLEC model successfully predicted the turning points of COVID-19 infections [28]. Both fatality and infection prediction problems are essentially the same, and therefore, prediction of fatality is undoubtedly feasible. An issue with our previous infection prediction is the lack of CI [28]. Thanks to the coupling with the TPL model, the PLEC-FTR is able to deliver the CI for Fmax by leveraging the capability of TPL in predicting variance (SD) at different fatality levels. This is because the TPL in the case of fatality prediction can be harnessed to establish the power-function relationship between mean fatality number and corresponding variance. With the variance (SD), estimation of CIs is then a trivial statistical exercise. Obviously, the coupling approach is equally applicable to the prediction of COVID-19 infections, although it was not recognized [28]. This example also suggests that the TPL-PLEC coupling approach may be applied to other similar predictive problems in epidemiology and public health.

(iii) For the biodiversity prediction of AGM diversity, the coupling of TPL and PLEC-DAR models is able to predict the maximal accrual species richness (Dmax) of AGM, which can be considered as potential or “dark” species richness of gut microbiomes in the American cohort (population). The potential or dark biodiversity refers to the total diversity that includes the portion that may be absent locally but is present in the regional species pool (and therefore is able to colonize local communities through dispersal/migration) [26]. In the case of the human gut microbiome, the potential diversity can be considered as a cohort or population level characteristic of the gut microbiome. In the case of this study, it can represent the potential species richness of the American population, given the datasets were obtained from sampling 1,473 Americans, a sufficiently large sample size.

In perspective, we expect that the power-law coupling approach possesses great promises for a wide range of important problems whenever both TPL and PLEC models can be successfully applied. The precondition that both PL models must be reliably built also reminds us that the approach cannot be a silver-bullet solution. For example, in the case of PLEC-DAR modeling for the gut microbiome diversity, we only presented the results for species richness (i.e., the Hill numbers when diversity order q = 0). The reason was that TPL was failed to fit the mean and variance of the Hill numbers at other diversity orders. This made it infeasible to estimate the CIs for other diversity orders. TPL has been found applicable in many natural and man-made systems; however, there are situations where it may fail. Taylor [5] conjectured that TPL might work poorly for ratios and very poorly for bounded ratios. The Hill number at diversity q = 0 (i.e., species richness) is an integer, but at other diversity orders, such as q = 1, 2, or 3, the Hill numbers are indeed bounded ratios. Taylor's [5] conjecture may explain the limitation of TPL in fitting the mean-variance relationship in measuring biodiversity.

Furthermore, the universality property of PLs hints great promises for our coupling approach, although there have been occasional debates on proving universally in practical data fitted to PLs {e.g., [4]}. The universality refers to the equivalence of PLs with a particular scaling parameter (exponent), such as b in TPL, z in SAR (DAR), or w in STR (DTR), which are termed critical exponents. Critical exponents are termed so because the PL distributions of certain quantities are associated with phase transitions in dynamic systems as they approach criticality. The hallmark of universality is therefore the sharing of dynamics, and the systems with precisely the same critical exponents are said to belong to the same universality class. In the field of TPL, the transitions between aggregated (heterogeneous), random (Poisson), and uniform distribution of biological population or species abundance distribution can be characterized by the population aggregation critical density (PACD) [13] or community heterogeneity critical diversity (CHCD) [23], which could be generated by self-organizations in the ecosystems (e.g., population or community). Different from physics, the processes, such as self-organization in biology and ecology, are difficult to prove rigorously. Nevertheless, there are indeed observations of the equivalence of TPL scaling exponents, such as the apparent invariance (constancy) of TPL scaling parameter (b) of global hot spring microbiomes across wide ranges of pH values and temperatures [40]. If these observations are found general in ecosystems, then the predictions based on our coupling approach of PLs can be not only feasible but also be reliable. Unlike the events that are governed by the normal (Gaussian) distribution, the events governed by the highly skewed PL distribution are particularly challenging to predict. In particular, some PL-governed events often lack of well-defined average values, but with potentially unbounded variance, tend to be black-swan and/or catastrophic. This also makes our proposed coupling method particularly valuable potentially.

Finally, we would like to present a very brief discussion on the general modeling strategy that is related to the two demonstrative case studies for illustrating the applications of the proposed coupling PLs. Since modeling strategy may be influenced by domain-specific knowledge, the discussion below is conducted in the context of ecological modeling {e.g., [41]} and COVID-19 prediction {e.g., [28, 37]}, to keep relevant to the two demonstrative examples of this article. According to Levins [42], it is ideal to operate with manageable models that maximize generality, realism, and precision toward the overlapping, but not identical goals of understanding, predicting, and modifying nature. Levins [42] distinguished three alternative strategies, namely, [1] sacrifice generality to realism and precision (which is the approach of most simulation models); [2] sacrifice realism to generality and precision (most physicists who work in population ecology follow this tradition; the Lotka-Volterra model is an example); and [3] sacrifice precision to realism and generality, an example of this strategy is the theory of island biogeography by MacArthur and Wilson [43], which we have briefly discussed in the final paragraphs of this article. It is noted that the term “precision” here, more precisely, refers to more specific or detailed factors (information) used in modeling works.

Although Darwin's evolutionary theory answered the question of where and how biological species are originated and evolved on the earth's planet, the evolutionary theory did not explain how and why species co-exist and form diverse communities of species. Indeed, the competition or struggle for living, one essential aspect of evolutionary theory, would predict that the earth could be dominated by a handful of ultimate winners from competitions, which is obviously not consistent with the reality that the earth is cohabited by diverse species that usually coexist. In fact, biodiversity has been studied and paid attention by both scientists and the general public extensively in modern societies [44]. The study of biodiversity distribution, known as biogeography, was stuck in a “natural history phase” until the 1960s, due to the dominance by the collection of data and description of species, which were necessary but not sufficient. MacArthur and Wilson [43] demonstrated in their landmark monograph “The Theory of Island Biogeography” that the first principles of population ecology and genetics can be applied to explain how distance and area combine to regulate the balance between immigration and extinction in island populations. They were motivated to stimulate new forms of theoretical and empirical studies, rather than synthesizing and unifying existing theories or establishing a general new theory. Somewhat contrary to their unassuming start, their work does lead to a stronger theory of biodiversity. Today, even a half of a century has passed, the monograph continues to be inspiring and remains at the center of discussions about the geographic distributions of species in biodiversity research. Here are mentioned the above historical episodes for two reasons. First, MacArthur and Wilson's [43] island biogeography theory is well recognized as a landmark breakthrough in biogeography and community ecology. It can be considered as an extremely successful example of the modeling strategy of sacrificing precision (details) to realism and generality. Second, one of the key elements of their theory is the SAR PL, which is one of the PLs coupled in this study, i.e., the DAR extended by Ma [25–27]. Both factors should have contributed to the success of the biodiversity and COVID-19 predictions demonstrated in this study.

Besides the frequent infeasibility in simultaneously maximizing generality, realism, and precision of mathematical models, another commonly encountered dilemma for modelers is the complex vs. simple models. According to Jewell et al. [37], intuitively, simpler models may offer less valid predictions due to their limited capacity in capturing complex and unobserved human mixing patterns and other time-varying properties of infectious disease spread. However, complex models can be no more reliable than simple ones if they fail to capture key aspects of the problem. In addition, complex models may produce the illusion of realism and make it prone to omit crucial points. Furthermore, outputs of complex models are usually more sensitive to changes in parametric assumptions and/or the estimations of external disease or environmental factors, such as the lengths of latent/infectious periods due to mutation of a pathogen [37]. Of course, the disadvantages of complex models are not necessarily the advantages of simpler models. On the other hand, simpler models are usually inexpensive to construct and manage, and they may provide adequate solutions under certain circumstances. We hope that this work proposes and demonstrates a simple modeling approach for certain problems where PLs are applicable.

Finally, one may wonder how accurate the prediction of our coupling power laws is in forecasting the worldwide COVID-19 fatality. Compared with the worldwide COVID-19 fatality number on January 24th, 2022 (when this paper is formally accepted and online), the error rate of the prediction with our coupled power laws, made in the May 2021 (based on the fatality data then alone) is approximately 7% only (i.e., the precision level is 93%).

Specifically, we computed the worldwide fatality on Jan 24, 2022 with the following parameters and formula: F = CTw exp(dT) + F0, where C = 4957.140, w = 1.248, T = 308, d = −0.003, F0 = 2716229 (the fatality number at the starting date of the model-building, i.e., March 21st, 2021 in the case of the world model). We obtain F = 5226117, i.e., the predicted fatality number on January 24, 2022, and the prediction is based on the power law model established with the worldwide fatality numbers before May 21st, 2021 (Table 1, Figure 3). According to the publicly released COVID-19 fatality (https://github.com/CSSEGISandData/COVID-19), the actual worldwide fatality number is 5610729 on Janurary 24th, 2022. The precision of point estimation is then 92.6 or 93% approximately. Furthermore, the 95% confidence interval of the estimation can be computed with Eqns. (12, 13) and is [4713112, 5739122].Therefore, the point estimation of the worldwide COVID-19 fatality number on January 24th 2022 does fall within the confidence interval with a precision level of 92.6%. In fact, these results (including Table 1 and Figure 3) had already been released on May 23rd 2021 in the preprint of this article Ma [45].

Our model (Table 1, Figure 3) also predicted that the turning point (inflection point) of worldwide COVID-19 fatality would not occur until the July of 2022, which contrasts with the recent prediction made by Murray [46] who suggested that the “end of the pandemic is near” by March 2022.
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In the linear regression model, the multicollinearity effects on the ordinary least squares (OLS) estimator performance make it inefficient. To solve this, several estimators are given. The Kibria-Lukman (KL) estimator is a recent estimator that has been proposed to solve the multicollinearity problem. In this paper, a generalized version of the KL estimator is proposed, along with the optimal biasing parameter of our proposed estimator derived by minimizing the scalar mean squared error. Theoretically, the performance of the proposed estimator is compared with the OLS, the generalized ridge, the generalized Liu, and the KL estimators by the matrix mean squared error. Furthermore, a simulation study and the numerical example were performed for comparing the performance of the proposed estimator with the OLS and the KL estimators. The results indicate that the proposed estimator is better than other estimators, especially in cases where the standard deviation of the errors was large and when the correlation between the explanatory variables is very high.

Keywords: generalized liu estimator, multicollinearity, generalized ridge estimator, biasing parameter, ridge-type estimator


INTRODUCTION

The statistical consequences of multicollinearity are well-known in statistics for a linear regression model. Multicollinearity is known as the approximately linear dependency among the columns of the matrix X in the following linear model

[image: image]

where y is an n × 1 vector of the given dependent variable, X is a known n × p matrix of the given explanatory variables, β is an p × 1 vector of given unknown regression parameters, and ε is described as an n × 1 vector of the disturbances. Then, the ordinary least squares (OLS) estimator of β for the model (1) is given as:

[image: image]

The multicollinearity problem effects on the behavior of the OLS estimator make it inefficient. Sometimes, it produces wrong signs [1, 2]. Many studies were conducted to handle this. For example, Hoerl and Kennard [2] proposed the ordinary ridge and the generalized ridge (GR) estimators, while Liu [3] introduced the popular Liu and the generalized Liu (GL), and very recently, Kibria and Lukman [1] proposed a ridge-type estimator called the Kibria–Lukman (KL) estimator which is defined by

[image: image]

This estimator has been extended for use in different generalized linear models, such as Lukman et al. [4, 5], Akram et al. [6], and Abonazel et al. [7].

According to recent papers [8–10], we can say that the efficiency of any bias estimator will increase if the estimator is modified or generalized using bias parameters that vary from observation to observation in the sample (ki and/or di) rather than in fixed bias parameters (k and/or d). Hence, the main purpose of this paper is to develop a general form of the KL estimator to combat the multicollinearity in the linear regression model.

The rest of the discussion in this paper is structured as follows: Section Statistical Methodology presents the statistical methodology. In Section Superiority of the Proposed GKL Estimator, we theoretically compare the proposed general form of the KL estimator with each of the mentioned estimators. In Section The Biasing Parameter Estimator of the GKL Estimator, we give the estimation of the biasing parameter of the proposed estimator. Different scenarios of the Monte Carlo simulation are done in Section A Monte Carlo Simulation Study. A real data is used in Section Empirical Application. Finally, Section Conclusion presents some conclusions.



STATISTICAL METHODOLOGY


Canonical Form

The canonical form of the model in equation (1) is used as follows:

[image: image]

where Z = XR, α = R′β, and R is an orthogonal matrix such that [image: image] Then, the OLS of α is as:

[image: image]

and the matrix mean squared error (MMSE) is given as,

[image: image]



Ridge Regression Estimators

The OR and the GR of αare, respectively, defined as follows [2]:

[image: image]
 [image: image]

where [image: image], k > 0 and [image: image], with K = diag(k1, k2, ..., kp), ki > 0, and i = 1, 2, ..., p.

The MMSE of the OR and the GR are given respectively as:

[image: image]
 [image: image]



Liu Regression Estimators

The Liu and the GL of αare respectively defined as follows [3]:

[image: image]
 [image: image]

where

[image: image]

The MMSE of the Liu and the GL are, respectively, given as:

[image: image]
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Kibria–Lukman Estimator

The KL estimator of α is given as Kibria and Lukman [1]:

[image: image]

where M1 = [G−kIp] and the MMSE of this estimator is given as:

[image: image]



The Proposed GKL Estimator

Now, by replacing W1 with W2 and M1 with M2 = [G−K] in the KL estimator, we obtain the general form of the GKL estimator as follows:

[image: image]

then, the MMSE of the proposed GKL estimator is computed by,

[image: image]




SUPERIORITY OF THE PROPOSED GKL ESTIMATOR

In this section, we make a comparison of the proposed GKL estimator with each of OLS, GR, GL, and KL estimators. First, we offer some useful lemmas for our comparisons of estimators.

Lemma 1: Wang et al. [11]: Suppose M and N are n × n positive definite matrices, then M > N if and only if (iff) λ − 1max, where λ − 1max is the maximum eigenvalue of NM−1 matrix.

Lemma 2: Farebrother [12]: Let S be an n × n positive definite matrix. That is, S > 0 and α be some vector. Then, S − αα′ > 0 iff α′S−1α < 1.

Lemma 3: Trenkler and Toutenburg [13]: Let αi = Uiw, i = 1, 2 be any two linear estimators of α. Suppose that [image: image], where [image: image] be the covariance matrix of [image: image] and [image: image]. Then,

[image: image]

iff [image: image] where [image: image]

Theorem 1: [image: image] is superior to [image: image] iff

[image: image]

Proof: The covariance matrices difference is written as

[image: image]

where [image: image] becomes positive definite iff [image: image] or (gi + ki) − (gi − ki) > 0. It is clear that for ki > 0, i = 1, 2, ..., p, (gi + ki) − (gi − ki) = 2ki > 0. Therefore, this is done using Lemma 3.

Theorem 2: When λ − 1max, [image: image] is superior to [image: image] iff

[image: image]
 [image: image]

where [image: image], [image: image], and [image: image].

Proof:

[image: image]

For ki > 0, it is obvious that M > 0 and N > 0. Then, M − N > 0 iff λ − 1max, where λ − 1max is the maximum eigenvalue of NM−1. So, this is done by Lemma 1.

Theorem 3: [image: image] is superior to [image: image] iff

[image: image]

where [image: image].

Proof: The covariance matrices difference is written as

[image: image]

where [image: image] becomes positive definite iff [image: image] or (gi + ki)(gi + di) − (gi − ki)(gi + 1) > 0. So, if ki > 0 and 0 < di < 1, (gi + ki)(gi + di) − (gi − ki)(gi + 1) = ki(2gi + di + 1) + gi(di − 1) > 0. So, this is done by Lemma 3.

Theorem 4: [image: image] is superior to [image: image] iff

[image: image]

where [image: image].

Proof: The covariance matrices difference is written as

[image: image]

where [image: image] becomes positive definite iff [image: image] or (gi + ki)(gi − k) − (gi − ki)(gi + k) > 0. So, if ki > 0 and ki > k, (gi + ki)(gi − k) − (gi − ki)(gi + k) = 2gi(ki − k) > 0. So, this is done by Lemma 3.



THE BIASING PARAMETER ESTIMATOR OF THE GKL ESTIMATOR

The performance of any estimator depends on its biasing parameter. Therefore, the determination of the biasing parameter of an estimator is an important issue. Different studies analyzed this issue (e.g., [2, 3, 8–10, 14–24]).

Kibria and Lukman [1] proposed the biasing parameter estimator of the KL estimator as follows:

[image: image]

Here, we find the estimation of the optimal values of ki for the proposed GKL estimator. The optimal values of ki are obtained by minimizing

[image: image]

Differentiating m(k1, k2, ..., kp) with respect to ki and setting [[image: image], the optimal values of ki after replacing σ2 and [image: image] by their unbiased estimators become as follows:

[image: image]



A MONTE CARLO SIMULATION STUDY

The explanatory variables are generated as follows [25–27]:

[image: image]

where aji are the independent pseudo-random numbers that have the standard normal distribution and ρ is known that the correlation between two given explanatory variables. The dependent variable y are given by:

[image: image]

where εj are the i.i.dN(0, σ2). The values of β are given such that β′β = 1 as discussed in Dawoud and Abonazel [28], Algamal and Abonazel [29], Abonazel et al. [7, 30], and Awwad et al. [31]. Also, all factors that used in the simulation are given in Table 1.


Table 1. The factors' values of the simulation study.

[image: Table 1]

In order to see the performance of the OLS, KL, and the proposed GKL estimators with their biasing parameters estimators presented in Section Statistical Methodology, the estimated mean squared error (EMSE) are calculated for each replicate with different values of σ, ρ, n, and p using the following formula:

[image: image]

where [image: image] is the estimated vector of α at the lth experiment of the simulation.

The EMSE values of the OLS, KL, and GKL estimators are presented in Tables 2, 3. We can conclude the following based on the simulation results:

1. When the standard deviation (σ), the degree of multicollinearity (ρ), and the explanatory variables number (p) get an increase, the EMSE values of estimators get an increase.

2. The EMSE values of estimators get a decrease in case of the sample size gets an increase.

3. The GKL is better than the OLS estimator in all different values of factors except when σ = 1 and ρ = 0.80, 0.90 with the considered values of p and n.

4. The GKL is better than the KL estimator in all different values of factors except the following cases: (i) for n = 50 when σ = 1 and ρ = 0.80, 0.90 with p = 3 or 7, (ii) for n = 100, 150 when σ = 1 in all presented values of ρ with p = 3 or when σ = 5 and ρ = 0.80 with p = 3, and (iii) for n = 100, 150 when σ = 1 and ρ = 0.80, 0.90 with p = 7.

5. Finally, we see that the proposed GKL estimator is obviously efficient in case of the standard deviation getting large and when the correlation among the explanatory variables are very high.


Table 2. Estimated mean squared error (EMSE) values of the estimators when p = 3.

[image: Table 2]


Table 3. EMSE values of the estimators when p = 7.

[image: Table 3]



EMPIRICAL APPLICATION

For clarifying the performance of the proposed GKL estimator, the dataset of the Portland cement that was originally due to Woods et al. [32], which was considered in Kibria and Lukman [1], where the dependent variable is the heat evolved after 180 days of curing and measured in calories per gram of cement. In this study, the first explanatory variable is tricalcium aluminate, the second explanatory variable is tricalcium silicate, the third explanatory variable is tetracalcium aluminoferrite, and the fourth explanatory variable is β-dicalcium silicate. The eigenvalues of X′X matrix are 44,676.21, 5,965.42, 809.95, and 105.42. Then, the condition number is 20.58. Therefore, multicollinearity exists among the predictors. The estimated error variance is [image: image], which shows high noise in the data. The estimated values of the optimal parameters in the GKL estimator are calculated as derived in Section Statistical Methodology. Also, the equation proposed by Kibria and Lukman [1] for estimating the biasing parameter of the KL estimator is used. Consequently, the mean square error (MSE) of the OLS, KL, and GKL estimators are presented in Table 4. From Table 4, we can note that the KL estimator is better than the OLS estimator, and the GKL estimator is better than the OLS and KL estimators.


Table 4. Estimated coefficients and mean squared error (MSE) values of the estimators.

[image: Table 4]



CONCLUSION

In this paper, we proposed the GKL estimator. The performance of the proposed GKL estimator is theoretically compared with the OLS, GR, GL, and KL estimators in terms of known matrix mean squared error. Moreover, the optimal shrinkage parameter of the proposed GKL estimator is presented. A simulation study and the numerical example were performed for comparing the performance of the proposed GKL estimator with the OLS and KL estimators based on the estimated mean squared error criterion. The results indicate that the proposed estimator is better than other estimators, in particular, in the case the standard deviation of the errors was large and when the correlation between the explanatory variables is very high.
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Nonlinear data assimilation methods like particle filters aim to improve the numerical weather prediction (NWP) in non-Gaussian setting. In this manuscript, two recent versions of particle filters, namely the Localized Adaptive Particle Filter (LAPF) and the Localized Mixture Coefficient Particle Filter (LMCPF) are studied in comparison with the Ensemble Kalman Filter when applied to the popular Lorenz 1963 and 1996 models. As these particle filters showed mixed results in the global NWP system at the German meteorological service (DWD), the goal of this work is to show that the LMCPF is able to outperform the LETKF within an experimental design reflecting a standard NWP setup and standard NWP scores. We focus on the root-mean-square-error (RMSE) of truth minus background, respectively, analysis ensemble mean to measure the filter performance. To simulate a standard NWP setup, the methods are studied in the realistic situation where the numerical model is different from the true model or the nature run, respectively. In this study, an improved version of the LMCPF with exact Gaussian mixture particle weights instead of approximate weights is derived and used for the comparison to the Localized Ensemble Transform Kalman Filter (LETKF). The advantages of the LMCPF with exact weights are discovered and the two versions are compared. As in complex NWP systems the individual steps of data assimilation methods are overlaid by a multitude of other processes, the ingredients of the LMCPF are illustrated in a single assimilation step with respect to the three-dimensional Lorenz 1963 model.

Keywords: data assimilation, particle filter, nonlinear systems, ensemble filter, Kalman filter, Lorenz 1963 system, Lorenz 1996 system


1. INTRODUCTION

Data assimilation methods combine numerical models and observations to generate an improved state estimate. Besides optimization approaches, ensemble methods use an ensemble of states to approximate underlying probability distributions. For example the ensemble Kalman filter presented in Evensen [1] (see also [2, 3]) carries out Bayesian state estimation and samples from Gaussian distributions which equals a linearity assumption of the underlying system. However, the local ensemble transform Kalman filter (LETKF; [4]) is widely used in high dimensional environments. For example, the LETKF is successfully used as ensemble data assimilation method in the numerical weather prediction (NWP) system at the German meteorological service (DWD). Nevertheless, there is the aim to develop more general ensemble methods to account for the increasing complexity of numerical models.

Particle filter methods are based on Monte Carlo schemes and aim to solve the nonlinear filtering problem without any further assumptions on the distributions. Since Monte Carlo methods suffer the curse of dimensionality, the application of classical or bootstrap particle filters to high- dimensional problems results in filter divergence or filter collapse (see [5–7]). After first attempts to carry out nonlinear Bayesian state estimation approximately by Gordon et al. [8], further particle filters are developed, which are able to overcome filter collapse. For an overview of particle filters we refer to van Leeuwen [5] and van Leeuwen et al. [9].

One idea to prevent filter collapse is to develop hybrid methods between particle filters and ensemble Kalman filters. Examples for hybrid filters are the adaptive Gaussian mixture filters [10], the ensemble Kalman particle filter [11], which is further developed in Robert and Künsch [12] and Robert et al. [13], the merging particle filter [14] and the nonlinear ensemble transform filter (e.g., [15, 16]) which resembles the ensemble transform Kalman filter [17]. Transportation particle filters follow the approach to use transformations to transport particles in a deterministic way. A one-step transportation is carried out in Reich [18] and tempering of the likelihood, which leads to a multi-step transportation, is presented in, e.g., Neal [19], Del Moral et al. [20], Emerick and Reynolds [21], and Beskos et al. [22]. The guided particle filter described in van Leeuwen et al. [23] and van Leeuwen [5] tempers in the time domain, which means that background particles at each time step between two observations are used. The transportation of particle filters can also be described by differential equations. In Reich [24] and Reich and Cotter [25], the differential equation is simulated using more and more tempering steps. Approximations to the differential equation can also be derived by Markov-Chain Monte Carlo methods [25–27]. Localization is another approach in particle filter methods to overcome filter collapse. Localization schemes based on resampling are used in e.g., the local particle filter [28] which is applied for mesoscale weather prediction [29]. Additionally, the local particle filter (LPF) [30], the localized adaptive particle filter (LAPF; [31]) and the localized mixture coefficients particle filter (LMCPF; [32]) are based on localization schemes.

Moreover, the localized mixture coefficients particle filter (LMCPF) is based on Gaussian mixture distributions. In 1972, Alspach and Sorenson already introduced an approach to nonlinear Bayesian estimation using Gaussian sum approximations combined with linearization ideas [33]. Anderson and Anderson first presented a Monte Carlo approach with prior approximation by Gaussian or sum of Gaussian kernels in geophysical literature [34]. They proposed to extend the presented kernel filter by the transformation of the equations to a subspace spanned by the ensemble members to apply the filter in high-dimensional systems. The LMCPF is based on this kind of transformation. The first attempts were followed from various approaches to filtering with the usage of Gaussian mixture distributions (e.g., [35–38]). Some of the particle filters mentioned above are based on Gaussian mixture distributions as well (e.g., [10, 11, 24]).

The localized particle filter methods LPF [30], LAPF and LMCPF are structured in a way that a consistent implementation in existing LETKF code is possible. In Kotsuki et al. [39], the LPF and its Gaussian mixture extension, which resembles the LMCPF, are tested in an intermediate AGCM (SPEEDY model). Moreover, LAPF and LMCPF are applied in the global NWP system at DWD (see [31, 32]). The comparison of the LMCPF to the LETKF for the global ICON model [40] yields mixed results. In this study, we investigate if the LMCPF can outperform the LETKF with respect to a standard NWP setup and standard NWP score in the dynamical systems Lorenz 1963 and Lorenz 1996. We will see later that the answer is indeed positive and that the LMCPF yields far better results than the LAPF. To this end, a model error is introduced by applying different model parameters for the true run and in the forecast step. Furthermore, we focus on the root-mean-square-error of truth minus background, respectively, analysis ensemble mean, which is an important score in NWP, rather than looking at an entire collection of measures. In this study, we present and apply a revised version of the LMCPF. We derive the exact Gaussian particle weights, which are then used in the resampling step instead of approximate weights. This promising completion of the method was also recently introduced in Kotsuki et al. [39] and tested for an intermediate AGCM model. We will see that the revised method leads to the survival of a larger selection of background particles and as a consequence thereof to a higher filter stability concerning the spread control parameters.

In addition, the individual ingredients of the LMCPF method are portrayed in one assimilation step with respect to the Lorenz 1963 model. Background and analysis ensemble as well as the true state and observation vector can be easily displayed for this three dimensional model. With this part, we want to illustrate the advantage of LMCPF compared to LAPF in the case that the observation is far away from the ensemble. Furthermore, the difference between the approximate and exact particle weights are discussed and the improvement of LMCPF over LETKF for a bimodal background distribution is shown.

The manuscript is structured as follows. Section 2 covers the experimental setup based on the dynamical systems Lorenz 1963 and Lorenz 1996. The three localized ensemble data assimilation methods LMCPF, LAPF and LETKF are mathematically described in Section 3, which includes the derivation of the exact particle weights for the LMCPF. In Section 4, the LMCPF is studied for one assimilation step with respect to the Lorenz 1963 model. Finally, LMCPF is compared to LETKF and LAPF for Lorenz 1963 and Lorenz 1996 in Section 5 and the conclusion follows in Section 6.



2. EXPERIMENTAL SETUP: LORENZ MODELS

The mathematician Edward Lorenz first presented the chaotic dynamical systems Lorenz 1963 and 1996. These are frequently used to develop and test data assimilation methods in a well understood and controllable environment. This section aims to state the experimental setup.


2.1. Lorenz 1963 Model

In Lorenz [41], Edward Lorenz introduced a nonlinear dynamical model, which is denoted as Lorenz 1963. Due to its chaotic behavior, the system has become a popular toy model to investigate and compare data assimilation methods (e.g., [34, 38, 42]).

The dynamics of Lorenz 1963 represent a simplified version of thermal convection. The three coupled nonlinear differential equations are given by

[image: image]
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where x1(t), x2(t), and x3(t) are the prognostic variables and σ, ρ, and β denote the parameters of the model. In terms of the physical interpretation, σ is the Prandtl number, ρ a normalized Rayleigh number and β a non-dimensional wave number (see [43]). In this work, we follow Lorenz' suggestion to set σ = 10, ρ = 28 and β = 8/3, for which the system shows chaotic behavior [41]. In case of this parameter setting, the popular butterfly attractor is obtained (see Figure 5). Furthermore, x1 describes the intensity of the convective motion, x2 the temperature difference between the ascending and descending currents and the last variable x3 denotes the distortion of the vertical temperature profile from linearity [41].



2.2. Lorenz 1996 Model

Since the introduction of the Lorenz 1996 model in Lorenz [44], the dynamical system is used as popular test bed for data assimilation methods (e.g., [28, 36, 45]). Not only different adaptions of the ensemble Kalman filter but also particle filter schemes or hybrid methods combining particle filter and EnKF schemes are tested in the high-dimensional and chaotic environment given by Lorenz 1996 with specific parameter settings (e.g., [30, 46, 47]). In contrast to Lorenz 1963, localization is an important component of the investigation of data assimilation methods and the later Lorenz 1996 model invites to test localization schemes (e.g., [48]).

The model considers n ∈ ℕ coupled time-dependent variables, whose dynamics are described by a system of n ordinary differential equations. We consider the state variable as x(t) = (x(1)(t), …, x(n)(t)) ∈ ℝn for t ∈ ℝ+. The dynamics of the N-th component are governed by the ordinary differential equation

[image: image]

where the constant F is independent of N and describes a forcing term. Furthermore, we define

[image: image]
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so that Equation (4) is valid for any N = 1, …, n. In addition to the external forcing term, the linear terms describe internal dissipation whereas the nonlinear, respectively, quadratic terms simulate advection. In this study, we use F = 8 as forcing term for the true run and choose differing values for the model propagation step.

In a meteorological context, each variable represents an atmospheric quantity, e.g., temperature, at one longitude on a latitude circle. The equidistant distribution of the nodes on a latitude circle for n = 40 variables is illustrated in Figure 1.


[image: Figure 1]
FIGURE 1. Set-up for Lorenz 1996 model with n = 40 variables.




2.3. Data Assimilation Setup

To test data assimilation methods with the Lorenz models, observations are produced at equidistant distributed measurement times. The system of differential equations of Lorenz 1963 model, respectively, Lorenz 1996 model is solved by a fourth-order Runge-Kutta scheme using a time-step of 0.05. The integration over a certain time is stored as truth, from which observations are generated with a distance of Δt time units. The true run is performed with model parameters σtrue = 10, ρ = 28 and β = 8/3 for Lorenz 1963 and with the forcing term Ftrue = 8 for the 40-dimensional Lorenz 1996 model. The integration of the ensemble of states is accomplished for different model parameters σ for Lorenz 1963 and F for Lorenz 1996 in order to simulate model error. Furthermore, the observation operator H ∈ ℝm×n is chosen linear for both dynamical systems. The observation vector yk at the k−th measurement at time tk is defined by
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whereas the entries of η ∈ ℝm are randomly drawn from a Gaussian distribution with zero expectation and standard deviation σobs. Additionally, the observation error covariance matrix is represented by

[image: image]

with the m × m-identity matrix Im. The ensemble is initialized by random draws from a uniform distribution around the true starting point [image: image].




3. LOCALIZED ENSEMBLE DATA ASSIMILATION METHODS

Data assimilation methods aim to estimate some state vector. Methods based on an ensemble of states can additionally estimate the uncertainty of the state and provide an idea for the associated distribution. This section covers three localized ensemble data assimilation methods, which are compared against each other later in this paper. The localized adaptive particle filter (LAPF; [31]) describes a particle filter method which is applicable to real-size numerical weather prediction and implemented in the system of the German meteorological service (DWD). To improve the method and approximate the scores, the LAPF was further developed, which resulted in the localized mixture coefficients particle filter (LMCPF). The LMCPF combines a resampling step following the Monte Carlo approach with a shift of the particles toward the observation. The shift results from the application of Gaussian (mixture) distributions and exists in the localized ensemble transform Kalman filter (LETKF) [4] in the form that the ensemble mean is shifted. The LETKF is widely used in the data assimilation community and therefore already improved. Due to similarities between LETKF and the particle filter methods LAPF and LMCPF, the ensemble Kalman filter represents a good method to compare the newer methods LAPF and LMCPF with.

All of these ensemble methods fulfill Bayes' theorem in approximation. With the aid of Bayes' formula, a given prior or background distribution can be combined with the so-called likelihood distribution to obtain a posterior or analysis distribution. In terms of probability density functions, the theorem yields
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for the prior probability density function (pdf) p(b) : ℝn → [0, ∞), the likelihood pdf p(·|x) : ℝm → [0, ∞) for x ∈ ℝn and the resulting posterior pdf p(a) : ℝn → [0, ∞) with n, m ∈ ℕ. In realistic NWP, the model space dimension n ∈ ℕ is in general larger than the dimension of the observation space described by m ∈ ℕ. Furthermore, the constant ca ∈ ℝ in Equation (9) ensures that the resulting function is again a pdf. Due to the normalization constant, the likelihood function does not necessarily have to be a pdf to satisfy Bayes' formula. This form of Bayes' theorem is derived from the formula of the density function of a conditional probability function which is proven in Section 4-4 of Papoulis and Pillai [49].

In data assimilation, the likelihood is given by the observation error pdf as function of x ∈ ℝn for given observation vector y ∈ ℝm. We assume a Gaussian distributed observation error for all presented filters, i.e.,
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for x ∈ ℝn, some observation vector y ∈ ℝm, the linear observation operator H : ℝn → ℝm and the observation error covariance matrix R ∈ ℝm×m. The derivations of the following methods are carried out for a time-constant linear observation operator H. The assumption on the prior distribution differs for the filters. In the LAPF, the prior pdf is approximated by a sum of delta functions following the idea of the classical particle filter. The LMCPF assumes a sum of Gaussian kernels while the LETKF approximates the prior pdf by a Gaussian pdf.

All of the following methods are based on localization so that the steps are carried out locally at a series of analysis points. Furthermore, the observations are weighted depending on the distance to the current location. As Lorenz 1963 is only built on three variables, localization is not implemented for this model. For the Lorenz 1996 model, the implementation is based on the smallest distance between two variables along the circle (e.g., [50]), which is plotted in Figure 1. The distances are weighted by the fifth-order polynomial localization Gaspari-Cohn function described in Gaspari and Cohn [51]. Moreover, the function depends from the localization radius rloc > 0. The resulting weight matrix is applied by the Schur-product to the observation error covariance matrix R, which is then used to derive the analysis ensemble by one of the following methods.

In addition, the equations of the following localized methods are carried out in ensemble space to reduce the dimension. The ensemble space is spanned by the columns of
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with ensemble size L ∈ ℕ>1, respectively
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where [image: image] and ȳ(b) denote the mean of the background ensemble [image: image], i.e.,
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respectively the mean of the ensemble in observation space

[image: image]

The ensemble in observation space is obtained by the application of the observation operator H to the background ensemble, i.e.,

[image: image]

The orthogonal projection P onto the ensemble space span(Y) weighted by R−1 is defined as
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whereas

[image: image]

denotes the adjoint of Y with respect to the weighted scalar product [image: image] on ℝm and the standard scalar product on ℝL. To ensure the invertibility of Y*Y, the formulas are restricted to [image: image] – the column space or range of Y* – which is a subset of N(Y)⊥⊂ℝL (see Lemma 3.2.1 and Lemma 3.2.3 in Nakamura and Potthast [52]). Additionally, the matrix Y*Y is denoted as

[image: image]


3.1. Localized Adaptive Particle Filter

The LAPF, introduced in Potthast et al. [31], is based on the idea for classical particle filters (e.g., the Sequential Importance Resampling Filter by Gordon et al. [8]) to approximate the background distribution by a sum of delta distributions. Let x(b,l) for l = 1, …, L be an ensemble of background particles with ensemble size L ∈ ℕ>1. The background pdf is described by
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With Bayes' Theorem for pdfs in Equation (9) and the observation error pdf p(y|x), the posterior pdf results in

[image: image]

with the normalization factor [image: image]. Following Anderson and Anderson [34], the relative probability pl that a sample should be taken from the l-th summand of p(a) in the resampling step, is derived by
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for l = 1, …, L. With the choice of a normal distributed observation error (Equation 10) this leads to
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as the normalization factor in Equation (10) does not depend on l and can be canceled. To resample from the posterior distribution, stratified resampling is performed in ensemble space. To this end, the weights
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are transformed to ensemble space with the help of the orthogonal projection P defined in Equation (16). With an analogous approach as in Section 3.2.1, the weights in ensemble space yield
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for l = 1, …, L with A = YTR−1Y and the projected observation vector

[image: image]

A detailed derivation of the weights in ensemble space is given in Potthast et al. [31]. These weights are normalized to obtain the relative weights
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which sum up to L. As next step, stratified resampling [53] is performed based on the ensemble weights. To this end, accumulated weights are calculated. For l = 1, …, L, the accumulated weights are defined by

[image: image]

Additionally, L on the interval [0, 1] uniformly distributed random numbers rl are generated to introduce the variable Rl = l − 1 + rl for l = 1, …, L. Then, the stratified resampling approach yields a matrix [image: image] with entries

[image: image]

where the number of ones in the i-th row indicates how often the i-th particle is chosen.

The particles chosen in the stratified resampling step build an ensemble of the background particles, which can be contained multiple times. To increase the ensemble variation, new particles are drawn from a Gaussian mixture distribution. Let each chosen particle represent the expectation of a Gaussian distribution with covariance [image: image]. Under allowance of the frequency, new particles are drawn from the Gaussian distribution. The covariance matrix equals the estimated background covariance matrix in ensemble space [image: image] multiplied with an inflation factor σ(ρ). The inflation factor is a rescaled version of the adaptive inflation factor ρ which is used in the LETKF (see [4]). The parameter ρ is defined by Equations (86) and (87). The dependence of σ(ρ) on ρ is given by Equation (88). The detailed description is given in Potthast et al. [31] and in Section 3.2.3.

All in all, the steps can be combined in a matrix WLAPF. Let Z ∈ ℝL×L be a matrix whose entries originate from a standard normal distribution. Together with the resampling matrix [image: image], the matrix WLAPF is defined by
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The full analysis ensemble is calculated by multiplication of the background ensemble with the matrix WLAPF, i.e.,

[image: image]

where X describes the ensemble pertubation matrix defined in Equation (11) and 𝟙 ∈ ℝ1×L denotes a row vector with ones as entries. The multiplication of background mean with 𝟙 results in a matrix of size n × L with the mean vector replicated in each of the L columns.



3.2. Localized Mixture Coefficients Particle Filter

The LMCPF, presented in Walter et al. [32], builds on the LAPF but differs in the assumption on the background distribution. In difference to the ansatz of classical particle filters, the background particles are interpreted as the mean of Gaussian distributions. The background pdf is described as the sum of these Gaussians where each distribution has the same covariance matrix, i.e.,
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with ensemble size L ∈ ℕ>1 and the normalization factor
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The covariance matrix is estimated by the background particles, i.e.,
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with the ensemble pertubation matrix X defined in Equation (11) and the parameter
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With the parameter κ, the background uncertainty can be controlled. The general covariance estimator is given for κ = 1. To ensure the invertibility of B, the formulas are restricted to [image: image] – the range of X. From definition (Equation 33) the covariance matrix in ensemble space is derived by
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with the identity matrix [image: image]. Following Bayes' Theorem, the analysis pdf is given by

[image: image]

where p(b,l)(x) denotes the l-th summand of the background pdf in Equation (31). The likelihood p(y|x) is chosen as Gaussian (see Equation 10). Following Theorem 4.1 in Anderson and Moore [54], the analysis pdf can be explicitly calculated. The result is again a Gaussian mixture pdf, i.e.,
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with
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and a normalization factor c(a) such that the integral of p(a)(x) over the range of X denoted by [image: image] yields one. The weights w(l) are important to obtain a sample from the posterior distribution. The relative probability that a sample from the l-th summand of p(a) should be taken is described in Anderson and Anderson [34] by

[image: image]

With the following steps, a posterior ensemble is generated as a sample of the posterior distribution in Equation (37).


3.2.1. Stratified Resampling

In the original version of the LMCPF described in Walter et al. [32], the particle weights are approximated by those of the LAPF defined in Equation (23). In this work, the exact Gaussian mixture weights are derived and applied in the resampling step. Furthermore, the effect on the filter performance is discovered. In Kotsuki et al. [39], the exact weights are applied to the Gaussian mixture extension of the LPF [30] and an improvement of the stability of the method is detected with respect to the inflation parameters within an intermediate AGCM.

To reduce the dimensionality, the weights in Equation (40) are transformed and projected in ensemble space. To this end, the sum of the projection P defined in Equation (16) and I−P with the identity matrix I is applied to the exponent of Equation (40). The weights are transformed to

[image: image]
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whereas cI−P is defined by
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First, the observation minus first guess vector can be reshaped to
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with the l-th unit vector [image: image]. The application of the projection matrix to Equation (45) leads to
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whereas C denotes the projected observation vector in ensemble space
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With the aid of Equation (45), the application of I − P to observation minus first guess vector yields
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This expression do not depend on l so that cI−P of Equation (44) is constant and has no impact on the relative weights of the particles [see Equation (43)]. To derive the transformation, the equality
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is used. Equation (51) is shown by multiplying
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from the left with the inverse
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and from the right with the inverse matrix
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The invertibility of γ−1I + Y*Y and γ−1I + YY* on N(Y)⊥, respectively, [image: image] follows from Theorem 3.1.8 in Nakamura and Potthast [52]. Y* denotes the adjoint matrix defined in Equation (17). The first mixed term
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reduce to zero if the equality
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holds. Starting with the right hand side of the equation, we obtain
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with the application of equality [Equation (51)] in the first and last step and the definition of A in Equation (18) in the second step. The reduction of the second mixed term to zero can be proven following an analog approach. The combination of the formulation in Equation (46) with Equation (51) leads to the exponent
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Finally, the particle weights in ensemble space yield
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with the relation [image: image] to the weights in model space with cI−P defined in Equation (44). In the following, the normalized weights

[image: image]

are used which sum up to L.

Following the approach of stratified resampling [53], uniformly distributed random numbers are used to calculate the frequency of each particle with the aid of the respective accumulated weights. For l = 1, …, L, the accumulated weights are defined by
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Then, L on the interval [0, 1] uniformly distributed random numbers rl are generated to introduce the variable Rl = l − 1 + rl for l = 1, …, L. The approach of stratified resampling then leads to the matrix [image: image] with entries

[image: image]

where the number of ones in the i-th row indicates how often the i-th particle is chosen.



3.2.2. Shift of Particles

Compared to the LAPF, the Gaussian mixture representation leads to a shift of the particles toward the observation. The shift resembles the shift of the mean of all particles toward the observation in ensemble space in the LETKF (see [4]). The new location of the particles is described by the expectation vectors in Equation (39) of the kernels of the posterior Gaussian mixture distribution. To carry out the particle shift, the transformed formula of Equation (39) is derived. First, the representation of the analysis covariance matrix B(a) defined in Equation (38) is derived. To this end, the analysis covariance matrix is reshaped to the known representation
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The equivalence of both formulas is proven in Lemma 5.4.2 in Nakamura and Potthast [52] for example. With the help of the definition of B in Equation (33), the representation can further reformulated to
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The application of equality Equation (51) in Equation (72) in combination with the definition of A (Equation (18)) leads to
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so that the analysis covariance matrix in ensemble space is given by
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The insertion of Equation (75) in the definition of x(a,l) in Equation (39) yields
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The second step results from the application of Equation (45). The equation can be further reshaped with the equality [image: image] and the multiplication of I = AA−1, i.e.,
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The last formulation results from the definition of the projected observation vector C given in Equation (47) and the definition of A in Equation (18). The ensemble representation of the analysis expectation is then given by
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Since the l-th unit vector [image: image] denotes the l-th background particle in ensemble space, the second summand denotes the shift vectors, i.e.,
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All shift vectors are taken together in the matrix

[image: image]



3.2.3. Draw Particles From Gaussian Mixture Distribution

In the last part of the LMCPF method the analysis ensemble is perturbed to increase the variability. To this end, new particles are drawn from a Gaussian distribution around each shifted particle which was previously selected. If a particle is selected multiple times, the same amount of particles is drawn from the respective Gaussian distribution. This approach equals the generation of L particles following the Gaussian mixture distribution in ensemble space, i.e.,
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The covariance matrix of each Gaussian is inflated by the factor σ(ρ) ∈ ℝ>0 to control the ensemble spread. The variable ρ denotes the inflation factor implemented in the LETKF method (see [4]), which follows an ansatz introduced by Desroziers et al. [55] and Li et al. [45]. Based on statistics of observations minus background
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an adaptive inflation factor is calculated (see [55] or section e on page 352f. of Potthast et al. [31]), i.e.,
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To smooth the factor over time, the formula
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is applied for some α ∈ [0, 1] and the inflation factor ρold of the previous time step. In the LMCPF method as well as the LAPF method, the inflation factor ρ of the LETKF method is scaled. The factor σ(ρ) is derived by

[image: image]

with parameters [image: image] and c0, c1 ∈ ℝ+. In the LETKF method, the analysis ensemble is inflated around the analysis ensemble mean. In the LAPF and LMCPF method, particles are resampled from the background ensemble, shifted (in case of the LMCPF) and then randomly perturbed to increase the ensemble variability. Due to these differences in the multiplicative inflation approach, the application of a scaled version of ρ is necessary and yielded better results in experiments. The boundaries c0 and c1 are tuning parameters. Due to the random drawing around each resampled particle, the parameters c0 and c1 should be chosen smaller than the parameters ρ(0), ρ(1) in the LETKF method. These parameters describe the upper and lower bound of ρ.

All in all, the steps of selecting, moving and drawing can be combined in the matrix WLMCPF, i.e.,
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with [image: image] defined in Equation (68), W(shift) following Equation (83) and a random matrix Z ∈ ℝL×L with standard normally distributed random numbers as entries. Then, the full analysis ensemble is obtained by
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where 𝟙 ∈ ℝ1×L describes a row vector with ones as entries and X the ensemble pertubation matrix defined in Equation (11).

In Feng et al. [56], two nonlinear filters are compared which can preserve the first and second moments of the classical particle filter. First, the local particle filter in its version introduced in Poterjoy et al. [57] represent a localized adaption of the classical particle filter. Second, the local nonlinear ensemble transform filter (LNETF; [16]) is an approximation to the classical particle filter as well but instead of a classical resampling step a deterministic square root approach is followed. This is based on ideas of LETKF. Compared to the local particle filter and LNETF, the LMCPF uses a Gaussian mixture probability density function to approximate the background. With the stratified resampling step the particles are resampled following the posterior distribution, which is exact for Gaussian mixtures and Gaussian observation error. Due to the assumption of Gaussian mixture densities, the resampled particles are shifted which results in the exact mean vectors of the Gaussians of the posterior pdf, and also, temporarily, the exact covariances. To increase the variability of the ensemble, new particles are drawn from the posterior distribution as follows. Around each particle, new particles are randomly drawn from a Gaussian distribution with the exact mean vector and the exact covariance multiplied with an inflation factor. In contrast to the local particle filter, there is no rescaling of the ensemble applied in the LMCPF method. That means, the LMCPF will preserve the moments of a Gaussian mixture filter approximately up to sampling errors and inflation.




3.3. Localized Ensemble Transform Kalman Filter

The Localized Ensemble Transform Kalman Filter (LETKF) is first introduced in Hunt et al. [4] and is widely used in numerical weather prediction (e.g., [58]). The LETKF is based on equations of the Ensemble Kalman Filter (EnKF; [1, 3, 59]) transformed and performed in ensemble space. As the LAPF and LMCPF the observation error is chosen to be Gaussian distributed with the pdf described in Equation (10). In contrast to the methods described previously, this method assumes the background ensemble to represent a Gaussian distribution as well, i.e.,
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G denotes the estimated background covariance matrix following Equation (33) with γ = 1/(L − 1), i.e.,
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To distinguish from the more general version of the covariance matrix introduced in Section 3.2 about the LMCPF method, the standard covariance estimator is named G. The transformed version in ensemble space—which is spanned by the columns of X in Equation (11)—is then given by
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with the L × L - identity matrix IL. The application of Bayes' formula (9) to the background distribution p(b) and the observation error pdf Equation (10) leads to the Gaussian analysis pdf
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with the covariance matrix

[image: image]

and the expectation vector
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The derivation can be found for example in Nakamura and Potthast [52] or in Evensen et al. [3]. A more common formulation of the update equations can be derived by rearrangement of Equations (95) and (96). Following Lemma 5.4.2 in Nakamura and Potthast [52], an equivalent form of the covariance matrix is given by
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with the Kalman gain matrix K ∈ ℝn×n and identity matrix [image: image]. The covariance matrix in ensemble space is derived in Equations (70)–(98), i.e.,
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with identity matrix [image: image] and A defined in Equation (18). The insertion of Equation (75) applied to [image: image] in the definition of [image: image] in Equation (96) leads to
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That means, the analysis mean in ensemble space is given by
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There are multiple approaches to obtain the full analysis ensemble in dependence on the analysis covariance matrix. The LETKF is based on the square root method. The weighting matrix WLETKF is defined by the square root
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which is related to the covariance matrix by
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Additionally, the posterior covariance is inflated. To this end, an adaptive inflation factor ρ based on observation minus background statistics is derived by Equations (86) and (87). Then, the full analysis ensemble is calculated by

[image: image]

where 𝟙 ∈ ℝ1×L describes a row vector with ones as entries and X the ensemble pertubation matrix defined in Equation (11).




4. STUDY OF INDIVIDUAL STEPS OF LMCPF

The LMCPF method can be divided in three parts: stratified resampling (Section 3.2.1), shift of particles (Section 3.2.2) and drawing new particles from a Gaussian mixture distribution (Section 3.2.3). In this section, we discuss the behavior of the ensemble during the different parts of a single data assimilation step performed by the LMCPF method.


4.1. Stratified Resampling

The stratified resampling step represents the main idea of the particle filter method. Only the particles with sufficient weight are chosen. In the LAPF and LMCPF methods, the resampling step is carried out in the ensemble space in order to reduce the dimension and prevent filter collapse. This step occurs in both methods but different particle weights are used. The relative weights of the LAPF Equation (26) depend on the distance of the particles to the observation and the observation error covariance. In case of the LMCPF, the exact weights Equation (66) additionally depend on the particle uncertainty parameter κ.

Figure 2 illustrates the relation between these two weights. If κ tends to zero, the normalized Gaussian mixture weights tend to the classical particle filter weights, which are used in the LAPF and were previously used in the LMCPF method. The particle weights are derived from the case illustrated in Figure 3. The approximate weights in Figure 2 suggest that in the LAPF method only one particle would have been chosen as one particle gets all the weight. Furthermore, the exact weights approach each other for larger κ. That means, more particles would be chosen in the stratified resampling step for larger κ. If κ tends to infinity, the exact weights tend to one so that the probability to sample a particle is the same for each particle.


[image: Figure 2]
FIGURE 2. The exact Gaussian mixture weights w(a,l) Equation (66) are compared against the approximate weights [image: image] Equation (26), which are used in the LAPF method. Each color denotes the pair of weights (approximate and exact) for one of the 10 particles. The particle weights come from the scenario illustrated in Figure 3. For the exact weights, the particle uncertainty parameter κ is varied.



[image: Figure 3]
FIGURE 3. A single assimilation step is carried out with the LMCPF method. The observation (green point) is located outside of the background ensemble of size L = 10 with the ensemble mean represented by the dark blue point. The particles chosen in the stratified resampling step (light blue points) are shifted toward the observation (orange points). The particle uncertainty parameter κ is set to one. The shaded areas denote Gaussian ellipsoids with respect to the corresponding covariance matrices. Darker colored ellipsoids around the background particles denote larger weights w(a,l) defined in Equation (66).


Since the relative weights depend on the distance of the particles to the observation, these background particles, which are close to the observation, are chosen. This is illustrated in Figure 3 as well as in the example with a bimodal background distribution in Figure 4. In the bimodal case, all the particles of the mode close to the observation are resampled. In both examples, the observation is located outside of the background ensemble. After the stratified resampling step, the particles are still far from the observation. In Figure 4B, the shifted ensemble mean of the LETKF method is even closer to the observation than the nearest background particles. That leads to the idea, to use a Gaussian mixture representation in the LMCPF, to include the shifting step of the LETKF, which is discussed in the next part.


[image: Figure 4]
FIGURE 4. The background ensemble (blue circles) is generated from a bimodal distribution and the observation (green point) is located near one of the modes. The dark blue point illustrates the background ensemble mean. In (A), the assimilation step is performed with the LMCPF method and in (B) with the LETKF method. The light blue points in (A) illustrate the resampled particles and the orange points describe the shifted particles for κ = 1. The analysis particles resulting from LMCPF and LETKF are represented by the red circles and the red point illustrates the analysis ensemble mean. In the LMCPF method, these particles are randomly generated from Gaussian distributions with the shifted particles as expectation vectors. The shaded areas denote Gaussian ellipsoids with respect to the corresponding covariance matrices.




4.2. Shift of Particles

In contrast to the ensemble Kalman filter method, particle filters do not shift particles toward the observation but only choose the nearest ones, so that the ensemble mean is pulled toward the observation. In the LMCPF, each remaining particle is shifted as the ensemble mean in the ensemble Kalman filter method. Furthermore, the shift is affected by the particle uncertainty described by the background covariance matrix. Modification of the parameter κ in Equation (34) yields changes in the valuation of the particle uncertainty. If κ is set to a larger value, there is less confidence in the background ensemble. Hence, the confidence in the observation ascends, relatively seen. Finally, this results in a stronger shift of the remaining particles toward the observation. To validate this intuition mathematically, the spectral norm of the posterior covariance matrix
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with κ > 0, the identity matrix [image: image] and projected observation error covariance matrix

[image: image]

is observed. The spectral norm is induced from the euclidean vector norm and is defined by the square root of the maximal eigenvalue of ATA. In the case of complex matrices, the transpose matrix is replaced by the adjoint matrix. Matrix A is symmetric as the observation error covariance matrix R is a symmetric matrix by definition. Furthermore, every symmetric matrix is normal. Let be U ∈ ℝL×L the matrix with eigenvectors of the normal matrix A as columns and D ∈ ℝL×L the diagonal matrix with the respective eigenvalues as diagonal entries ordered from maximal to minimal eigenvalue such that
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holds. Since U is a unitary matrix, i.e., [image: image], the inverse term of [image: image] can be reshaped to
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That means, U also describes the unitary matrix of the eigenvalue decomposition of the inverse of [image: image] and the eigenvalues are given by
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with eigenvalues (μi)i of A. We remark that μi > 0 holds for all i = 1, …, L as A is positive definite. The spectral norm of the inverse matrix equals the inverse of the smallest eigenvalue min{λi|i = 1, …, L}, i.e.,
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On the basis of this term, we can easily see that larger values for κ leads to a larger spectral norm of B(a).

Furthermore, the shift vectors are defined by
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To discover the shifting strength for different κ, the spectral norm of [image: image] multiplied with A is examined. With the eigenvalue decomposition of A, we obtain
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which follows from the property U−1 = UT of a unitary matrix U. This results in the spectral norm

[image: image]

which gets larger for greater κ.

In Figure 3, the shift of the two particles, which are chosen in the stratified resampling step results in particles close to the observation even for κ = 1. For this parameter choice, the background error covariance matrix B equals the standard covariance estimator. The shaded areas around the dots describe the uncertainty. Compared to the background uncertainty, the observation error covariance matrix R = 0.32·I is smaller, which explains the strong shift toward the observation. In comparison, the difference between background and observation uncertainty is smaller in the bimodal case in Figure 4. This results in shifted particles, which are not as close to the observation as in Figure 3.



4.3. Draw Particles From Gaussian Mixture Distribution

In the LMCPF as well as in the LAPF method, new particles are drawn from a Gaussian mixture distribution but different covariance matrices are applied. In the LAPF, an inflated version of the background error covariance matrix in ensemble space 1/(L − 1) · I is used. The covariance matrix is adapted by the spread control factor σ(ρ)2, which is derived in Equation (88). In contrast, the newly derived covariance matrix [image: image] Equation (98) in ensemble space is applied in an inflated version in the LMCPF.

The draw from a Gaussian mixture distribution is carried out by drawing new particles from Gaussian distributions around each chosen particle. For all Gaussian distributions, the same covariance matrix is applied. In case of the LMCPF, the spectral norm of the covariance matrix [image: image] results in a larger value if the particle uncertainty parameter κ is set to a greater value. This counteracts the effect that a stronger shift toward the observation vector leads to smaller distances among the particles.

Figure 4 shows the results of one LMCPF and LETKF step for a bimodal background distribution. The Gaussian ellipsoids cover random draws from the same three dimensional distribution with a high probability. Nevertheless, the analysis particles of LMCPF and LETKF are located outside of the ellipsoids. The particles are resampled in the L − 1-dimensional ensemble space and not in the three-dimensional model space. This leads to a wider analysis ensemble for L > n than we would obtain by drawing in the n-dimensional model space. In practice, the dimension of the model space is much larger than the dimension of the ensemble space so that this case does not occur.

In comparison to the particle filter method, the analysis ensemble derived by the LETKF method maintains the structure of the background ensemble and is only shifted and contracted. In that case, the ensemble mean, which represents the state estimate, is not located in an area with high probability density but in between the two modes (see Figure 4B). The analysis ensemble aims to approximate the uncertainty distribution of the state estimate. This more realistic uncertainty estimation is one of the advantages of the particle filter methods over the ensemble Kalman filter.




5. RESULTS FOR LONGER ASSIMILATION PERIODS

In the following, the results of longer data assimilation experiments for the Lorenz 1963 model as well as the 40-dimensional Lorenz 1996 model are discussed. Beside the comparison of root-mean-square errors following Equations (115) and (116) for different methods, the development of the effective ensemble size [see Equations (119) and (120)] in the particle filter methods are observed. For both models, the initial ensemble size is set to L = 20 in the following experiments. Further parameters of the model configuration and experimental setup, which are used in this section, are summarized in Table 1.


Table 1. Parameters of the model configuration and experimental setup for the Lorenz 1963 (L63) and 1996 (L96) models.

[image: Table 1]

For the 40-dimensional Lorenz 1996 model, the methods are used in a localized form, as described at the beginning of Section 3. The localization depends on the localization radius rloc, which affects the number of observations used in the analysis step. Moreover, the optimal localization radius depends on the method as well as the model parameters. For the LETKF method, we choose rloc in between 4 and 7 in depending on the model error, the integration time Δt and the observation noise after the investigation of different localization radii. With respect to the LMCPF with exact weights, the localization radius rloc is set to a value between 4 and 6 in the experiments of this section. In addition, experiments revealed larger effective ensemble sizes for smaller localization radii. Moreover, an automatic restart was introduced for all methods to catch extreme cases.


5.1. Definition of RMSE and Effective Ensemble Size

To compare different data assimilation methods, a measure is needed. In general, the goodness of a DA method is associated with the distance between the background or analysis state estimate and the truth, or alternatively the observation if the truth is not available. For that purpose, the normalized euclidean norm or root-mean-square-error (RMSE) is used to calculate the distance of background or analysis state estimate and the truth at time tk, i.e.,
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where n ∈ ℕ denotes the number of variables of the underlying model and [image: image] describe the background or analysis ensemble means. For a time period given, where data assimilation is carried out at the measurement points t1, …, tK, the averaged errors are denoted by
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In terms of particle filter methods, the development of the effective ensemble size is an important quantity to examine the stability of the filter. The effective ensemble size is defined by

[image: image]

with the relative particle weights in ensemble space w(a,l) of the LMCPF described in Equation (66) or with the classical particle filter weights [image: image] of the LAPF defined in Equation (26). In general, particle filter methods suffer in high-dimensional spaces from filter degeneracy due to the finite ensemble size (see [6]). In that case, the effective ensemble size tends to one, which means that the weights become strongly non-uniform. With respect to the 40-dimensional Lorenz 1996 model, the effective ensemble size is computed at each localization point and the average at each data assimilation cycle is derived. The mean effective ensemble size over all localization points is denoted by
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where P describes the number of localization points (P = n for Lorenz 1996) and Leff is calculated at each localization point using the respective weights.



5.2. LMCPF Results in Dependence of the Particle Uncertainty Parameter κ

The results of data assimilation methods vary in dependence of the model parameters integration time Δt of the dynamical model, the model error between true and model run and observation noise σobs. The chaotic behavior of the Lorenz systems means that small differences in the initial conditions can lead to significantly different future trajectories. In average, greater propagation or forecast time intervals result in greater perturbations of the model run. The nonlinearity of the Lorenz models causes the propagation of some Gaussian distributed ensemble to result in non-Gaussian structures even at shorter lead times.

Figure 5 shows the integration of a Gaussian distributed ensemble over time with Lorenz 1963 model dynamics. For Δt = 0.3 and Δt = 0.5, the resulting ensemble is clearly non-Gaussian so that the main assumption of the Kalman filter to the background distribution does not hold. As a consequence, we expect improvements of LMCPF over LETKF especially for longer forecast times.


[image: Figure 5]
FIGURE 5. A thousand particles drawn from a Gaussian distribution (red points) are integrated in time with respect to the Lorenz 1963 model dynamics for Δt = 0.15 (blue), Δt = 0.3 (lightblue) and Δt = 0.5 (cyan) time units.


Moreover, model error means that true states, respectively, observations are generated by a slightly different dynamical model than the first guess from the previous analysis ensemble. For the Lorenz systems, the model error is produced by the application of different values for the Prandtl number σ (Lorenz 1963) and for the forcing term F (Lorenz 1996). In NWP systems, the atmospheric model is known to have errors. Hence, it is important to investigate the application of data assimilation methods in case of model error. Naturally, we expect the model run to differ stronger from the true run for greater differences in the model parameters.

In addition, the observation noise σobs strongly affects the data assimilation results. As in the case of the model error, this is no surprise, since the observation is used in data assimilation to obtain an analysis state. The LMCPF is quite sensitive to the observation noise because the resampling as well as the shift moves the ensemble toward the observation. To generate the observations for experiments with the Lorenz models, the true trajectory is randomly perturbed at time points, where data assimilation is performed. If some observation is far from the truth by chance, an overestimation of the importance of this observation might lead to worse results of the LMCPF compared to LETKF or LAPF.

There are six parameters in the LMCPF method to adapt the method to model and observation error as well as the integration time. The five parameters ρ0, ρ1, c0, c1 and α are used to control the spread of the analysis ensemble in the last step, where new particles are drawn from a Gaussian mixture distribution (see Section 3.2.3). But the sixth, the particle uncertainty parameter κ, respectively, γ defined in Equation (34), is the most important parameter since the variable affects the spread of the analysis ensemble as well as the movement of the particles toward the observation.

In the following, the results for LMCPF compared to LETKF are shown for different settings of Lorenz 1963 and 1996. To identify a reasonable particle uncertainty parameter κ, the parameter is varied. In Figure 6, experiments for different forecast lengths Δt are performed with respect to the Lorenz 1963 model. The observation error standard deviation is chosen as σobs = 0.5 and only the first variable is observed. The true trajectory is generated with the Prandtl number σtrue = 10, while the forecast ensemble is integrated with σ = 12 to introduce model error. For each parameter setting, 1, 000 data assimilation cycles are carried out with both methods, whereas the average errors over the last 900 cycles are computed. That means the first 100 steps are not used. Furthermore, each experiment is repeated ten times with different seeds to generate different random numbers and the average error is reported. The mean background errors [see Equations (117) and (118)] of both methods are compared by

[image: image]

Positive values (blue arrays) for δ denote better results for LMCPF than LETKF. Following Figure 5, the background ensemble is less Gaussian distributed for longer forecast lengths. Figure 6 illustrates the improvement of LMCPF over LETKF in particular for Δt = 0.5. In case of Δt = 0.15, the results for LMCPF are worse than for LETKF. For a longer forecast length, the RMSE of background minus truth is lower than the RMSE of LETKF for a wider range of values for κ.


[image: Figure 6]
FIGURE 6. Comparison of background errors of LMCPF and LETKF following Equation (121) for different forecast lengths Δt = 0.15, Δt = 0.3 and Δt = 0.5. Positive values denote a smaller RMSE of truth minus background for the LMCPF method than the LETKF. For each parameter combination, 1, 000 data assimilation steps are carried out for the Lorenz 1963 model whereas the last 900 steps are used to compute the statistics. The experiments are repeated 10 times with different seeds and the average error is reported. The true trajectory is generated with σtrue = 10, the integration of the ensemble of states is performed with σ = 12 and the observation noise equals σobs = 0.5. Only the first variable is observed. The ensemble size is set to L = 20 for both methods.


In Figure 7, the results for a range of values of κ are shown for the 40-dimensional Lorenz 1996 model with respect to different model errors. Similar to Figure 6, the background errors of LMCPF and LETKF are compared by Equation (121). One thousand data assimilation cycles are carried out, whereas the first 100 steps are considered as spin-up time and are not used in the computation of the mean errors. Moreover, the experiments are repeated ten times with different random seeds. To receive the results displayed in Figure 7, the truth is generated with the forcing term Ftrue = 8, while the forecast ensemble is derived with different forcing terms between F = 8 and F = 9.5. In addition, the observation error standard deviation is set to σobs = 0.5 and a longer forecast length Δt = 0.5 is applied. The results indicate, that in most cases there is some particle uncertainty parameter κ, so that the LMCPF outperforms the LETKF.


[image: Figure 7]
FIGURE 7. Comparison of background errors of LMCPF and LETKF following Equation (121). Positive values denote a smaller RMSE of truth minus background for the LMCPF method than the LETKF. For each parameter combination, 1, 000 data assimilation steps for the Lorenz 1996 model are carried out whereas the last 900 steps are used to compute the statistics. The experiments are repeated ten times with different seeds and the average error is reported. The true trajectory is generated with Ftrue = 8, the forecast length is set to Δt = 0.5 and the observation noise equals σobs = 0.5. Every second variable is observed. The ensemble size is set to L = 20 for both methods.


Following Lei and Bickel [60], longer forecast lengths (Δt > 0.4) lead to highly non-Gaussian ensembles for the 40-dimensional Lorenz 1996 model with forcing term F = 8. To verify this, we integrated a standard Gaussian distributed ensemble (L = 10, 000) in time for Δt = 0.5 and with forcing term F = 8. The distance of the resulting distribution to a Gaussian distribution with the same mean and variance can be measured by the distance of the skewness and kurtosis to the characteristic values 0 and 3 for skewness and kurtosis of a Gaussian distribution. For the integrated ensemble, we obtain 0.56 as absolute skewness averaged over all N = 40 model variables. The averaged absolute distance of the empirical kurtosis of the integrated ensemble to the characteristic value 3 of a Gaussian distribution is 0.99. This indicates a non-Gaussian ensemble.

An increasing value of F up to 9.5 leads to a larger distance of the background to the true state or the observations which denotes a larger systematic model bias. Figure 7 illustrates that for larger model error, the RMSE of LMCPF is lower than for LETKF for a wider range of values for κ. That means, the parameter adjustment of the LMCPF is easier for larger model error. In case of no model error for the forcing term F = 8, the distance between observations and background is smaller than in cases with model error. In theory, we suggest that smaller values for the particle uncertainty parameter κ yield better results in that case since this leads to less uncertainty in the background. If κ tends to zero, the LMCPF gets more similar to LAPF. For the LAPF, we have observed a greater sensitivity to sampling errors. To this end, experiments for increased ensemble size (L = 100) were performed which showed better scores of LMCPF than LETKF in case of no model error and for smaller values of κ. Finally, the perfect model scenario with small distances between background and observation is a difficult case for the LMCPF with small ensemble sizes while this case is less relevant for the application in real NWP systems. In realistic applications, model errors occur and the applicable ensemble size is relatively small compared to the model dimension.

Furthermore, the effective ensemble size depends on the parameter κ. If κ tends to infinity, the effective ensemble size tends to the upper boundary L. This can be explained by Figure 2, which illustrates that the particle weights approach each other if κ tends to infinity. This means, that all the particles get the same weight, which results in the effective ensemble size Leff = L. With respect to the experiments in Figure 7, the mean effective ensemble size varies for κ > 0.5 between Leff = 8 and Leff = 15. The variabilty of the effective ensemble size for different model errors is negligible. As remark, further experiments with different localization schemes and localization radii have shown that smaller localization radii lead to larger effective ensemble sizes up to a certain point. To ensure that the ability of the LMCPF to outperform the LETKF (see Figure 7) do not depend solely on the special selection on forcing terms Ftrue and F, additional combinations between 6.5 and 9.5 were tested.

In Figures 6, 7, the results for different integration times and model errors are shown. Figure 8 illustrates the changes for different observation standard deviations σobs. On the one hand, the LMCPF is able to outperform the LETKF for a wider range of values for κ. On the other hand, there is the tendency that for larger observation standard deviation smaller values for κ lead to good results. As the parameter κ adapts the particle uncertainty, smaller values decrease the uncertainty of the background ensemble and relatively increase the uncertainty of the observation. That means the particles are pulled less strongly in the direction of the observation.


[image: Figure 8]
FIGURE 8. The background errors of LMCPF and LETKF following Equation (121) are compared for different observation error standard deviations σobs. Positive values denote a smaller RMSE of truth minus background for the LMCPF method than the LETKF. For each parameter combination, 1, 000 data assimilation steps for the Lorenz 1996 model are carried out whereas the last 900 steps are used to compute the statistics. The experiments are repeated ten times with different seeds and the average error is reported. The true trajectory is generated with Ftrue = 8 and the integration of the ensemble of states is performed with F = 8.5. The forecast length is set to Δt = 0.5. Every second variable is observed. The ensemble size is set to L = 20 for both methods.


In addition, we compared LMCPF and LETKF in case of non-Gaussian distributed observations. To this end, observations are generated with errors following a univariate non-Gaussian double exponential Laplace distribution [16], which are also applied in [56], and an equivalent experiment to Figure 7 was performed. The observation error standard deviation is chosen as σobs = 0.5 again. There is no significant improvement of LMCPF compared to LETKF in case of non-Gaussian observations. Since both methods assume Gaussian distributed observation errors by definition, the results confirmed the expectation, that LMCPF does not have an advantage over LETKF in case of non-Gaussian observations. But there is the possibility to adapt the LMCPF in future to account for non-Gaussian observation error. Similar to the idea of a Gaussian mixture filter, the observation error distribution may be approximated by a sum of Gaussians. This would lead to new particle weights and shift vectors.



5.3. LMCPF With Gaussian Mixture and Approximate Weights

In the first version of the LMCPF method presented in Walter et al. [32], the particle weights are approximated by the classical particle filter weights in ensemble space, which are used in the LAPF method. This is reasonable if the covariance B of the Gaussians kernels is small compared to the distance of observation minus background particles. But this assumption may not be justified in practice. If the uncertainty parameter κ tend to zero the assumption is fulfilled and the exact Gaussian mixture weights tend to the approximate weights (see Figure 2).

In Figure 9, the LMCPF method with exact Gaussian mixture weights [see Equation (66)] is compared to the LMCPF method with approximate weights [see Equation (26)] in the case that every second variable is observed. To compare the methods for a variety of model parameters, the forecast length is set to Δt = 0.3 for the experiments in the following sections. The results of LMCPF with exact and approximate weights are comparable but the overall background and analysis errors are higher for the version with approximate weights. Moreover, the adaptive inflation parameters ρ0, ρ1, c0, c1 and α are set to the same values for both methods and both methods have a similar ensemble spread averaged over the whole experiment. Furthermore, the ensemble spread is overestimated for both methods compared to the background, respectively, analysis error.


[image: Figure 9]
FIGURE 9. The evolution of the background and analysis errors [see Equations (115) and (116)] for LMCPF with exact and approximate weights is illustrated for the last 200 data assimilation steps of an experiment over 1, 000 steps. For both methods, the ensemble size is set to L = 20. Every second variable of the 40-dimensional Lorenz 1996 model is observed. The forcing terms are set to Ftrue = 8 and F = 9.5 and the forecast length is set to Δt = 0.3. The observation standard deviation is chosen as σobs = 0.5 and the observation error covariance matrix as diagonal matrix [image: image]. The particle uncertainty parameter is set to κ = 1.1 for the LMCPF with exact weights and to κ = 1.0 for the LMCPF with approximate weights. The background error mean of the last 900 data assimilation steps of the LMCPF with exact weights equals e(b) ≈ 1.54 and the analysis error mean is approximately e(a) ≈ 0.95. The respective error means for the LMCPF with approximate weights are given by e(b) ≈ 1.62 and e(a) ≈ 1.06.


In Figure 10, the development of the effective ensemble size Leff over the last 200 assimilation steps of this experiment is plotted for the LMCPF with exact and approximate weights as well as the LAPF method. The effective ensemble size of the LMCPF with approximate weights is only slightly higher than for the LAPF method, while the line of LMCPF with exact weights is significantly higher. Also, the localization radius has a large effect on the effective ensemble size. Smaller localization radii rloc lead to larger effective ensemble sizes. Regarding the results in Figure 10, for the LMCPF method with exact weights, the localization radius is set to rloc = 4, while for the other two methods, the radius is chosen as rloc = 2. That means, for the same localization radius the effective ensemble size of LMPCF with exact weights would be even larger. Moreover, the localization radius is an important parameter to achieve stable results in case of the LAPF method. For the LMCPF method, the application of the exact Gaussian mixture weights lead to higher effective ensemble sizes so that the filter performance does not depend so heavily on the localization radius and optimal results are obtained for higher localization radii than for the version with approximate weights. Further experiments for longer forecast lengths (Δt = 0.5 and Δt = 0.8) have also shown that the effective ensemble size decreases for increasing integration time for all three particle filter versions. While the effective ensemble size of the LMCPF with exact weights still take values around Leff = 10 for an initial ensemble size of L = 20, the variable decreases to values around Leff = 3 for LAPF and LMCPF with approximate weights. The increase of the effective ensemble size shows the improvement of the stability of the LMCPF method with exact particle weights. In case of a larger effective ensemble size, more information of the background ensemble is used. If only few particles are chosen in the stratified resampling step, the ensemble spread depends more on the adaptive spread control parameters ρ0, ρ1, c0, c1 and α. In a worst case scenario where only one particle is chosen, all analysis particles are drawn from the same Gaussian distribution with inflated covariance matrix. Small changes in the covariance matrix of the Gaussian distribution effect the ensemble spread stronger compared to drawing the analysis particles from Gaussians with different expectation vectors. Using the exact Gaussian mixture weights, Kotsuki et al. [39] also detected an improvement of the stability of the LMCPF method with respect to the inflation parameters within an intermediate AGCM. Nevertheless, the application of the analysis covariance matrix [image: image] [see Equation (98)] in the Gaussian mixture distribution, from which new particles are drawn in the last step, leads for both LMCPF versions to more stable results with respect to the spread control parameters compared to the LAPF method.


[image: Figure 10]
FIGURE 10. The effective ensemble size [image: image] defined in Equation (120) of the LMCPF method with exact and approximate weights as well as the LAPF method is shown for the last 200 steps of the data assimilation experiment described in Figure 9. The ensemble size is set to L = 20 which is the highest value [image: image] can take on. The dotted lines denote the mean effective ensemble size over the whole experiment except a spin-up phase (last 900 data assimilation steps).




5.4. Comparison of LMCPF, LAPF, and LETKF

In this section, the three localized methods LMCPF, LAPF and LETKF are compared with respect to the 40-dimensional Lorenz 1996 model.

Figures 11, 12 describe the results for the true forcing term Ftrue = 8 and F = 9 for the model integration with integration time Δt = 0.3. Compared to the overall results in Figure 9 for an experiment with larger model error F = 9.5, the RMSE of background or analysis mean minus truth for the LMCPF method takes lower values. Furthermore, the results for the last 200 data assimilation steps of the experiment in Figure 11 illustrate that the higher errors for the LAPF method mostly come from high peaks at some points, while the errors are comparable for most regions. The tuning of the spread control parameters is essential to obtain good results for the LAPF. Compared to the LMCPF, the filter is more sensitive to these parameters. Additionally, background and analysis errors of the LMCPF method are lower than the errors of the LETKF and the LAPF methods for the majority of the shown time steps. The mean errors over the whole period except a spin-up phase, take lower values even if there are high peaks at some steps. Some outliers occur for each of the three methods.


[image: Figure 11]
FIGURE 11. The evolution of the background errors and analysis errors [see Equations (115) and (116)] for LMCPF (κ = 1.1), LETKF and LAPF is illustrated for the last 200 steps of an experiment over 1, 000 steps. The dotted lines denote the mean errors over the whole experiment except a spin-up phase (last 900 data assimilation steps). For all methods, the ensemble size is set to L = 20. Every second variable of the 40-dimensional Lorenz 1996 model is observed. The forcing terms are set to Ftrue = 8 and F = 9. The forecast length is set to Δt = 0.3. The observation standard deviation is chosen as σobs = 0.5 and the observation error covariance matrix as diagonal matrix [image: image]. The background error mean of the last 900 data assimilation steps of the LMCPF equals e(b) ≈ 1.28 and the analysis error mean is approximately e(a) ≈ 0.77. The respective error means for the LETKF are given by e(b) ≈ 1.38 and e(a) ≈ 0.86, respectively by e(b) ≈ 1.46 and e(a) ≈ 0.97 for the LAPF.



[image: Figure 12]
FIGURE 12. (A) shows the difference of background mean and truth for the LMCPF method for all 40 variables for the experiment described in Figure 11. In (B), the analysis mean minus truth is illustrated for the LMCPF method.


The RMSE development gives an impression for the overall performance of the filters. In contrast, Figure 12 illustrates the behavior for individual variables over the full period except a spin-up phase of 100 data assimilation steps. The difference between the background (Figure 12A) and analysis (Figure 12B) mean and the true trajectory is shown for the LMCPF method. For the experiment, every second variable of the 40 nodes of the Lorenz 1996 model is observed. The vertical structure in Figure 12B indicates a lower distance of analysis mean and truth for observed variables. Figure 12A shows that the background errors for observed and unobserved variables are largely mixed and the vertical structure can only be guessed at some points. This results from the relatively long integration time and the large model error induced by the different model parameter F = 9 in the time integration of the ensemble.

In this study, we focused on the Lorenz 1996 model with 40 variables. This setting is widely used for tests of data assimilation methods and tuning of filter parameters is possible in a reasonable amount of time. Nevertheless, it is important to investigate if the particle filter methods still work for much higher dimensions. To this end, we made first experiments with respect to the Lorenz 1996 model with 1, 000 variables. LAPF and LMCPF (as well as LETKF) run stably with initial ensemble size L = 40 and no filter divergence occured. Moreover, LAPF and LMCPF with approximate weights were already tested with respect to the global ICON model in the data assimilation framework at DWD.




6. CONCLUSION

Standard algorithms for data assimilation in the application of NWP in high-dimensional spaces are in general ensemble methods, where the ensemble describes the sample of an underlying distribution. The ensemble Kalman filter is an example for a standard algorithm, which is based on normality assumptions. However, the application of nonlinear models to a Gaussian distribution leads to a loss of the normality property in general. In future, the dynamical models used in NWP will get even more nonlinear due to higher resolution and more complex physical schemes, so that this approach might be not optimal in highly nonlinear situations. Hence, there is a need for fully nonlinear data assimilation methods, which are applicable in high dimensional spaces.

This work covers two nonlinear particle filter methods, which are already implemented and tested in the operational data assimilation system of the German Weather Service (DWD). Previous studies of the localized adaptive particle filter (LAPF; [31]) and the localized mixture coefficients particle filter (LMCPF; [32]) showed mixed results for the global NWP system at DWD. The particle filter methods were compared to the local ensemble transform Kalman filter (LETKF). With this manuscript, we examine the question if the LMCPF is able to outperform the LETKF, with respect to a standard NWP setup and standard NWP scores for the dynamical models Lorenz 1963 and Lorenz 1996. The experiments are performed with a revised version of the LMCPF method. The exact particle weights are derived in this work. Previously, the weights were approximated by those of the LAPF. Recently, the revised method is also presented in Kotsuki et al. [39] and tested for an intermediate AGCM. The effective ensemble size is increased for the exact weights, which results in a more stable filter with respect to the parameters of the LMCPF. In case of higher effective ensemble sizes, more background information is contained, while the filter degenerates if the effective ensemble size tends to one. In this study, we demonstrated that the LMCPF is able to outperform the LETKF method with respect to the root-mean-square-error (RMSE) of background/analysis ensemble mean minus truth in case of model error for both systems. That means, the inital question, if the LMCPF is capable to outperform the LETKF within an experimental design reflecting a standard NWP setup and standard NWP scores, can be answered with yes. The experiments with Lorenz 1963 show that the longer the forecast length is chosen, which results in a higher nonlinearity, the better are the scores of LMCPF compared to LETKF. In that case, the LMCPF outperforms the LETKF for a wide range of parameter settings of the LMCPF. Even if the particle uncertainty parameter κ, which affects the ensemble spread as well as the shift toward the observation, is not perfectly adjusted, the RMSE of background ensemble mean minus truth is lower than the error of LETKF. A similar effect is visible for larger systematic model error, which is exemplarily shown with respect to the dynamical system Lorenz 1996. Moreover, further experiments for all of these localized methods, LMCPF (with exact and approximate particle weights), LAPF and LETKF, suggest, that the revised LMCPF is an improvement compared to the previous version of the LMCPF as well as the LAPF and is able to outperform the LETKF.

In the application of data assimilation methods in complex NWP systems, the behavior of the methods is overlaid by a multitude of other processes. In this work, we present the individual ingredients of the LMCPF method in one assimilation step with respect to the Lorenz 1963 model. In case of a bimodal background distribution, the analysis ensemble of the LMCPF method builds a more realistic uncertainty estimation than for the LETKF. Furthermore, the improvement of LMCPF over LAPF is demonstrated in the case of a large distance between the particles and the observation, respectively, true state. In contrast to the LAPF, the analysis ensemble, generated by the LMCPF method, is pulled stronger toward the observation due to the additional shift.

All in all, the results suggest that particle filter methods and the LMCPF in particular represent a serious alternative to the LETKF in nonlinear environments in the future. As next steps, we want to test the improved LMCPF method with respect to the global ICON model as well as the convective-scale ICON-LAM. Additionally, the application within a higher dimensional Lorenz 1996 model (starting from 1, 000 variables) is interesting to investigate further. Moreover, we plan to focus on further scores to compare LMCPF to LETKF.
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Typhoid fever and cholera remain a huge public health problem on the African continent due to deteriorating infrastructure and declining funding for infrastructure development. The diseases are both caused by bacteria, and they are associated with poor hygiene and waste disposal systems. In this paper, we consider a nonlinear system of ordinary differential equations for the co-infection of typhoid and cholera in a homogeneously mixing population. The model's steady states are determined and analyzed in terms of the model's reproduction number. Impact analysis—how the diseases impact on each other—is carried out. Numerical simulations and sensitivity analysis are also given. The results show that the control of the diseases should be carried out in tandem for the greatest impact of disease control. The results have important implications in the management of the two diseases.
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1. Introduction

Cholera, an acute gastro-intestinal water-borne infection, is caused by the bacterium Vibrio Cholerae, V. cholerae O1 or O139. Some of the symptoms are vomiting and diarrhea. If treatment is delayed, it can lead to severe dehydration and death within a few hours. The disease has two modes of transmission: direct and indirect transmission. Direct transmission (human-human) is very uncommon, whilst indirect transmission (environment-human), which occurs through the ingestion of contaminated food or water [1], is more frequent. Known estimates of the incubation period for the cholera disease is 1.4 days [2]. On the other hand, the Salmonella Typhi bacteria is responsible for causing the life threatening typhoid fever disease. Cholera and typhoid fever have the same transmission modes. The recticuloendothelical system, the intestinal lymphoid, and the gall bladder are severely damaged by the typhoid fever disease. Once a susceptible individuals is infected by the disease, roughly 19 days are required for the disease to incubate within the host [3].

Mathematical models have been used for the past decades to give insights into the transmission dynamics of co-infections within the human population. Akinyi et al. [4], showed that whenever the basic reproduction number is lowered to below one, then the malaria and the pneumonia cases will be reduced in a model of malaria-pneumonia coinfection. Onyinge et al. [5] modeled the co-dynamics of pneumonia and HIV, and they showed that the model was mathematically and epidemiologically sound; Mushayabasa et al. [6] modeled malaria-typhoid co-infection and demonstrated that a typhoid outbreak will inevitably lead to a spike in the malaria cases.

A number of mathematical models on typhoid have been proposed by a number of researchers. Mushayabasa [7], modeled how vaccines can help mitigate the spread of typhoid in Ghana. Pitzer et al. [8], extended the work in Mushayabasa [7] by applying the model to South Asia. Khan et al. [9], studied the typhoid disease with a saturated incidence rate.

To the best of our knowledge, the co-dynamics of typhoid and cholera have not been investigated in the literature. A recent outbreak of these two infections in Zimbabwe prompted this theoretical inquiry into how these infections interact. Due to the complicated nature of the co-infection model, we begin our analysis by studying the underlying sub-models; namely, the cholera only and the typhoid only sub-models. For each of the models, a number of pertinent questions are investigated. The questions explored include: Which factors in the models are key to decreasing the prevalence of each disease and the co-infection? Within the population, are the infections in competition with each other, or are they symbiotic? The implications of the results to the public health are discussed.

The paper is arranged as follows; the development of the model and the properties of the basic reproduction number are established in Section 2. Section 3 contains the stability analysis of the model at the fixed points. Numerical simulations and parameter estimations are done in section 4. Section 5 concludes the articles.



2. Methodology


2.1. Model development

Our typhoid cholera co-infection model partitions the human population N(t), at time t, into a susceptible class S(t), a cholera infection class Ic(t), a typhoid infection class It(t), a coinfection class Ict(t), a cholera recovery class Rc(t), a typhoid recovery class Rc(t), and a coinfection recovery class Rct(t). Thus,

[image: image]

The bacterial concentration of Salmonella Typhi, Bt(t), and Vibrio Cholerae, Bc(t), in the environment are incorporated into the model as well. The formulation of this model is an extension to the work carried out by Matsebula et al. [10].

Since the incubation periods of the two infections are different, we assume that dually infected individuals can only transmit either cholera or typhoid but not both infections simultaneously. Transmission of cholera to susceptible individuals occurs in one of two routes—the direct transmission route (human-to-human) and the indirect transmission route (envirnment-to-human). The rates of the transmission routes, respectively, are given by

[image: image]

The parameter βc1 denotes the person-to-person cholera transmission. The effective contact rate for cholera multiplied by the probability of cholera transmission per contact gives the person to person cholera transmission. The modification parameter ηc, accounts for the relative infectiousness of individuals in class Ic relative to individuals in class Ict. We assume that ηc ∈ (0, 1). This assumption is motivated by the fewer numbers of co-infected individuals as compared to those infected with cholera only. The parameter βc2 denotes the environment-to-humans per capita contact rate and the Vibrio Cholerae in the contaminated environment, whilst the parameter κc denotes the half saturation constant of the Vibrio Cholerae. The half saturation constant is the bacterial concentration that is required to support half of the maximum rate, βc2.

Similarly, the transmission of typhoid to susceptible individuals occurs in one of two routes—the direct transmission route (human-to-human) and the indirect transmission route (envirnment-to-human). The rates of the transmission routes, respectively, are given by

[image: image]

The parameter βt1 denotes the effective person-to-person typhoid transmission rate. The effective contact rate for typhoid multiplied by the probability of typhoid transmission per contact gives the person to person typhoid transmission. The modification parameter ηt, accounts for the relative infectiousness of individuals in class It relative to individuals in class Ict. We also assume that ηt ∈ (0, 1) following the assumptions given in the cholera infection dynamics. The per capita contact rate between the susceptibles and Salmonela typhi is represented by βt2, and the half saturation constant for λc2 is κt.

Transmission of cholera to typhoid infected individuals occurs in one of two routes—the direct transmission route (human-to-human) and the indirect transmission route (environment-to-human). The rates of the transmission routes, respectively, are given by

[image: image]

The parameter βc3 denotes the effective person-to-person cholera transmission rate of individuals in class It. The parameter βc4 denotes the environment-to-humans per capita contact rate for individuals in class It and the Vibrio Cholerae in the contaminated environment. Transmission of typhoid to cholera infected individuals occurs in one of two routes—the direct transmission route (human-to-human) and the indirect transmission route (environment-to-human). The rates of the transmission routes, respectively, are given by

[image: image]

The parameter βt3 denotes the person-to-person typhoid transmission rate of individuals in class Ic. The parameter βt4 denotes the environment-to-humans per capita contact rate for individuals in class Ic and the Salmonella Typhi in the contaminated environment.

Infected individuals in classes Ic, It and Ict experience disease related death at rates given, respectively by δc, δt and δct. Individuals in the infectious states Ic and It, respectively, excrete Vibrio Cholerae bacteria and Salmonella Typhi bacteria into the environment at rates αc and αt. Coinfected individuals shed Vibrio Cholerae and Salmonella Typhi into the environments at rates θc and θt, respectively. Infection is assume to confer temporary immunity. The cholera and typhoid immunity wanes at rates ρc, ρt and ρct.

The generation rate of Vibrio Cholerae is [image: image], and its growth is enhanced by cholera infected individuals and the coinfected individuals that are shedding into the environment. The generation rate of Salmonella Typhi is [image: image] and its growth is enhanced by typhoid infected individuals and the coinfected individuals that are shedding into the environment. We assume that the Vibrio Cholerae and the Salmonella Typhi bacteria in the environment are respectively removed by interventions such as improved sanitation and treatment of contaminated environments at rates μc and μt. The parameter Λ represents the recruitment into the susceptibles, while the parameter μ represents the natural death rate. It is assumes that individuals mix homogeneously and that they are indistinguishable in each of the classes. The model diagram is shown in Figure 1.


[image: Figure 1]
FIGURE 1. The cholera typhoid co-infection compartmental model. For the concise presentation of our model flow diagram, we make use of the following expressions: [image: image].


The dynamical system associated with the schematic diagram in Figure 1 is;

[image: image]

with initial conditions

[image: image]



2.2. Cholera only model

We define the cholera only model as the model obtained from setting all the typhoid classes and its associated parameters to zero. We thus have the following

[image: image]

where

[image: image]

with initial conditions

[image: image]


2.2.1. Boundedness and non-negative trajectories

We argue that model (Equation 2) yields bounded-non negative-trajectories in this section provided the initial conditions are non-negative.

Theorem 1. All solutions of the cholera only sub-model (Equation 2) are non-negative if all the initial conditions are non-negative.

Proof. Define t1 = sup{t > 0|S(τ1) > 0, Ic(τ1) ≥ 0, Rc(τ1) ≥ 0, Bc(τ1) ≥ 0, ∀τ1 ∈ [0, t]}. It follows t1 > 0 since

S0 > 0, Ic0 ≥ 0, Rc0 ≥ 0, Bc0 ≥ 0.

Assume t1 < ∞, then S(t1) > 0, Ic(t1) = 0, Rc(t1) = 0, Bc(t1) = 0. Applying variation of constants to

[image: image]

yields

[image: image]

where [image: image] and f(r) = Λ + ρcRc. Clearly,

[image: image]

Since f(r) > 0 and P(x) > 0 when x, r ∈ [0, t1]. Similarly, Ic(t1) > 0 and Rc(t1) > 0. This produces a contradiction, hence t1 = ∞.

Theorem 2. All solutions of the cholera only sub-model (Equation 2) are bounded within Ω whenever gc ≥ μc.

Proof. The time derivative of the population for the cholera model (Equation 2) is bounded above by

[image: image]

Upper bounds for the human population, Nc(t), are obtained by integrating the separable differential inequality as follows,

[image: image]

By extension, Λ/μ is also the upper bound for each of the human classes. Whereas, owing to Ic ≤ Nc ≤ Λ/μ, an upper bound for the bacterial classes can be obtained as follows,

[image: image]

From inequality (3), if

[image: image]

Where [image: image] is the maximum shedding rate from the cholera infected individuals, then

[image: image]

The constant

[image: image]

is the upper bound for the differential inequality (Equation 5) since (Equation 5) is the logistic growth model with carrying capacity (Equation 6). For some t ≥ 0, (αc + θc)Λ/μ is an upper bound for Bc whenever (Equation 4) is false, whilst Bc is bounded above by Equation (6) for the rest of the time points in the domain of Bc if (Equation 4) is true. Thus, in both cases, [image: image].

Within the feasible region,

[image: image]

We have summarized the results on the boundedness and positivity of the solutions of the cholera only sub-model 2.



2.2.2. The stability of the disease free equilibrium and the reproduction number, [image: image]

The disease free equilibria of system (Equation 2) is given by

[image: image]

where [image: image] and [image: image]. The equilibrium x1 > 0 if gc > μc. The Jacobian of dynamical system (Equation 2) is given by

[image: image]

The dynamical system (Equation 2) is locally asymptotically stable if all four of its eigenvalues have negative real parts. Two of the eigenvalues for the Jacobian, J, are λ1 = −μ and λ2 = −(μ + ρc). The other two eigenvalues for J are the eigenvalues from the sub-matrix

[image: image]

The characteristic equation for matrix [image: image] is [image: image], where

[image: image]

and

[image: image]

The constants [image: image] and [image: image] are the bacterial regeneration threshold and the human-to-human sub reproduction number, respectively. The constant [image: image] is the so-called basic reproduction number for the system (Equation 2). Clearly, [image: image] or [image: image] if and only if [image: image].

It follows from the Routh Hurwitz criterion that the two eigenvalues of [image: image] have negative real parts if [image: image]. It is easy to see that [image: image] if [image: image], [image: image] and [image: image]. Hence, a positive basic reproduction number for system (Equation 2) that is less than unity implies that the system is locally asymptotically stable at the disease free equilibrium.



2.2.3. Endemic equilibrium

Setting the derivatives of the classes to zero gives the endemic equilibrium for the cholera only sub-model (Equation 2). Let [image: image].

[image: image]

[image: image]

[image: image]
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From Equation (8),

[image: image]

From Equation (7),

[image: image]

Consider (Equation 9),

[image: image]

therefore

[image: image]

Given that

[image: image]

Using (Equation 10), we have a quadratic equation in Bc of the form

[image: image]

where

[image: image]

with

[image: image]

Clearly, ν0 < 0, ν1 < 0 if [image: image]. Since

[image: image]

it follows that if [image: image], then it follows from Descartes' rule of signs that Bc has no positive roots, and if [image: image], then Bc has only one positive root. We shall call the positive root [image: image].

Let

[image: image]

Then

[image: image]

We have an expression for λ* such that

[image: image]

where,

[image: image]

Since

[image: image]

it follows that if a1 > 0, then the polynomial (Equation 12) has a positive root, and if a1 < 0, then the polynomial (Equation 12) has a positive root. So the polynomial (Equation 12) will always have one positive root.

So system (Equation 2) has a unique endemic equilibrium if [image: image]

Remark 1. Due to the symmetric structure of the cholera only and typhoid only sub-models, the typhoid only sub-model has similar structural results to those obtained for the cholera only sub-model. To avoid repetition, we have not shown the analysis of the typhoid only sub-model.




2.3. Cholera-typhoid co-infection model

We study the full co-infection model (Equation 1) in this section.


2.3.1. Non-negative trajectories and boundedness

We prove in this subsection that model (Equation 1) has non-negative trajectories.

Theorem 3. All solutions of the co-infection model (Equation 1) are non-negative if all the initial conditions are non-negative.

Proof. Define t1 = sup{t > 0|S(τ1) > 0, Ic(τ1) ≥ 0, It(τ1) ≥ 0, Ict(τ1) ≥ 0, Rc(τ1) ≥ 0, Rt(τ1) ≥ 0, Rct(τ1) ≥ 0, Bc(τ1) ≥ 0, Bt(τ1) ≥ 0, ∀τ1 ∈ [0, t]}. It follows that t1 > 0 since S0 > 0, Ic0 ≥ 0, It0 ≥ 0, Ict0 ≥ 0, Rc0 ≥ 0, Rt0 ≥ 0, Rt0 ≥ 0, Bc0 ≥ 0, Bt0 ≥ 0.

Assume t1 < ∞, then S(t1) > 0, Ic(t1) = 0, It(t1) = 0, Ict(t1) = 0, Rc(t1) = 0, Rt(t1) = 0, Rct(t1) = 0, Bc(t1) = 0, Bt(t1) = 0. Applying variation of constants to

[image: image]

yields

[image: image]

Where P(x) = λc1 + λc2 + λt1 + λt2 + μ and f(r) = Λ + ρcRc + ρtRt + ρctRct. Clearly,

[image: image]

since f(r) > 0 and P(x) > 0 when x, r ∈ [0, t1]. Similarly, Ic(t1) > 0, It(t1) > 0, Ict(t1) > 0, Rt(t1) > 0 and Rc(t1) > 0. This produces a contradiction, hence t1 = ∞.

Theorem 4. All solutions of the co-infection model (Equation 1) are bounded within Ω whenever gc ≥ μc and gt ≥ μt.

Proof. Since δct(Ic + Ict) ≥ 0, it follows that the upper bound for the time derivative of the total human population, N(t), is

[image: image]

Using separation of variables, we obtain the following upper bound for the human population,

[image: image]

This upper bound for the population implies that each of the classes are also bounded above by the same constant Λ/μ. Since Ic, Ict ≤ Λ/μ, it follows that the upper bound for the bacterial concentration of Vibros Cholerae is bounded above by

[image: image]

From inequality (Equation 13), if

[image: image]

then
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The constant

[image: image]

is the upper bound for the differential inequality (Equation 15) since (Equation 15) is the logistic growth model with carrying capacity (Equation 16). For some t ≥ 0, (αc + θc)Λ/μ is an upper bound for Bc whenever (Equation 14) is false, whilst Bc is bounded above by Equation (16) for the rest of the time points in the domain of Bc if (Equation 14) is true. The constant [image: image] is the maximum shedding rate from the cholera infected individuals and dually infected individuals. In both cases, [image: image]
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Within the feasible region,

[image: image]

We have summarized the results on the boundedness and positivity of the solutions to the co-infection model (Equation 1).



2.3.2. Stability analysis of the disease free equilibrium and reproduction number, [image: image]

We find the conditions required for the disease free equilibrium for dynamical system (Equation 1) to be locally asymptotically stable in this section. The disease free equilibria of dynamical system (Equation 1) are

[image: image]

where

[image: image]

[image: image]

It is observed that the disease free equilibria, X1, X2, X3, are always unstable due to the condition, gc ≥ μc, that is requires for their existence.

The Jacobian of the full system is

The dynamical system (Equation 1) is locally asymptotically stable if all nine of its eigenvalues have negative real parts. Five of the eigenvalues for the Jacobian, J, are λ1 = −μ, λ2 = −(μ + ρc), λ3 = −(μ+ρt), λ4 = −(μ+ρct) and λ5 = −(μ+δct+ϵct). The other four eigenvalues for J are the eigenvalues from the sub-matrix

[image: image]

The characteristic equation for matrix [image: image] is [image: image], where

[image: image]

and

[image: image]

The constants [image: image] and [image: image] are the bacterial regeneration threshold and the human-to-human sub reproduction number, respectively, for the cholera only sub-model. The constants [image: image] and [image: image] are the bacterial regeneration threshold and the human-to-human sub reproduction number, respectively, for the typhoid only sub-model. The constants [image: image] and [image: image] are the so-called basic reproduction numbers for the cholera only sub-model and the typhoid only sub-model, respectively. Clearly, [image: image] or [image: image] if and only if [image: image]; Similarly, [image: image] or [image: image] if and only if [image: image].

We note that

[image: image]

Thus

[image: image]

The constant [image: image] is the basic reproduction number for the systems (Equation 1). It follows from the Routh Hurwitz criterion that the four eigenvalues of [image: image] have negative real parts if ν1, ν2, ν3, ν4 > 0. It is easy to see that ν1, ν2, ν3, ν4 > 0 if [image: image], [image: image] and [image: image]. Hence, a positive basic reproduction number for system (Equation 1) that is less than unity implies that the system is locally asymptotically stable at the disease free equilibrium.



2.3.3. Impact analysis

In this section, we show how cholera affects typhoid, and through symmetry, we show how typhoid affects cholera.

The reproduction numbers for cholera and typhoid are

[image: image]

respectively. These two reproduction numbers are dependent on each other. The constant, Λ/μ, allows for the expression of one reproduction number in terms of the other. From the second equation above, Equation (18), isolating, Λ/μ, yields

[image: image]

Differentiating [image: image] with respect to [image: image] gives

[image: image]

We conclude that an increase in cholera cases may be associated with an increase in typhoid cases, and an increase in typhoid cases may be associated with an increase in cholera cases. This conclusion is subject to the following conditions: firstly, the the bacterial regeneration threshold for both cholera and typhoid must be less than unity; secondly, the human-to-human sub reproduction number for both cholera and typhoid must also be less than unity. This result proves the symbiotic nature of the relationship between the typhoid disease and the Cholera disease.





3. Numerical simulations

In this section, we give a brief outline of the numerical results obtained in the investigation. Table 1 shows the parameters of the cholera typhoid co-infection model (Equation 1). The basic reproduction number, [image: image], obtained from the Table 1 is 1.4. The initial conditions used to produce the figures in this section were: S(0) = 99980, Ic(0) = 20, It(0) = 20, Ict(0) = 20, Rc(0) = 0, Rt(0) = 0, Rct(0) = 0, Bc(0) = 40000, Bt(0) = 40000. Note that all figures in this section are presented in the logarithmic scale since the range of some of the plots spanned several orders of magnitude.


Table 1. Parameter values used for numerical simulation.

[image: Table 1]

Coupled with the parameters from Table 1, the sensitivity indices of the variables above are shown on Figure 2. Latin Hypercube sampling was utilized to generate the plot above (Figure 2). This method returns the correlation between the state variable Ict and each of the model parameters, and it also returns the ranks of all these correlations (PRCC). The simulation was carried out over 1,000 runs. A parameter with a negative PRCC value means that parameter is negatively correlated with Ict, whilst a parameter with a positive PRCC value represents a positive correlation between that parameter and Ict. Relative to the current model parameters, we note that the coinfection class is most sensitive to changes to the person-to-person typhoid transmission rate, βt1, and the correlation is positive between this parameter and the state variable. The typhoid induced death rate is that second most sensitive parameter to the coinfection class, and it is negatively correlated to the coinfection class. Due to the large number of parameters in model 1, we have opted to split the PRCC values into 4 equal sets, see Figure 2.


[image: Figure 2]
FIGURE 2. The correlation between the co-infected class and each of the model's parameter are shown in this bar graph (PRCC). (A) Shows the PRCC values for {Λ, βc1, βt1, βc2, βt2, κc, κt, μ}. (B) Shows the PRCC values for {ρc, ρt, ρct, δc, δt, ϵc, ϵt, ϵct}. (C) Shows the PRCC values for {gc, gt, kc, kt, αc, αt, μc, μt}. (D) Shows the PRCC values for {βt3, βt4, βc3, βc4, θc, θt, ηc, ηt}.


The contour map of [image: image] as a function of the typhoid recovery rate, ϵt, and the cholera recovery rate, ϵc is shown in Figure 3. Using the parameters from Table 1, the base case as well as the contour levels are also shown in Figure 3. The basic reproduction number [image: image] attains its global minimum if both the typhoid and cholera recovery rate are maximized. It is be observed that, locally, a reduction in the reproduction number, [image: image], —moving the base case to a lower contour level—is only achieved by increasing the cholera recovery rate. Since the reproduction number, [image: image], is the maximum of the reproduction numbers of the individual diseases, it follows that a reduction in the reproduction number, [image: image], means a reduction in the reproduction numbers of each of the diseases. Hence, locally, an increase in the cholera recovery rate will not only reduce the cholera reproduction number, [image: image], but it has the added benefit of indirectly reducing the reproduction number for typhoid, [image: image], as well. It is also observed that increasing the typhoid recovery rate exclusively will have no immediate benefits locally. This finding is consistent with the previous findings of an optimal treatment plan being centered around the recovery rate of cholera.


[image: Figure 3]
FIGURE 3. The contour map of the basic reproduction number, [image: image], as a function of the typhoid recovery rate, ϵt, and the cholera recovery rate, ϵc.


We show the trajectories of the three infectious classes of model (Equation 1). An initial surge in infections followed closely by an immediate recovery is shown in Figure 4. The phenomenon of waning immunity results in the smaller second wave of infections. The co-infected class is the only exception to this observation. We see the co-infected class reach a local minimum before the first surge in cholera only or typhoid only infections is reached. A possible reason for this is that, unlike the cholera and typhoid classes, the co-infected class does not recruit directly from the susceptible class. This is due to the fact that the cholera disease has a shorter incubation period than the typhoid disease. The incubation periods are 1.4 days for cholera [2] and 19 days for typhoid [3]. What is then observed in the co-infected class is a case of people leaving the class either through death or recovery coupled with the delayed recruitment into the class. All the diseases reach stability after the second waves of infection.


[image: Figure 4]
FIGURE 4. The trajectories of the infectious classes.


In order to understand how the diseases interact with each other, we vary the different recovery rates and observe how the prevalence of each of the infections change. In Figures 5A,B show the impact of varying the recovery rate of the co-infected on the cholera and typhoid prevalence, whilst (Figures 5C,D) show the impact of varying the recovery rates of cholera and typhoid on the prevalence of the co-infected individuals. Figure 5C shows a significant reduction in the co-infected class' prevalence when the cholera recovery rate is increased, whilst plots (Figure 5D) shows that this reduction is negligible when the typhoid recovery rate was increased. Figures 5A,B show that an increase in the co-infected class' recovery rate reduces the typhoid prevalence more than the cholera prevalence. The net effect is that an increased cholera recovery rate may be associated with a decreased prevalence of the co-infected individuals and a higher co-infected recovery rate. This in turn, produces a reduced typhoid prevalence. Given the current model parameters, this finding suggests that an optimal treatment plan for the two infections should primarily focus on increasing the cholera recovery rate as opposed to the typhoid recovery rate. This also underscores the point made earlier about the symbiotic nature of the two diseases.


[image: Figure 5]
FIGURE 5. Plots (A,B) show the cholera and typhoid prevalence, respectively, as the co-infection recovery rate, ϵct, runs through {0.1, 0.6, 1.1, 1.6}. Plots (C,D) show the prevalence of the co-infected as the cholera and typhoid recovery rates are varied through the sets {0.07, 0.075, 0.08, 0.085} and {0.1, 0.2, 0.3, 0.4}, respectively.




4. Discussion and conclusion

In this article, we formulated and analyzed a theoretical model for the transmission dynamics of a cholera typhoid co-infection model. Through numerical simulations, we were able to verify a number of the results obtained analytically.

The birth and death rates of the bacteria are central to proving the boundedness and positivity of all three models—cholera only sub-model, typhoid only sub-model, and the full cholera typhoid co-infection model. For the cholera-only model, if the birth rate of the Vibrio Cholerae bacteria exceeds its death rate, then the cholera only model has non-negative and bounded trajectories. For the typhoid only model, if the birth rate of the Salmonella Typhi bacteria exceeds its death rate, then the typhoid only model has non-negative and bounded trajectories. For the full cholera typhoid co-infection model, if the birth rates of the Vibrio Cholerae bacteria and the Salmonella Typhi bacteria exceed their death rates, simultaneously, then the cholera-typhoid co-infection model has non-negative and bounded trajectories.

In analyzing the equilibria of the co-infection models, several key sights were discovered. We showed the existence of the disease free equilibria, by finding them, for all three models. Sufficient conditions for the existence of the endemic equilibria for the cholera only sub-model and the typhoid only sub-model were documented. We showed that if the reproduction number is less than one for the all the models, then the disease free equilibria are locally asymptotically stable, otherwise they are unstable. Global stability could not be guaranteed, both at the disease free equilibria and the endemic equilibria, in any of the models. Sensitivity analysis revealed the parameters in the model were at the heart of the spread of the cholera typhoid co-infection. The prevalence of cholera is decreased whenever ηt, βt3, βt4 are increased and/or βc1, βc2, ϵct, ηc and θc are decreased. The prevalence of typhoid is decreased whenever ηc, βc3, βc4 are increased and/or βt1, βt2, ϵct, ηt and θt are decreased.

From the impact analysis section, we found that an increase in cholera cases may be associated with an increased risk of typhoid and that an increase in typhoid cases may be associated with an increased risk of cholera. This result proves the symbiotic nature of the relationship between the typhoid disease and the cholera disease.

The findings in this investigation come with some limitations. The most glaring of all is the lack of data to fit the model to. Our model also fails to take into account the highly seasonal nature of each of the diseases. For the two infections, fear has a significant impact on the transmission dynamics. Future work should also be able to account for the effects of fear in the transmission dynamics of both infections. Notwithstanding these limitations, we believe that the findings of this investigation can still be useful to policy makers in containing an outbreak of these two diseases.
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Double sampling (DS) control charts are widely regarded as an effective process monitoring tool owing to their remarkable properties, such as the ability to detect small and moderate process shifts efficiently with the reduced sample size. Since the shape of the run length distribution is highly right-skewed for the process small shift size and becomes almost symmetric when the process shift size is large, the use of median run length (MRL) as a performance measure is therefore more representative. Existing works on the DS np chart construction were performed by taking an approach that the shift size of the process fraction nonconforming is assumed to be known. However, the shift size of the fraction nonconforming is usually unknown by the quality practitioners in practice. Herein, to address this issue, the expected median run length (EMRL) has been suggested as a performance measure for the unknown shift size. This paper suggests an optimal design procedure for the DS np chart based on the EMRL criterion. An example is provided to illustrate the construction of the EMRL-based DS np chart. The DS np chart is compared with a competing chart based on the EMRL criterion. Findings obtained reveal that when the shift size is unknown, the EMRL is an alternative performance measure for the DS np chart, with greater sensitivity observed for the DS np chart in contrast to the standard np chart for detecting a wide range of shifts.

KEYWORDS
 median run length, unknown shift size, fraction nonconforming, numerical integration, standard np chart


Introduction

Control chart is one of the most useful tools in Statistical Process Control since control charts play a key role in detecting the assignable cause(s) [1]. Other effective way to mitigate the incidence of false alarm rate and to increase the control chart sensitivity includes the fuzzy logic scheme [2–6], which combines the probability and fuzzy set theories for enabling inference of process state based on fuzzified sensitivity criteria. When the quality characteristics can only be classified into two possible outcomes, for instance, “Yes or No,” “Good or Bad,” “Conforming or Nonconforming,” and “Defective or Non-defective,” it is not possible to monitor the process using the variable control charts, such as the [image: image], s, and R charts. In such a scenario, attribute control charts will be the right choice.

The standard np chart is one of the attribute control charts that has been widely used for process monitoring. Compared to the p chart, the standard np chart is also easier to understand by managers who are lack of statistical knowledge and new to the quality control system. This provides more persuasive evidence of quality issues to management [7]. However, the standard np chart is well known to be slow in detecting moderate and small process fraction nonconforming (p) shifts. Consequently, considerable attentions have been devoted to develop np chart with various approaches for enhancing the sensitivity of the standard np chart in the literature, such as the optimal design for the cumulative sum (CUSUM) np chart by Gan [8] and the modified exponentially weighted moving average (EWMA) np chart by Gan [9]. Adaptive technique to develop np control chart has also been studied. Case in point, Epprecht and Costa [10] investigated the np properties for sample size that fluctuates between small and large sizes, while Luo and Wu [11] proposed optimal designs of variable sample size and variable sampling intervals np charts under steady-state mode.

Croasdale [12] was the first to introduce the DS scheme, bringing the concept of DS process from the acceptance sampling field and applying the technique to the [image: image] chart. Following Croasdale [12], Daudin [13] demonstrated that by employing the sample size of n1 at stage 1 and combining two samples of size n1 and n2 at stage 2 can improve the performance of the [image: image] chart and this reduces the number of items to be inspected, resulting in a cost-saving benefit in the manufacturing process. As a result, the DS scheme developed after 1992, such as He and Grigoryan [14], Costa and Claro [15], Torng and Lee [16], Khoo et al. [17], and De Araujo Rodrigues et al. [18], to name a few, were based on the method proposed by Daudin [13]. De Araujo Rodrigues et al. [18] were the first to introduce the DS np chart. Chong et al. [19], Joekes et al. [20], Lee and Khoo [21], and Tuh et al. [22] have since focused their studies around the proposed DS np chart.

The performance of the control charts is usually evaluated by the average run length (ARL). ARL is defined as the average number of samples to be plotted on the control chart before the out-of-control signal is observed. However, many researchers criticized the sole dependence of the ARL as the performance measure of control charts, for example, see Teoh et al. [23], Khoo et al. [24], Lee and Khoo [25], Smajdorová and Noskievičová [26]. In addition, as pointed out by Graham et al. [27], the ARL as a performance measure has many drawbacks. It is noted that the run length (RL) distribution is changing from highly right-skewed when process shift size is small to almost symmetric when process shift size is large. Consequently, utilizing the ARL as a performance measure may neglect some vital statistical properties of control charts. Chakraborti [28] recommended to investigate the percentiles of the run length distribution such as 5, 25, 50 (median), 75, and 95th percentiles to have a better vision and evaluation of the RL distribution. Utilizing the median run length (MRL) that is the 50th percentile of the RL has some additional benefits in designing control charts [29–31]. This is due to the fact that the MRL is less impacted by the skewness of the RL distribution. Thus, the MRL provides a more accurate measure of the central tendency compared to the ARL [32].

Existing work on the DS np control chart based on MRL by Tuh et al. [22] assumes the shift size is known. However, the shift size of the process fraction nonconforming is usually unknown by quality practitioners. The performance of control charts may be negatively impacted if the determined shift size differs from the actual value. To overcome this issue, it is crucial to consider the expected median run length (EMRL) as an alternative performance measure, where only a range of process shift sizes is required. You et al. [33], Teoh et al. [34], Tang et al. [35], Chong et al. [36], and Yeong et al. [37], to name a few, evaluated the performance of control charts when the process shift size is unknown. Motivated by these studies, we suggest the optimal design of the DS np chart based on EMRL in this paper.

The paper is structured as follows: Section Theories and formulations begins with a brief introduction of the standard np and DS np charts, followed by a discussion of the RL distribution properties of the DS np chart. Section Computational methods and results presents the optimization design of the EMRL-based DS np chart, performance of the DS np chart, and comparison to that of the standard np chart. The operability of the DS np chart is also furnished through an illustrative example incorporating event within a data processing department. Finally, the conclusion is given in section Conclusions.



Theories and formulations


The standard np chart

The goal of the standard np chart is to detect the assignable causes for increasing shift in the process fraction nonconforming. As a result, the standard np chart is designed without a lower control limit. According to Lee and Khoo [29], the probability that d < UCL is calculated as follows:

[image: image]

where p = p0 when γ = 1, and p = p1 when γ ≠ 1. The d and UCL represent the number of nonconforming items found in a sample of size n and upper control limit of the standard np chart, respectively.



The DS np chart

In this section, we give a brief review of the DS np chart, which was first introduced by De Araujo Rodrigues [18]. To achieve the desired statistical performance, the DS np chart is designed with five charting parameters. We define the set of charting parameters as n1, n2, WL, CL1, and CL2, where n1, n2, WL, CL1, and CL2 denote the size of the first sample, the size of second sample, the stage 1 warning limit, the stage 1 control limit, and the stage 2 control limit, respectively. The three non-integer control limits are set as WL = Ac1 + 0.5, CL1 = Re – 0.5, and CL2 = Ac2 + 0.5 to avoid doubt by quality practitioners when the number of nonconforming items in a sample falls within or outside the control limits. In these expressions, Ac1, Re1, and Ac2 are the acceptance number in the first sample, the rejection number in the first sample, and the acceptance number in the stage 2, respectively. The operation of the DS np chart is elaborated in the following steps. The graphical summary is shown in Figure 1.

Step 1. Determine the limits that are WL, CL1, and CL2.

Step 2. Take the first sample of size n1 from the process and check the number of nonconforming items (d1).

Step 3. At the stage 1 of the DS scheme,

a) if d1 < WL, the process is considered as in-control and return to Step 2.

b) if d1 > CL1, the process is considered as out-of-control. For the purpose of identifying and eliminating the assignable cause(s), corrective measure is performed. Repeat Step 2.

c) if WL < d1 < CL1, take a second sample with size n2. Count the number of nonconforming items (d2) for the second sample. Then, move to the next step, which is stage 2 of the DS scheme.

Step 4. If (d1 + d2) < CL2, the process is considered to be in-control and return to Step 2. Else, the process is deemed to be out-of-control. To locate and remove the assignable cause(s), corrective action is once again performed. Repeat Step 2.


[image: Figure 1]
FIGURE 1
 Regions at stages 1 and 2 of the DS schemes.




The run length properties of the DS np chart

In general, RL denotes the number of sample points plotted on the DS np chart before the first signal is observed. The probability mass function (pmf) fRL(ζ) and the cumulative distribution function (cdf) FRL(ζ) of the RL distribution for a control chart are

[image: image]

and

[image: image]

respectively [38], where ζ ∈ {1, 2, 3, 4, …} and A is calculated by Equations (5) and (6).

As suggested by Chakraborti [28], the smallest integer of the percentile run length, ζα, can be obtained from

[image: image]

facilitates the computation for the 100αth (0 < α < 1) percentile of the RL.

The probability that the process is in-control is given by A = A1 + A2. Here, A1 denotes the probability that d1 < WL at the stage 1 of the DS scheme, while A2 is the probability that WL < d1 < CL1 at the stage 1 of the DS scheme and (d1 + d2) < CL2 at the stage 2 of the DS scheme, where

[image: image]

and

[image: image]

where ⌊ · ⌋ denotes the round down to the nearest integer and ⌈ · ⌉ represents the round up to the nearest integer.

The efficiency of the DS np chart is determined by how fast the chart can detect an increasing shift in the process fraction nonconforming p with the shift size [image: image], where p1 > p0. Note that p = p0 and p = p1 for the in-control (γ = 1) and out-of-control (γ > 1) states, respectively. According to De Araujo Rodrigues et al. [18], the ARL and the average sample size (ASS) can be computed as

[image: image]

[image: image]

respectively, where Ps = P(⌊WL⌋ < d1 < ⌈CL1⌉). The in-control ARL (ARL0) and ASS (ASS0) are calculated when p = p0, while the out-of-control ARL (ARL1) and ASS (ASS1) can be obtained when p = p1.

The MRL is the RL with a cumulative probability of at least 50% of the time. The MRL can be computed using Equation (4) by putting α = 0.5, where Equation (4) can be rewritten as

[image: image]

where ζ0.5 = MRL. Note that MRL = MRL0 is the in-control MRL when γ = 1, whereas MRL = MRL1 is the out-of-control MRL when γ > 1.

The computation of the percentiles of the RL requires the shift size to be known in advance. However, in practical, it is usually tough for practitioners to quantify the magnitude of process shift due to insufficient historical data. Aside from that, the shift size varies according to various undetermined or random events [39]. Thus, the percentile of the RL can be replaced by the expected percentile of the RL (E(ζα)). Herein, a specific value for γ is not required and can be determined as follows:

[image: image]

Hence, the expected median run length, EMRL, that is E(ζ0.5) can be computed as

[image: image]

In this paper, the EMRL in Equation (11) is evaluated by using a numerical integration over the probability density function fγ(γ) for a shift size interval of γmin (the lower limit of the integral) to γmax (the upper limit of the integral). The function fγ(γ) is assumed to have a continuous uniform distribution over the interval (γmin, γmax) [39], with probability density function of [image: image], where γmax − γmin denotes the interval length. To incorporate exact shift sizes, γ ∈ {1.5, 2.0, 3.0}, that were considered in Tuh et al. [22], two intervals of the shift size, therefore, are set in this paper: (i) (γmin , γmax] = (1.1 , 2.0] and (ii) (γmin , γmax] = (2.0 , 3.0]. For example, the interval (γmin , γmax] = (1.1 , 2.0] and (γmin , γmax] = (2.0 , 3.0] include γ = {1.5, 2.0} and γ = {3.0}, respectively. Note that MRL(γ) denotes the MRL1 at γ. The Gauss Legendre Quadrature is employed to estimate approximately the definite integral in Equation (11).

This paper also evaluates the expected average run length (EARL) and the expected average sample size (EASS) values through

[image: image]

and

[image: image]

respectively.




Computational methods and results


Optimal design of the EMRL-based DS np chart

Tuh et al. [22] investigated the performance of the DS np chart using the MRL as the performance measure. Interested readers may refer to Tuh et al. [22] for the detailed optimization procedure for the DS np chart based on the MRL.

Nevertheless, the actual process shift size is usually unknown. Thus, the DS np chart can be designed for a given range of shift sizes (γmin, γmax], which is an alternative method. The optimization design of the DS np chart by minimizing the out-of-control expected median run length (EMRL1) is given as

[image: image]

subject to:

[image: image]

[image: image]

MRL0min [in Constraint (15)] and n [in Constraint (16)] are denoted as the predetermined in-control median run length and predetermined in-control average sample size, respectively, where n1 < n < n2, with both n1 and n2 are integers. Note that EMRL0 = MRL0 and EASS0 = ASS0 are considered in this paper.

The procedure for searching optimal (n1, n2, WL, CL1, CL2) combination, based on the optimization model in (14)–(16), and the DS np chart based on EMRL is outlined as follows:

Step 1: Specify the desired values of p0, n, MRL0min, γmin, and γmax. Here, n is the average sample size in each sampling when the process is in a state of control; n is also the fixed sample size for the standard np chart.

Step 2: Initialize EMRL1min with a very large value, say 105. EMRL1min is used to keep track of the lowest EMRL1 value.

Step 3: Begin with n1 = 1.

Step 4: With the current n1 value, determine the combination of (n1, n2, WL, CL1) for a specified n when γ = 1, such that the Constraint (16) is fulfilled. The value of n2 is computed through the rearrangement of Equation (8), that is, [image: image], and is rounded up to the nearest integer, where 0 < WL < CL1.

Step 5: Then determine CL2 based on the Equation (9) and Constraint (15), in which the computed EMRL equals to EMRL0 when γ = 1, where CL2 > CL1. The values of WL, CL1, and CL2 are determined based on operating procedure discussed in Section 2.2. In this step, the possible (n1, n2, WL, CL1, CL2) combination is identified.

Step 6: Once the possible (n1, n2, WL, CL1, CL2) combination has been determined, EMRL1 will be computed for p = p1, by means of Equation (11). If the calculated EMRL1 is less than the current EMRL1min, the EMRL1min value will be replaced by the newly computed EMRL1. The current (n1, n2, WL, CL1, CL2) combination is temporarily stored as the possible combination before any new lower EMRL1 value is found. If the (n1, n2, WL, CL1, CL2) combination obtained in the following search yields similar EMRL1min, the combination will be saved together as a possible combination. Otherwise, the (n1, n2, WL, CL1, CL2) combination will not be considered if it results in larger EMRL1 value.

Step 7: Once the search with n1 = 1 is complete, increase n1 by one. Repeat Steps 4–6, for the remaining n1 = 2, 3…, (n − 1), to search for the possible (n1, n2, WL, CL1, CL2) combinations that satisfy the Constraints (15)–(16) and having the smallest value of EMRL1.

Step 8: If more than one combinations of (n1, n2, WL, CL1, CL2) produce a similar lowest EMRL1 value, the combination that yields the smallest out-of-control expected average sample size (EASS1) value is selected as the optimal combination.

An optimization MATLAB program is developed to execute the above procedure to search for the optimal (n1, n2, WL, CL1, CL2) combination for the EMRL-based DS np chart.

In this paper, based on the Gauss Legendre Quadrature rule, the weights (wi) and nodes (xi) values are obtainable through the MATLAB coding written by Winckel [40]. These values are considered for the computation of E(ζα)1, EARL1, and EASS1. According to Hale and Townsend [41], the fundamental accuracy can be achieved for any number of ordinates (N) that exceeds 100. Therefore, N = 200 is considered for all these computations.



Comparative studies

In this section, the EMRL1 performance of the standard np chart with unknown shift size is compared with that of the DS np chart. The computational procedure for the standard np chart based on the EMRL1 is to find the minimal value of UCL given the sample size n, by attaining the constraint EMRL0 ≥ MRL0min. The E(ζ0.5)0 (= MRL0) and EARL0 (= ARL0) of the standard np chart are computed using Equations (9) and (7), respectively, by replacing A with AS from Equation (1). The optimal charting parameters of the DS np chart are computed using the optimization procedure described in Section Optimal design of the EMRL-based DS np chart. The different combinations of input parameters as follows are considered: p0 ∈ {0.005, 0.01, 0.02}, MRL0min ∈ {200, 370.4}, n ∈ {25, 50, 100, 200, 400, 800}, and two intervals of process shift sizes: (1) (γmin, γmax] = (1.1, 2.0] and (2) (γmin , γmax] = (2.0 , 3.0]. We only provide the results for the combinations of n and p0 such that np0 = {0.5, 1.0, 2.0, 4.0}. The and p0 combinations that generate np0 = {0.5, 1.0, 2.0, 4.0} were also adopted by several researchers [see [10], [29], and [19]] for clarity and unbiased comparison between competing charts.


Performance of the standard np and DS np charts based on EMRL

The charting parameter UCL for the standard np and the optimal charting parameters (n1, n2, WL, CL1, CL2) of the DS np chart based on the EMRL1 are listed in Tables 1, 2. The corresponding values of E(ζ0.05)0, EMRL0, E(ζ0.95)0, and EARL0 are also provided in the tables. Note that E(ζ0.05)0 and E(ζ0.95)0 denote the in-control 5th and 95th percentiles of the RL, respectively. For example, Table 2 shows that when p0 = 0.01, n = 100 and (γmin, γmax] = (1.1, 2.0], for the standard np chart, while (n1, n2, WL, CL1, CL2) = (27, 2454, 1.5, 4.5, 34.5) for the optimal DS np chart. The DS np chart with these charting parameters gives the smallest EMRL1 value, while the EMRL0 is at least 370.4. Subsequently, the corresponding values of (E(ζ0.05)0, EMRL0, E(ζ0.95)0, EARL0) for the standard np and optimal DS np charts are computed as (96, 1,297, 5,603, 1,870.79) and (29, 385, 1,661, 554.77), respectively. The optimal design makes the DS np chart easier to implement in practice. Consider the case of a plastic component created via injection molding, for which a rapid detection within the range of process shift sizes (γmin, γmax] = (1.1, 2.0] is required. Table 1 suggests (n1, n2, WL, CL1, CL2) = (24, 1,090, 1.5, 4.5, 16.5) as the best charting parameter for detecting this range of shift sizes if p0 = 0.01, n = 50, and MRL0min = 200.


TABLE 1 Charting parameters with corresponding (E(ζ0.05)0, EMRL0, E(ζ0.95)0) and EARL0 for standard np and optimal DS np charts, when MRL0min = 200.

[image: Table 1]


TABLE 2 Charting parameters with corresponding and EARL0 for standard np and optimal DS np charts, when MRL0min = 370.4.

[image: Table 2]

In Table 3, the E(ζ0.05)1, EMRL1, E(ζ0.95)1, and EARL1 values, for the out-of-control case, can be obtained using the charting parameter UCL for the standard np and optimal charting parameters (n1, n2, WL, CL1, CL2) of the DS np charts (refer to Tables 1, 2). For instance, when p0 = 0.02, n = 50, MRL0min = 200, and (γmin, γmax] = (1.1, 2.0], Table 1 gives (n1, n2, WL, CL1, CL2) = (17, 740, 1.5, 4.5, 22.5) as the optimal charting parameters for the DS np chart. With these optimal charting parameters, (E(ζ0.05)1, EMRL1, E(ζ0.95)1, EARL1) = (1.83, 18.50, 78.34, 26.49). The equations used for the evaluation of E(ζ0.05)1, EMRL1, E(ζ0.95)1, and EARL1 values can be found in Section The run length properties of the DS np chart.


TABLE 3 Performance of the DS np and standard np charts with MRL0min = 200 and 370.4.

[image: Table 3]

Numerical results in Tables 1, 2 clearly demonstrate that the EMRL0 values are lower than EARL0, for both standard np and optimal DS np charts for the in-control case (γ = 1). For instance, referring to Table 1, the DS np chart gives EARL0 = 314.11 when p0 = 0.02, = 25, (γmin , γmax] = (2.0 , 3.0], and MRL0min = 200. Practitioners may interpret a false alarm happens by the 314th sample in half of the time. In fact, this value is located in between 60 and 70th (= 378) percentile of the RL distribution, and the false alarm actually happens before 314th sample, that is by the 218th sample (EMRL0 = 218), occurs in half of the time. On the contrary, for the out-of-control case (see Table 3), when p0 = 0.02, n = 100, (γmin , γmax] = (2.0 , 3.0], and MRL0min = 200, the DS np chart gives EARL1 = 2.06, while EMRL1 = 1.44, showing small difference between the EARL1 and EMRL1 values. This demonstrates that when the RL distribution is highly right-skewed, the average is significantly larger than the median. In contrast, the average is relatively closer to the median in symmetric distribution. Consequently, we recommend the EMRL over EARL as a performance measure which delivers a clearer interpretation for the performance DS np chart. In addition, based on the EMRL performance measure, Table 3 shows that the optimal DS np chart outperforms the standard np chart for all shift sizes, (γmin, γmax], with the former giving lower EMRL1 than the latter for identical p0, n, MRL0min, and (γmin, γmax] combination.



Performance of the standard np and DS np charts based on expected percentile of the RL distribution

The percentiles of RL distribution can help to reveal more information about the entire RL distribution, including the early false alarm rates. In this paper, the E(ζ0.05) and E(ζ0.95) are also analyzed to equip practitioners with a better view on the spread of the entire RL distribution of the standard np and optimal DS np charts.

The lower percentile, such as E(ζ0.05) evaluated in this paper for the in-control case (γ = 1), provides information concerning early false alarm rates. Let us consider standard np chart in Table 1, when p0 = 0.01, n = 50, MRL0min = 200, and (γmin, γmax] = (1.1, 2.0], gives E(ζ0.05)0 = 33. This result suggests a false alarm will occur by 33rd sample point in 5% of the time. On the contrary, a false alarm will happen in half of the time by the 434th sample (E(ζ0.5)0 = 434), meaning that sample 434 has a chance of 0.5 of detecting a false alarm, whereas the EARL0 is indicated as 626.50.

On the other hand, the higher percentile of the RL distribution, for example, E(ζ0.95)1, provides information about the out-of-control condition which will be issued by the control chart with a high possibility at a certain magnitude of the shift. Based on DS np chart, as shown in Table 3, when p0 = 0.005, MRL0min = 370.4, n = 100, and (γmin, γmax] = (2.0, 3.0], this chart is anticipated to signal within the first 20.83 samples with a probability of 0.95 (E(ζ0.95)1 = 20.83). In other words, practitioners can claim with 95% confidence that an out-of-control signal will be discovered by the 20.83rd sample.

Moreover, both the standard np and DS np charts, shown in Tables 1, 2, clearly demonstrate that the in-control RL is subject to significant variation. Expectedly, in Table 2, the in-control extreme percentile of the DS np chart is 1,722 – 30 = 1,692 and the standard np chart is 2,071 – 36 = 2,035 when p0 = 0.02, n = 25, (γmin, γmax] = (2.0, 3.0], and MRL0min = 370.4.

However, by referring to Table 3 for the out-of-control condition, the extreme percentile (the difference between the E(ζ0.05) and E(ζ0.95)) reduces as n increases and the shifts interval changes from (γmin, γmax] = (1.1, 2.0] (small shifts interval) to (γmin, γmax] = (2.0, 3.0] (large shifts interval), for both standard np and DS np charts. This trend suggests that there is small variation for the out-of-control RL over large shift interval and larger n values. For example, the out-of-control extreme percentile of the DS np chart is 103.17 when MRL0min = 370.4, p0 = 0.02, n = 25, and (γmin, γmax] = (1.1, 2.0], diminishes to 19.37 when (γmin, γmax] = (2.0, 3.0], for identical p0, n, and MRL0min. In addition, the numerical results reveal that the optimal DS np chart has smaller variation in RL distribution compared to the competing standard np chart for small and large shift interval.



Performance of the DS np chart when shift size is unknown

The most interesting finding emerges from the analysis shown in Tables 4–6, utilizing the optimal parameters by minimizing EMRL1 to compute the MRL1 when unknown shift size is a viable option, providing γ ϵ (γmin, γmax]. The optimal charting parameters for the EMRL-based DS np chart can be obtained from Tables 1, 2. For ease of reference and comparison, the MRL1 of MRL-based design chart found by Tuh et al. [22] is listed in Tables 4–6. For a comprehensive comparison, the MRL1 values for both MRL-based and EMRL-based design charts when γ = 1.2 are also added to this section. Due to space constraint, we only present the results with n = 100.


TABLE 4 MRL1 computed using the optimal charting parameters of the EMRL-based DS np chart and the MRL-based DS np chart for p0 = 0.005, n = 100, and EMRL0 ∈ {200, 370.4}.

[image: Table 4]


TABLE 5 MRL1 computed using the optimal charting parameters of the EMRL-based DS np chart and the MRL-based DS np chart for p0 = 0.01, n = 100, and EMRL0 ∈ 200, 370.4.

[image: Table 5]


TABLE 6 MRL1 computed using the optimal charting parameters of the EMRL-based DS np chart and the MRL-based DS np chart for p0 = 0.02, n = 100, and EMRL0 ∈ {200, 370.4}.

[image: Table 6]

From Tables 4–6, it is worth noting that the MRL1 computed in Tables 4–6 by means of (n1, n2, WL, CL1, CL2) for DS np chart with EMRL-based design is nearly identical to those based on specific shift sizes (MRL-based design chart) for most cases, on condition that γ ϵ (γmin, γmax]. For instance, in Table 5, when n = 100, MRL0min = 200, p0 = 0.02, and (γmin, γmax] = (1.1, 2.0], the optimal charting parameters of the DS np chart are (n1, n2, WL, CL1, CL2) = (39, 1,427, 2.5, 5.5, 39.5) (see Table 1), obtained by minimizing EMRL1. This optimal charting parameters yield MRL1 = {29, 7, 4} for γ = {1.2, 1.5, 2.0}, while the MRL-based design chart gives MRL1 = {28, 7, 2}. As a result, the optimal parameters listed in Tables 1, 2 (as determined by minimizing EMRL1) can be directly and reliably substituted for the optimal parameters by assuming a known shift size, in the event that γ ϵ (γmin, γmax].




An illustrative example

The performance of the DS np chart is assessed with the use of an example, as follows. The information used in this illustration was extracted from Gitlow and Hertz [42]. The information is relevant to the keypunching operation that normally takes place in a data processing department. To establish the control chart, a sample size of 200 cards (n = 200) was selected at random from the output of each day's production over the course of 24 days (subgroups m = 24) and inspected for defects. After establishing the control chart, it was discovered that samples 8 and 22 were not within the control limits and were subsequently discarded following further investigation. Using the remaining samples of m = 22 and n = 200, revised control limits were computed. All the verified points fall within the control limits, pointing toward in-control process. This represents phase I analysis. As a result, we may estimate the in-control process fraction nonconforming (p0) using following equation:

[image: image]

We illustrate the proposed optimal EMRL-based DS np chart by applying a simulated data generated using the RStudio software. Herein, we use the optimal charting parameters based on MRL0min = 200, (γmin, γmax] = (1.1, 2.0], p0 = 0.02, and n = 200 obtained from Table 1. The optimal parameter combination for the DS np chart is (n1, n2, WL, CL1, CL2) = (101, 1,882, 4.5, 9.5, 52.5). The data for the 30 samples are simulated, where the first eight samples come from the in-control state with p0 = 0.02. The subsequent 22 samples depict the out-of-control state with p1 = γp0 = 1.3 × 0.02 = 0.026, where a process shift of γ = 1.3 is presumed to have occurred. Note that the number of nonconforming items in the first sample d1 is simulated from the binomial distribution with parameters (n1, p0) = (101, 0.02) and (n1, p1) = (101, 0.026) for the in-control and out-of-control states, respectively, while the number of nonconforming items for the second sample d2 is generated from the same distribution but with parameters (n2, p0) = (1,882, 0.02) and (n2, p1) = (1,882, 0.026) for the in-control and out-of-control cases, respectively.

The thirty samples from Table 7 are plotted in Figure 2's DS np chart. The solid dots (•) and hollow dots (◦) represent the stages 1 and 2 of the DS scheme, respectively. One can observe that the process remains at the stage 1 of the DS scheme for samples 1 through 6 as the points lie lower than 4.5 (<WL) and is deemed to be in-control. Note that at sample 7, d1 = 5 for the first sample at the stage 1 of the DS scheme corresponds to size n1 = 101. Since 4.5 < d1 < 9.5, the operation moves to the stage 2 of the DS scheme, which involves taking a second sample of size n2 = 1,882 and number of nonconforming items d2 = 36 is observed. As a result, d1 + d2 = 5 + 36 = 41. Since d1 + d2 is below 52.5 (<CL2), this sample is considered as in-control. The process remains in-control condition up to sample 14. At sample 15, d1 = 6, d2 = 54 in which d1 + d2 = 60 exceeds the control limit CL2 of 52.5. This indicates that sample 15 is out-of-control. Clearly, DS np chart detects the process shift at sample 15. Corrective action should be taken immediately to identify and remove the assignable cause(s) that resulting to the out-of-control condition in the process.


TABLE 7 Dataset for the illustrative example.

[image: Table 7]


[image: Figure 2]
FIGURE 2
 DS np chart.





Conclusion

A good understanding of a control chart is crucial as it helps to increase the confidence of quality practitioners. Therefore, in this study, EMRL has been proposed as a performance measure for designing DS np chart. The results obtained indicate that the EMRL is an effective optional performance measure for the DS np chart when it is not possible to specify the shift size of the fraction nonconforming beforehand. Alternatively, practitioners can utilize the recommended optimal charting parameters based on EMRL1 minimization if the process shift size is within the acceptable range (γmin, γmax]. In the case of inexperienced practitioners who are not familiar with the establishment of process shift size, this approach can help to minimize inaccuracy that may arise when practicing and implementing the DS np control chart. It should be noted that the conclusion in this research depends on the data independence and binomially distributed assumptions. For future research purposes, additional work can be carried out without applying these assumptions. In addition, the effect of parameter estimation may also be conducted for the unknown shift size.
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Extreme events are defined as events that largely deviate from the nominal state of the system as observed in a time series. Due to the rarity and uncertainty of their occurrence, predicting extreme events has been challenging. In real life, some variables (passive variables) often encode significant information about the occurrence of extreme events manifested in another variable (active variable). For example, observables such as temperature, pressure, etc., act as passive variables in case of extreme precipitation events. These passive variables do not show any large excursion from the nominal condition yet carry the fingerprint of the extreme events. In this study, we propose a reservoir computation-based framework that can predict the preceding structure or pattern in the time evolution of the active variable that leads to an extreme event using information from the passive variable. An appropriate threshold height of events is a prerequisite for detecting extreme events and improving the skill of their prediction. We demonstrate that the magnitude of extreme events and the appearance of a coherent pattern before the arrival of the extreme event in a time series affect the prediction skill. Quantitatively, we confirm this using a metric describing the mean phase difference between the input time signals, which decreases when the magnitude of the extreme event is relatively higher, thereby increasing the predictability skill.
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 extreme events, coupled neuron model, active and passive variable, precursory structure, echo state network, phase coherence


Introduction

In recent years, extreme events (EEs) have gained attention of the researchers and decision-makers due to increase in the occurrence of highly intense climate extremes, such as hurricanes, floods, heatwaves, etc., due to global warming and climate change [1–3]. They have devastating impact on life and infrastructure. There are several other examples of such extraordinary devastating events in various other disciplines aside from climate, like rogue waves in lasers and tsunamis in the ocean, earthquakes in seismology, share market crashes in finance, regime shift in ecosystems, etc., which are also rare but may have a long-term correlation in their return periods [4–11]. The study of extreme events focuses on the self-organizing principles [5, 12–19] that may enable us to forecast and mitigate the after effect. Various tools have been developed to study the underlying dynamics of such extreme events, e.g., complex networks have been extensively used to analyze climate extremes [20–24], numerous studies have been conducted to analyze extreme events based on their statistical properties [25, 26]. Recurrence plot analysis has been used to study the recurring behavior of flood events [27]. Because of their rare occurrence and complex dynamics, understanding and predicting extreme events is a challenge in the studies of complex natural systems using the dynamical system approach only [15, 28–30]. Alternatively, data-based and model-free machine learning techniques have been recently shown to be more promising for predicting such events [31–36]. To put it simply, such a prediction process involves training of the machine using past data records of EEs from other observable and then testing the ability of machine to successfully predict the prior shape of the observable which leads to extreme event.

As the term “extreme event” is used in various disciplines, a precise definition of EEs is not available. Rather, it depends on the particular discipline where this term is being used. In this work, we select the EEs based on their magnitude. Therefore, it is crucial to set a threshold height so that we can call an event “extreme” when it exceeds the threshold. The choice of an appropriate threshold plays a pivotal role in prediction [37, 38]. In our study, we found that for data-based machine learning, a certain threshold height augments the efficient detection of the arrival of a coherent pattern and thereby leverage the prediction process. In particular, we raise the following question here that for a given multivariate data set in which one of the variables exhibits EEs, whether a seemingly benign variable (with no signature of EE) can be used in a machine for the prediction of the preceding structure or pattern indicative of the forthcoming EE expressed in another observed variable. We refer to the preceding structure pattern as a precursory signal in the data that is typically correlated with the occurrence of EE in near future. For example, farmers anticipate rain when they observe red clouds in the early morning sky.

The aforementioned question is motivated from the fact that the occurrence of EEs in one variable are a manifestation of the rich dynamics of a multivariate higher dimensional system as caused by the non-linear interactions among its various constituents [5, 13]. Due to the paucity of observations of some EEs occurring in nature, collection or reconstruction of data directly from a dynamic variable that flares up with an extreme value (active variable) such as the extreme precipitation, over a long time period is seldom possible. It is easier to reconstruct data for those observables which are slow varying (temperature, pressure, etc.). Some of these observables may remain silent or passive with a weak response and do not show up with any manifestation of large size extreme value. However, such passive variables carry significant information related to the EEs. We emphasize here that the data collected from the passive variable is used as inputs to a reservoir computing machine, i.e., the echo-state network (ESN), in order to check how efficiently the machine can capture the a priori structure in the active observable that precedes the EE. ESN is a simple version of recurrent neural networks [39] that has been used extensively to predict complex signals ranging from time series generated from chaotic model, stock-price data to tune hyperparameter [40–50]. Recently, it has been shown that ESN can efficiently capture the onset of generalized synchronization [51–55], quenching of oscillation [56, 57], detect collective bursting in neuron populations [58], and predict epidemic spreading [59]. ESN has been shown to have great potential in handling multiple inputs of temporal data, and ability to trace the relation between them [52, 58, 60]. Due to its simple and computationally effective character and its suitability for dynamical systems, we use ESN for our study. Other machine learning-based methods, such as deep learning [61] might also be useful for the problem we address in this work.

While collecting data, the first important task is to detect the EE by assigning an appropriate threshold height and collect a number of data segments prior to all the available EE in a time series, to address the question of predictability as suggested earlier [38, 62, 63]. In the present work, we rely on data generated from numerical simulations of a model system for training and testing of the ESN for efficient detection of the structure preceding the extreme events. Firstly, we identify a large number of visible EEs from the active variable using a threshold height and save a data segment of identical length prior to the occurrence of each EE from the active variable along with the corresponding data segment from the passive variable. A multiple number of data segments of identical length corresponding to EEs in the active variable are thus collected from the passive variable and used as inputs to the machine. A part or fraction of the data points from each segment is used for training and the rest of the data points is kept aside for predicting the preceding structure of EE in the active variable during testing.

We repeat the whole process of data collection, training and testing of the machine by varying the choice of the threshold height and then make a quantitative comparison based on predictability skill to select the most suitable threshold height for detection and prediction of EE. It must be noted that by prediction we imply the identification of a common pattern or structure in the test signal that always appears quite ahead of time before the arrival of extreme events and hence, effectively works as a precursor to the extreme events. Our machine learning based recipe unfolds two useful information: (i) Data collected from a passive variable before the appearance of EE in an active variable can provide clues to capture the future trend of an active variable and thereby predict the precursory shape of the forthcoming EE, (ii) machine can efficiently suggest a choice of appropriate threshold height that may augment the prediction process. A possible reason for the necessity of a critical threshold for accurate prediction by the machine is explained further in light of a coherent pattern that always appears in the ensemble of multiple segments of data inputs that has been collected prior to the EE.

For demonstration purpose, we use a paradigmatic model neuron that consists of active variables (fast variables) expressing the triggering of extreme events when its passive counterpart (slow variable) shows no signature of extremes.



Methodology


Dataset

For data generation of EEs, we numerically simulate a synaptically (chemically) coupled slow-fast Hindmarsh-Rose (HR) neurons model [64],

[image: image]

where xi and yi (i, j = 1, 2; i≠j) are the fast variables and oscillate with firing of spiking or bursting potentials. The slow variable zi controls the fast oscillations. Each variable has its specific biological functional meaning. The system parameters a, b, c, and s are appropriately chosen where r < 1 is the slow parameter. xR and vs are constant biases and [image: image] is a sigmoidal function, typically used [65] to represent chemical synaptic coupling. The parameters, a = 1, b = 3, c = 1, κ = 5, xR = −1.6, ρ = 0.01, s = 5, I = 4, vs = 2, λ = 10, Θ = −0.25, are kept fixed for generating data. The coupling constant θ1, 2 decides the strength of mutual communication between the neurons via chemical synapses. We collect data on xi and zi (i = 1, 2) from numerical simulations and define two new variables, u = x1+x2 and v = z1+z2. Extreme events are expressed [65] in the fast variable u, which is denoted as our active variable, while the slow variable v is defined as the passive variable. The passive variable does show a signature of rising amplitude when extreme events arrive in the active variable. However, we have to make a cut-off in the range of the threshold as usually used from 4σ to 8σ in the literature. The rising peaks in the slow variable are not significantly large than our considered significant height (3.5σ to 6σ). Our motivation is to predict the precursory structures for rare peaks, and for this purpose, we consider the v variable as a passive variable. Information from the passive variable v is then used as input data to the machine for predicting the preceding structure of extremes in u.

The local maxima of a time series are identified as events and accordingly all the events are extracted from u for a long run. A standard definition is used for the identification of an extreme event [14, 15, 66] with a threshold Hs = 〈μ〉+dσ, where 〈μ〉 is the mean of the time series, σ is the standard deviation and d is a constant. Any event larger than Hs is considered as an extreme where d is allowed to vary from system to system or for a measured time series under consideration. The question of prediction and enhancing predictability is addressed here by setting different threshold limits of Hs by varying d.

For the purpose of numerical experimentation, we first detect a number of extreme peaks n from a long time series of u (total length of the time series : 2 × 107) that crosses a predefined threshold Hs for a particular choice of d. Next, we collect k data points prior to each of the n peaks from u, i.e.,
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where û1, û2, ..., ûn are the n events selected from active variable u. We also collect the corresponding data points from the v-time series, i.e.,

[image: image]

In other words, we collect n time segments each containing k data points prior to all the n extreme events, and construct a matrix called event matrix E of size n×k from the active variable and, similarly, construct a matrix P of the same size n×k by storing the corresponding data points from the passive variable. A set of m (m<n) (gray region A in Figure 2A) time segments each with data points p (p<k) (Figure 2B) as collected from v is then fed into the machine for training to predict the preceding structure of (n−m) segments in u signals (light red region B in Figure 2), which is considered as a precursor to the arrival of extreme events later. How the machine extracts information from the inputs of v and transforms them into u at the output is defined in the input-output functional relation of the machine as a description of the ESN in the next section. Once the training is over, the rest of the (k−p) data points for each of the m time segments are used for testing whether the machine can predict the future structure of (n−m) time segments of u. The whole process is repeated multiple times by using four different choices of d (3.5, 4, 5, 6) for detecting extremes from the time series of u. We emphasize once again that an input to the machine for training and testing consists of multiple segments of data points of identical length collected from v corresponding to the successive number of EE detected in u for each d-value. The data points collected from u are used at a later stage for comparison with the machine output during the testing process. Certainly this recipe works only when certain amount of data prior to the extreme events is available from both the variables, and the passive variable of the system can be identified. However, the advantage of such a methodology is that it is data-driven and model-free.



Reservoir computing: Echo-state network model

An echo state network (ESN) is a type of recurrent neural network and is extensively used due to its simple architecture [39]. It has three parts—(1) input layer—in which the weights are randomly chosen and fixed, (2) reservoir or hidden layer—it is formed by randomly and sparsely connected neurons and (3) output layer—in which the output weights are the only trainable part by input data. A standard leaky network with a tanh activation function is considered here as the ESN. The dynamics of each reservoir node is governed by the following recursive relation:
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where r(t) is a nres-dimensional vector that denotes the state of the reservoir nodes at time instant t, v(t) is the m-dimensional input vector and 1 is the bias term. The matrices Wres (nres×nres) and Win (nres×(m+1)) represent the weights of the internal connection of the reservoir nodes and weights of the input, respectively. The parameter α is the leakage constant, which can take any values between 0 to 1. It is to be noted that the tanh function operates element-wise. The choices of α and nres can be varied. Here, we have fixed α = 0.6 and nres = 600 throughout all simulations. The reservoir weight matrix Wres is constructed by drawing random numbers uniformly over an interval [−1, 1] and the spectral radius of the matrix Wres is re-scaled to less than unity. The elements of the input weight matrix Win are also generated randomly from the interval [−1, 1]. Next we consider data of n-segments sequentially from the time series of v corresponding to n extreme peaks in u from which a set of first m-segments of length p of the total length of k data points are fed into the ESN for training. Thereafter, the output weight Wout is optimized to capture the trend of the (n−m) segments (each length: (k−p)) of u signals. Once the machine is trained, the input of m-segments each with (k−p) data points are fed into the machine to predict the trend of the (n−m)-segments of the u signals prior to the arrival of EE in time. At each instant of time t, the m−dimensional input vector of data, v(t):[image: image] is fed into m-number of input nodes of the machine when the contribution of the input weight matrix in the dynamics of the reservoir (see Equation 4) is written as
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During the training process, at each time instant t, the reservoir state r(t) and input v(t) are accumulated in Vtrain(t) = [1;v(t);r(t)]. The matrix Vtrain having dimension (nres+m+1) × p look like,
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The output weight is determined by:

[image: image]

where Utrain is a matrix which stores the value of u from (n−m) segments of training length p, and λ = 10−8 is the regularization factor that avoids over-fitting. Now, the output weight is optimized, the final output is obtained by,
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An important point to note is that we use the information of u only to optimize the output weight.




Results

For illustration of our proposed scheme, the original time series of u and v for a long run of numerical simulations are plotted in Figure 1A. As the threshold height is increased from Hs1 = 〈μ〉+3.5σ and Hs2 = 〈μ〉+6σ by varying d from 3.5 to 6, many large peaks are filtered out that declares only a few peaks as rare and extremes. The extreme peaks are selected as those which are higher than a selected threshold height Hs (horizontal line, Figure 1A) for a particular choice of d, and used as data for training and testing the reservoir shown in Figures 2B–D. It is clear that some of the peaks in u are higher than the designated thresholds Hs1 and Hs2 whereas the height of all the peaks in v are lower than both thresholds. A zoomed version is shown in Figure 1B to demonstrate the time evolution of u and v around a single extreme peak marked by a shaded region in Figure 1A. Extremes are only expressed in the active variable u with no similar manifestation in the passive variable v, which is considered here as the input candidate to the machine for the prediction of the a priori structure of successive EEs in u.


[image: Figure 1]
FIGURE 1
 Time series of slow variable v and fast variable u of the coupled Hindmarsh-Rose (HR) system. (A) Horizontal red lines in the time series of u (lower panel) and v (upper panel), indicate two threshold heights Hs1 = 〈μ〉+3.5σ (thin line), Hs2 = 〈μ〉+6σ (bold line); μ and σ are the mean and standard deviation of the time series, respectively. Threshold height Hs2 filters out many large peaks that are otherwise qualified as extremes by the lower threshold Hs1, and thereby allows a selection of rarer extreme events only. One particular extreme peak (shaded region) is marked in (A) as shown in u, and zoomed in the lower panel of (B) for illustration. This extreme peak is larger than both the horizontal lines Hs1 and Hs2 so as to qualify as a rare extreme event. The corresponding part of the time series of the slow variable v in the upper panel of (A) that never crosses either of the thresholds, Hs1 and Hs2, is zoomed in and shown in the upper panel of (B). Although a slight increase in size of the peak is seen (B) compared to its neighboring peaks (upper panel), there is not much significant change in height in comparison to the extreme peak observed in u in the lower panel.



[image: Figure 2]
FIGURE 2
 Schematic diagram of the ESN and the prediction process. (A) Time series of the passive variable v (upper panel) and active variable u (lower panel) with a number of extreme events, here selected using a threshold height Hs = μ+6σ, are shown. Data points (k = 1, 500) from v, and u prior to n extreme peaks are saved. A few exemplary extreme peaks are shown for demonstration. For our proposed scheme, data points around such n = 200 extreme peaks are collected. (B) Two exemplary input signals corresponding to two extreme events are shown here, while the actual number of input signals are m = 180 as for the training purpose. For each input node, p = 1, 300 data points (solid red line) are used for training purpose and the rest of (k−p) = 200 data points (dotted red line) are used for testing, which are separated by a vertical line (black line). (C) Echo state network structure: input layer consists of Am nodes, where m = 180 input signals (data segments prior to each of the extreme events) are used for training. The output layer consists of Bn−m = 20 nodes. (D) Preceding pattern of predicted u signals from 20 nodes each for (k−p) = 200 datapoints (blue circles) and the original u signal (blue line) for 200 datapoints are plotted for comparison. Two such output signals are shown as examples.


An exemplary predicted output of u for (k−p) = 200 data points (blue circles) vis-à-vis the original u signal of the same length (blue line) is plotted in Figures 3A–D for four different d-values. A visual impression provides a clear evidence that the error between the predicted signal (blue circles) and the original input signal (blue line) during 1, 300 to 1, 500 time units decreases with the increase in the value of d. For a more comprehensive understanding of the scenario, the root mean square error (RMSE) estimated for 20 predicted output signals and the original signals of u is plotted which confirms the increasing predictability with higher Hs (Figures 3E–H). To verify the robustness of the outcome, we repeat the whole process for 400 realizations drawn from 400 different initial conditions. RMSE is calculated as follows:
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FIGURE 3
 Prediction of extreme events by the ESN. Upper panels in (A–D) show original active signal u for (k−p) = 200 data points (blue line) along with the predicted signal for (k−p) = 200 data points (blue circles) for comparison for EEs selected using four different threshold heights computed using: (A) d = 3.5, (B) d = 4, (C) d = 5, and (D) d = 6. It shows an increased resemblance between the predicted and original extreme peaks with increasing d. Lower panels in (E–H) show RMSE between the original signal u and their predicted signals for (k−p) = 200 data during testing, estimated over 20 extreme events, corresponding to (A–D), respectively. Results of 400 realizations of data from numerical simulations of the model using 400 different initial conditions for each d-value are presented in (E–H) and the vertical bars mark their standard deviation.


where tr and tf are training and final time respectively and tf−tr = k−p.

To understand the reason for the machine's improved performance with higher a Hs, we compare all the 180 input signals of the passive variable (v) as well as the active variable (u) prior to the occurrence of EEs (p = 1, 300 data points) (Figure 4). Upper row plots in Figures 4A–D represent the input signals v before the EEs for four different threshold values. As we increase the threshold Hs (by increasing d from 3.5, 4, 5, 6), signals observed to get less dispersed and tend to form a coherent bundle.


[image: Figure 4]
FIGURE 4
 Comparative picture of coherence in the input time signals (p) extracted before an extreme events. (A–D) Input signal of passive variable v for threshold values (d = 3.5, 4, 5, 6). (E–H) are the corresponding active variable u for threshold values (d = 3.5, 4, 5, 6). Coherence between the input time signals increases with the threshold height determined by higher d-values. Different color signifies different trajectories.


In fact, the increasing coherent pattern among the input signals is more prominent in the corresponding active variable u in the lower row of Figures 4E–H than the v variable. For the highest threshold value, the time signals are almost coherent similar to what was reported by [62], where they showed the formation of coherent structure before the arrival of extreme events in the active variables. The increasing coherence in v with higher Hs enhances the machine's predictability skill for higher amplitude events compared to the lower amplitude ones. Thus, the machine establishes a general fact, in quantitative terms, that predictability is enhanced for larger value of threshold height when the input signals are more coherent for a longer duration of time [62, 63].

We repeat our experiments using the same ESN by considering two different length of data inputs (p = 800, 1, 300) prior to each of the extreme events for training, and keeping the same set length of data points (k−p) = 200 for testing as done above. The number of inputs (Am; m = 180) for training and outputs for testing (Bn−m; n−m = 20) remain unchanged. Thereafter, we calculate the RMSE of the predicted output signals from 20 output nodes for each length of data inputs (p) and repeat the whole process for increasings d-values. We plot the RMSE against the d-values and for two different time lengths (800, 1, 300) in Figure 5A. The RMSE is high for d = 3.5, and it gradually decreases and converges to a low value for higher threshold values. We confirm that our results machine learning framework also work for changing the number of inputs and outputs, and also by changing the length of the testing data length (see Supplementary material).


[image: Figure 5]
FIGURE 5
 Predictability of extreme events. For 20 extreme events, (A) RSME against threshold d for different length of input data, (B) average phase against threshold d for different length of input data. Here, for both cases the average of 400 realizations are presented. Instantaneous phase ϕi(t) of ith signal is estimated using the Hilbert transform [67].


Next we introduce another measure ψ based on the instantaneous phases of the time signal inputs,

[image: image]

where ϕi(t) is the instantaneous phase of the i-th signal of the passive variable v at time t, n is the total number of segments and T is the segment length. Here, ϕi(t) of i th signal is calculated using the Hilbert transform [67]. High value of ψ indicates less coherent structure and vice-versa. This variable ψ represents the average phase difference (on the number of segment and segment length) between all the 180 input signals of different length.

We plot values of ψ against d for the two different time lengths (800, 1, 300) in Figure 5B. A phase coherence is observed with increasing d. When the threshold is low (lower value of d), the time signals of v are dispersed (see Figure 5A). As a result, the average phase difference ψ is high. ψ gradually converges for higher values of d with the formation of a coherent bundle of the input signals. This indicates that there is a higher tendency of phase coherence between input signals for higher magnitude EEs which enhances the ability of the machine to predict their precursory structure.



Conclusion and discussion

We have proposed an Echo State Network based scheme for the prediction of the preceding shape of extreme events from a passive variable which shows no visible manifestation of extreme events, but connected to an active variable that has clear indications of rare and recurrent high amplitude events. Such a situation occurs in the real world where maintaining data records of subsidiary variable is easier, and may be useful for studies related to prediction of extreme events in another observable that is difficult to record. To test our scheme, we generated data using a synaptically (chemical) coupled model of two Hindmarsh-Rose (HR) neurons. Two types of variables are involved in the HR model, two fast variables (defined as active) that exhibit extreme events in their time evolution, and a slow variable (defined here as passive) having a slower time-scale and most importantly, showing no visible signs of extremes. The passive variable was considered as our input candidate for the machine for the purpose of predicting the preceding structure of extreme events in the active variable.

Our strategy was first to identify the extreme events in a long time series of an active variable with a choice of an appropriate threshold height and collect data from the passive variable that corresponds to each extreme in the active variable. We saved the data only prior to the arrival of extreme events barring all extremes, then a part of the collected dataset from the passive variable is used for testing a multi-input machine and another part of the data for testing/predicting the prior structure of the forthcoming extremes. Our results indicated that higher the magnitude of extreme events, the efficiency of the machine to predict its precursory structure is higher. Higher intensity events are defined only by increasing the threshold height. On further investigation, we found that for higher intensity extreme events the input signals collectively form a coherent pattern, which aided the machine to predict the prior structure with increased efficiency. Thus, coherence of the multi-input time signals is the key to a better prediction of the forthcoming extreme events by the machine. A possible quantitative explanation of the enhanced predictability is provided. For this purpose, a new coherence measure ψ is introduced to represent the average phase differences between the segmented time signals. It was observed that ψ decreases with increasing threshold height, therefore confirming our finding that the enhanced ability of the machine to predict higher amplitude extreme events is related to an increase in the phase coherence of the input signals.

Our machine learning scheme opens up an alternative strategy for predicting extreme events from passive variables in the real world. Furthermore, our findings maintains those reported by [37, 38] that higher the magnitude of extreme events, higher is the predictability skill. Finding suitable passive variables for real world systems is a challenge. Most of the time they typically belong to very high dimensional system and often can be a combination of multiple variables. For example, Moon and Ha [68] identified the relation between the onset of Indian summer monsoon with the soil moisture in the Iranian desert, our method could be used to predict the early warning or precursory signal to the forthcoming climate extreme if we can identify the slow variables properly.
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This paper presents numerical treatments for a class of singularly perturbed parabolic partial differential equations with nonlocal boundary conditions. The problem has strong boundary layers at x = 0 and x = 1. The nonstandard finite difference method was developed to solve the considered problem in the spatial direction, and the implicit Euler method was proposed to solve the resulting system of IVPs in the temporal direction. The nonlocal boundary condition is approximated by Simpsons [image: image] rule. The stability and uniform convergence analysis of the scheme are studied. The developed scheme is second-order uniformly convergent in the spatial direction and first-order in the temporal direction. Two test examples are carried out to validate the applicability of the developed numerical scheme. The obtained numerical results reflect the theoretical estimate.
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1. Introduction

Differential equations that involve a small parameter in their higher order derivative term are said to be singularly perturbed problems (SPPs) or singularly perturbed differential equations (SPDEs). Many mathematical models, starting from fluid dynamics to mathematical biology, are modeled using (SPPs). For example, high Reynold's number flow in fluid dynamics, heat transport problems with large Péclet numbers, elastic vibration, etc. [1] and the references therein. Such mathematical problems are extremely difficult to solve exactly. Thus, for treating such problems numerical methods are preferable. Various scientific and engineering processes can be modeled as integral terms over the spatial domain that appear inside or outside of the boundary conditions [2, 3]. Such problems are said to be nonlocal problems. Many physical phenomena are formulated as nonlocal mathematical models. For instance, problems in thermodynamics [4], plasma physics [5], heat conduction [6], underground water flow, and populace dynamics [7] can be reduced to nonlocal problems with integral conditions. SPPs having nonlocal boundary conditions in which the highest order derivative term is multiplied by way of a small parameter are referred to as SPPs with integral boundary conditions. Such problems exhibit boundary layer phenomena wherein the solution changes. However, the numerical treatments of SPPs attract the attention of researchers due to the boundary layer behavior of the solution. Since the small parameter multiplies the highest derivative, the small regions adjoin the domain of interest's boundaries or any interior stage at which the variable quantity undergoes a very unexpected change. As a result, these problems have strong boundary layers, which ensures that there are small areas where the solution rapidly changes within very small layers near the boundary or within the problem domain [8]. Numerically treating such SPPs with nonlocal boundary conditions is a challenging task due to a very small perturbation parameter (ε).

In recent times, a class of SPPs involving nonlocal boundary conditions have been obtained great attention from scholars. To mention few of them, the authors in Bahuguna and Dabas [9], Feng et al. [10], and Li and Sun [11] studied the existence and uniqueness of a class of SPPs with nonlocal boundary conditions. The authors in Raja and Tamilselvan [12] developed a finite difference scheme for solving a class of a system of singularly perturbed reaction diffusion equations with integral boundary conditions. Debala and Duressa [13] built a uniformly convergent numerical scheme for solving SPPs with nonlocal boundary conditions. Numerical methods for solving singularly perturbed delay differential equations (SPDDEs) are considered in Sekar and Tamilselvan [14–17]. The authors developed finite difference schemes with suitable piecewise uniform Shiskin meshes. The authors in Debela and Duressa [18] used an exponentially fitted numerical scheme to solve SPDDEs of the convection-diffusion kind with nonlocal boundary conditions. Debela and Duressa [19] improved the order of accuracy for the method proposed in Debela and Duressa [18]. Kumar and Kumari [20] developed the method based on the idea of B-spline functions and an efficient numerical method on a piecewise-uniform mesh was recommended to approximate the solutions of SPPs having a delay of unit magnitude with an integral boundary condition. In the literature, only few authors considered a class of singularly perturbed parabolic partial differential equations (SPPPDEs) with integral boundary conditions. Sekar and Tamislevan [21] investigate a numerical solution for singularly perturbed delay partial differential equations (SPDPDEs) of the reaction-diffusion type with integral boundary conditions. They developed the standard finite difference on a rectangular piecewise uniform mesh for spatial discretization and a backward difference scheme in time derivative. Gobena and Duressa [22] constructed and analyzed an accurate numerical method for solving SPDPDEs with integral boundary conditions.

In general, the classical numerical methods used for solving SPDEs are not well-posed and fail to provide an exact solution when a perturbation parameter (ε) goes to zero. Therefore, it is essential to develop a numerical method that offers suitable results for small values of the perturbation parameter. As far as the researchers' knowledge, singularly perturbed parabolic partial differential equations with nonlocal boundary conditions are first being considered and have not yet been treated numerically. In this study, we investigate a uniformly convergent numerical method for solving the problem under consideration. We used the nonstandard finite difference method for space direction and the implicit Euler method for time direction.

The contents of the paper are arranged in the following manner: A brief introduction of the given problem is discussed in Section 1. In Section 2, the properties of continuous solutions are given. In Section 3, a numerical method is formulated by using the method of lines for the given problem. Stability and convergence analysis for developed numerical methods are also studied. Numerical results and discussions are given in Section 4. In Section 5, the conclusion of the paper is given.

Notation: In this paper, N and M denote the number of mesh intervals in spatial and temporal discretization, respectively. C is a generic positive constant independent of ε, N, and M. The norm used for studying the convergence of numerical solutions is the maximum norm defined as ||z(s, t)||: = sup|z(s, t)|, (s, t) ∈ D.



2. Properties of continuous problem

In this paper, we consider a class of singularly perturbed 1D parabolic partial differential equations of the reaction-diffusion type with non-local boundary conditions,

[image: image]

where [image: image] and ε is a small parameter (0 < ε ≪ 1). Suppose that a(s, t) ≥ α > 0, f(s, t), ϕl, ϕr, ϕb are sufficiently smooth functions and g(s) is nonnegative monotone function and satisfies [image: image]. The existence and uniqueness of the problem (1) can be established under the assumption that the data are Hölder continuous and imposing proper compatibility conditions at the corners [23]. Note that ϕl and ϕr are only functions of t, while ϕb is a function of x only. The problems necessarily satisfies the following sufficient compatibility conditions ϕb(0, 0) = ϕl(0, 0), ϕb(1, 0) =

[image: image]

Note that ϕl, ϕr, and ϕb are assumed to be sufficiently smooth for Equation (1) to make sense, namely [image: image], and [image: image].

Next, we analyze some properties of the continuous solution (Equation 1) which guarantee the existence and uniqueness of the analytical solution. A replication of this belonging in semi-discrete form can be used to present the approximate solution, which we provide in the following section.

Lemma 1. (Continuous Maximum Principle) Let [image: image] be a sufficiently smooth function such that [image: image]. Then Ψ(s, t) ≥ 0, [image: image], where [image: image].

Proof. Assume (s*, t*) be defined as [image: image] and suppose that Ψ(s*, t*) ≤ 0. It is known that (s*, t*) ∉ ∂D. Thus, [image: image]. Since [image: image], which indicates that Ψ(s*, t*) = 0, [image: image], [image: image] and implies that [image: image], which is contradicts with the above assumption. [image: image]. So that, Ψ(s, t) ≥ 0, ∀(s, t) ∈ D.                                                                                                                □

Lemma 2. (Stability Result) Assume z(s, t) is the solution to the continuous problem in Equation (1). Then we have the bound

[image: image]

where ||f|| = max{f(s, t)}.

Proof. We prove this by using the maximum principle Lemma (1) and by constructing the barrier functions [image: image], where [image: image]. At initial, we have

[image: image]

For x = 0, we have

[image: image]

For x = 1, we have

[image: image]

For 0 < s < 1, we have

[image: image]

where ε > 0, a(s, t) ≥ α > 0. This implies that [image: image]. Hence, by Lemma 1, we have, [image: image], which indicates

[image: image]                                     □

The sufficient conditions for the existence of a unique solution is given in Lemma 3 and Theorem 1.

Lemma 3. If the coefficient satisfies [image: image] and boundary conditions satisfies [image: image] and suppose that the compatibility conditions are satisfied. Then, the problem (Equation 1) has a unique solution z(s, t) which is satisfy [image: image].

Proof. Refer to Ladyženskaja et al. [23]                                                                □

To estimate the error for the fitted numerical technique below, the idea that the solution of Equation (1) is more regular than the one guaranteed by using the result in Theorem 1. To attain this greater regularity, stronger compatibility conditions are imposed at the corners.

Theorem 1. If the coefficient satisfies [image: image] and boundary conditions satisfies [image: image], Then the problem (Equation 1) having a unique solution z which satisfies [image: image]. And also the derivatives of solution z are bounded, ∀i, j ∈ Z ≥ 0 such that 0 ≤ i + 2j ≤ 4,

[image: image]

Proof. The boundedness of the solutions and its derivative is given as follows. Under the stretched transformation [image: image] problem (Equation 1) can be rewritten as

[image: image]

where [image: image], and the boundary condition [image: image] to Γ, where Equation (2) is independent of ε. Then, by taking the idea of estimation (10.6) of Ladyženskaja et al. [23] (p. 352), we will obtain

[image: image]

∀ Ñδ in [image: image]. Here, Ñδ, δ > 0 is a neighborhood with diameter δ in [image: image]. Returning to the original variable

[image: image]

Hence, the proof is complete by using the bound on z of Lemma 2.                □

The bounds of the derivatives of the solution given in Theorem 1 were derived from classical results. They are not adequate for the proof of the ε -uniform error estimate. Stronger bounds on these derivatives are now obtained by a method originally devised in Shishkin [24]. The main idea is to decompose the solution z into smooth and singular components.

Lemma 4. If the coefficient satisfies [image: image], and the boundary conditions satisfies [image: image]. Then we have

[image: image]

where C is a constant independent of parameter ε, [image: image]

Proof. For proof, the interested reader can refer to Elango et al. [21].                □



3. Numerical scheme


3.1. Spatial semi-discretization

The fundamental idea of non-standard discrete modeling techniques is the development of the exact finite difference technique. Micken presented methods and rules for developing nonstandard FDMs for various types of problems [25]. To develop a discrete scheme in keeping with Mickens' guidelines, the denominator characteristic for the discrete derivatives should be described in terms of more complicated functions with larger step sizes than those used in classical methods. These complicated functions are a general property of the method that may be useful when constructing dependable methods for such problems.

To construct a genuine finite difference scheme for the problem of the form in Equation (1), we use the methods described in Woldaregay and Duressa [26]. The constant coefficient given in Equation (3) without the time variable is considered as follows.

[image: image]

By solving Equation (3), we obtain two independent solutions [image: image] and [image: image], where

[image: image]

The spatial domain [0, 1] is discretized on uniform mesh length Δs = h as follows. [image: image], N is taken as number of mesh points in the spatial discretization. The approximate solution of z(si) will be denoted by Zi. Here, the main aim is to compute difference equations that have similar results with the problem (Equation 1) at the mesh point si which is given by [image: image]. Applying the procedures given in Mickens [25], we get

[image: image]

After simplification, Equation (4) becomes

[image: image]

which is an exact difference scheme for Equation (3). By performing some arithmetic manipulation and making rearrangement on Equation (5) for the variable coefficient problem, we obtain

[image: image]

The denominator function [image: image] becomes

[image: image]

where λ2 is a function of ε, βi, h, and [image: image].

For more information about nonstandard finite difference methods for reaction diffusion problems, an interested reader can refer to the study of Munyakazi and Patidar [27].

By using Equation (7), and applying the nonstandard finite difference method to a semi-discrete problem, we have

[image: image]

with boundary conditions

[image: image]

Here, for i = N, the integral boundary condition [image: image] approximated by composite Simpson's integration rule.

[image: image]

Substituting Equation (10) in to Equation (9), we obtain

[image: image]

Equation (11) can be rewritten as

[image: image]

Assume that the approximation of z(si, t) is denoted as Zi(t), by using the non-standard finite difference approximation. At this level, Equation (1) is reduced in the form of semi-discrete as follows.

[image: image]

Equation (12) is the system of IVPs and its compact form is written as

[image: image]

where B is (N − 1) × (N − 1) tridiagonal matrix, Zi(t) and Fi(t) are (N − 1) entries of the column vector. The entries of B and F respectively given as

[image: image]

and

[image: image]
 

3.2. Stability and convergence analysis

Here, we present the maximum principle and uniform stability estimate of the semi-discrete operator [image: image] and its convergence analysis.

Lemma 5. (Semi-discrete Maximum Principle): Assume that Z0(t) ≥ 0, [image: image]. Then [image: image] ∀ i = 1(1)N − 1, implies that Zi(t) ≥ 0 ∀ i = 0(1)N.

Proof. Assume there exists q ∈ {0, ⋯ , N} such that [image: image]. Suppose Zq(t) ≤ 0, which implies q ≠ 0, N. Also, we have Zq+1 − Zq > 0 and Zq − Zq−1 < 0. Here, we have

[image: image]

By using the above assumption, we get that [image: image], for i = 1(1)N − 1. Thus, the assumption Zi(t) < 0, i = 0(1)N is not correct. Hence, Zi(t) ≥ 0 ∀ i = 0(1)N.                □

This Lemma 5 is used to obtain the bounds of the discrete solution given in Lemma 6. In general, the discrete maximum principle is widely used to show the boundedness and positivity of a discrete solution.

Lemma 6. The solution Zi(t) of the semidiscrete problem in Equations (12) or (13) satisfies the following bound.

[image: image]

Proof. Suppose [image: image] and define a comparison function [image: image] as

[image: image]

For the points on the boundary, we have

[image: image]

For 1 ≤ i ≤ N − 1, we have

[image: image]

From Lemma 5, we get, [image: image], ∀ [image: image].                □

Next, we present the convergence analysis of spatial discretization. We denoted Zi(t) as approximate solution for the spatial semidiscretization to the exact solution z(s, t) at s = si, i = 0(1)N. Let us define the backward and forward finite differences in space as:

[image: image]

respectively, and the second order central finite difference operator as

[image: image]

Lemma 7. Let N be a fixed mesh. Then, for ε → 0, we have

[image: image]

where m = 1, 2, 3, ⋯ .

Proof. Refer to Munyakazi and Patidar [27]                □

Theorem 2. Let the coefficient function a(s) and the function f(s, t) in Equation (12) be sufficiently smooth and [image: image]. Then the semidiscrete solution Zi(t) of Equation (12) satisfies

[image: image]

Proof. The truncation error in spatial direction is considered as

[image: image]

Note that we have used Taylor expansions of zi−1(t) and zi+1(t). A truncated Taylor expansion of [image: image] of order five becomes

[image: image]

Using Equation (15) in Equation (14), we obtain

[image: image]

We use Lemma (7), to obtain the boundedness of Equation (16). Using Lemma (7) and Theorem (1), we obtain

[image: image]

The truncation error at s = sN, become

[image: image]

Theorem 3. The semidiscrete solutions satisfy the uniform error bound

[image: image]

Proof. The proof follows from Theorem (1) and Lemma (7) under the properties of boundedness of a semi-discrete solution and the required bound is satisfied.



3.3. Temporal discretization

A mesh with length Δt = tj+1 − tj,j = 0(1)M − 1 is constructed on the time domain Dt = [0, T], where M is a positive integer. The IVPs Equation (13) are discretized using the implicit Euler method on a uniform mesh. By denoting the approximation of zi(tj) as [image: image], we construct the time discretization as follows.

[image: image]

with the initial condition Z0(t) = ϕl(tj), and by rearranging Equation (19), we obtain

[image: image]

Lemma 8. Suppose [image: image] Then the local truncation error associated with the time direction satisfies [image: image]

Proof. The local truncation error is defined as

[image: image]

Using Taylor expansion, we obtain z(tj−1) as

[image: image]

However, zt(tj) = F(tj) − B(tj)z(tj). Thus,

[image: image]

Now, the local truncation error ej becomes

[image: image]

Since the matrix B is invertible, using the relation (Δt)2 > (Δt)3 for small Δt and z(tj) ≤ C, we obtain

[image: image]

                                                                                                                □

Lemma 9. The global error estimate in the time direction is given by ||Ej+1|| ≤ CΔt, ∀j ≤ T/Δt, where [image: image].

Proof. The global error estimate at (j+1)th time step is obtained by using the local error estimate up to jth time step as follows.

[image: image]

Hence,

[image: image]

where C is a positive constant independent of ε and Δt. By taking the supremum ∀ ε ∈ (0, 1], we obtained

[image: image]

                                                                                                                □

We summarizes the results of this work by considering the error estimate obtained in Equations (18) and (22) and we conclude by the following theorem.

Theorem 4. The error estimate for the solution of the continuous and fully discrete problems is given by

[image: image]

where z(s, t) and [image: image] are the solutions to problems Equations (1) and (12), respectively.

Proof. The error estimation of the fully discrete scheme is given as follows.

[image: image]

Then, by combining the bound given in Theorem 3 and Lemma 9, the theorem gets proved.




4. Numerical examples, results, and discussions

Here, we developed an algorithm for the proposed method for the problem and perform experiments to validate the theoretical justifications and results. Since the exact solutions of the given examples are not known, we use double mesh techniques to obtain the maximum pointwise error of the developed scheme. Now, let UN,Δt be a conducted solution of a problem using mesh points N and time step size Δt. Again, [image: image] be a conducted solution on double mesh points of 2N and half of time step size Δt/2.

We calculate the maximum absolute error as [image: image] and the parameter uniform error estimate by using [image: image] We calculate the rate of convergence of the developed scheme by using [image: image] The parameter rate of convergence is calculated as [image: image]

Example 1.

[image: image]

Example 2.

[image: image]

The solutions of the above two examples exhibit strong boundary layers near x = 0 and x = 1. We presented the surface plots for numerical solutions of Examples 1 and 2 in Figures 1, 2 respectively, which display the presence of boundary layers formation on the left and right side of the spatial domain for different values of ε. The maximum pointwise error and rate of convergence of the proposed schemes of Examples 1 and 2 are given in Tables 1, 2 respectively for various values of the perturbation parameter ε, mesh number N and time step size Δt. From these tables, one can observe that the developed scheme is parameter uniform convergent, which supports the theoretical results. Figure 3 indicates the Log-Log plots for the maximum absolute error vs. mesh number N for the singular perturbation parameter ε. One can observe that as ε goes very small, the developed method converges uniformly independent of the perturbation parameter ε.


[image: Figure 1]
FIGURE 1. 3-D graph of numerical solution for Example (1) which displays the existing layer. (A) ε = 10−2. (B) ε = 10−12.



[image: Figure 2]
FIGURE 2. 3-D graph of numerical solution for Example (2) that displays the existing layer. (A) ε = 10−2. (B) ε = 10−12.



Table 1. Maximum absolute error and rate of convergence of the scheme for Example (1).

[image: Table 1]


Table 2. Maximum absolute error and rate of convergence of the scheme for Example (2).

[image: Table 2]


[image: Figure 3]
FIGURE 3. The Log-Log plot of the maximum absolute error for different values of ε for Examples 1 and 2, respectively. (A) Log-Log plot for Example (1). (B) Log-Log plot for Example (2).




5. Conclusion

This paper investigates a numerical treatment for a class of singularly perturbed parabolic partial differential equations of the reaction-diffusion type with nonlocal boundary conditions. To solve the problem at hand, we employed the method of lines. A nonstandard finite difference scheme is used to semi-discretize the spatial direction, and the implicit Euler method is used to discretize the results of initial value problems. To deal with the integral boundary condition, we used a composite Simpson's [image: image] rule. The stability of the evolved numerical scheme is established, and the scheme's uniform convergence is demonstrated. To validate the problem's applicability, two test examples are carried out for numerical computation for different values of the perturbation parameter ε and mesh points. The entire procedure has been demonstrated to be second-order uniformly convergent in the spatial direction and first-order in the temporal direction. The theoretical estimation is reflected in our numerical results.
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With the enormous usage of digital media in almost every sphere from education to entertainment, the security of sensitive information has been a concern. As images are the most frequently used means to convey information, the issue related to the privacy preservation needs to be addressed in each of the application domains. There are various security methods proposed by researchers from time to time. This paper presents a review of various image encryption schemes based on fractional integral transform. As the fractional integral transforms have evolved through their applications from optical signal processing to digital signal and digital image processing over the decades. In this article, we have adopted an architecture and corresponding domain-based taxonomy to classify various existing schemes in the literature. The schemes are classified according to the implementation platform, that may be an optical setup comprising of the spatial modulators, lenses, and charge-coupled devices or it can be a mathematical modeling of such transforms. Various schemes are classified according to the methodology adopted in each of them and a comparative analysis is also presented in tabular form. Based on the observations, the work is converged into a summary of various challenges and some constructive guidelines are provided for consideration in future works. Such a narrative review of encryption algorithm based on various architectural schematics in fractional integral transforms has not been presented before at one place.
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Introduction

Fractional transforms are the generalization of full transforms which we refer to as ordinary transforms in a more generic sense. Interestingly, the idea of fractional order in a transform first came into existence in 1695 during discussions between Leibnez and L' Hospital [1]: “Can the meaning of derivatives with integer order be generalized to derivatives with non-integer orders?” The question that was put up more than 300 years ago did not get a solution till the work on fractional calculus got explored. Later Jean-Baptiste Joseph Fourier in 1807 made important contributions to the study of trigonometric series and claimed that a periodic signal could be represented by a series of harmonically related sinusoids for the solution of 1D problems. Thus, the well-known Fourier transform is named in honor of Joseph Fourier for his significant contribution and application of the Fourier transform (FT) in many scientific disciplines. However, with the ever-expanding scope of research, it was found that FT has some shortcomings. As it is a holistic transform, the time domain signal is converted to the frequency domain and therefore is able to analyze only time-invariant signals. In other words, it is not possible to obtain a local time-frequency analysis which is pivotal for processing a time-variant or nonstationary signal. Thus, fractional Fourier transforms (FrFT), Short time Fourier transform (STFT), Wigner-Ville distribution, Wavelet transform, Gabor transform etc. were proposed as an alternative.

The initial work on fractional transform by Namias [2] presented a theory on fractional powers of Fourier transform and its application to quantum mechanics. The formal mathematical elaboration to Namias's theory was given by Mc Bride and Kerr [3]. Later, Lohmann [4] illustrated the relation of FrFT to Wigner rotation and image rotation. Almeida [5] further elaborated the concept by proposing a time-frequency representation of FrFT. Further, Ozakatas and Mendelovic proposed optical implementation and interpretation of FrFT [6–8]. With the evolution of digital channels, the digital computation of FrFT [9] and its discrete version [10] gave a new perspective to the application of FrFT in optical signal processing and related applications [11]. Pei et al. [12] established a relationship between FrFT and Discrete fractional Fourier transform (DFrFT) using Hermite eigen vectors based on the postulate in [13]. Various methods of DFrFT representations are given [14–16] with the extension to other similar transform domains [17–20]. We won't elaborate much on the mathematical details of the transforms here, interested readers may refer to above-mentioned references for the mathematical aspect of integral transforms and more specifically fractional Fourier transform and its variants. However, we give a conceptual description of the definition of fractional integral transforms. The term “fractional” in a transform indicates that some parameter has non-integer value. We can define any integral transform of the input function, f(x) using any transform operator, as:

[image: image]

where K (x, u) is operator kernel. For example, in Fourier transform, K (x, u) = exp(−i2π ux). If it is a fractional transform then the operator is denoted as Tα with ‘α' as a parameter of fractionalization. Therefore,

[image: image]

For instance, continuous fractional Fourier transform is the generalization of a continuous Fourier transform. The ath order continuous fractional Fourier Transform of a function, y(t), is given as:

[image: image]

where Qa(u, t) is transform kernel given by

[image: image]

ψk(t) is kth-order Hermite Gaussian function, α = aπ/2

[image: image]

where Hk is kth Hermite polynomial with k real zeros.

For the discrete version of these fractional transforms, the postulate of discrete Fourier transform (DFT) is followed. As, N × N DFT matrix F is defined as

[image: image]

where N is the length of the input sequence. Thus, αth order N × N DFRFT matrix is defined [12] as:

[image: image]

where V = [v1v2… vN−2 vN−1] for N : odd and V = [v1v2… vN−2 vN] for N : even, vk is kth-order Hermite-gaussian like eigenvector, Λ is a diagonal matrix with its diagonal entries corresponding to eigenvalues of each column vector vk. However, there are certain properties [2, 6, 7] that are desirable for fractional integral transform used in Eq. (2). Some of them are:

1. The fractional transform has to be continuous for any real value of the parameter, ‘α'.

2. It should be additive: [image: image].

3. It should be reproducible for full transform if the parameter is replaced by integer values.

4. For α = 1, it should give T1 = T, a full transform.

5. For α = 0, it should give T0 = I, an identity matrix.

6. From the additivity property,

[image: image]

It is likely to mention here that the fractional parameter in a fractional Fourier transform refers to an angle of rotation (Wigner distribution) [4]. In some references, the fractional parameter is represented as α = aπ/2, where a: fractional number. If the angle of rotation, α = 0, the transform is said to be in purely time domain. If α = 1, it gives the transformation to the frequency domain whereas if the parameter is some fractional value then the transformation output results in a collective time-frequency domain. Table 1 lists some of the fractional transforms that are used in various applications of signal processing. Very few of them are used for image encryption applications due to certain properties that are required to be fulfilled for cryptographic applications.


TABLE 1 Various fractional integral transforms.

[image: Table 1]


Contributions and outline

The major contributions of this review article are summarized as:

• Information regarding the background and evolution of fractional integral transforms and their application in image encryption.

• Detailed taxonomy on various methods and corresponding architectural schematics for implementing these transforms in different domains.

• A brief overview and recent developments in optical transforms for image encryption with a tabulated description of recent review articles and various cryptanalytic strategies that are adopted to break the encryption.

• Review recent articles on the digital implementation of fractional integral transforms that have been merged with other domains/schemes for enhanced of security. Each of the classification is separately described and reviewed.

• The performance parameters adopted to evaluate an image encryption scheme are also summarized for reference in the comparative analysis of schemes.

• Based on the observations made in the review article, some issues are highlighted along with some viable solutions. A set of constructive guidelines are summarized that may be helpful to future researchers in designing a robust and highly sensitive encryption algorithm based on digital implementation of these fractional integral transforms.

The paper is further organized into five more sections. Section Taxonomy of fractional integral transforms provides the taxonomy along with a description of each classification and the review. Section Performance metrics for image encryption elaborates on the performance measures of encryption algorithms. Section Comparative analysis provides a comparative analysis of the results of some recently proposed articles. A summary on observations based on the literature review is included in Section Observations based on published literature. The review is concluded in Section Conclusion.




Taxonomy of fractional integral transforms

The fractional integral transforms have evolved through their applications from optical signal processing to digital signal and digital image processing over the decades. In this article, we have adopted an architecture and corresponding domain-based taxonomy to classify various existing schemes in the literature. The architecture can be broadly classified on the bases of the platforms used for implementation as shown in Figure 1. The platform can be an optical setup that comprises of lenses, spatial light modulators (SLM), and charge-coupled devices (CCD). Another platform is based on the use of random phase masks (RPM) in transforming image pixels. Yet another is a digital platform, where mathematical modeling is followed to achieve the transformation.


[image: Figure 1]
FIGURE 1
 Classification of architectures for fractional transform-based image encryption.



Optical data processing

Optical data processing got introduced almost four decades before by Van der Lugt as an optical correlator which is based on the usage of the thin lens to produce two-dimensional Fourier transform of an image. This further led to the invention of other more advanced optical and optoelectronic processors. The classical methods for the realization of the optical scheme are based on two architectures [73]: a 4f-Vander Lugt (VL) and a joint transform correlator (JTC) architecture. In both of these methods, the input image is displayed in the form of transparency or as on SLM. With the advancement in technology, SLMs that are used these days are electrically addressed liquid crystal-based SLMs. The randomness in phase is obtained with ground glass or with a nonuniform coating of gelatine on glass plates. The RPMs thus obtained are recorded on SLMs during encryption or decryption. The outcome of a DRPE encryption is a random noise-like pattern with complex nature. In order to record these complex coefficients for storage and transmission, a holographic technique is required. Although both architectures require two RPMs to convert an image (amplitude or phase) to a stationary random noise, JTC is considered superior to VLC architecture. The VLC architecture requires conjugate RPMs and stringent alignment for decryption, whereas JTC does not require these two conditions and it is considered as alleviated from these limitations. Hence, a JTC architecture is considered superior to the VLC. To record the decrypted image, either a CCD (charge-couple device) or a conjugate of input plane RPM is used. In another method known as the optical phase conjugation method [74], a conjugation of an encrypted image is obtained with the use of optical phase conjugation in a photo-refractive crystal through 4 wave mixing. This phase conjugation can nullify the effect of RPM in the decryption process. A most recent classical implementation of fractional Fourier transform in terms of wave functions is presented in Weimann et al. [75].

We provide a brief overview of the various optical setups that are used for obtaining an optical transform of the scene or image. These are categorized as:

• Holographic methods: Holography is based on using an interference pattern generated by diffraction of the light field in 3 dimensions. Their resultant 3D image retains depth, parallax, and other such properties of the scene. Thus, the hologram is an unintelligible pattern formed by an image. Digital holography is further divided into two categories, namely, off-axis digital holography and phase-shifting digital holography. Javidi et al. [76] first presented a combined approach to providing image security through Double Random Phase encryption (DRPE) and holography. The author further extended his work to 3D information encryption [77]. Some of the most recent reviews are available in the literature [78, 79] that give insight into the evolution of this scheme over the last decade.

• Ptychography: It is based on coherent imaging generated using multiple probes that generate multiple diffraction patterns in a far field. Ptychography offers good quality of both recovered amplitude and phase distribution. Similar to holography, it also generates complex amplitude of the object but it does not require any reference beam like in holography. The application of Ptychography in image encryption has been proposed by many researchers [80–82] and most recently in [83, 84].

• Ghost imaging: It is also known as coherent imaging or two-photon imaging or photon-correlated imaging. It is a technique that produces an image formed by combining effects from two light detectors: one from the multipixel detector that does not view the object and another is a single pixel detector that views the object. Clemente et al. [85] proposed to use of ghost imaging for image encryption. Some of the recent works [86, 87] are based on a similar strategy.

• Diffractive imaging: It is referred to as imaging formed by a highly coherent beam of wavelike particles like electrons, X-rays, or other wavelike particles. The waves thus diffracted from the object form a pattern which is recorded on a detector. The pattern is used to reconstruct an image with an iterative feedback algorithm. The advantage of the absence of lenses is that the final image has no aberrations and therefore resolution is only dependent on the wavelength, aperture size, and exposure. The application of diffractive imaging in image encryption is proposed in Chen et al. [88], Quin et al. [89], He et al. [90] and Hazer et al. [91].

• Polarization encoding: An optical plane wave is used to illuminate the intensity key image and encoded into a polarization state. It is then passed through a polarizer (pixelated polarizer) to obtain the encrypted image. Gopinathan et al. [92] proposed to use of polarization encoding in image encryption. Some of the recent works in encryption application are proposed in Wang et al. [93].

• Joint Transform Correlators: The joint power spectrum of the plane image and key codes are the encrypted data in the JTCs [94]. Joint correlator-based encryption uses the same key code for decryption as used in encryption. This is unlike a classical DRPE scheme where a conjugate key is required. Many encryption schemes have been recently proposed based on JTC in fractional transform domain [65, 95].

• Phase retrieval method: In addition to the methods described above, there is an iterative phase retrieval method [96–98] wherein a digital approach is usually applied for embedding the input image into phase-only mask(POM), and either a digital or optical method is employed for image decryption. The main objective of a phase retrieval algorithm is to find either the correct or an estimate of POM under some constraint for a measured amplitude. Phase retrieval algorithms can be 2D or 3D. Unlike holographic-based or diffractive imaging-based optical encoding, a phase retrieval-based optical security system generates POMs as ciphertexts. Various transform domains such as FrFT and Gyrator transform can be employed in these encoding schemes.


Advantages of optical encryption

1. Optical instruments such as SLM and lenses have inherent characteristics of parallel processing.

2. Optical encryption methods possess multiple-dimensional and multiple-parameter capabilities. The optical parameters for security keys can be wavelength, polarization, and phase.

3. For optical encryption, researchers require multidisciplinary knowledge regarding optical signal processing, image processing, optical theories, and computer technologies as well.



Applications of optical signal processing

Fractional transforms and more precisely, fractional Fourier transform have gained keen interest from researchers in the area of optical signal processing. Thus, it is also commonly referred to as “Fourier Optics” or “Information optics.” Fractional transforms have a widespread application in signal processing and image processing, in the area of time-variant signal filtering, phase retrieval, image restoration, pattern recognition, tomography, image compression, encryption, and watermarking. This article focuses on the image encryption application of various fractional integral transforms.




DRPE model for image encryption

DRPE-based image encryption has its roots in the work of Refregier and Javidi [21] where two random-phase functions in fractional Fourier domains are used to encrypt input plain image into stationary white noise. Hennelly and Sheridan [99] have shown image encryption as random shifting in the fractional Fourier domain. Unnikrishnan [22] has generalized the DRPE scheme in the fractional Fourier domain. The DRPE architecture is most exhaustively used and explored in various optical processing-based applications. The research community has been continuously exploring the possibilities to improve the security of DRPE [23, 50, 66, 67, 100] and has also successfully extended the DRPE scheme to other linear canonical transforms (LCTs) domains. Figure 2 shows the schematic architecture of DRPE-based image encryption scheme. As shown in Figure 2, there are two RPMs also known as POMs. One of the POM is placed at the input plane and another is placed at the Fourier plane. The POM1 at the input plane makes the input signal/image white noise-like but nonstationary and POM2 at the Fourier plane is also a white noise but is stationary. Let POM1 at the input plane be exp(jϕ(x, y)) and POM2 at Fourier plane as exp(jφ(μ, ν)), both being randomly distributed in the range [0, 2π]. Therefore, wavefront after POM1 is given by

[image: image]

where I(x, y) is input image in the spatial domain, FT denotes a Fourier transform operation. The wavefront, F(μ, ϑ), gets modified by POM2 in the Fourier domain and an inverse Fourier (IFT) is performed over it. This gives a complex domain wavefront as

[image: image]

The complex-valued coefficients are recorded on a CCD in optical processing while the terms can be electronically recorded in a computer. During the decryption/reverse process, the complex domain wavefront is first transformed to POM2 as

[image: image]

where * represents a conjugate operation. IFT of Fourier wavefront is obtained with POM1 conjugate as

[image: image]

Thus, Î (x, y) is the decoded wavefront in the spatial domain.


[image: Figure 2]
FIGURE 2
 Architectural model for DRPE-based encryption scheme.


DRPE schemes are broadly classified as (1) Amplitude-only DRPE where decoding is done without using POM1. (2) Full-phase DRPE where the input image is fully converted into a full-phase map. This POM is used to encode images with the DRPE procedure. The only difference is that the input image is first normalized and converted into a phase image as exp[jI(x, y)] before encoding. Details of each classification are beyond the scope of this review work. However, it is likely to mention that each POM at the input as well as Fourier domain can be used as secret keys. This enlarges the key space thereby enhancing security.


Previous review articles and contributed evaluations

There are many review articles available in the literature [101–103] that provide the evolution of classical DRPE-based architecture. Some of the significant contributions in reviewing fractional transforms are listed in Table 2. The contribution of these reviews is summarized on various aspects and evaluations included in them. Each review article is categorized according to the evaluation of various schemes in the work. Whereas some of these are based on just conceptual and theoretical aspects, while others provide an evaluation of quantitative, qualitative, comparative, applications, etc. We have nomenclated these evaluations from E01 to E09 based on the criteria mentioned at the bottom of Table 2.


TABLE 2 Recent review articles on fractional transforms-based image encryption schemes.
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This will give better clarity to the reader and future researchers regarding various aspects discussed in each review. It is not possible to include all the related work in this paper for the sake of brevity. However, best efforts are put to include the most recent developments in DRPE-based encryption schemes as listed in Table 3. DRPE-based architecture has been extensively used and is considered as an effective method. DRPE methods require an RPM as the secret key that needs to be stored at the receiver for decryption. Besides that, a careful alignment of the RPM with received encrypted data has to be done. The inherent property of linearity and symmetricity proves to be a bane of encryption applications as the linearity may lead to vulnerability to different types of attacks. Based on these vulnerabilities, some of the recent works on cryptanalysis are summarized in Table 4. Each reference is included with a short description of the work and methodology adopted to cryptanalyze the security scheme.


TABLE 3 Recent publications on evolutionary methods adopted in optical transform with DRPE-based architecture (2016–2021).

[image: Table 3]


TABLE 4 Cryptanalytic approaches in optical/DRPE-based encryption schemes (2016–2021).
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Mathematical modeling of optical transforms with FRFT and its variants

LCTs, time-frequency transforms, and fractional Fourier transform (FrFT) are closely related. Since the application of FrFT to signal processing is proposed [4, 5, 8], there has been tremendous development in the application of FrFT and its variants to image encryption. As fractional transform orders serve as the secret key, the digital implementation is particularly suitable for encryption applications [99]. Since this work is mainly focused on the application of fractional transform in image encryption only, we won't elaborate the mathematical eloquence behind the fractional transforms here. This section specifically emphasizes the discrete realizations (DFrFT) and their application to image encryption. There are various methods proposed in the literature for the discretization of fractional transforms; some of them are classified as shown in Table 5 with pros and cons of each type. It is worth noting that Table 5 includes only a fractional version of Fourier transform. This is due to the fact that the fractionalization of LCTs started with Fourier transform itself and later was extended to other transform domains. The methods of discretization mentioned below are therefore conceptually applicable to variants of Fourier transforms as well, namely, Gyrator transform [57, 66], Mellin transform [25, 26, 58], Hillbert transform [137], Hartley transform [17, 20], Hadamard transform [19], etc.


TABLE 5 Various methods for discretization of Linear Canonical transforms.
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Figure 3 shows the basic architecture for fractional transform-based image encryption that is digitally implemented without an RPM in either domain (without DRPE). As depicted in Figure 1, this method requires the knowledge of fractional transform orders that are used along both dimensions within a range [0,1]. The decryption is exactly similar to the forward process and requires the same fractional orders but with negative values to decrypt the image correctly. The encryption is thus a symmetric scheme and a slight change in the key value will result in incorrect decryption.


[image: Figure 3]
FIGURE 3
 Schematic architecture for Fractional transform-based image encryption in digital domain.


The major limitation of such a scheme is shorter key space which makes it vulnerable to brute force attacks. The input image is pre-processed for enhanced security and enlarging a key space. The pre-processing can be a scrambling operation that only shuffles the pixel positions to make the image, unintelligible. In some cases, this pre-processing can be a nonlinear operation that can be a substitution of pixel intensity values. There are various schemes that employ either scrambling [27–29, 47], substitution [30] or both [23, 48, 138] to enhance the security. The following section includes all major schemes that are proposed to improve the performance of fractional transform-based image encryption. We have categorized them in accordance with the strategical amalgamation of scheme with fractional transform domain. The schemes proposed in the literature are nomenclated in eight major categories (T01–T08). Each amalgamated scheme is reviewed separately. This portion of review article is elaborated as our emphasis is on the digital implementation of fractional integral transforms for image encryption.


Reality preserving with optical transform domain (T01)

The optical transform results in complex coefficients output corresponding to a real domain input image. Although it is easy to process these complex coefficients with a holography method but in a digital domain, it requires two images to be processed in the encrypted domain, one for real terms and other for imaginary terms. Therefore, storage and transmission increase complexity and overhead in digital channels. To overcome this limitation, Venturi and Duhamel [139] proposed a mathematical solution based on the properties of the complex transform output. Reality preserving refers to real domain output for a real domain input signal. The algorithm still has computational complexity, O(N2) for matrix order of N. Reality preserving transforms that are formulated with this algorithm have most of the required properties of fractional transforms along with a monotonously decreasing decorrelation power. Such transforms are beneficial where orthogonal reality preserving transform is required with their decorrelation power controlled by some parameters such as in joint source and channel coding. Initially, the algorithm was proposed in fractional sine and cosine transforms. It is further extended to other transforms with the basic properties of the transforms retained well. Recently, Zhao et. al [25, 59] used it to obtain fractional Mellin transform for triple image encryption. Reality preserving is also used in discrete fractional Cosine transform (FrCT) [47, 140], fractional Angular transform [60, 61], fractional Hartley transform [52–54, 141], besides fractional Fourier transform [28, 29, 31].



Application of chaos theory in optical transforms-based image encryption (T02)

Chaos theory refers to the study of unpredictable behavior in systems governed by deterministic laws. Chaotic properties are closely related to cryptography [142] owing to their sensitivity to initial conditions, randomness and ergodicity. Due to such intrinsic characteristics, chaotic maps have been extensively used in data encryption. Chaotic maps are used as pseudorandom generators [143], for substitution, and permutation of image pixels. Various schemes for encryption based on permutation only [144, 145], or substitution only [146] or a combination of both [138, 143] with the usage of either one-dimensional basic maps like logistic [147], sine, the tent [148], 2D Chirikov standard map [143], or higher dimensional compound chaos or higher dimensional hyperchaotic maps [149–151], depending on the application and level of security.

Chaotic maps have been extensively used in amalgamation with optical transforms-based image encryption for enhancing security. Fractional transform-based image encryption schemes have only transform orders as the secret key. However, this key space is not large enough and is therefore vulnerable to cryptanalysis. To enhance security, chaotic maps are used that also enlarge the key space. There are various schemes proposed in the literature that have used permutation with chaotic maps along with an optical transform [23, 28, 29, 50, 66, 69, 72, 152]. The order in which these two schemes are amalgamated may vary. Permutation in the spatial domain followed by transform or transform followed by permutation in the transform domain. Some of the schemes follow substitution-permutation and transform collectively [138, 153, 154] to further enhance security. We have reviewed some of the most recently proposed schemes that use chaos-based permutation/substitution with optical transforms.

Wu et al. [48] proposed a color image encryption scheme in random fractional discrete cosine transform (RFrDCT) along with scrambling and diffusion paradigm (DSD). A logistic map is used to generate a randomized vector of fractional order. This enlarges key space and increases sensitivity.

A multiple parameter fractional Hartley transform (FrHT) is proposed by Kang et al. [141] with its reality preserved for a color image encryption. The chaos is embedded into the algorithm at each step. The original color image with individual color components is first combined into a single image. This single image is divided into different sub-blocks. The blocks are then shuffled based on a pseudo-random sequence generated from non-adjacent-coupled map lattices (NCML) based on logistic maps. The initial parameters of NCML are generated from yet another chaotic map (Arnold Cat map). The initial parameters of chaotic maps at this stage serves as secret keys. Next stage of encryption is based on a pixel scrambling operator which is based on a 2D Chirikov standard chaotic map (CSM). Using CSM, a series of 2D and 3D angle matrices are generated that are used to convert images in RGB space to newer space. The final stage is to obtain an MPFrHT in real domain (RPMPFrHT) and to divide the image into three to get concatenated encrypted image as ciphertext.

A new fractional transform coined as the non-separable fractional Fourier transform is proposed by Ran et al. [32]. RPMs are generated by Arnold transform. The advantage of this type of transform is that it is able to tangle information along and across two dimensions together. It is closely related to the Gyrator transform. Also, the proposed scheme is resistant to decryption with multiple keys, unlike ordinary fractional Fourier transform.

Wu et al. [155] proposed a RFrDCT for image encryption. The RFrDCT domain image is subjected to confusion-diffusion paradigm. The confusion is obtained using a game-of-life (GoL) algorithm and diffusion in the next stage is based on an XOR operation with another chaotic map. The initial parameters of chaos serve as secret keys of encryption. Enhanced performance is claimed with the adopted strategy. A perturbation factor is applied for resistance against differential attacks.

An encryption scheme with S-box generation is proposed in Wu et al. [72] which is unique in the way these S-boxes are generated. Chaotic Chebyshev map and linear fractional transform are used for the construction of S-box. Partial image encryption is achieved by a permutation-substitution-diffusion (PSD) network and multiple chaotic maps in the linear wavelet transform (LWT) domain. Using dynamic keys for controlling encryption aids in security against differential attacks. Partial encryption of only sensitive portions not only reduces computation complexity but is also faster and more efficient.

Jamal et al. [156] proposed yet another scheme that uses a combination of linear fractional transform and chaotic systems to generate substitution boxes for image encryption. The chaotic maps used in the scheme are generated from a combination of seed maps to enhance the security and chaotic range. The investigation for complexity thus obtained with the proposed scheme is based on various algebraic and statistical tests. The investigation gives testimony of improved perplexity and confusion in the encrypted domain.

A novel Fresnel-based Hartley transform is proposed in Faragallah [50] for an optical-double color image encryption scheme. The color image is first separated into individual channels and are scrambled separately with the Arnold transform (AT) in spatial domain. Each scrambled image is then multiplied with a 2D chaotic Sine-adjusted logistic map (LASM) and then a Hartley transform is applied to each channel. This procedure is repeated once again with another set of AT-based scrambling (now in Hartley domain), and then each channel is multiplied with another set of 2D-LASM. The final step is obtaining inverse Hartley transform which gives an outcome across each channel in Fresnel domain. The color channels in Fresnel domain are concatenated to obtain a single image which is the final ciphered image.

A fractional angular transform (FrAT) is used in Sui et al. [62] where plain image is substituted with a chaotic logistic map prior to transform. The transform orders along with initial value of logistic map serve as secret keys of encryption. The scheme performs marginally as there are certain limitations due to similarity in histograms of plain and encrypted domain and correlation coefficients in encrypted domain are considerably higher. Moreover, the scheme is not evaluated for entropy measure and differential attack analysis.



Compressive sensing (T03)

Compressive sensing (CS), also referred to sparse signal sampling, was introduced by work of Donoho, Candes [157, 158]. CS is able to achieve compression and signal sampling simultaneously [118, 159, 160]. For a signal of bandwidth, BW = Ω, the sampling frequency (fs) required to represent the signal is much smaller than Nyquist frequency (fs ≪ Ω). Let RN be the set of N-tuples of real numbers. If x ∈ RN is input 1D signal sampled using CS, then x can be sparsely represented using an appropriate basis function Ψ = [ψ1, ψ2…ψN]. Thus, [image: image]. Let yM×N be the measured matrix with M ≪ N. Then, y = ∅x = ∅Ψs = As where y ∈ RN. Thus if measurement matrix, A that is used to measure sparse signal, s is given, then the construction of signal requires solving an underdetermined linear system and the sparse signal can be obtained by solving a combinatorial optimization problem given by : min‖s‖0 : y = ∅ Ψs = As.

A collective compression-encryption scheme is proposed in Santhanam and McClellan [26] with 2D compressive sensing and fractional Mellin transform. The original image is first measured using a measurement matrix in both dimensions to reduce data volume with 2D CS. The measurement matrix is constructed using partial Hadamard matrices. Chaos is used to control the measurement matrix with its initial conditions. The non-linear Mellin transform is used to overcome the security issue related to linear transform.

Zhao et al. [161] proposed a double-image encryption scheme which is claimed to be faster and more efficient. The scheme utilizes DWT as the basis for the measurement matrix. Both images are first transformed into DWT basis and are compressed with the measurement matrix derived from 2D Sine-Logistic modulation map (2D-SLMM). The images are then combined and Arnold transformation is applied for scrambling the coefficients. Two circular random matrices are generated using 2D-SLMM with different seed values. These random matrices are used to obtain DFrRT. The encrypted image is thus in DFrRT domain.

In another CS-based scheme proposed by Zhang et al. [33], Kronecker product (KP) is combined with the chaotic map for the generation of measurement matrix and RPMs. Low-dimensionality seed maps are extended to high-dimensional KP. These high-dimensional maps are used for the measurement matrix. The scheme is able to provide an efficient and fast approach to color image encryption.

A comparatively simpler scheme is proposed in Deng et al. [162] where image compression-encryption uses a combination of 2D CS and DFrRT. The basis function for the measurement matrix is a discrete cosine transform (DCT). The measurement matrix is constructed with a chaotic logistic map to control row vectors of the Hadamard matrix. The compressed image is then encrypted by DFrRT. Reconstruction of CS requires Newton's smoothed l0 norm (NSL0) algorithm.

An asymmetric cryptosystem for color images based on CS and equal modulus decomposition (EMD) is proposed by Chen et al. [163]. In this scheme, the color image is initially combined to a single image. With the application of DWT, this image is converted into low-frequency and high-frequency images. The high-frequency image is compressed by a measurement matrix generated from logistic map. The compressed image is segmented into two matrices. One of the matrices is used as a private key (a random matrix related to the plain image) for DFrRT and another matrix is combined with the low-frequency image to form a complex function. This complex function is transformed into DFrRT with the private key (random matrix) that is plain image-dependent. This enables the cryptosystem to resist known and chosen plaintext attacks. The output of DFrRT is decomposed into 2 masks using EMD where one mask is a cipher image and another is a private key. The inverse CS in the decryption process is based on the basis pursuit (BP) algorithm.

Yi et al. [34] proposed to use multiple measurement matrices instead of a single measurement matrix that is used to sample all blocks of an image. This strategy enables to overcome the issue of chosen plaintext attacks. The mother measurement matrix is derived from a single chaotic map and other measurement matrices are generated by exchanging rows using a random row exchanging method. However, another chaotic map is required to control the row-exchanging operation. The compressed image is then transformed with FrFT. The transform is followed by two consecutive pixel scrambling operations to guarantee nonlinearity and to increase key sensitivity in the proposed scheme. Ye et al. [164] proposed a compressed-sensed color image encryption scheme based on quaternion discrete multi-fractional random transform with the hash function SHA-512. The parameters of chaos are updated by randomly selected hash values. The use of multifunctional transform not only increases the key space but also improves the key sensitivity.



On the basis of fixed/multiparameter (T04)

Fractional transforms can decorrelate the spatial domain pixels based on the fractional value of the transform orders. The fractional transforms are also looked upon as Wigner distribution where each fractional order corresponds to an angle of rotation in the optical domain [4]. With a fixed value of transform orders, the key space is limited and the cryptosystem is vulnerable to brute force attack. To overcome this limitation, various researchers proposed to use multiple parameter-based fractional transforms [35–39, 153, 165] with their own definitions and postulates. Mathematically, a FrFT has multiplicity which is due to different choices of both Eigen function and eigen value classes [35]. Thus, the multiplicity is intrinsic in a fractional operator. Lang [31] proposed a multiparameter FrFT where the periodicity of M is utilized. The transform order vector, n, can be M-dimensional integer vector. This provides an extra degree of freedom as the periodicity parameter; M serves as a secret key along with the vector parameters.

Sui et al. [63] proposed a multiparameter discrete fractional angular transform (MPFAT) for image encryption that uses fractional order and periodicity parameters to provide multiple parameters in the transform. Similar to a discrete fractional Angular transform (DFAT), MPDFAT also satisfies properties such as linearity, multiplicity, and index additivity. Zhong et al. [166] proposed a discrete multiple parameter FrFT (DMPFrFT) for image encryption using the periodicity parameter for extending to multiple parameters.

Azoug et al. [23] proposed yet another opto-digital image encryption with a multiple parameter DFrFT after a non-linear pre-processing of the image in spatial domain with a chaotic map. The multiparameter scheme is extended based on the work of Pei et al. [40] which extend the DFrFT to have multiple order parameters equal to the number of input data points. If all the parameters are made equal in an MPDFrFT, then it reduces to a single parameter DFrFT.

A general theoretical framework of MPDFrFT is presented in Kang et al. [153]. The work proposed two different frameworks as Type I and Type II MPDFrFT that include existing multiparameter transforms as their special cases. Further, an in-detail analysis of the properties of such transforms is discussed and higher dimensional operators are also defined. Some new types of transforms such as MPDFrCT, MPDFrST, and MPDFrHT (Cosine, Sine, Hartley) are constructed under the proposed framework along with their applications such as feature extraction and 2D image encryption.

A quaternion algebra is used with multiple parameter fractional Fourier transform (MPFrQFT) by Chen et al. [30] for generalizing MPFrFT. Both forward and reverse MPFrQFT transform are defined and a color image encryption based on the proposed transform is evaluated for its performance as compared to other encryption algorithms. The proposed scheme has larger key space and is more sensitive to transform orders.

Ren et al. [41] proposed a multiple image encryption scheme based on discrete multiple parameter fractional Fourier transform (DMPFrFT) for which original images are filtered in DCT domain and multiplexed into a single image. The multiple parameters are again generated using a periodicity parameter which serves as one of the keys. Other keys are the parameters for scrambling the multiplexed image (random matrix), and transform orders of DMPFrFT.

A multiparameter discrete fractional Hartley transforms for image encryption is proposed by Kang and Tao [141]. The multiple parameters are generated by extending the fractional order to N-dimensional vector and the FRHT kernel is represented as a linear summation with weighting coefficients.



DNA sequence (T05)

DNA coding method is inferred from the Deoxyribonucleic acid and is a branch of computing based on DNA, biochemistry and molecular biology hardware. DNA sequences appear in the form of double helices in living cells. A DNA code is simply a code of alphabetic set Q = {A, T, C, G}. These alphabets refer to 4 nucleic acid bases: A (adenine), C (cytosine), G (guanine), and T (thymine): A and T, G and C are complimentary. The complimentary rules are referred to as Watson-Crick compliment [167]. Thus, pairing can be described as: [image: image] and if a binary code is given to each as 00, 11, 01, 10 with (00, 11) and (01, 10) as complimentary. With vector algebraic operations based on DNA computing [168, 169], pixel permutation and substitution can be performed if the image pixels are represented in the form of binary sequences.

Recently Farah et. al [27] proposed to use FRFT along with chaos and DNA for image encryption. Initially, a random phase matrix is generated using a chaotic Lorenz map. The plain image is converted to a binary matrix and encoded according to chosen DNA encoding rule. Also, the random phase matrix is encoded to DNA sequence with the same rule. The coded plain image is XORed with that of the encoded random phase matrix. Using the RPMs generated from the 3D chaotic map (Lorenz map), iterative FrFT is performed and the resultant image is XORed with the third chaotic sequence to obtain the final ciphered image.

An optical image encryption set-up based on DNA coding is proposed by Huo et al. [117] where a piecewise linear chaotic map (PWLCM) is used to generate a key matrix as well as a random phase matrix. A message digest hash algorithm (MD5) is used to generate initial values of PWLCM. An MD5 hash of plaintext consists of 128 bits. XOR operation for DNA is used. Initially, the plain image and key matrix are converted to binary sequences with DNA coding rules that are different for different rows in the image. The DNA-encoded plain image is XORed with a key matrix and a forward Fresnel domain DRPE is applied to obtain the final-ciphered image.



Cellular automata (T06)

Cellular Automata (CA) also called cellular spaces, tessellation automata/structures, cellular structures, or iteration arrays find application in various fields like physics, microstructure modeling etc. CA consists of regular rigid cells that are generated in accordance with a fixed rule which is nothing but a mathematical function. CA is used in cryptography due to the possibility of pseudo-random number generation with such rule (Rule 30) which is a class III rule displaying aperiodic chaotic behavior [42, 170]. Li et. al [171] proposed a 3D image encryption using computer-generated integral imaging (CIIR) and cellular automata transform. An elemental image array (EIA) recorded by light rays coming from 3D image is mapped according to a ray-tracing theory. An encrypted image is then generated from 2D EIA using cellular automata transform. It is claimed that CA-based encryption is error-free and being an orthogonal transformation, it offers simplicity. The performance of the scheme is measured in terms of bit correct ratio (BCR) and PSNR for reconstructed and is compared to some similar proposed schemes. This scheme of combining optical transforms to that of CA is unique in its methodology. Recently, there is no further exploration of the proposed idea.



Double image (T07.1)/multiple image (T07.2)

Double image encryption schemes are aimed to provide more efficiency in terms of resources. A double image is simultaneously encrypted and decrypted. Such schemes also provide higher speed and better sensitivity besides less storage space requirement. Therefore, double image encryption schemes have drawn attention of various researchers [29, 63, 70, 152, 161, 172].

Recently, Yuan et al. [173] proposed an image authentication with double image encryption based on non-separable fractional Fourier transform (NFrFT). The two images are combined to form a complex image matrix and is transformed with NFrFT. The output of the transform is also a complex matrix. The transform orders and coefficient parameters serve as secret keys. Novelty of the proposed work is in the selection of a partial phase that is reserved for decryption. A nonlinear correlation algorithm is to authenticate the two recovered images. The cross-correlation of two compared images is referred to as non-linear correlation (NC) whose strength is specified by a parameter, k ∈ [0, 1]. An appropriate value of k is selected to authenticate the images. Peak to correlation energy (PCE) is a ratio of maximum peak intensity value and total energy of the non-linear correlation plane. Thus, PCE is measured to determine k and hence authenticity.

A double image encryption scheme based on interference and logistic map is proposed in Liansheng et al. [174] to overcome the silhouette problem. The two input images are initially joined to make an enlarged image. This joined image is subjected to scrambling based on chaotic sequence generated from a logistic map. Then, the scrambled image is again separated into two. One of the images is directly used to generate two-phase keys/masks based on optical interference. Another scrambled image is encrypted with DRPE method using first phase mask (key). This is followed by multiplying the complex outcome with another phase mask for transformation to the ciphertext. The author suggests to use input parameters of the logistic map, wavelength and axial mask as secret encryption keys to further enhance the security.

Singh et al. [67] proposed a full-phase encryption scheme for its better security compared to amplitude image. The scheme uses two spatial domain input images and converts each of them to a phase image. The phase images are then multiplied with RPMs and transformed in the Gyrator domain with rotation angle, α. The gyrator domain images are then added and subtracted to get two intermediate images. The intermediate images are then bonded with structured phase masks based on the Devils vortex lens (DVFL) specified with certain parameters. This is followed by another Gyrator transform with a different rotation angle, β to obtain two encrypted images. Decryption is exactly the inverse of the encryption process.

Similar to double image encryption schemes, there is another category where multiple images are simultaneously encrypted to reduce the key space as compared to the data to be encrypted (images) but at the cost of increased complexity [69, 175]. Recently Sui et al. [64] proposed a double image encryption where two images are initially combined into a single image along the column of the first image followed by the second image. This combined image is scrambled with a 2D sine logistic modulation map. Next, the scrambled image is divided into two components to constitute a complex image. One of the components is the phase part and another part is the amplitude of the complex image. The complex image is shared using Shamir's three-pass protocol where the encryption function is a multiparameter fractional angular transform which is preferred for its commutative property.

Sui et al. [43] proposed multiple image encryption with asymmetric keys in the FrFT domain. Initially, a sequence of chaotic pairs is generated using symmetrically coupled logistic maps. This chaotic sequence is used to scramble the spatial domain images. Phase only function (POF) of image is retrieved using an iterative process of FrFT domain. In the next stage, all the POFs are modulated into an interim which is transformed to real-value ciphertext by FrFT and chaotic diffusion. The three random phase functions are used as keys to retrieve POFs of plain images and three decryption keys are generated in the encryption process.

A multiple image encryption scheme is proposed [49] by combining a non-linear fractional Mellin transform with a FrCT. Fractional Mellin transform is used for its robustness to classical attacks. The original images are simultaneously transformed into a DCT domain and then re-encrypted with amplitude and phase encoding. The transformed images have changed center-coordinates due to fractional Mellin transform since FrMT is a log-polar transform of the image followed by a FrFT of log-polar image. The fractional orders of FrFT, phases ψj, θj are the secret keys.

Recently, Guleria et al. [176] proposed to encrypt three RGB images simultaneously using RSA cryptosystem followed by a discrete reality preserving FrCT and the final stage of scrambling with Arnold transform. To accomplish multiple image encryption, 3 RGB images are combined into a single image using a single color component of each image as R,G,B components. All three indexed images are individually ciphered with the proposed algorithm and then combined as a single ciphered image. The security of the scheme depends not only on the input parameters of RSA, Arnold transform and orders of transform but also on their sequence of arrangement. Decryption is exactly the inverse of the encryption scheme.



Watermarking in the encrypted domain (T08)

Recently, many researchers have proposed to use of optical transform for watermarking applications [69, 71, 177–179]. Watermarking an image is a data-hiding method for copyright protection and copy prevention. Depending on the application, a watermark can be a visible pattern or can be hidden in the host image. For copyright, its generally a visible pattern and for resolving an authorship problem, the watermark is secretly embedded into image which can be recovered by an authorized user only. In the latter case, the watermark is usually a binary logo that is encrypted into a noise-like pattern and then embedded in the image for enhanced security. Many researchers have followed this approach in the watermarking algorithm. Some of the recent watermarking schemes with an encryption algorithm using fractional transforms are reviewed in this section.

Singh et al. [180] proposed to embed an encrypted watermark in fractional Mellin transform (FrMT) into the host image. The two deterministic phase masks (DPM) are generated to be used in the input and frequency plane. The watermark image is first converted into a log-polar image. After multiplying the log-polar image with the first DPM, it is transformed to a FrFT domain. This is FrMT transformation. In the next step, again the second DPM is multiplied by the complex outcome and inverse FrFT is obtained. For embedding, the outcome is attenuated by a factor and then added to the host image. SVD decomposition is applied in the last stage to make the watermarked image unrecognizable and is transmitted as individual S, V, D matrices.

A quaternion algebra is used to define a quaternion discrete fractional random transform (QDFRNT) which generalizes DFRNT for its application in watermarking [181]. The host image is divided into blocks and QDFRNT is applied to each block. The scrambled watermark image is used to modify the mid-frequency coefficients of the QDFRNT host image. The transform orders and parameters of the scrambling scheme in the watermark image are used as secret keys of encryption.

Liu et al. [182] proposed a novel transform, known as fractional Krawchouk transform (FrKT), to generalize the Krawchouk transform. Derivation of FrKT is based on eigenvalue decomposition and eigen vectors. For validating the imperceptibility of the proposed transform, a watermarking application is illustrated in the work. A better robustness and imperceptibility with proposed transform have been claimed in the work.





Performance metrics for image encryption

Image data have high redundancy and large volumes as compared to text or binary data. It may also have some real-time operations or may also be incorporated with compressed data of a certain format. Thus, an image encryption scheme needs to satisfy certain requirements. Some of the commonly used performance requirements are discussed in this section. The categorization of such performance analysis is shown in Figure 4. Performance analysis of encryption requires a comprehensive investigation of perceptual security and cryptographic security. Perceptual analysis requires that the outcome of an algorithm is unintelligible to human perception whereas cryptographic analysis refers to the ability of the algorithm to resist cryptanalysis that includes all possible attacks in terms of the secret key, data statistics etc.


[image: Figure 4]
FIGURE 4
 Performance requirements of image encryption scheme.



Perceptual security analysis

Perceptual security can be investigated with some subjective metrics [183]. The ciphertext can be classified into typical quality levels as shown in Table 6. QL0: signifies a completely recognizable image which indicates that the encryption is not valid, QL1: signifies a partially recognizable image contour like edges and boundaries are visible but the texture is not clear. QL2: signifies that the image is completely unintelligible and is considered perceptually secure.


TABLE 6 Subjective metrics for perceptual security analysis.
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Another measure of perceptual quality is done by evaluating a set of parameters for comparison of encrypted images with reference to the plain image. Some of the commonly used objective metrics are explained below.

i. Peak signal to noise ratio (PSNR): PSNR is the measure of spectral information in an image. A higher value indicates greater similarity in the test images. In an encryption algorithm, PSNR values are evaluated to quantify the dissimilarity in the encrypted image with respect to plain image. During decryption, the same measure indicates the efficacy of the algorithm in the reverse process. Practically PSNR ≥ 28 indicates that the test images are similar. For any pair of images, plain image (P) and ciphered image (C), the PSNR is mathematically defined as:

[image: image]

ii. Mean square error (MSE): It is also an error metric like PSNR that indicates the dissimilarity between the test images. In an ideal case, for two similar images, MSE should be zero. PSNR and MSE are mathematically related to each other as:
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[image: image]

iii. Spectral Distortion measure (SD): It indicates the spectral dissimilarity between the reference image and test image. The SD measure evaluates as to how far is the spectrum of the test image from that of the reference image. The spectral distortion is defined as:

[image: image]

where FP(u, v), FC(u, v) are Fourier transforms of plain image, fP(m, n) and encrypted image, fC(m, n), respectively.

iv. Structural Similarity Index Measure (SSIM): Wang et al. [184] proposed a metric based on the human visual system (HVS) that considers biological factors, namely, luminance, contrast, and structural comparison between the image and a reference image. This measure known as SSIM, is used to quantify the visual image quality.

[image: image]

where l(x,y), c(x,y) and s(x,y) are luminance, contrast, and structural comparison, respectively. For any two pairs of images P and C, it is mathematically defined as:

[image: image]

v. Histogram variance: In order to quantify the uniformity of cipher images, variances of histograms are evaluated [185]. Variances are also evaluated for two different cipher images that are encrypted from two different secret keys on the same plain images. The lower values of variance indicate higher uniformity. The variance of histogram is mathematically evaluated as:

[image: image]

where Z = {z1, z2, z3,, …z256} is vector of histogram values, zi, zj are the number of pixels that have grey values equal to i and j, respectively.

vi. Encryption Quality is a subjective measure that collectively evaluates an algorithm for the level of security it provides. There are 4 different levels for evaluation as explained in Table 7.


TABLE 7 Evaluation of encryption quality.
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Statistical analysis

According to Shannon's communication theory of perfect secrecy [186], “It is possible to evaluate most of the encryption techniques by statistical analysis”. He suggested two methods for such analysis. One is histogram analysis and another is correlation analysis for the adjacent pixels in the encrypted image.


Histogram analysis

Histogram is the pixel frequency distribution where each grey level is plotted for the number of pixels with that particular value in the image. An effective cryptosystem should be able to generate ciphertext with fairly uniform histograms, which are also significantly different from the plaintext.



Chi-square test

In order to verify the uniformity of the histogram, a chi-square test is performed [187] and defined as:

[image: image]

where k is gray-level (256 for 8-bit image), oi, ei are the observed and expected times occurrence of each gray-level, respectively. The test is performed with different significance levels (generally at 0.05) for a null hypothesis.



Correlation analysis

For a perceptually meaningful image, the correlation between adjacent pixels is very high. It is necessary for an effective cryptosystem to significantly reduce these correlation values by decorrelating them in the encrypted domain. For such analysis, either all or a few pixels are randomly selected and correlation plots are obtained for horizontally, vertically, and diagonally adjacent pixels. The correlation plots in each direction should display the pixels to be uniformly scattered over the entire intensity range. For quantitative analysis, correlation coefficients are evaluated for two adjacent pixels in horizontal, vertical, and diagonal directions using Eqs. (17)–(19). For xi, yi as gray values of ith pair of selected adjacent pixels,
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where cov(x, y) = E[x − E(x))(y − E(y))]
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Entropy analysis

Information entropy is a mathematical property that depicts the randomness associated with the information source. The entropy of a message source s is given as:
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where L is the highest intensity value of pixels in image, si is the ith symbol in message, P(.) refers to the probability. The entropy defined in Eq. (20) is termed as Shannon's entropy [186]. Besides, a local entropy has been recently proposed [188] as an extension of Shannon's entropy measure. It is the mean entropy of several randomly selected non-overlapping blocks of information source. For an 8-bit image, L = 256, there are K = 30, nonoverlapping blocks to be randomly selected from the image with each block having 1,936 pixels (TB=1936). Therefore, this entropy measure is also termed as (K,TB)-local entropy and is evaluated using Eq. (21)

[image: image]

where Si are randomly selected non-overlapping image blocks with TB pixels in each block of S with total of L intensity scales.




Sensitivity analysis


Key sensitivity analysis

The sensitivity of an encryption scheme can be evaluated in two aspects: (1) at encryption stage which means that a completely different ciphertext should be generated with a very minute change in the input key value, (2) at the decryption stage, the ciphertext should not be correctly recovered if there is very slight change in the correct key values. Key sensitivity (KS) is mathematically defined as:

[image: image]

where C1 and C2 are two different ciphered images with slight change in key values corresponding to same plain image, P. M × N is total number of image pixels in the image.

[image: image]

The value of KS should be as close to 100% [183].



Key space analysis

Key space refers to the set of all possible keys that are used in encryption of information. A brute force attack is possible if an intruder manages to make an exhaustive search on the set of possibilities until the correct one is found. Thus, feasibility of brute-force attack depends on the total number of valid keys. This number is an important feature to determine the strength of a cryptosystem, and it has to be large enough (> 2100) [142] as per today's computing power.



Differential analysis

With reference to plaintext, the sensitivity refers to change in ciphertext with slight change in plaintext. This is termed as differential analysis where an adversary can change a single pixel in plaintext and compare the corresponding ciphertexts to get some clue about secret keys. The diffusion property of a cryptosystem enables it to spread any change in plaintext to the entire ciphertext. There are two indicators for numerical evaluation of resistance to such attack: NPCR (number of pixel change rate) and UACI (unified average change in intensity). Theoretically, the closer values of NPCR and UACI are 99.6093 and 33.4635%, respectively, indicating the effectiveness of the applied algorithm [189]. These indicators are mathematically defined as:
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where [image: image] are two encrypted images with the same keys but with a slight change in the corresponding plain image of size, [M N] with the highest intensity value, L.

[image: image]



Avalanche effect

The avalanche criterion is referred to as an average number of bits that differ between C and [image: image] while changing a pixel in plaintext. The ideal value of the avalanche effect is 0.5 (50%).




Noise analysis

The communication channels over which the image information is transferred are responsible for the addition of some noise in the form of degradation or distortion. The performance of a cryptosystem in such a scenario requires analysis. Gaussian noise with zero mean and varying values for variance is added to the encrypted image for Gaussian noise analysis. The quality of the decrypted image is checked in perceptual as well as numerical terms with different variances in noise [60, 190]. The results thus obtained are compared for the noise analysis. The Occlusion attack refers to the loss of data or cropping of a portion of the image due to noisy channels. The cryptosystem should be capable of recovering the appropriate amount of information even after some occlusion in data. In order to check for the robustness to occlusion attack, some pixels of encrypted image (10, 15, 25, 50, 75%) are cropped and corresponding decrypted image quality is evaluated in perceptual and numerical analysis [25, 66, 190].



Speed analysis

Speed analysis refers to the critical execution time for forward and reverse process in an encryption scheme. As typical configuration and capacity of a system greatly determine its computation speed, therefore a comparison of encryption and decryption time is a trivial task. Different machines perform differently. However, time analysis is an important feature, especially where real-time application is involved. Time analysis is performed in terms of encryption time and decryption time separately. Generally, a large sample set of images are considered for evaluating the average time taken in the encryption and decryption process on a present-day commonly used system configuration.



Randomness analysis

NIST SP800-22 is a statistical test suite for random and pseudorandom number generators that are used for cryptographic applications. The advantage of this test suite is that it does not require any assumptions on the generator. Rather, it only looks for a particular statistical recurrence in the generated sequence (random). It consists of 15 p-value-based tests that include frequency test, run test, and spectral test. These tests are generally not used in transform-based cryptography. However, we mention it here due to usage of it in some classical methods of image encryption.


GVD analysis

The gray value difference of a pixel form its four neighboring pixels in an image is given by:
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The average difference in gray values corresponding to each pixel in image is

[image: image]

Thus, gray value difference (GVD) parameter [191] of an encryption scheme is defined as:

[image: image]

where [image: image] and [image: image] are the average differences in gray values for original plain image and ciphered image, respectively. The ideal value of GVD parameter is unity. For a good encryption scheme, this parameter should be as close to 1.




Classical attack analysis

In cryptography, classical attacks are launched to cryptanalyze an encryption scheme. The adversary can have certain information regarding plain text or ciphertext that provide for cryptanalysis. If the adversary has access to set of ciphertext, then it can launch a ciphertext only attack. If it is able to get access to set of plain texts and corresponding ciphertexts, then a known plaintext attack can be launched. In a chosen plaintext attack, it is assumed that the adversary has access to arbitrary plaintexts and can obtain the corresponding ciphertexts. From the above-stated assumptions, a chosen plaintext attack provides the most information to the adversary. Thus, if a cryptosystem is able to resist chosen plaintext attack, it is believed to be able to resist other classical attacks as well [154, 192]. Therefore, an image encryption scheme should have excellent diffusion properties for providing robustness to a chosen plaintext attack analysis.



Comparative analysis

As shown in Table 8, each of the proposed schemes is accompanied by the parameters used to evaluate the encryption algorithm and the technique that is merged with the fractional transform. We have categorized these techniques into eight, as reality preserving (T01), chaos theory based (T02), compressive sensing (T03), multiple parameters (T04), DNA sequence (T05), cellular automata (T06), double image encryption (T07.1), multiple image encryption (T07.2), and with watermarking (T08). The comparative analysis is based on the results available for Lena image only. Table 9 illustrates the subjective comparison for the same references as listed in Table 8 along with the probable vulnerabilities associated with each of them. These vulnerabilities are expressed as V01–V07 (mentioned below the Table 9). It is worth mentioning here that the vulnerabilities of each scheme can be removed by specific methodology in practice.


TABLE 8 Comparative analysis for performance metrics of proposed schemes (for Lena image).
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TABLE 9 Comparative analysis for subjective parameters (refer Table 8 for performance metrics).
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It is evident from the values in Table 8 that studies in which chaos-based permutation or substitution is merged with fractional transform domain have higher entropy measure, low correlation coefficients, high NPCR and UACI, higher key space, excellent key sensitivity, robustness to noise and data occlusion attacks, hence having higher security levels. Reality preserving algorithm has contributed toward the digital implementation of optical transforms and has enabled researchers to overcome major limitations regarding complexity issues of fractional transforms in the digital domain. Compressive sensing is used to reduce the data deluge while dealing with large images for encryption but their performance is marginal in terms of higher correlation coefficients and vulnerability to leakage in information.

CS-based encryption schemes are highly complex [193] and reconstruction is time-consuming. It has been observed in the results of the above-reviewed articles that CS-based schemes lack uniform histograms in the encrypted domain and CC values are considerably higher. Also, CS-based simultaneous compression and encryption schemes are vulnerable to cryptanalysis due to linearity [194]. In a broad sense, if the plaintext is sparse, the key of the cryptosystem may not be safe as it is possible to exploit the prior sparsity knowledge to extract information of the key from ciphertext. The key and the plaintext may be partly accessed using some information processing technology such as Blind source separation (BSS) [195].

Multiple parameter-based fractional transform schemes perform better than fixed/single transform order-based schemes. This is due to enlarged key space and better uniformity in encrypted histograms. However, there are some deficiencies related to multiple parameter schemes [44–46] due to linearity that need to be avoided. The linear relation among consecutive transform orders and periodicity is the major limitation that can lead to multiple decryption keys corresponding to an encryption key. This depicts its vulnerability to various attacks. To overcome this issue, it is necessary to introduce some means of breaking the linear relationship among consecutive transform orders or by careful selection of transform orders through a random selection scheme [38], [190].

DNA sequence operation is little less explored with optical transforms. However, it is able to enhance security with increased key space and randomness in encrypted data. Double and multiple image encryption schemes are preferred for speed and increasing encryption efficiency. Watermarking is another domain where fractional transforms are used to encrypt the watermark before embedding in a blind watermark scenario. The encryption of the watermark logo in the collective time-frequency domain increases the robustness to various attacks.




Observations based on published literature

In an exhaustive search performed in the month of December 2021 on the various online databases: ACM Digital library, Elsevier, Google Scholar, IEEE explore, Springer link, Taylor and Francis and Wiley for the number of research papers published related to the encryption of different multimedia contents during the period 2015–2021. The pictorial view to highlight the percentage of papers published on the encryption of various multimedia contents like: images, video, audio, text data etc. has been shown in Figure 5.
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FIGURE 5
 Percentage of research papers published on the encryption of various multimedia contents like: images, video, audio, text data during 2015–2021.


According to search results, it is observed that the number of publications is majorly in text and image encryption. However, the number of image encryption works is dominating with 42% of all the metadata available. We believe that it is due to the wide application area of image data, from platforms like social media to sensitive data like military and telemedicine fields. Almost every sector of communication is dependent on image transmission in one way or the other. It is also observed that amongst various mathematical implementations of the fractional transforms, FrFT is most popular with more than 60% of the total publications in fractional integral-based image encryption schemes. This is followed by fractional wavelet transform (FrWT) with a contribution of 16%, fractional Hartley transform, FrHT (10%), fractional Cosine transform, FrCT (7%) and the remaining few on other transforms (namely, Mellin, angular, sine etc.).

As the present manuscript is mainly concerned with image encryption using optical/fractional integral transforms, therefore, we narrowed down our search for the number of papers published year-wise on the fractional transform-based image encryption schemes. Figure 6 illustrates a graphical representation of the related publications in all the major online databases during the period 2015–2021.
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FIGURE 6
 Number of papers published on fractional integral transform-based image encryption schemes on various online databases.


It is observed that the number of publications on image encryption in the fractional transform domain has considerably increased every year. This gives testimony to the fact that with the advent of evolutionary algorithms based on fractional integral transforms in the digital domain has increased its popularity and is receiving significant attention from the researcher community.

It has been also observed that most of the encryption algorithms with fractional transform as the main component are evaluated for statistical analysis, noise attack, and occlusion attack analysis only. This is probably the reason for less popularity of optical transform-based image encryption schemes as compared to purely chaos-based schemes or other number theory-based approaches. According to a recent survey on color image encryption [111], only 8.65% of the proposed schemes are based on optical transforms. In order to widen the contribution of optical transform-based schemes to image encryption, certain limitations need solutions for encouraging practical implementations.

In Section Mathematical modelling of optical transforms with FRFT and its variants, we have described the categorization of fractional transform-based image encryption schemes in accordance with the strategical amalgamation of the fractional transform domain with other evolutionary methods. There are total of eight major categories T01 to T08 (one of them T07 having two subcategories). In Figure 7, we have shown the relative contributions in terms of the number of papers published in each of these categories so far. We observe that the major contributions come from the T07: Double Image/Multiple Image category, followed by T02: chaos-based, T08: Watermarking, T03: Compressive Sensing, T01: Reality Preserving category T04: Multiple/fixed parameter transforms, T05: DNA Sequences, and least in T06: Cellular Automata.
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FIGURE 7
 Relative contribution in terms of the number of papers published belonging to different categories (T01-T08) of fractional transform-based image encryption techniques.


Based on the observations related to security levels and vulnerabilities mentioned in Tables 8, 9, we elaborate on the possible ways to overcome some limitations. Most of the algorithms mainly lack in the following aspects: (1) uniform histograms, (2) entropy measure, (3) smaller key space, (4) differential analysis, (5) classical attack analysis, (6) speed analysis. In the discussion below, we try to highlight some of the possible solutions as:

• Uniform Histogram: A majority of fractional transform-based image encryption schemes produce cipher images having Gaussian distribution like histograms [23, 29, 141]. It is due to the fact that the energy of a transform is concentrated at the center. Authors have claimed the robustness of encryption schemes only on the basis of similarity in the distribution of histograms irrespective of the content of the plain image. The entropy measure for such distributions has values that is significantly less than the ideal value (8 for 256 intensity levels image). However, in cryptography, it is expected that the cipher image pixels should have a uniform distribution over the entire intensity ranges having entropy measure very near or equal to the ideal value. This points to some information leakage, that can make a scheme vulnerable to entropy attacks. To overcome such limitation, a hybrid algorithm in which fractional integral transform domains are amalgamated with chaos based pseudorandom substitutions should be used.

• Smaller Key space: Adopting multiple layer security for image encryption algorithm will lead to an increase in key space. Apart from this, making a selection of transform orders to depend on some chaotic parameters or a similar analogy will result in larger key space [141, 190]. Most of the proposed schemes have added a permutation layer along with the transform domain. Some of the schemes that are based on permutation and substitution paradigm are able to offer larger key space to overcome brute force attack.

• Differential Analysis: In order to fulfill the requirement of effective encryption algorithm, the scheme should be able to resist differential attack analysis. The parameters NPCR and UACI are its measures. From Table 9, it is clear that majority of schemes lack such analysis. Even if done, the UACI values are not optimum or even zero. This is due to the fact that there is no significant change in intensity values with a single pixel change in input. Therefore, for a successful strategy, the change should be diffused over the entire image coefficients. One of the solutions to this issue is to make the initial parameters of diffusion scheme to depend on some significant feature of the input image like mean or average values.

• Time analysis: A run time for an encryption algorithm refers to the time required for its execution. Various factors need to be considered for time analysis like the size of image, system configuration, programming language etc. [109]. To compare the computational performance of an algorithm, is a crucial task as different host machines have their own set of configurations. Due to this reason, some researchers have used an average time Vs size paradigm to evaluate computational performance [143] wherein input images with variable size are selected and the average time of encryption is evaluated using large set of different keys. Fractional transform-based encryption schemes have inherent advantage of high speed and parallel processing. However, while merging of these schemes with other domains like chaos etc., computational optimization should be taken care of. In summary, there should be trade-off management between complexity and security while designing an algorithm and some optimum suggestion for the choice of parameters, number of rounds etc. should be given.

• Careful Selection of chaotic maps: The chaotic maps wherever used in an encryption scheme, need a careful selection. As most of the schemes that are reviewed have employed one dimensional chaotic map [28, 66, 69]. Although 1D maps are simplest in hardware implementation but are less secure. For instance, 1D logistic maps have some periodic windows in the chaotic range [196] and that Arnold transform also has periodicity [197], hence are vulnerable. At the same time, the higher dimensional chaotic maps are sometimes secure but complex. To keep a balance, it is recommended to use a coupled map scheme where two or more 1D chaotic maps are coupled for enhanced security [50] and also robust chaotic maps may be used with proper specification of the range of parameters where robust chaos is observed. Prior to selection of such chaotic map, a proper bifurcation analysis and investigation of dynamical behavior in the entire parameter space must be done to identify the suitable regions of parameter space exhibiting robust chaos.



Conclusion

The evolution of digital media over the past two decades has revolutionized the development of strategies pertaining to security preservation of the multimedia contents. Encryption is the most effective way to secure the data. It has been observed in the study that out of all the data types, (audio, video, text, image) image data are most frequently used to convey the information. Consequently, the percentage of published work on image encryption is dominating with 42% of all the metadata available. However, cryptography for image data is challenging when it comes to classical methods of encryption due to huge volume of data and also due to the high correlation among adjacent pixel values. Various research works have been proposed in the literature that are specifically suitable for image encryption. Application of fractional integral transforms in image encryption has been an active research area and the review work in this paper is also focused on the same. The fractional integral transform provide an extra degree of freedom to the encrypted data as the fractional order of the transform is used as secret key.

The aim of this review is to build an understanding of the reader toward application of fractional integral transforms in image encryption. The initial description of the paper gives a conceptual idea on using these transforms and also the domain-based taxonomy to classify various existing schemes in the literature. The optical image encryption that comprises of optical setup and double random phase encoding (DRPE) has been discussed. Few recent review works and cryptanalysis of these schemes are tabulated and analyzed. The digital implementation of the fractional integral transforms is discussed with its analogy to the optical setup. Further, various algorithms are categorized in accordance with their merging techniques and a comprehensive review is presented on some of the most recently published articles. The performance criteria and standards to be followed have been discussed. A performance comparison in tabular format is presented for objective as well as subjective metrics of some of the recent publications. Finally, based on the observations, some major concerns are listed and a few constructive guidelines are provided. This work intends to provide the readers with an understanding of why and how fractional integral transformations are applicable to the encryption of images. In addition, the study highlights some vulnerabilities and threats associated with the usage of fractional transforms along with the probable solutions that may help in the future design and development of hybrid and robust encryption schemes.
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Practical data assimilation algorithms often contain hyper-parameters, which may arise due to, for instance, the use of certain auxiliary techniques like covariance inflation and localization in an ensemble Kalman filter, the re-parameterization of certain quantities such as model and/or observation error covariance matrices, and so on. Given the richness of the established assimilation algorithms, and the abundance of the approaches through which hyper-parameters are introduced to the assimilation algorithms, one may ask whether it is possible to develop a sound and generic method to efficiently choose various types of (sometimes high-dimensional) hyper-parameters. This work aims to explore a feasible, although likely partial, answer to this question. Our main idea is built upon the notion that a data assimilation algorithm with hyper-parameters can be considered as a parametric mapping that links a set of quantities of interest (e.g., model state variables and/or parameters) to a corresponding set of predicted observations in the observation space. As such, the choice of hyper-parameters can be recast as a parameter estimation problem, in which our objective is to tune the hyper-parameters in such a way that the resulted predicted observations can match the real observations to a good extent. From this perspective, we propose a hyper-parameter estimation workflow and investigate the performance of this workflow in an ensemble Kalman filter. In a series of experiments, we observe that the proposed workflow works efficiently even in the presence of a relatively large amount (up to 103) of hyper-parameters, and exhibits reasonably good and consistent performance under various conditions.

KEYWORDS
  ensemble data assimilation, ensemble Kalman filter, iterative ensemble smoother, hyper-parameter optimization, correlation-based adaptive localization


1. Introduction

Data assimilation leverages the information contents of observational data to improve our understanding of quantities of interest (QoI), which could be model state variables and/or parameters, or their probability density functions (PDF) in a Bayesian estimation framework. Various challenges encountered in data assimilation problems lead to a rich list of assimilation algorithms developed from different perspectives, including, for instance, Kalman filter [1], extended Kalman filter [2], unscented Kalman filter [3], particle filter [4, 5], Gaussian sum filter [6], for sequential data assimilation problems; 3D- or 4-variational assimilation algorithms [7, 8]; and smoother algorithms for retrospective analysis [9].

To mitigate the computational costs in practical data assimilation problems, Monte Carlo or low-rank implementations of certain assimilation algorithms are investigated. Examples in this regard include ensemble Kalman filter (EnKF) and its variants [10–16], ensemble Kalman smoother [17], ensemble smoother [18], and their iterative versions [19–22], low-rank unscented Kalman filter [23, 24], ensemble or low-rank Gaussian sum filter [25–27].

In their practical forms, many assimilation algorithms may contain a certain number of hyper-parameters. Different from model parameters, hyper-parameters are variables that stem from assimilation algorithms and have influences on the assimilation results. As examples, one may consider the inflation factor and the length scale in covariance inflation and localization methods [13, 28–38], respectively, or parameters that are related to model error simulations or representations [39–42].

Often, a proper choice of algorithmic hyper-parameters is essential for obtaining a descent performance of data assimilation. With the presence of various mechanisms through which algorithmic hyper-parameters are introduced, in the literature there is a vast list of methods that are proposed to estimate hyper-parameters (while sometimes relying on empirical tuning). To the best of our knowledge, it appears that the current best practice is to focus on developing tailored estimation/tuning methods for individual mechanisms. With this observation, a natural question would be: Is it possible to develop a common method that can be employed to estimate different types of hyper-parameters associated with an assimilation algorithm?

This work can be considered as an attempt to find an affirmative answer to the above question. Our main idea here is to treat a data assimilation algorithm with hyper-parameters as a parametric mapping, which maps QoI (e.g., model state variables and/or parameters) to predicted observations in the observation space. From this perspective, it will be shown later that the choice of hyper-parameters can be converted to a nonlinear parameter estimation problem, which in turn can be solved through an iterative ensemble assimilation algorithm, similar to what have been done in the recent work of Luo [41] and Scheffler et al. [42]. Since ensemble-based data assimilation methods can be interpreted as some local gradient-based optimization algorithms [16, 43], we impose a restriction on the hyper-parameters under estimation, that is, they have to admit continuous values. In other words, we focus on the Continuous Hyper-parameter OPtimization (CHOP) problem, whereas tuning discrete hyper-parameters is beyond the scope of the current work.

It is worth mentioning that hyper-parameter optimization is a topic also often encountered in other research areas. For instance, in machine learning problems, there may exist various hyper-parameters (e.g., learning rate and batch size used in a training algorithm) that need to be optimized. Consequently, there are many techniques and tools developed in machine learning community to tackle hyper-parameter optimization problems [44–46]. Given the fact that data assimilation and machine learning problems bear certain differences [41], and the consideration that the focus of the current work is on developing an ensemble-based CHOP workflow for ensemble data assimilation algorithms, we do not introduce or compare hyper-parameter optimization techniques adopted in machine learning problems, although we do expect that hyper-parameter optimization techniques in machine learning community may also be extended to data assimilation problems.

In terms of novelty in the current work, to the best of our knowledge, CHOP appears to be the first ensemble-based hyper-parameter optimization workflow in the data assimilation community. As will be elaborated later, instead of producing a point estimation of hyper-parameters, the CHOP workflow generates an ensemble of such estimations. In doing so, a few practical advantages (similar to those pertaining to ensemble-based data assimilation algorithms) can be obtained, which include the ability of conducting uncertainty quantification and the derivative-free nature in the course of optimizing hyper-parameters. In addition to these practical advantages, CHOP can be seamlessly integrated into ensemble-based data assimilation algorithms to form a more automated assimilation workflow, which can automatically determine an ensemble of (near) optimal hyper-parameters with minimal manual interference, and possesses the capacity to simultaneously handle a large amount of hyper-parameters (a challenging issue seemingly not addressed by existing hyper-parameter optimization methods in the data assimilation community).

This work is organized as follows: We first formulate the CHOP problem, and propose a workflow (called CHOP workflow hereafter) to tackle the CHOP problem, which involves the use of an iterative ensemble smoother (IES) and a correlation-based adaptive localization scheme. We then investigate and report the performance of the CHOP workflow in a series of experiments. Finally, we conclude this study with some technical discussions and possible future works.



2. Problem statement and methodology


2.1. The CHOP problem

We illustrate the main idea behind the CHOP workflow in the setting of a sequential data assimilation problem, in which an EnKF is adopted with a certain number of hyper-parameters. Let m ∈ ℝm be an m-dimensional vector, which contains a set of model state variables and/or parameters. In the subsequent derivation of the solution to the CHOP problem, the dynamical system is not involved. As a result, we exclude the forecast step, and focus more on the analysis step, which applies an EnKF to update a background estimation mb to the analysis ma.

Essentially, the EnKF can be treated as a parameterized vector mapping [image: image] that transforms mb to ma, where θ represents a set of algorithmic hyper-parameters to be estimated. In the context of data assimilation, the information contents of observational data, denoted by do ∈ ℝd in this work, are utilized for state and/or parameter update, whereas the update process also involves an observation operator, denoted by h here, which maps a background estimation mb to some predicted data h(mb) in the observation space. We assume that the observations do contain some Gaussian white noise, which follows the normal distribution N(0, Cd) with mean 0 and covariance Cd. In addition, we denote the background ensemble by [image: image], and the analysis ensemble by [image: image], where j is the index of ensemble member, and Ne represents the number of ensemble members.

Under these settings, an analysis step of the EnKF can be represented as follows:

[image: image]

In Equation (1), the concrete form of the mapping f will depend on the specific EnKF algorithm of choice. The quantities [image: image], [image: image], [image: image] and h are known, whereas the hyper-parameter vector θ is to be estimated under a certain criterion, leading to a CHOP problem.

As an example, one may consider the case that an EnKF with perturbed observations is adopted, and covariance localization is introduced to the EnKF, such that the update formula is given as follows:

[image: image]

In Equation (2), we have assumed that h is a linear observation operator in this particular example, whereas Cm is the sample covariance matrix induced by the background ensemble [image: image]; Lθ the localization matrix, which depends on some hyper-parameter(s) θ (e.g., the length scale); and Lθ ⚬ Cm stands for the Schur product of Lθ and Cm. One insight from Equation (2) is that even f is a linear function of [image: image], in general f may have a nonlinear relation to the hyper-parameters θ.



2.2. Solution to the CHOP problem

In the current work, we treat CHOP as a parameter estimation problem, which can be solved through an ensemble-based, iterative assimilation algorithm, given the presence of nonlinearity in the CHOP problem. Specifically, we follow the idea in [22] to tackle the CHOP problem by minimizing the average of an ensemble of Ne cost functions [image: image] at each iteration step (indexed by i):

[image: image]

[image: image]

[image: image]

In Equation (5), [image: image], equal to [image: image], corresponds to the predicted observations of [image: image], which in turn depends on the hyper-parameters [image: image] for a chosen assimilation algorithm f. At the end of the iteration process, suppose that in total K iteration steps are executed to obtain [image: image], then we take [image: image].

As implied in Equations (3) and (4), the main idea behind the proposed CHOP workflow is to find, at each iteration step, an ensemble of hyper-parameters [image: image] that renders lower average data mismatch, in terms of

[image: image]

than the previous ensemble Θi−1 does. However, as in many ill-posed inverse problems, it is desirable to avoid over-fitting the observations. To this end, a regularization term, in the form of [image: image], is introduced into the cost function [image: image] in Equation (4), whereas [image: image] corresponds to the sample covariance matrix induced by the ensemble of hyper-parameters [image: image], and can be expressed as [image: image], with [image: image] being a square root matrix defined in Equation (9) later. The positive scalar γi−1 can be considered a coefficient that determines the relative weight between the data mismatch and the regularization terms at each iteration step, and we will discuss its choice later.

Another implication from Equations (3) to (5) is that instead of rendering a single estimation of the hyper-parameters, we provide an ensemble of such estimates, and each of them (e.g., [image: image]) is associated with a model state and/or parameter vector [image: image]. The presence of multiple estimates [image: image] not only provides the possibility of uncertainty analysis in a CHOP problem, but also avoids the need to explicitly evaluate the gradients of g with respect to [image: image] in the course of solving the minimization problem in Equation (3).

Equation (3) can be approximately solved by an IES, given as follows [22]:

[image: image]
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[image: image]

[image: image]

As one of the attractive properties of various ensemble-based assimilation algorithms, this iteration process does not explicitly involve the gradients of g, h (the observation operator) or f (the assimilation algorithm) with respect to the hyper-parameters θ, which helps to reduce the complexities of implementing the IES algorithm.

In a practical implementation, the update formulas from Equations (6) to (7) are re-written as follows:

[image: image]

[image: image]

In Equation (11), Id represents the d-dimensional identity matrix. In Equation (12), the quantities [image: image], [image: image] and [image: image] in the observation space are normalized by a square root [image: image] of the observation error covariance matrix. After this normalization, a singular value decomposition (SVD) is applied to [image: image], while avoiding the potential issue of different magnitudes of observations when forming the square root matrix [image: image]. Suppose that through the SVD, we have

[image: image]

To strengthen the numerical stability of the IES algorithm, we discard a number of relatively small singular values, which results in a truncated SVD such that

[image: image]

The truncation criterion adopted in the current work is as follows: Suppose that the matrix [image: image] contains a number of R singular values [image: image] arranged in the descending order, then we keep the first r leading singular values such that [image: image] and [image: image]. In Equation (14), the matrix [image: image] takes the leading singular values [image: image] as its diagonal elements. Accordingly, the matrices [image: image] and [image: image] consist of eigen-vectors that correspond to these kept leading singular values.

Inserting Equation (14) into Equation (11), one obtains a modified update formula:

[image: image]

which is used in all numerical experiments later. In Equation (15), [image: image], and Ir stands for the r-dimensional identity matrix.

As mentioned previously, γi−1 can be considered as a coefficient that determines the relative weight between the data mismatch and regularization terms. In the update formula, e.g., Equation (11) or (15), one can see that in effect, γi−1 affects the change [image: image] of the hyper-parameters, which is also referred to as the step size of the iteration hereafter. Following the discussions in [22, 43], it can be shown that the update formula, Equation (11) or (15), is derived by implicitly linearizing [image: image], around the ensemble mean [image: image] (through the first-order Taylor approximation) at each iteration step1. In this regard, an implication is that the step size cannot be too big in order to make the linearization strategy approximately valid. On the other hand, a too small step size will slow down the convergence of the iteration process. As a result, in our implementation of the IES algorithm (e.g., Equation 11), we choose γi−1 in such a way that the influences of the two terms, [image: image] and [image: image] are comparable (in contrast to the choice that one term dominates the other). Here, the influence is measured in terms of the trace of the respective term. As a consequence of this notion, we have [image: image], where αi−1 > 0 is the actual coefficient to be tuned.

When the truncated SVD is applied to [image: image], the choice of γi−1 for Equation (15) boils down to

[image: image]

At the beginning of the iteration, we let α0 = 1. Subsequently, We use a backtrack line search strategy similar to that in [21] to tune the coefficient value. Specifically, if the average data mismatch at step i is lower than that at step (i − 1), then we accept the estimated hyper-parameters [image: image], and move to the next iteration step. To this end, we reduce the coefficient value by setting αi = 0.9αi−1, which aims to help increase the step size at the next iteration step, similar to the idea behind the trust-region algorithm [47].

On the other hand, if the average data mismatch value at step i becomes higher than that at step (i − 1), then the estimated hyper-parameters [image: image] are not used for the next iteration step. Instead, a few attempts (say Ktrial) are conducted to search for better estimations, leading to a so-called inner-loop iteration (if any), which is adopted for a distinction from the upper-level iteration process (called outer-loop iteration). These are done by doubling the coefficient value [image: image], for each trial, with [image: image], and then re-running the update formula (Equation 15) with a new γi−1 value calculated by Equation (16), wherein the modified [image: image] value is adopted for the calculation. This strategy is again similar to the setting of the trust-region algorithm, and is also in line with the analysis in [22], where it is shown that as long as the linearization strategy is approximately valid, the data mismatch values tend to decrease over the iteration steps. As such, it is sensible to increase the coefficient value (hence shrink the step size), as this helps to improve the accuracy of the first-order Taylor approximation (hence the validity of the linearization strategy). The trial process will be terminated if an average data mismatch value (obtained by using an enlarged coefficient value [image: image]) is found lower than that at the iteration step (i−1), or if the maximum trial number (set to 5) is reached. At the end of the trial process, we set [image: image], and take [image: image] as those obtained from the last trial step.

An additional aspect of the IES algorithm is the stopping criteria. Three such criteria are adopted in the outer-loop iteration process, which include: (1) the maximum iteration step, which is set to be 10; (2) the threshold for the relative change of the average data mismatch values at two consecutive iteration steps, which is set to be 0.01%; (3) the threshold for the average data mismatch value, which is set to be 4 × #(do) (four times the number of observations, with #(do) being the number of elements in do). In other words, the iteration process will stop if the maximum iteration step is reached. Additionally, the iteration process will also stop if the relative change of the average data mismatch values at two consecutive iteration steps, or the average data mismatch value itself at a certain iteration step, is less than their respective threshold value.

In terms of computational cost, the original analysis scheme (e.g., Equation 1), applies the update formula only once. In contrast, in a CHOP problem, one needs to apply the update formula multiple times during the iteration process. As such, it becomes computationally more expensive to solve the CHOP problem than a straightforward application of the EnKF analysis scheme (if one ignores the potential cost of searching for proper hyper-parameter values). In practical problems, however, the computationally most expensive part of an assimilation workflow often lies in running the dynamical system (i.e., at the forecast step), whereas it is computationally much cheaper to execute the analysis step. Within this context, it is expected that solving the CHOP problem will only lead to a negligible (hence affordable) overhead of computational cost to the whole assimilation workflow.



2.3. Localization in the CHOP problem

In many data assimilation problems, the heavy cost of running the dynamical system also puts a constraint on how many ensemble members one can afford to use. Often, a trade-off has to be made so that one employs an ensemble data assimilation algorithm with a relatively small ensemble size for runtime reduction. One consequence of this limited ensemble size is that there could be substantial sampling errors when using the statistics (e.g., covariance and correlation) estimated from the small ensemble in the update formula. In addition, rank deficiencies of estimated covariance matrices would also take place. These noticed issues often lead to degraded performance of data assimilation. To mitigate the impacts of sampling errors and rank deficiency, localization techniques (e.g., [13, 30–32, 48, 49]), are often employed.

In the CHOP problem, we note that localization is conducted with respect to hyper-parameters (e.g., in Equations 11 or 15), in spite of the possible presence of another localization scheme adopted in the assimilation algorithm (e.g., as in Equation 2).

Many localization methods are based on the distances between the physical locations of certain pairs of quantities, which can be either pairs of two model variables as in model-space localization schemes (e.g., [13]), or pairs of one model variable and one observation as in observation-space localization schemes (se.g., [49]). In the CHOP problem, however, in certain circumstances it may be challenging to apply distance-based localization, as in the update formula, Equations (11) or (15), certain hyper-parameters may not possess clearly defined physical locations, so that the concept of physical distance itself may not be valid.

To circumvent this difficulty, we adopt a correlation-based adaptive localization scheme proposed in [50]. For illustration, without loss of generality, suppose that when localization is not adopted, the update formula is in the form of

[image: image]

where [image: image] is a Kalman-gain-like matrix and [image: image] the corresponding innovation term. With the presence of localization, then the update formula is modified as

[image: image]

where Li−1 is a h × d localization matrix to be constructed, with h and d being the vector lengths of [image: image] and [image: image] (or [image: image]), respectively. In Equation (18), the localization scheme is similar to observation-space localization, but the localization matrix Li−1 acts on the Kalman-gain-like matrix [image: image].

The construction of the localization matrix Li−1 is based on the notion of causality detection between the hyper-parameters [image: image] and the predicted observations [image: image] [50]. To see the rationale behind this notion, let [image: image] and [image: image], and re-write Equation (18) into an equivalent, element-wise form

[image: image]

where [image: image], [image: image] and [image: image] represent the s−th or the t−th element of [image: image], [image: image] and [image: image], respectively; while [image: image] and [image: image] stand for the elements on the s−th row and the t−th column of the matrices Li−1 and [image: image], respectively.

The implication of Equation (19) is that the innovation elements [image: image] (t = 1, 2, ⋯, d) contribute to the change [image: image] of the s−th hyper-parameter, and the degree of the contribution of each innovation element [image: image] is determined by the element [image: image] (if no localization), together with the tapering coefficient [image: image] (if with localization).

In the notion of causality detection to choose the value of [image: image], the main idea is that if there is a causality from the s−th element of hyper-parameters to the t−th element of innovations, then [image: image] should be used for updating [image: image] to [image: image], meaning that [image: image]. In contrast, if there is no causality therein, then it is sensible to exclude [image: image] so that it makes no contribution to the update of [image: image] to [image: image], meaning that [image: image].

Here, the statistics used to measure the causality is the sample cross correlations (e.g., denoted by [image: image]) between the elements of an ensemble of hyper-parameters (e.g., [image: image] for j = 1, 2, ⋯, Ne) and the corresponding ensemble of innovations (e.g., [image: image] for j = 1, 2, ⋯, Ne). Intuitively, when the magnitude of a sample correlation, say [image: image], is relatively high (e.g., close to 1), then one tends to believe that there is a true causality from the s−th element of hyper-parameters to the t−th element of innovations. On the other hand, when the magnitude of [image: image] is relatively low (e.g., close, but not exactly equal, to 0), then more caution is needed. This is because when a limited ensemble size Ne is adopted, the induced sampling errors can cause spurious correlations, such that even there is no causality between a hyper-parameter and an innovation element, the estimated sample correlation may not be identical to zero.

Taking into account the above consideration, we assign values to [image: image] following a method in [50]:

[image: image]

where fGC is the Gaspari-Cohn (GC) function [51], which, for a scalar input z ≥ 0, satisfies

[image: image]

Note that in general, choosing Equation (21) as the tapering function may not be optimal, and other types of tapering functions may also be considered, see, for instance, [52].

In Equation (20), the factor [image: image] is adopted for the following reason: When the true correlation between the s-th hyper-parameter and the t-th innovation is 0, but the sample correlation is evaluated with a sample size of Ne, then the sampling errors follow a Gaussian distribution N(0, 1/Ne) asymptotically, see [50] and the reference therein. Therefore, under the hypothesis (denoted by H0 hereafter) that the true correlation is 0, we compare the magnitude of the sample correlation [image: image] with three times the standard deviation (STD) ([image: image]). The larger [image: image] is, the more confident we are that H0 should be rejected, meaning it is more likely that there is a true (non-zero) correlation between the s-th hyper-parameter and the t-th innovation. As such, [image: image] will receive a larger value. On the other hand, the value of [image: image] becomes smaller as [image: image] decreases.

In comparison to distance-based localization, a few additional benefits of the above correlation-based localization include: better abilities to hand non-local observations, time-lapse effects of observations and big observation datasets; and improved adaptivity to different types of model parameters/state variables. For more details, readers are referred to [50].




3. Numerical results

The L96 model [53] is taken as the testbed in the current study. For a NL-dimensional L96 model, its dynamic behavior is described by the following ordinary differential equations (ODEs):

[image: image]

For consistency, x−1 = xNL−1, x0 = xNL and x1 = xNL+1 in Equation (22). The driving force term F is set to 8 throughout this work. The L96 model is integrated forward in time by the fourth-order Runge-Kutta method with a constant integration step of 0.05 time units (dimensionless).

Similar to the idea of cross-validating the reliability and performance of a machine learning model through certain statistical tests [54], in the experiments below, a few statistics are adopted to characterize the performance of data assimilation. These include the root mean square error (RMSE) Em, ensemble spread Sen and data mismatch Ed. As will be seen below, RMSE computes a normalized Euclidean distance between an estimate and the ground truth in the model space, whereas data mismatch calculates a similar distance between predicted and real observations in the observation space. On the other hand, ensemble spread provides a measure of ensemble variability.

To compute these statistics, let m be a m-dimensional vector of estimated model state variables and/ or parameters that are of interest, dpred ≡ h(m) the corresponding predicted observation, with h being the observation operator, then given the reference mref (ground truth), we define the RMSE of m as

[image: image]

where the operator ∥•∥2 returns the Euclidean norm of its operand •.

In addition, assume that the real observation is do, which is contaminated by some zero-mean Gaussian white noise, and is associated with an observation error covariance matrix Cd, then we define the data mismatch of m as

[image: image]

For the definition of ensemble spread, let [image: image] be an ensemble of estimated model state variables/parameters, where mj, k denotes the k-th element of mj (k = 1, 2, ⋯, m). Based on [image: image], we construct a vector [image: image], where σk denotes the sample standard deviation with respect to the ensemble [image: image], and compute the ensemble spread as

[image: image]
 
3.1. Experiments in a 40-dimensional L96 system
 
3.1.1. Experiment settings

We start from the common choice of NL = 40 in the literature, while considering a much larger NL value later on. We run the L96 model from time 0 to time 5,000 (which corresponds to 100,000 integration steps in total), and compute the long-term (lt) temporal mean [image: image] and covariance [image: image] based on the model variables at all integration steps.

In each of the experiments below, we draw a random sample from the Gaussian distribution [image: image], and use this sample as the initial condition to start the simulation of the L96 model in a transition time window of 250 time units (corresponding to 5,000 integration steps).

The model variables obtained at the end of the transition time window is then taken as the initial values to simulate reference model variables in an assimilation time window of 250 time units. Data assimilation is conducted within this assimilation time window to estimate reference model variables at different time steps, based on a background ensemble of model variables and noisy observations that are related to reference model variables through a certain observation system. The initial background ensemble (at the first time instance of the assimilation time window) is generated by drawing a specified number Ne of samples from the Gaussian distribution [image: image]. The ensemble size Ne may change with the experiments, as will be specified later.

For a generic vector m of model state variables/parameters, the observation system adopted in the experiments is linear and in the form of

[image: image]

where H is a matrix extracting elements m1, m1+Δn, m1+2Δn, ⋯ from m, the integer Δn represents an increment of model-variable index, and M is the largest integer such that 1 + MΔn ≤ NL. The value of Δn may also vary in different experiments. As such, its concrete value will be mentioned in individual experiments later. For convenience, hereafter we may also use the shorthand notation {1:Δn:NL} to denote the set {1, 1 + Δn, 1 + 2Δn, ⋯} of indices. Similar notations will also be used elsewhere later.

In the experiments, we assume that the observation operator H is perfect and known to us. When applying Equation (26) to reference model variables to generate real observations for data assimilation, we add to the outputs of Equation (26) some Gaussian white noise ϵ, which is assumed to follow the Gaussian distribution N(0M+1, IM+1), with 0M+1 and IM+1 being the (M + 1)-dimensional zero vector, and the (M + 1)-dimensional identity matrix, respectively. The frequency for us to collect the measurements is every Δt integration steps, whose value will also be specified in respective experiments.

The base assimilation algorithm adopted here is the EnKF with perturbed observations [55], in which the update formula reads:

[image: image]

where Cm is the sample covariance matrix of the background ensemble [image: image], and [image: image] stands for perturbations with respect to the real observation do.

Covariance inflation and localization are then introduced to Equation (27) to strengthen the performance of the EnKF. We note that our purpose here is to demonstrate how the CHOP workflow can be implemented on top of certain chosen inflation and localization techniques, yet the CHOP workflow itself cannot be used to design new inflation or localization techniques.

Specifically, in this study, covariance inflation is conducted on the background ensemble, in such a way that [image: image] is replaced by a modified background ensemble [image: image] with [image: image], where [image: image] is the ensemble mean of the members in [image: image], and δ ≥ 0 is the inflation factor to be determined through a certain criterion. Accordingly, the sample covariance Cm in Equation (27) should be replaced by [image: image], which is larger than Cm (hence the name covariance inflation).

On the other hand, localization is implemented by replacing the Kalman gain matrix [image: image] by the Schur product [image: image], where L is the localization matrix, whose element, say, Ls,t on the s-th row and the t-th column of L, is determined by the “physical” distance between the s-th model variable ms and the t-th observation element dt. For the observation system in Equation (26), dt corresponds to the observation at the model-variable location o = (1 + (t − 1)Δn) (in terms of model-variable index). As such, the element Ls,t is computed as follows:

[image: image]

[image: image]

In Equation (28), fGC is the Gaspari-Cohn function (see Eq. 21), dists,t represents a normalized distance between the s-th model variable and the t-th observation element (which is located on the o-th model grid/index), and λ is the length scale, whose value is chosen under a certain criterion. Equation (29) computes the distance between the t-th and o-th model grids/indices, which is normalized by the total number NL of the model grids (equal to the dimension of the L96 model in this case). Note that dists,t takes the minimum value between |s − o|/NL and 1 − |s − o|/NL, due to the circular nature of the L96 model. In the sequel, we re-write L as L(λ) to indicate the dependence of L on λ.

Taking into account the presence of both covariance inflation and localization, the base assimilation algorithm, Equation (27), is modified as follows:

[image: image]

The update formula in Equation (30) thus contains two hyper-parameters, the inflation factor δ and the length scale λ. With the known background ensemble [image: image] (hence [image: image], [image: image], and Cm) and the quantities [image: image], Cd, and H, the relation between the analysis [image: image] and the hyper-parameters is complex (and nonlinear in general), even with a rather simple observation operator H.

Equation (30) serves as the reference algorithm hereafter, and we will compare its performance with that of the CHOP workflow in a number of different experiments below. In the comparison, we do not adopt any tailored methods proposed in the literature to tune δ and/or λ. Instead, we use the grid search method to find the optimal values of the pair (δmin, λmin), whereas the optimality is meant in the sense that the combination (δmin, λmin) results in the lowest value of an average RMSE within some pre-defined search ranges of δ and λ. In all the experiments related to the 40-dimensional L96 model, for the reference algorithm (Equation 30), the search range of δ is set to {0:0.1:2}, and that of λ to {0.05:0.05:1}. For a given experiment, the average RMSE is obtained by first computing the RMSEs of all analysis ensemble means at different time instances, then averaging these RMSEs over the whole assimilation time window, and finally averaging the previous (average) values again over a number of repetitions of the assimilation run. These repetitions share identical experimental settings, except that the random seeds used to generate certain random variables (e.g., the initial background ensemble and the observation noise) in each repetition of the experiment are different. In each experiment with respect to the 40-dimensional L96 model, the number of repetitions is set to 20.

In the CHOP workflow, instead of relying on the grid search method to find an optimal combination of δ and λ, the IES algorithm presented in Section 2 is applied to estimate an ensemble of δ and λ values for the reference algorithm (Equation 30). Note that there are differences between the optimality criterion used in the grid search method and that in the CHOP workflow. In this regard, the grid search method aims to find a single optimal pair (δmin, λmin) that leads to the globally minimum average RMSE in the model space, within the whole assimilation time window. In contrast, the CHOP workflow searches for an ensemble of δ and λ values that help reduce the average of an ensemble of data mismatch values in the observation space (cf. Equation 3) within a given number of iteration steps, and at each data assimilation cycle (rather than the whole assimilation time window). In this sense, the obtained ensemble of δ and λ values represents, at best, locally optimal estimates at a given time instance, with a prescribed maximum number of iteration steps.

With these aforementioned differences, it is natural to expect that the globally optimal criterion (global criterion for short) used in the grid search method should result in better data assimilation performance than the locally optimal one (local criterion for short) adopted in the CHOP workflow. On the other hand, it is important to notice that the superiority of the global criterion is achieved on top of the assumption that one has access to the ground truths of model state variables and/or parameters during the whole data assimilation window. As such, it is not a realistic criterion that can be applied to practical data assimilation problems, where the underlying ground truths are typically unknown. In contrast, the local criterion is more realistic and can be implemented in practice. In the experiments below, however, we still choose to present the results with respect to the global criterion, as this serves as a means to cross-validate the performance of the CHOP workflow.

In the CHOP workflow, the configuration of the IES algorithm is as follows: Equations (15) and (16) are employed to estimate ensembles of hyper-parameters [image: image] at different iteration steps (indexed by i, for i = 1, 2, …, K), and correlation-based localization is applied to Equation (15) (in addition to distance-based localization adopted in the reference algorithm, Equation 30). We note that the size of a hyper-parameter ensemble is the same as that of a background ensemble [image: image] of model state variables and/or parameters, so that each ensemble member [image: image] is associated with its respective hyper-parameter pair [image: image], when using the reference algorithm (Equation 30) to update [image: image]. To start the iteration process of the CHOP workflow, Latin hypercube sampling (LHS) is adopted to generate an initial ensemble of hyper-parameters at each assimilation cycle, whereas the hyper-parameter ranges used for LHS are the same as those in the grid search method.

Another remark is that the background ensemble [image: image] already exists before the CHOP workflow starts, and is invariant during the iteration process of the CHOP workflow. On the other hand, the outputs of the reference algorithm (Equation 30) do depend on the values of [image: image], and can change as the iteration proceeds. The members [image: image] of the analysis ensemble are taken as the outputs of Equation (30) at the last iteration step K, which is a number jointly determined by the three stopping criteria mentioned previously (cf. Section 2).



3.1.2. Results with different ensemble sizes

We first present results in a set of four experiments to illustrate the impacts of ensemble size. In each experiment, all state variables are observed (called full observation scenario hereafter), corresponding to the observation-index increment Δn = 1, with an observation frequency of every 4 integration steps (denoted by Nfreq = 4). These four experiments use ensemble sizes Ne = 15, 20, 25, 30, respectively, while the remaining experimental settings (e.g., real observations/perturbed observations, initial background ensemble) are identical.

Figure 1 shows the average RMSEs in the full observation scenario, obtained by applying the grid search method to the reference algorithm (Equation 30), when different ensemble sizes Ne are used in the experiments.


[image: Figure 1]
FIGURE 1
 Average RMSEs with respect to the reference algorithm (Equation 30) in the full observation scenario (Δn = 1, Nfreq = 4), using an ensemble size of 15, 20, 25, and 30, respectively. The RMSE values are obtained by searching all the possible combinations of the inflation factor δ ∈ {0:0.1:2} (along the horizontal axis) and the length scale λ ∈ {0.05:0.05:1} (along the vertical axis). Note that for certain combinations of δ and λ values, filter divergence may take place (represented by white color in respective sub-plots). (A) Ne = 15. (B) Ne = 20. (C) Ne = 25. (D) Ne = 30.


For a given ensemble size, the sub-plots of Figure 1 indicate that in general, relatively low average RMSEs are reached with suitable amounts of covariance inflation and localization, whereas relatively high average RMSEs are obtained if there are insufficient inflation (corresponding to relatively small δ values) and localization (corresponding to relatively large λ values). On the other hand, too strong inflation (corresponding to relatively large δ values) and localization (corresponding to relatively small λ values) may lead to filter divergence (represented by white color in the sub-plots)2, which corresponds to the situation where the RMSE values blow up with a potential issue of numerical overflow.

On the other hand, comparing the sub-plots of Figure 1, it can be observed that a larger ensemble size tends to result in a larger area that is filled with relatively low average RMSEs, while reducing the chance of filter divergence.

In company with Figure 1, Table 1 reports the minimum average RMSEs that the grid search method can achieve in the four sets of experiments, their associated STDs (to reflect the degrees of fluctuations of the average RMSEs within 20 repetition runs), and the optimal combinations (δmin, λmin) of the inflation factor and the length scale, with which the minimum average RMSEs are achieved. As one can see therein, when the ensemble size increases, the minimum average RMSE obtained by the grid search method tends to decrease. Meanwhile, less amounts of covariance inflation (in the sense of smaller δmin) and localization (in the sense of larger λmin) are required to achieve the minimum average RMSE, consistent with the observations in Figure 1.


TABLE 1 Performance comparison between the grid search method and the CHOP workflow applied to the reference algorithm (Equation 30) in the full observation scenario, with four different ensemble sizes.

[image: Table 1]

For comparison, Table 1 also lists the average RMSEs that are obtained by the CHOP workflow in the full observation scenario. Note that the CHOP workflow uses the IES to estimate an ensemble of inflation factors and length scales at each assimilation cycle. As such, unlike the grid search method, there is no time-invariant, globally optimal inflation factor or length scale obtained from the CHOP workflow.

A few observations can be obtained when comparing the performance of the grid search method and the CHOP workflow in Table 1. First of all, in terms of the minimum average RMSE that one can achieve in each experiment, the CHOP workflow systematically under-performs the grid search method. This under-performance is not surprising, since, as discussed previously, the grid search method gains the relative superiority on top of the assumption that it has access to the ground truths, which is typically infeasible in practical data assimilation problems.

In comparison to the grid search method, the CHOP workflow appears to be more sensitive to the change of ensemble size. With Ne = 15, there is a relatively large gap (around 0.7) between the average RMSE of the CHOP workflow and the minimum average RMSE that the grid search method can achieve. As the ensemble size increases, the performance of the CHOP workflow substantially improves, such that the gap drops to only around 0.02 when Ne = 30. This indicates that in the full observation scenario, the CHOP workflow can perform reasonably well with a sufficiently large ensemble size.

A number of factors, including model, data, and ensemble sizes, observation frequency and density, the number of hyper-parameters and the searching ranges of their values, would have an influence on the computational time required to deploy the grid search method and/or the CHOP workflow. As such, instead of presenting the computational time in all possible combinations of these different factors, we compare the computational time with respect to a normal EnKF equipped with a specific combination of the inflation factor δ = 0 and the length scale λ = 0.1 (corresponding to a single grid point in the grid search method), and that with respect to the EnKF equipped with the CHOP workflow. In this comparison, the ensemble size Ne = 30 (Δn = 1 and Nfreq = 4), and our computing system uses Intel(R) Core(TM) i9-10900K CPU @ 3.70 GHz with 64 GB memory. Under these settings, the wall-clock time for the normal EnKF is 15.9261 ± 0.4102 (mean ± STD) seconds, while the wall-clock time for the EnKF equipped with the CHOP workflow is 65.5915 ± 0.6852 s.

As mentioned in Section 2.2, for the EnKF with the CHOP workflow, the maximum number of iteration steps in the IES algorithm is set to 10, which means that the maximum computational time at the analysis step of the EnKF equipped with the CHOP workflow is around 10 times that at the analysis step of the normal EnKF. From the above-reported results, however, it appears that on average the computational time of the EnKF equipped with the CHOP workflow is around 4.1 times that of the normal EnKF, which is substantially lower than 10. This difference may be attributed to the following two factors: (1) The IES may stop before reaching the maximum number of iteration steps, due to the other two stopping criteria specified in Section 2.2; (2) The reported computational cost includes the time at both the forecast and the analysis steps of the EnKF during the whole assimilation time window. While the EnKF with the CHOP workflow has a higher computational cost at an analysis step than the normal EnKF, at a forecast step they would have roughly the same computational cost instead.

Note that so far we have only compared the computational time between the normal EnKF (at a single grid point) and the EnKF equipped with the CHOP workflow. When the grid search method is applied to find the optimal combination of hyper-parameters, the total computational cost is roughly equal to the number of grid points times the cost of a single normal EnKF. In the current experiment setting, the grid search method considers 21 values for the inflation factor, and 20 values for the length scale. As such, it needs to compare the results at 21 × 20 grid points (hence 420 normal EnKF runs) in one repetition of the experiment. Therefore, under this setting, the grid search method will be roughly 100 times more expensive than the EnKF with the CHOP workflow. It is expected that similar conclusions would be obtained under other experiment settings, but for brevity we do not present further comparison results in this regard.



3.1.3. Results with different observation densities

We then examine the impact of observation density on the performance of the grid search method and the CHOP workflow. To this end, we conduct three more experiments with the observation-index increment Δn = 2 (the half observation scenario), Δn = 4 (the quarter observation scenario), Δn = 8 (the octantal observation scenario), respectively, while these three experiments share the same ensemble size Ne = 30 and observation frequency Nfreq = 4.

Figure 2 reports the average RMSEs with different combinations of the inflation factor and length scale values, obtained by the grid search method in the half, quarter and octantal observation scenarios, respectively. For convenience of comparison, the results of the full observation scenario (with Ne = 30) in Figure 1D are re-plotted therein. Comparing the results in Figure 2, it can be seen that, as the observation density decreases (Δn increases), the performance of the grid search method degrades, in the sense that the resulted average RMSEs arise, and filter divergence tends to have a higher chance to take place, except that the quarter observation scenario seems to have more instances of filter divergence than the octantal observation scenario. The degraded performance is expected, since reduced observation density means that less information contents can be utilized for data assimilation.
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FIGURE 2
 As in Figure 1, but for average RMSEs obtained by the grid search method in the half (Δn = 2, Nfreq = 4), quarter (Δn = 4, Nfreq = 4), and octantal (Δn = 8, Nfreq = 4) observation scenarios, respectively, with the ensemble sizes Ne = 30. For ease of comparison, the results of the full observation scenario (Δn = 1, Nfreq = 4, Ne = 30) in Figure 1 are re-plotted here. (A) Full observation scenario (Δn = 1). (B) Half observation scenario (Δn = 2). (C) Quarter observation scenario (Δn = 4). (D) Octantal observation scenario (Δn = 8).


Similar to Tables 1, 2 posts the minimum average RMSEs of the grid search method, their associated STDs, and the optimal values of the inflation factor and the length scale. Among the full, half and quarter observation scenarios, as the observation density decreases, the optimal inflation factor δmin does not change, but the optimal length scale λmin shows a tendency of increment, meaning that less localization is required. This trend, however, is broken in the octantal observation scenario, in which both δmin and λmin become smaller than those of the other three scenarios, suggesting that it is better to have less inflation but more localization.


TABLE 2 As in Table 1, but for performance comparison between the grid search method and the CHOP workflow with full, half, quarter, and octantal observations, respectively, whereas the ensemble size and the observation frequency are set to 30 and 4, respectively, in all experiments.
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For comparison, Table 2 also lists the average RMSEs with respect to the CHOP workflow. As one can see therein, in different observation scenarios, the average RMSEs of the CHOP workflow stay in a relatively close vicinity of the minimum values achieved by the grid search method. In addition, no filter divergence is spotted in the repetition runs of the CHOP workflow. As such, the CHOP workflow again appears to work reasonably well with different observation densities.



3.1.4. Results with different observation frequencies

We investigate one more aspect, namely, the impact of observation frequency on the performance of the grid search method and the CHOP workflow. In line with this goal, we conduct three additional experiments, with the following settings: Ne = 30, Δn = 2 (the half observation scenario), and Nfreq = 1, 2, 8, respectively.

Figure 3 shows the average RMSEs of the grid search method, when the inflation factor and the length scale take different values, and the observations arrive at different frequencies. For convenience of comparison, the results with Nfreq = 4 (Ne = 30, Δn = 2) in Figure 2 are also included into Figure 3. It can be clearly seen that, as the observation frequency decreases (corresponding to increasing Nfreq), the average RMSE tends to increase. Filter divergence remains a problem, but in this case, it appears that a lower observation frequency does not necessarily lead to a higher chance of filter divergence.
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FIGURE 3
 As in Figure 1, but for average RMSEs obtained by the grid search method in the half observation scenario, with the same ensemble sizes Ne = 30 yet different observation frequencies. For ease of comparison, the results of the half observation scenario (Δn = 2, Nfreq = 4, Ne = 30) in Figure 2 are re-plotted here. (A) Nfreq = 1. (B) Nfreq = 2. (C) Nfreq = 4. (D) Nfreq = 8.


Following Tables 1–3 summarizes the minimum average RMSEs of the grid search method at different observation frequencies, their associated STDs and the optimal inflation factor and length scale. As observed in Table 3, when the observation frequency decreases (Nfreq increases), the minimum average RMSE arises. In the meantime, the corresponding optimal length scale λmin tends to decline, while the optimal inflation factor δmin remains unchanged.


TABLE 3 As in Table 1, but for performance comparison between the grid search method and the CHOP workflow in the half observation scenario (Δn = 2), with the same ensemble size Ne = 30 yet different observation frequencies.
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In terms of the performance of the CHOP workflow, one can observe again that its average RMSEs stay relatively close to the corresponding minimum values of the grid search method. On the other hand, no filter divergence is found in the repetition runs of the CHOP workflow. Altogether, the experiment results confirm that the CHOP workflow also performs reasonably well at different observation frequencies.




3.2. Experiments in a 1,000-dimensional L96 system

In this subsection, we conduct an additional experiment in a 1,000-dimensional L96 model (NL=1,000). The main purpose of the experiment is to demonstrate that the CHOP workflow can be used to tune a large number of hyper-parameters. This feature is a natural reflection of the capacity of the IES algorithm, which has been shown to work well in, e.g., large-scale reservoir data assimilation problems [20–22].

The experiment settings in this subsection is largely the same as those of the experiments with respect to the 40-dimensional L96 model. Therefore, for brevity, in the sequel we focus more on explaining the places where different experiment settings are adopted.

Since the dimensionality is significantly increased, the grid search method becomes more time-consuming. To facilitate the investigation, we reduce the assimilation time window from 250 time units to 100 time units (corresponding to 2,000 integration steps), and the number of repetition runs of a given experiment from 20 to 10, while keeping the search ranges of the inflation factor and the length scale unchanged. In the meantime, we increase the ensemble size Ne to 100. The observation system is the same as that in Equation (26), with the same observation-noise variance. The increment of model-variable index is set to Δn = 4 (quarter observation scenario), and the observations are collected every four integration steps (Nfreq = 4). Given the purpose of the current experiment, no sensitivity study (e.g., with respect to Ne, Δn and Nfreq) is conducted.

The base assimilation algorithm is the same as that in Equation (27), and we introduce both covariance inflation and localization to the base algorithm. We use the same localization scheme as in the 40-dimensional case (with the length scale λ as a hyper-parameter), while considering two different ways of conducting covariance inflation. One inflation method is again the same as that in the 40-dimensional case, which applies a single inflation factor δ to all model state variables of the background ensemble. This leads to a reference algorithm identical to that in Equation (30), which contains two hyper-parameters, δ and λ, and the grid search method is then applied to find the optimal combination of δ and λ for the reference algorithm. On the other hand, the CHOP workflow is employed to estimate an ensemble of Ne hyper-parameter pairs [image: image]. For distinction later, we call the application of the CHOP workflow to estimate the ensemble [image: image] the single-inflation-factor (SIF) method.

The other inflation method introduces multiple inflation factors to the base algorithm. Specifically, each model state variable of the background ensemble [image: image] receives its own inflation factor, in such a way that after inflation, the modified background ensemble [image: image] has its member [image: image] in the form of [image: image], where 1 is a NL-dimensional vector with all its elements equal to 1, [image: image] contains NL inflation factors, and ⚬ stands for the Schur product operator. Replacing the SIF method in Equation (30) by the multiple-factor one (while keeping the localization scheme unchanged), one obtains a new reference algorithm.

[image: image]

[image: image]

where [image: image] is the sample covariance matrix with respected to the inflated ensemble [image: image].

Due to the high dimensionality (NL=1000), it is computationally prohibitive to apply the grid search method to optimize the set of hyper-parameters in Equation (31). On the other hand, as will be shown later, it is still possible to apply the CHOP workflow to estimate an ensemble of hyper-parameters, denoted by [image: image]. Such a workflow is called the multiple-inflation-factor (MIF) method hereafter.

With these said, in the sequel, we compare the performance of the grid search method applied to the reference algorithm in Equation (30), the CHOP workflow with the SIF method, and the CHOP workflow with the MIF method, respectively.

Figure 4 shows the average RMSEs obtained by the grid search method with different combinations of δ and λ values. Similar to what we have seen in the 40-dimensional L96 model, filter divergence arises in a large portion of the searched region of hyper-parameters. As reported in Table 4, the minimum average RMSE of the grid search method is around 2.7667, achieved at δmin = 0.10 and λmin = 0.05.


[image: Figure 4]
FIGURE 4
 Average RMSEs obtained by the grid search method (applied to Equation 30) in the 1,000-dimensional L96 model.



TABLE 4 Performance comparison between the grid search method and the CHOP workflow in the 1,000-dimensional L96 model.

[image: Table 4]

For comparison, Table 4 also presents the average RMSEs of the CHOP workflow equipped with the SIF and MIF methods, respectively. Again, no filter divergence takes place in the CHOP workflow. Both the SIF and MIF methods result in RMSE values that stay relatively close to the minimum RMSE value of the grid search method. In comparison to the SIF method, however, the MIF exhibits better performance, largely due to a higher degree of freedom brought in by the larger number of inflation factors used in the assimilation algorithm.



3.3. Behavior of the IES algorithm

Finally we take a glance at the behavior of the IES algorithm that underpins the CHOP workflow. We do this in the 1,000-dimensional L96 model with the MIF method, to illustrate the efficacy of the IES algorithm in dealing with high-dimensional problems. Note that in the CHOP workflow, the IES is adopted to tune hyper-parameters at each assimilation cycle. For brevity, we only use one of the assimilation cycles for illustration.

Figures 5, 6 disclose the data mismatch and RMSE values at each iteration step, in the form of box plots. These values are obtained as follows: At each iteration step, we first insert the ensemble of hyper-parameters into the reference algorithm (Equation 31) of the MIF method, in such a way that each member of the background ensemble (of model state variables) is associated with a member of the ensemble of hyper-parameters. In this way, we obtain an ensemble of updated model state variables at each iteration step. The data mismatch and RMSE values are then calculated with respect to the ensemble of updated model state variables. Note that the ensemble of analysis state variables corresponds to the ensemble of updated model state variables at the last iteration step. Meanwhile, at iteration step 0, the data mismatch and RMSE values are computed based on the initial ensemble of hyper-parameters generated through the LHS scheme.


[image: Figure 5]
FIGURE 5
 Box plots of data mismatch at different iteration steps at one of the data assimilation cycles of the 1,000-dimensional L96 model.



[image: Figure 6]
FIGURE 6
 Box plots of RMSE at different iteration steps at one of the data assimilation cycles of the 1,000-dimensional L96 model.


In Figures 5, 6, both the data mismatch and RMSE values tend to decrease as the iteration proceeds, while maintaining substantial ensemble varieties in the box plots (indicating that ensemble collapse does not take place). The IES converges relatively fast, moving into the vicinity of a certain local minimum after only several iteration steps, which is a behavior also noticed in other studies [20–22].

Corresponding to Figures 5–7 presents the values of mean RMSE and ensemble spread at each iteration step. Here, a mean RMSE is the average of the RMSEs over ensemble members of the updated model state variables (i.e., the average of the box-plot values) at a given iteration step, whereas ensemble spread is evaluated according to Equation (25). In consistency with Figure 6, the mean RMSE and the ensemble spread tend to decrease along with the iterations. The overall change of ensemble spread from the beginning to the end of the iteration process appears to be less significant than that of the mean RMSE. In fact, the final ensemble spread appears to stay close to the initial value, which also suggests that ensemble collapse does not appear to be a problem. On the other hand, there are substantial gaps between the values of mean RMSE and ensemble spread at all iteration steps, which means that ensemble spread does not match the estimation errors of the updated model state variables. This tendency of under-estimation seems to be largely related to the fact that the ensemble spread at the beginning of the iteration is already considerably smaller than the mean RMSE, which could be due to the insufficient ensemble spread in the background ensemble, or the initial ensemble of hyper-parameters, or both.


[image: Figure 7]
FIGURE 7
 Mean RMSE (dashed red line) and ensemble spread (dash-dotted green line) vs. iteration step, at one of the data assimilation cycles of the 1,000-dimensional L96 model.


Figure 8 shows the histograms with respect to the reference model state variables (the truth), the background-ensemble mean, and the analysis-ensemble mean, respectively. It is clear that neither the histogram of the background-ensemble mean, nor that of the analysis-ensemble mean, resemble the histogram of the truth well, suggesting that there are substantial estimation errors in the estimated model state variables.


[image: Figure 8]
FIGURE 8
 Histograms of (A) the reference model state (truth), (B) the background ensemble mean, and (C) the analysis ensemble mean at one of the assimilation cycles in the 1,000-dimensional L96 model. Both the reference model state and the background ensemble do not change over the IES iteration process, whereas the analysis ensemble is obtained by inserting the ensemble of estimated hyper-parameters at the last iteration step into the reference algorithm (Equation 31), of the MIF method.


On the other hand, the results with respect to the estimated hyper-parameters appears to be more interesting. For illustration, Figure 9 plots the histograms of the initial (left) and final (right) ensembles of the inflation factors associated with model state variable 1 (top) and 500 (middle), and the histograms of the initial and final ensembles of the length scale (bottom). Since we use LHS to generate the initial ensemble, it can be observed that the histograms with respect to three initial ensembles of hyper-parameters roughly follow certain uniform distributions. Through the iteration process of the IES algorithm, the shapes and supports of the histograms are modified. This is particularly noticeable for the estimated values of length scale in the final ensemble (Figure 9F). Initially, the range of the length scale in the initial ensemble is [0.05, 1], at the end of the iteration, around 80% of the values of estimated length scale locate at 0.05 (which is the optimal value found by the grid search method), while the rest of the estimated values are less than 0.1. On the other hand, for the estimated inflation factors, one may notice that their values are less concentrated than the length scale. In comparison to the initial ensembles of the inflation factors, their final ensembles receive somewhat narrower supports, but still maintain sufficient spreads, in consistency with the results in Figure 7. The values of estimated inflation factors are substantially larger than the optimal inflation factor (0.10) found by the grid search method. The main reason behind this is that the original EnKF updates model state variables only once, whereas the CHOP workflow does the update multiple times, each time with a smaller step size (hence larger inflation factors).


[image: Figure 9]
FIGURE 9
 Histograms of the initial (left) and final (right) ensembles, with respect to the inflation factors associated with model state variables 1 (A,B) and 500 (C,D), and the length scale (E,F), respectively.





4. Discussion and conclusion

This study aims to develop a Continuous Hyper-parameter OPtimization (CHOP) workflow that helps to tune hyper-parameters in ensemble data assimilation algorithms. The main idea is to treat a data assimilation algorithm with certain hyper-parameters as a parametric mapping that transforms an ensemble of initial model state variables and/or parameters to a corresponding ensemble of updated quantities, which in turn are related to the predicted observations through the observation operator.

Following this perspective, the hyper-parameters can be tuned in such a way that the corresponding updated model state variables and/or parameters result in lower data mismatch than their initial values. In doing so, the CHOP problem is recast as a parameter estimation problem. We adopt an iterative ensemble smoother (IES) to solve the CHOP problem, as its derive-free nature allows one to implement the algorithm without explicitly knowing the relevant gradients. To mitigate the adverse effects of using a relatively small ensemble size in the IES, we also equip the IES with a correlation-based adaptive localization scheme, which helps to handle the issue that hyper-parameters may not possess physical locations needed for distance-based localization schemes.

We investigate the performance of the CHOP workflow in the Lorentz 96 (L96) model with two different dimensions. Experiments in the 40-dimensional L96 model aim to inspect the impacts of a few factors on the performance of the CHOP workflow, whereas those in the 1,000-dimensional L96 model focus on demonstrating the capacity of the CHOP workflow to deal with a high-dimensional set of hyper-parameters, which may not be computationally feasible for the grid search method. Such a capacity would help enable the developments of more sophisticated auxiliary techniques (e.g., inflation or localization) that introduce a large number of hyper-parameters to an assimilation algorithm for further performance improvements.

In most of the experiments, the CHOP workflow is able to achieve reasonably good performance, which is relatively close to the best performance obtained by the grid search method (an unverifiable case occurs in the experiments with respect to the multiple-inflation-factor method in the 1,000-dimensional L96 model, where we are not able to adopt the grid search method due to its prohibitively expensive cost). Meanwhile, unlike the grid search method, the optimality criterion in the CHOP workflow is based on data mismatch between real and predicted observations, which is realistic and can be implemented in practical data assimilation problems.

So far, we have only implemented the CHOP workflow in the ensemble Kalman filter (EnKF) with perturbed observations. Given the varieties of different assimilation algorithms (some of them may not even be ensemble-based), the way of implementing a CHOP workflow may have to adapt to the particular assimilation algorithm in choice, which is an issue to be further studied in the future. On the other hand, though, we expect that the notion of treating an assimilation algorithm with hyper-parameters as a parametric mapping may still be valid. As such, it appears sensible that one converts a generic assimilation problem (being state estimation, parameter estimation or both) with hyper-parameters into a parameter estimation problem, and solve it through a certain iterative assimilation algorithm.
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Footnotes

1 By “implicitly linearizing” we mean that the derivation of the update formula adopts the concept of linearization, but there is no need to actually evaluate the gradients of g with respect to [image: image].

2 If filter divergence takes place in any repetition run, then we assign NaN (not a number) to the average RMSE.
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1. Introduction

The coronavirus disease, often called COVID-19, is an acute vector infectious disease that emerged in 2019. This disease is caused by the newly discovered coronavirus (SARS-CoV-2) and can be transmitted through droplets produced when an infected person exhales, sneezes, or coughs. Most people infected with the virus will experience mild to moderate symptoms, such as low-grade fever, runny nose, and difficulty breathing, and recover without special treatment [1].

Clinically, as of December 19, 2021, a total of 4,260,544 confirmed cases of COVID-19, with 4,111,619 recoveries and 144,002 deaths, were recorded from all regions in Indonesia since the disease was first reported in Wuhan, China [2]. To date, many studies have been carried out to model various aspects related to the coronavirus outbreak, and several researchers have also applied numerical methods to several COVID-19 models. For instance, Aggarwal et al. [3] proposed a partial differential equation model to calculate the number of COVID-19 cases in Punjab by using the modified cubic B-spline function and differential quadrature method. Other numerical methods which are applied to solve the COVID-19 model were proposed by Amar et al. [4] and Sulaiman et al. [5]. Amar et al. used various statistics and machine learning modeling approaches to forecast the COVID-19 spread in Egypt. Meanwhile, Sulaiman et al. proposed a new three-term conjugate gradient optimization method for the data from the global confirmed cases of COVID-19 from January to September 2020.

The conjugate gradient (CG) method plays an important role in solving large-scale optimization models because it uses low memory and good convergence properties. This method was first introduced by Hestenes and Stiefel [26] and is used to solve a system of linear equations. After that, in 1964, Fletcher and Reeves extended the form of the conjugate gradient method to solve large-scale nonlinear systems of equations and optimization problems without constraints. The results of the expansion carried out by Fletcher and Reeves prompted researchers to propose a new conjugate gradient method to improve computational performance and the level of convergence [6]. In 2020, Jian et al. proposed a conjugate gradient method with a spectral conjugate gradient type named the JYJLL method which is a modification of the Fletcher-Reeves (FR) and conjugate descent (CD) methods [7]. The author has determined the convergence analysis of the JYJLL method which resulted in an efficient computational performance. In addition, Zheng and Shi [8] also proposed a modification of the conjugate gradient method with a three-term type symbolized by ZPRP. This ZPRP method is an extension of the Polak-Ribiére-Polyak (PRP) method [9, 10] in which modifications are made by changing the denominator of the parameters in the PRP method. The computational performance resulting from this method is very efficient when compared to the CG-Descent method [11]. Several CG methods that have been proposed can be seen in literature [12–17]. Besides the CG method, the class of accelerated gradient descent schemes of Quasi-Newton type also contains very efficient and robust methods and can be considered for solving optimization problems. The accelerated parameters highlights can be seen in other studies [18–22]. However, in this paper we restrict the discussion to the CG method.

The CG method has recently been used to solve various problems related to optimization. For example, image reconstruction [23–25], compressed sensing [26], signal processing [27], robotic motion control [5, 15, 16, 28, 29], portfolio selection [5, 13, 14, 29–31], regression analysis [5, 32] and many more.

In this paper, we consider the general unconstrained optimization problems as follows:

[image: image]

where f : ℝn → ℝ is the continuously differentiable function and its gradient is written by h(r) = ∇f(r). The iterative formula of the standard CG method can be formulated as

[image: image]

and

[image: image]

where rk is the current iteration, hk is the gradient value of h at rk, zk is the search direction, βk is the conjugate parameter and αk > 0 is the step size to be obtained by some line search techniques. To calculate the step size αk > 0, we can use exact line search, weak Wolfe line search, or strong Wolfe line search. The exact line search is computed such that αk satisfy

[image: image]

The weak Wolfe line search is computed such that αk satisfy

[image: image]

[image: image]

and the strong Wolfe line search is computed such that αk satisfy

[image: image]

where 0 < δ < σ < 1.

The most well-known standard CG methods are the Hestenes-Stiefel (HS) method [33], the Fletcher-Reeves (FR) method [34], the Polak-Ribiére-Polyak (PRP) method [9, 10], the Conjugate-Descent (CD) method [35], the Dai-Yuan (DY) method [36], the Liu-Storey (LS) method [37], and the Rivaie-Mustafa-Ismail-Leong (RMIL) method [38] and their βk parameters are

[image: image]

[image: image]

respectively, where qk−1: = hk − hk−1 and ||.|| is a symbol for Euclidean norm on ℝn.

The zk in formula (2) is the search direction used as a guide to move to the next point and must satisfy the descent direction property

[image: image]

It should be noted that formula (6) is an important property for the CG method to be globally convergent.

Inspired by the JYJLL method, in this study we propose a modification of the new CG method to improve the computational performance. In addition, in this study, we also apply the new method for solving a model of COVID-19 in Indonesia in which the data is taken from March 2020 (the month of the first recorded case) until May 2022.

The paper is structured as follows. In Section 2, we describe the proposed method, algorithm, and convergence analysis. In Section 3, we present the numerical experiments to show the efficiency of our new method. Finally, the application of regression models of COVID-19 using the new method is illustrated in Section 4.



2. Proposed method, algorithm and convergence analysis

Recently, Jian et al. [7] proposed a new spectral JYJLL CG method where the method satisfies the descent condition without depending on any line search. The JYJLL method is globally convergent under a weak Wolfe line search and the numerical result is efficient compared with HZ [39], KD [40], AN1 [41], and LPZ [42] methods. This new method has search direction as follows:

[image: image]

where [image: image] is the spectral parameter defined as

[image: image]

and [image: image] is formulated as

[image: image]

Additionally, Zheng and Shi [8] proposed a modified three-term HS method by taking a modification to the denominator of the HS formula. The new method is named ZHS where the search direction is defined as follows:

[image: image]

and

[image: image]

The ZHS method satisfies the sufficient descent condition without relying on a certain line search. Under some conditions, the ZHS method fulfills global convergence properties under a weak Wolfe line search and the numerical results are better than the CG-DESCENT method [39].

Motivated by the JYJLL and ZHS parameters, in this paper, the new conjugate parameter is proposed in the form as follows:

[image: image]

that is, replacing the JYJLL denominator with the ZHS denominator and retaining the JYJLL numerator. In addition, we retain the same formula of the spectral parameters [image: image] by the JYJLL method as in formula (7). So, the search direction of our proposed method is defined as follows:

[image: image]

Our proposed method is called the spectral FMSD (Fevi-Malik-Sulaiman-Dipo) method.

Next, we give the algorithm of our proposed method below.


[image: Algorithm 1]
Algorithm 1. Spectral FMSD method.


The following lemma shows that the spectral FMSD always satisfies the descent direction condition regardless of any line search.

Lemma 2.1. Suppose that zk is generated by formula (9), then

1. the search direction zk satisfies the descent direction property, that is, [image: image] for k ≥ 1.

2. [image: image].

Proof: We will prove the theorem by induction. For k = 1, it is true, i.e., [image: image]. Now, assume that [image: image] is true for k − 1, thus we prove [image: image] is true for k. With regard to formula (8), the proof is divided into two cases, as presented below:

• Case 1: if [image: image] and μ > 0, then

[image: image]

it implies

[image: image]

Let θk is angle between hk and zk−1, then

[image: image]

From formulas (8), (7), (9), (10) and (11), we have

[image: image]

• Case 2: if [image: image] and μ > 0, then [image: image]. Using formulas (8), (7), (9), and (11), we get

[image: image]

Hence, [image: image] is satisfied for k ≥ 1.

Next, we will prove the interval of [image: image]. From formulas (12 and (13, we obtain the relation [image: image]. Furthermore, since [image: image], we have [image: image].

Now, from formulas (8) and (7), we get

[image: image]

Thus, [image: image] holds. The proof is complete.

In the analysis below, we establish the global convergence properties of the spectral FMSD method. First, we need the following assumption, proposition, and Zoutendijk conditions.

Assumption 2.2. (A1) The level set [image: image] is bounded where r0 is the starting point; (A2) In a neighborhood [image: image] of [image: image] the function f is continuously differentiable and its gradient Lipschitz continuous on [image: image]. That is, we can find L > 0 such that

[image: image]

Proposition 2.3. Suppose that zk is generated by formula (9) and Assumption 2.2 holds. If the step length αk is calculated by weak Wolfe line search (4) and (5), then

[image: image]

where σ and L are positive constant in Assumption 2.2 and formula (5) respectively.

Proof: Both sides of formula (5) are subtracted by [image: image], we get

[image: image]

combining with Lipschitz continuity, we obtain

[image: image]

Since zk is a descent direction and σ < 1, formula (14 holds immediately.

Zoutendijk condition [43] is often used to prove the global convergence of the CG method. The following lemma shows that the Zoutendijk condition holds for the proposed method under the weak Wolfe line search conditions formulas (4) and (5).

Lemma 2.4. Suppose Assumption 2.2 holds and consider any iterative expression formula (2, where zk is generated by formula formula (9). If αk is calculated by weak Wolfe line search formulas (4) and (5), then the following so-called Zoutendijk condition holds:

[image: image]

Proof: From weak Wolfe condition (4), we have

[image: image]

combining with formula (14), we get

[image: image]

Summing up both sides of formula (16), and applying the condition (A1) in Assumption 2.2, zoutendijk condition (15) holds.

Lemma 2.5. Suppose that Assumption 2.2 holds and consider the sequences {hk} and {zk} are generated by Algorithm 1, where αk is calculated by weak Wolfe line search (4–(5, then

[image: image]

Proof: From formula (9), we have

[image: image]

Squaring up both sides of formula (18) and using the first condition in Lemma 2.1, we obtain

[image: image]

multiplying up both sides by [image: image], we get

[image: image]

Since z1 = −h1 holds, we obtain

[image: image]

The proof is finished.

Based on Lemmas 2.1, 2.4, and 2.5, we can establish the theorem of global convergence of the FMSD method.

Theorem 2.6. Suppose that Assumption 2.2 is satisfied. Consider {rk} is generated by Algorithm 1, where αk is calculated by weak Wolfe line search (4–5), then

[image: image]

Proof: We prove this theorem by contradiction. Suppose that formula (19) is not true, then there exists a positive constant a > 0 such that

[image: image]

Using the above relation and formula (17), we obtain

[image: image]

It implies

[image: image]

which contradicts with the Zoutendijk condition in formula (15). Hence, formula (19) is true. The proof is finished.



3. Numerical experiments

In this part, we report the numerical experiments of the FMSD method and compare the computational performance with the JYJLL method proposed by Jian et al. [7]. Both the methods were coded in MATLAB 2019a and ran using a personal computer with an Intel Core i7 processor, 16 GB RAM, 64 bit Windows 10 Pro operating system. The comparisons are made under the weak Wolfe line search (4–5) with σ = 0.2 and δ = 0.02 for the FMSD method and σ = 0.1 and δ = 0.01 for the JYJLL method. We tested 132 unconstrained problems in the CUTEr library suggested by Andrei [6, 44] and Moré et al. [45] with dimensions from 2 to 1,000,000. Mostly, we used two different dimensions for the problem and the iteration stopped using the [image: image] criteria. The initial point used for all problems can be seen in Jiang et al. [25]. Table 1 details the test function and dimensions of the test problems.


TABLE 1 The problems and their dimensions.

[image: Table 1]

Detailed numerical results are provided in Table 2 which include the number of iterations (NOI), the total number of function evaluations (NOF), and the CPU time in seconds (CPU). In Table 2, “-” indicates that the methods failed to solve the corresponding problems within 2000 iterations.


TABLE 2 Numerical results.

[image: Table 2]

To clearly determine a method that has good computational performance, here we use the performance profiles suggested by Dolan and Moré [46] to show the performance under NOI, NOF, and CPU time, respectively. Comparison results are obtained by running a solver on a set P of problems and recording relevant information such as NOI, NOF, and CPU time. Suppose that S is the set of solvers under consideration and assume S is made up of ns solvers and P is made up of np problems. For each problem p ∈ P and solver s ∈ S, we denote tp,s as the CPU time (or NOI or NOF, etc.) required to solve problem p ∈ P by solver s ∈ S. The comparison between different solvers is based on the performance ratio described by

[image: image]

Let ρs(τ) be the probability for solver s ∈ S that a performance ratio rp,s is within a factor τ ∈ ℝn. For example, the value of ρs(1) is the probability that the solver will win over the rest of the solvers. The formula of ρs(τ) is defined as follows:

[image: image]

According to the rule of the performance profile above, we can describe the performance curves based on Table 2 as in Figures 1–3. Based on the three figures, we can see that the FMSD method is superior to the JYJLL method under the unconstrained problems in Table 1.


[image: Figure 1]
FIGURE 1
 Performance profiles on NOI.



[image: Figure 2]
FIGURE 2
 Performance profiles on NOF.



[image: Figure 3]
FIGURE 3
 Performance profiles on CPU Time.




4. Application to regression models of COVID-19

SARS-CoV-2 virus popularly known as the COVID-19 infection was first reported in the Asian continent from Wuhan province, Hubei city of China toward the end of 2019. As of 20 June 2022, almost all the countries in Asia except Turkmenistan have reported at least one case of the infection [47]. However, countries that include India, South Korea, Vietnam, Japan, and Iran recorded the highest rates of confirmed cases of the infection [48]. The first positive COVID-19 case in Indonesia was recorded on March 2, 2020, but within the first 6 weeks, the presence of the virus has been confirmed in almost all the provinces of the country [49]. Despite the early wide-scale response from the government, the country has recorded a high number of deaths from the positive cases of the infection [50]. According to the WHO, Indonesia has so far recorded a total of 156,695 deaths from a total of 6,069,255 confirmed cases of the infection as of 20 June 2022 [51] of which more than 750 deaths are front-line health workers. Based on recent figures, we can say that Indonesia has been able to contain the disease outbreak. This can be attributed to the admirable resilience of the country's front-line health workers, strict health protocols, and successful vaccination programs. Data from the WHO shows that the total of people that have been administered the vaccine doses as of 15 June 2020 stands at 417,522,347 [51].

In recent times, several works of literature have employed different mathematical and numerical approaches for modeling the COVID-19 outbreak [see [5, 32, 52]]. This paper aims to study the performance of the proposed method on a parameterized COVID-19 regression model. For deriving the COVID-19 regression model, the study will consider the total Indonesian monthly positive confirmed cases of the infection from March 2020 (the month of the first recorded case) until May 2022. The obtained data would be transformed into an unconstrained optimization model which would later be solved using the proposed method.

A regression analysis function of the form:

[image: image]

has the response variable denoted by y, ε represents the error, and the predictor is given as xi, i = 1, 2, …, p, p > 0. The type of function plays an important role in the statistical modeling of problems in applied sciences, physical sciences, management sciences, and more. Based on the above description, we can describe regression analysis as a statistical procedure employed to estimate the relationships between a dependent and one or several independent variables. For any given regression analysis-related problem, the linear regression function can be derived by computing y such that

[image: image]

with a0, …, ap representing the regression parameters. These parameters a0, a1, …, ap are estimated to minimize the error ε value. Based on several works of literature, the linear regression process rarely occurs in situations because most problems are often nonlinear in nature. Based on the non-linearity of the problems, studies usually consider the nonlinear regression process [5]. This and other considerations motivated the idea of using the nonlinear regression procedure in this study.

To construct the parameterized regression model, we considered the death cases recorded from those infected by the COVID-19 virus from the first month Indonesia confirmed the first case; March 2020 until May 2022, totaling 27 months. The data were obtained from the Indonesia COVID Coronavirus Statistics Worldometer [53] and the detailed description of the model formulation process was presented as follows. Note: it may be confirmed that the statistics of recorded cases are less than the actual number, this might be a result of limited testing. From the data presented in Table 3, the x-variable would represent the months considered while the y-variable represents the confirmed death cases for that month. Also, only data of 26 months (March 2020 to April 2022) would be considered for data fitting because data for May 2022 would be reserved for error analysis.


TABLE 3 Statistics of confirmed positive cases and death recorded from COVID-19 infection in Indonesia from March 2020 to May, 2022.

[image: Table 3]

Based on the data of x and y given in Table 3, the approximate function for the nonlinear least square method was obtained as follows:

[image: image]

The above function (22) will be utilized when approximating the y data values based on x data values. Since this study considered the monthly confirmed cases, the xj would be used to denote the months while yj will present the confirmed cases for that month. Based on this information, the least squares method defined by function (22) would be transformed into an unconstrained minimization problem of the form:

[image: image]

The data for the first 26 months from Table 3 will be used to derive the nonlinear quadratic function for the least square method. The derived function would be extended to construct the unconstrained optimization function. Based on the above discussion, it is obvious that there exist some parabolic relations between the regression parameters u0, u1, u2, the regression function (20) with the data xj and the value of yj.

[image: image]

To define the nonlinear quadratic unconstrained minimization model, Equation (24 would be transformed using data from Table 3 as follows:

[image: image]

The above nonlinear quadratic model was constructed using data from the first month until the 26th month because the data for the 27th month was reserved for relative error analysis of the predicted data. Now, we can apply the proposed method to solve the model (25). The results presented in Table 4 illustrate the performance of the proposed FMSD algorithm for problem (25) under the weak Wolfe line search conditions (4–5).


TABLE 4 Performance results of FMSD method for optimization of the quadratic model Equation (25).

[image: Table 4]

The proposed method was employed as an alternative method to compute the values of u0, u1, u2 because of the difficulty faced when using matrix inverse. For the proposed method, different initial points were considered for the model. The iteration was terminated if the iterations exceeded 1,000 or the method was unable to solve the problem.


4.1. Trend line method

In finance and related areas, one of the easiest processes to boost the likelihood of making a successful trade is to understand the direction of an underlying trend because it assures that the overall market dynamics are in your favor. Trend lines are bounding lines that traders use to connect a sequence of prices of security on charts. It is created when three or more price pivot points or more can be connected diagonally. In this section, the proposed FMSD and existing least squares methods were employed to estimate data from Table 3. Microsoft Excel software was used to plot the trend line for data for the first 26 months. The graph demonstrated in Figure 4 was obtained by plotting the real data from Table 3 with x and y denoting the x-axis and y-axis respectively.


[image: Figure 4]
FIGURE 4
 Nonlinear quadratic trend line for indonesia COVID-19 cases.


The efficiency of the proposed method is further demonstrated by comparing the approximation functions of FMSD with those of the trend line and least squares methods. Table 5 presents the estimation Point and relative Errors for the three methods based on the reserved data for the 27th month.


TABLE 5 Relative error analysis using the data of the 27th month.

[image: Table 5]

From Table 5, we can see that the error ε has been minimized which agrees with the main purpose of regression analysis. This shows that the proposed FMSD method is efficient and promising, and thus, can find a wider range of other real-life applications.




5. Conclusions

In this paper, we have presented a spectral conjugate gradient method for solving unconstrained optimization problems by modifying the spectral parameter of the JYJLL method in Jian et al. [7]. Based on some conditions, the global convergence properties were established under a weak Wolfe line search. A numerical comparison of the proposed method with the JYJLL method shows that the proposed method is efficient, fast, and robust. Moreover, our proposed method can solve the COVID-19 case model in Indonesia.
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MPDist GON 95.45 8874 93.08 78.10 89.62
Allen-Cahn 75.54 7288 73.04 7537 78.71
SDTW GON 90.32 91.46 92.48 87.34 92.85
Allen-Cahn 93.68 85.19 82.36 81.36 82.36
oW GCN 97.59 97.58 97.48 96.49 97.35
Allen-Cahn 84.03 86.85 87.69 87.19 88.19
ECGFiveDays (n = 884)
MPDist GON 99.70 99.77 9951 99.66 99.15
Allen-Cahn 89.89 90.71 95.35 95.82 96.40
SDTW GON 97.30 9741 97.31 96.49 97.06
Allen-Cahn 82.00 86.99 85.48 86.76 87,57
oW GON 97.22 97.19 97.39 97.20 97.35
Allen-Cahn 77.35 7631 7572 73.47 74.68
TwoleadECG (n = 1,162)
MPDist GON 99.81 9078 99.81 99.62 99.74
Allen-Cahn 99.12 97.10 96.49 97.72 96.57
SDTW GON 92.10 90.74 90.53 89.98 90.72
Allen-Cahn 97.19 93.24 91.04 87.27 87.71
DTW GON 92.94 94.04 94.98 93.97 96.49
Allen-Cahn 93.85 92.36 92.10 94.12 93.50

Bold values indicate most accurate classification.
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[Reference] Year Technique Correlation Average Key Average  Average Encryption
used analysis entropy space NPCR(%) UACI(%)  quality

Horizontal Vertical Diagonal

Kauretal. [53] 2021 T02, TOS 0.0015 0.0014 0.0059 7.9952 1027 99.6348 33.5816 SLo
Yeetal. [164] 2021 TO2,T03,T04 - - - - 2% - - SL1
Kaur etal. [54] 2021 T02,T05 00033 —00099  —00046 79768 102 99.5956 338798 sL1
Farah et al. [27] 2020 T02,T0S 00693 00610 00242 7.9991 - 995677 33.4353 Lo
Guleriaetal. [I76] 2020 T02,T07.2 00223 00187 00137 10149 107 99.4664 341316 SL1
Kaurand Agarwal 2020 TOLTO2 00006 00057  0.0009 7.9938 10 99.6006 346379 SLO
[190]
Kaur etal. [52] 2019 TOLTO2,TO72 00036 —00038 00023 7.9 - - - sL2
Faragallah [50] 2018 TO2T07.1 0.0001 00029 —00019  7.597 - 99.7400 0 sL2
Zhangetal.[33] 2018 T02,T03 00127 0.0101 00139 - 102 - - sL.2
KangandTao [141] 2018 ~TOLT02,T04 ~ —00001  —00014 00004 - - 99.8640 333330 Lo
Kang etal. [60] 2018 T01,T02,T04 00015 00017 —0.0033 - 99.9949 333616 SLO
Mishraetal. [28] 2018 T2 0.0020 —00007 000006  7.4739 - - - SLO
Ref. [29] 2018 TO1,T02, T07.1 - - - SL3
Kaur etal. (48] 2017 02 001513 —00024  —00045 79974 27 - - sL2
Yuetal. [62] 2017 T02 0.1068 00766 00182 . ~10¢ - - sL3
Dengetal.[162] 2017 T02,T03 00909 02389 00126 - 107 - - sL2
Pan etal. [49) 2017 T072 00249 00505 00280 - 275 % 30° 99.6279 33.4599 si2
Suietal. [64] 2016 T02,T07.1 - - - - 10°* - - sL2
Santhanam and 2015 02 00104 00299 00062 - 104 x 13° x 115 - - sL2
McClellan [26]
Zhouetal.[161) 2015 T02,T03 00119 00925 00325 - 109 - - si2
ingh etal. [67] 2015 T07.1 0.0093 00172 0.0021 - - - - sL2

Sui etal. [43] 2014 T07.2 0.0040 00018 0.0266 7.9976 - - - sL2
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Reference Metrics for Noise Occlusion  Classical ~ Differential Statistical Time Probable

perceptual  analysis attack attacks attack attack analysis Vulnerabilities

analysis
Kaur etal. (53] v v v v v v v V06, V07
Yeetal. [164) v v v X X v X V02, V05, V07
Kaur etal. [54] v v v v v v v Vo7
Farah etal. [27) X X X X v v X Vo1, V03, V06, V07
Guleria etal. [176] v v v v v v b d V03, V07
Kaurand Agarwal [190) v/ v v v v v % V03, V07
Kaur etal. [52] v X X X X v X Vo1, V02,
Faragallah [50] X v v v v v v Vo2
Zhang etal. [33] X X X v X v X Vo1, V02, V07
Kangand Tao [141] v v v v v v X V03, Vo7
Kang etal. [60] v v v v v v X Vo7
Mishra et al. [28] v X X X X v X V03, V04, V05, V07
Kaur etal. [29] v X X X X v b4 V02, V04, V06, V07
Wuetal. [45] v X x X X v X V02, V03, V07
Yuetal. [62] X v v X X v X V02, V03, V07
Deng et al. [162] s s v X : S v x V01, V02, V07
Pam etal. [49] X v v X v v v Vol
Suietal. [64] X v v X X v X V02, V03, V07
Santhanam and X v v v X v X V02, V07
McClellan [26]
Zhou etal. [161] v v v X X v V02, V06
Singh etal. (67] v v v X v V02, V07
Suietal. [43] v v v v X v b2 Vo2, V07

V01, High complexity; V02, Low encryption qu on; V04, Smaller key space; V05, poor efficiency; V06, Lossy; V07, may not be applicable for real

time applicatic

; V03, Dependent on di
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Type

Sampling type DEFFT

Improved Sampling type
DEFT

Eigen vector

Linear combination type
DFFT

Chirp type DFrFT

Closed form DFrFT

References

[68)

[B]

10,12,16,17)

(13,19,20)

[56)

(15)

Pros

A direct and simplest of all methods

Itworks like a continuous FrET and is a fast algo

Based on eigen values and eigen vector of DFT

matr

and then evaluating their fractional power.

Retains orthogonality, reversibility, and additivity.
Further improved by orthogonal projection in [12]
Eigen vectors are derived by linear combination of
identity operation, DET, time inverse operation
and IDFT. Satisfies properties of reversibility,
additivity and orthogonality.

DFIFT is derived as multiplication of DFT and
periodic chirp signals. Satisfies additivity,
reversibility property along with Wigner

distrib

s rotation property.

Derived 2 types of DErET and Discrete Affine
transform (DAFT). Performance is similar to
continuous FrFT for Type I and can be calculated
using FFT. Type Il is improved form of Type I and
is applicable to signal processing. Has lowest

complexity.

Cons

Discrete version is derived at the cost of losing many
important properties like unitary, reversibility, and
additivity. Therefore, it has limited applications.
Doesn't have orthogonal and additive property. Also, it
requires to put some constraints on input signal.

‘This type of DEFET lack fast computation, and the

cigen vectors cannot be written in closed form.

The outcome of transform does not match with
continuous transform. It works very much similar to
Fourier transform and lose characteristics of
fractionalization of powers.

There are constraints on the selection of rotation angles
and also N (sample length) should not be  prime

‘number. This makes it complicated

Scaling property exists for only Type I and not for Type
L.
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Although certain probable drawbacks

Method

Based on the application of DRPE and quantum
walks. An alternate quantum walk (AQW) is used
to generate random masks as well as for
permutation.

Image is transformed in DRPE domain. The phase

informatic

is quantized for its usage in the

authentication. The plaintext is compressed by CS
where the measurement matrix is also quantized
usinga sigmoid function.

Low-frequency subbands are extracted by
contourlet transform. Scrambled with 2D logistic
map. 2DLCT is applied to obtain phase truncation
and phase reservation. This is followed by an XOR

operation with a logistic map.

Based on apertured Mellin transform realized by
log-polar transform followed by apertured

fractional Fourier transform.

Original image is encoded with a modified
Gerchberg-Saxton algorithm, which is controlled
by hyperchaos system derived from Chen chaotic
map. Josephus traversing is used for scrambling
the phase function followed by
diffusion-confusion by hyperchaos.

Based on DNA theory with DRPE technique with
PWLCM based keys and random phase masks.
Initial values of PWLCM are generated by massage
digest algo5(MDS). Two rounds of process gives
ciphertext.

Based on customized data container. Using phase
masks that are generated from Hadamard matrix
to collect intensities of data containers. After XOR
coding, data is scrambled with logistic map

Based on compressive sensing (CS) and public key
RSA algo with optical compressive imaging system
to sample input image. Walsh Hadamard
transform, followed by scrambling with

compound chaos

Chaotic Ushiki map is used to generate random
phase masks. A single intensity image is encrypted
from color image. An equal modulus
decomposition used to create asymmetric keys
Input is first transformed with chaotic Arnold
transform. Phase masks are based on devils vortex

Fresnel lens (DVFL)

Arnold transform is used to scramble RGB of
image followed by a Fresnel based Hartley
transform from random phase masks generated

with a Logi

adjusted sine map

security key generated from a phase retrieval
algorithm is used obtain 2D non-separable linear
canonical transform of complex image formed by

combining two plane images

QR (quick response) code for speckle noise
removal in Fresnel based optical transform
Phase-truncated Fourier and discrete cosine
transform (PTFDCT) with random phase as keys.

Decryption requires a cube root operation

Chaotic phase masks for cascaded Fresnel
transform holography and constrained

optimization for retrieval

Depth conversion integral imaging and hybrid

cellular automata (CA)

itations are mentioned corresponding to each scheme,

Security

Moderate

High

High

High

High

High

High

High

High

High

High

High

High

High

Moderate

High

me

Advantages

1. Higher key space
2. Resistance to digital and

quantum computer attacks.

1. Simultaneous compression
and encryption.
2. Fasterand efficient.

3. Robust to differential attacks

1. Multiple image encryption

2. Uniform histograms

3. optimum entropy and CC
of encrypted

4. Robust to classical and
differential attacks

1. Key size increased

2. Non linearity in transform is

able to resist potential attacks

1. Uniform histograms
High sensitivity to keys

. Optimum entropy

. Resistant to all potential attacks

1. High security to input keys

2. key space s large

1. Solves issues related to inherent
linearity of computation
ghost imaging,

2. High sensitivity to keys

1. Enlarged key space

2. Resistant to CPA.

3. Entropy is optimum for both
global and local values

4. Robust to noise and data
lossattack

1. Enhanced security by Ushiki
chaotic map

2. Enlarged key space

3. Immune to CPA and KPA

1. Use of DVEL eliminates
axis-alignment issues.

2. Parameters of DVFL, orders of
FrHT a

d AT serve as secret key

1. Enhanced security due to
enlarged key size

2. limitations of logistic map

are eliminated

Optimal CC of encrypted

1. Double image encryption with
asymmetric keys

2. Robust to data loss attack

3. Chosen plain text
attack addressed

1. Speckle noise reduced in optical
transformed output

1. Robust to differential attack

2. Enhanced security

3. Enlarged key space

1. Reduces retrieval time using

constrained optimization
2. Key sensitivity high due to use
of chaotic Henon map
1. PSNR of reconstructed images
degraded with noise are higher
2. Key spaceis
high (multidimensional)
3. Good resistance to data

loss attack.

ecific solutions like security

Limitations

1. Non uniform histograms

2. Classical attack analysis missing

3. Differential attack analysis not
discussed,

1. Higher complexity

2. PSNR is lower indicating

degraded reconstructed image.

1. Performance degrades
considerably with data loss and

noise attack

1. Quality of decrypted images vary
with aperture length parameter
2. Mellin transform gives a lossy

recovery, resulting in significant

degradation in recovered image

1. Hyperchaotic map has high

complexity  in  hardware
implementation.

2. G-Salgorithm based on

hyperchaos increase

encryption/decryption time

1. Axis alignment is required for
optical setup

2. Lack in differential attack

analysis

1D logistic map has its own

limitations

1. Higher complexity for

implementation

1. Lossy recovery

2. Entropy not reported

3. Differential attack analysis not
done

Robustness to classical and

differential attacks not presented

istograms are not independent
of plane image input to some
extent

2. UACI=0

3. Leakage of information due to
low entropy values

1. Phase retrieval has its inherent

complexity

1. Applicable only to gray scale
images

1. Entropy is less than optimum

2. Correlation plots show unequal
distributions along both
dimensions leading to
information leakage.

1. decrypted image is considerably
deteriorated

2. performance will degrade under
noisy and ocelusion attacks

1. Lossy decryption

2. Differential attack analysis not

proved

hancement methods can be applied in practice.
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Description

Phase retrieval attacks on LCT based DRPE

schemes

Cryptanalysis and its remedy in encryption based
on computational ghost imaging

Vulnerability of impulse attack-free DRPE scheme
to chosen plaintext attack

Cryptanalysis in phase space
Ciphertext only attack on optical cryptosystem
Cryptanalysis of DRPE scheme with deep learning

Cryptanalysis of optical cryptosystem with
combined phase truncated Fourier transform and
nonlinear operations

Known plaintext attack in JTC-DRPE scheme

Cryptanalysis in optical encryption based on
vector decomposition of Fourier plane
Ciphertext only attack in optical scanning
cryptography (OSC)

Known plaintext attack in cryptosystem based on

space and polarization encoding

Vulnerability of encryption scheme based on
diffractive imaging to machine learning attacks
Cryptanalysis of optical cryptosystem using

untrained neural network

Cryptanalysis of phase only information as

vulnerable to chosen plaintext attack.

Vulnerabi

of impulse attack-free DRPE scheme
to chosen plaintext attack
Cryptanalysis in phase space

Ciphertext only attack on optical cryptosystem

Cryptanalysis of DRPE scheme with deep learning

Methodology/ strategy

Hybrid input-output algorithm, error reduction algorithm, and
combinations of both type of phase retrieval algorithms are applied for
ciphertext-only attacks on Separable LCT DRPE system.

Due to linear relation between input and output of the encryption with
computational ghost imaging is attacked.

CPA on impulse attack free-DRPE is breached using a new
three-dimensional phase retrieval algorithm.

Phase space information vulnerable to chosen plaintext attack (CPA) and
Known plain text attack (KPA).

Based on autocorrelation between plaintext and ciphertext, COA is
imposed.

Vulnerability to CPA with working mechanism-based learning with neural

network.

A phase retrieval attack with normalization and bilateral flter is proposed.

Application of denoizing operations make the cryptosystem linear. Thus,
KPA is possible.

Cascaded EMD (equal modulus decomposition)-based cryptosystem is
attacked with CPA and a special attack.

Alinear system property analyzed in the ciphertext expression equation of
OSClead to COA.

Matrix regression based on training samples is proposed to crack a
space-based optical encoding and double random polarization encoding
with KPA.

An end-to-end machine-learning strategy is adopted to establish
relationship between ciphertext and plaintext in case of diffractive imaging.
Untrained NN is used to break a phase-truncated Fourier transform-based

optical asymmetric cryptosystem. Parameters are optimized by

plain-ciphertext encryption model of phase truncated Fourier transform.
Decp learning structure is trained using sparse phase information of the
encrypted domain image as phase only information is vulnerable to classical
attacks.

CPA on impulse attack free-DRPE is breached using a new
three-dimensional phase retrieval algorithm.

Phase space information vulnerable to chosen plaintext attack (CPA) and
Known plain text attack (KPA).

Based on autocorrelation between plaintext and ciphertext, COA is
imposed.

Vulnerability to CPA with working mechanism-based learning with neural

network.
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Frequently used Less frequently used

Fractional Fourier Transforms Fractional Riesz Transforms
[15,21-46]

Fractional Cosine Transform

(18,20, 41, 47-49] Transform

Fractional Sine Transforms [15, 20] Fractional Cauchy

Transforms
Fractional Hartley Transforms [50-54] Fractional Slant Transform
Fractional Mellin Transforms [55-59] Fractional Stieltjes
Transforms
Fractional Angular Transform [60-64] Fractional Abel Transforms
Fractional Hadamard Transforms [19] Fractional Sumudu
Transforms
Fractional Gyrator Transform [65-71] Fractional Brownian

Transforms

Fractional Hilbert Transforms Fractional Walsh Transforms
Fractional Affine Transforms Fractional JigsawTransforms
Fractional Random Transforms Fractional Kekre Transforms
Fractional Hankel Transforms Fractional Schrodinger

Transforms

Fractional Radon Transforms Fractional Riemann
Derivative

Fractional Wigner Distribution Fractional Fokker-Plank
Equation

Fractional DCT Transforms Fractional Lagendre

Transform
Fractional Hilbert Transforms
Fractional Laplace Transforms
Fractional § ~Transform
Fractional Wavelet Transforms (69, 72]
Fractional Dual Tree Complex Wavelet
Transform
Fractional Haar Transforms

Fractional Polar Harmonic Transform
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Author[Ref] Year Description Evaluations done

Moreno and Ferreira 2010 On the usage of optical signal processing and its conceptual and theoretical EO01, E08

(101 details

Sejdié etal. [104] 2011 On FIFT digital realizations and related application areas EO01, EO0S, EOG, EO9
Saxena and Singh [105] 2013 On FrET and its properties, versions in the discrete domain and some EO1, E0S, E09

application areas

Chen etal. [102] 2014 On the advances in optical security, various optical signal processing E01, E02, E06, EO7, 08,
schemesillustrated £09

Yang etal. [106] 2016 On fractional calculus and MATLAB functions defined for same, various EO01, E02, E0S
application areas reviewed

Javidi etal. [103] 2016 On recent advances and challenges of optical security using free space EO1, E02, E0S, E06, E08,
optics, cryptanalysis and road map to the development of secure theory in E09
optics.

Guo and Muniraj (107] 2016 On the vulnerability of LCT-DRPE based encryption to COA with EO1, E02, E03, E07, E08
numerical implementation

Situand Wang [108] 2017 A review on phase problems in optical imaging EO1, E05, E07, E08, E09

Guo etal. [97] 2017 On recent development in iterative phase retrieval and application in EO1, E02, E0S, E07, EO8,
information security £09

Kaurl and Kumar [109] 2018 On the latest developments in the meta-heuristic methods of image EO1, E02, EO3, EO4, EO6,
encryption E07, E09

Jinming etal. [110] 2018 On research progress in theory and applications of fractional Fourier EO1, E02, E05, E06, E07
transform

Gadhrili etal. [111] 2019 On different algorithms for color image encryption E02, E03, E04

Jindal and Singh [112] 2019 On the applications of fractional transforms in image processing E04, EO7

Gomez-Echavarria et al. 2020 On the applications of fractional Fourier transform in biomedical signal E01, E05

(113] processing

01, Conceptual and Theoretical; E02, Quantitative; E03, Qualitative; E04, Comparative on results; E05, Applications explored; E06, Vulnerabilities; E07, Architecture; E08, DRPE based;

09, Mathematical details.
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Step 1: Given any initial point ri € R" and tolerance value
O<e<l

Step 2: Set k = 1, compute the gradient hy = Vf(ry), and set
2= —hg.

Step 3: Compute the step length o by using any line search.
Step 4: Update point by 1y ; = rj + gz

Step 5: Compute hy ;. If [y, | < €, then algorithm stop. Print
r* = rj;y is best solution. Otherwise, go to the next step.

Step 6: Compute 5D by using Equation (8) and 655D by
using Equation (7).

Step 7: Compute the search direction z;., ; by Equation (9).

Step 8: Go to Step 3.
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