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Editorial on the Research Topic

Novel brain imaging methods for the aid of neurological and

neuropsychiatric disorders

1 Introduction

The human brain is a highly complex and dynamic system comprising extensive

structural and functional networks connecting different brain regions, operating at

multiple spatial and temporal scales (Bassett and Bullmore, 2009; Bullmore and Sporns,

2009). This network system is the basis for our daily activities and cognitive functions, and

its disruptions can cause various neurological and neuropsychiatric disorders, including

Alzheimer’s disease, Parkinson’s disease, major depressive disorder (MDD), schizophrenia

(SZ), and autism spectrum disorder (ASD) (Yamasaki et al., 2017; Miraglia et al., 2022;

Cattarinussi et al., 2023; Tura and Goya-Maldonado, 2023).

Neuroimaging techniques, such as electroencephalography (EEG),

magnetoencephalography (MEG), functional near-infrared spectroscopy (fNIRS),

and magnetic resonance imaging (MRI), play a vital role in examining the healthy and

pathological functions of the human brain network system. These techniques allow us to

explore the brain at different temporal and spatial scales, taking advantage of the unique

characteristics of each method (Yen et al., 2023; Zhu et al., 2023). Moreover, with the rapid

development and widespread use of these neuroimaging techniques, the image analysis

method has made considerable advances (Zhang et al., 2020) to help us in clarifying

the pathological mechanism, early diagnosis, and complementary treatment of various

clinical disorders.

Therefore, the purpose of this Research Topic is to collect data on the latest

biomarkers, analytical methods, and therapeutic applications that will be useful for treating

neurological and neuropsychiatric disorders.
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2 Research on neuroimaging
biomarkers

2.1 MRI

Among the various types of MRI techniques, diffusion tensor

imaging (DTI) and resting-state functional MRI (rs-fMRI) have

been widely used to investigate the structural and functional

connectivity of the brain, respectively (Zhu et al., 2023). A

significant advantage of MRI techniques is their excellent spatial

resolution (Bassett and Bullmore, 2009).

This Research Topic includes one study on DTI and three

studies on rs-fMRI biomarkers. In the DTI study, Zheng et al.

revealed that DTI analysis along the perivascular space index,

possibly indicating glymphatic activity, might be useful as a new

biomarker for the early diagnosis of radiation encephalopathy.

Regarding the rs-fMRI studies, Cheng et al. observed that the

functional connectivity of the corticobasal ganglia network was

altered in patients with idiopathic blepharospasm and correlated

with disease severity, thus indicating its potential use as a

quantitative marker of disease severity. Li Y. et al. showed

frequency-specific alterations in causal influences among triple

networks (i.e., default mode network, salience network, and central

executive network) in patients with MDD, which might be useful

as accurate and reliable biomarkers for MDD. Furthermore, Zhu

et al. demonstrated that first-episode and recurrent MDD exerted

distinct effects on the effective connectivity among large-scale brain

networks, which might be potential neural mechanisms underlying

the different clinical manifestations for the two MDD subtypes.

2.2 fNIRS

fNIRS is an optical neuroimaging technique used to image

hemodynamic activity and connectivity in the brain and has better

temporal resolution than fMRI (Pinti et al., 2020).

This Research Topic includes two studies on fNIRS biomarkers.

Peng et al. showed that compared with that in the resting-

state, brain network properties in the task-state were significantly

different between poststroke depression (PSD) and non-PSD

groups, resulting in improved classification performance. These

findings demonstrated the feasibility and superiority of brain

network properties in the task-state for exploring the neural

mechanisms of PSD. Wu et al. found that patients with short-

term insomnia disorder (SID) exhibited an aberrant functional

connectivity pattern in the prefrontal cortex during the verbal

fluency test task, which correlated with the severity of sleep

disturbances. Hence, fNIRS can contribute to the early detection

and diagnosis of patients with SID, thereby effectively reducing the

risk of disease progression.

2.3 EEG and MEG

EEG and MEG signals are more directly related to neuronal

activity and havemore excellent temporal resolution than fMRI and

fNIRS (Bassett and Bullmore, 2009; Gross, 2019).

This Research Topic includes one study each on EEG and

MEG. Using a 128ch EEG system, Liu et al. recorded auditory

evoked potential in patients with chronic fatigue syndrome (CFS)

and demonstrated the significant correlation between the P50

sensory gate ratio and clinical symptoms such as fatigue, anxiety,

and depression. The P50 sensory gate ratio may be remarkably

used for clarifying the mechanism, classification, treatment, and

prognosis of CFS. In the MEG study, Nakanishi et al. reported that

the abnormal phase lead on 80Hz auditory steady-state response

exhibited the highest discriminative power between patients with

SZ and healthy individuals. They concluded that this testing

technique has significant potential as a strong candidate for

identifying neurophysiological endophenotypes associated with SZ.

3 Research on neuroimaging analysis
methods

ROI-based and data-driven methods are two common

approaches used to analyze functional connectivity derived from

rs-fMRI data. The ROI-based method requires prior knowledge

of targeted regions and consists of statistical parametric mapping,

coherence analysis, and cross-correlation analysis. However,

the data-driven method relies on acquired data, including

decomposition [clustering analysis and principal component

analysis/independent component analysis (ICA)], graph theory,

and machine learning (Chauhan and Choi, 2022).

This Research Topic includes two studies on state-of-the-

art rs-fMRI analysis methods. Jing et al. found that both

group information-guided ICA (GIG-ICA) and independent

vector analysis-Gaussian-Laplacian density models (IVA-GL)

demonstrated distinct capabilities in identifying brain network

modules in patients with ASD and healthy subjects. GIG-ICA can

detect more regions with higher amplitudes in spatial network

differences, and IVA-GL can identify more networks associated

with ASD. This study provides further insights into using different

data-driven methods to investigate neurological disorders using

rs-fMRI. In the other study, Li W.-X. et al. showed that directed

functional connectivity quantified using a new complex-valued

transfer entropy (CTE) method had higher classification accuracy

between patients with SZ and healthy subjects than other methods.

Therefore, their proposed CTE provides a new general method

for fully detecting highly predictive directed connectivity from

complex-valued fMRI data.

4 Research on the application of
neuroimaging to rehabilitation and
treatment

This Research Topic includes two studies on the application

of neuroimaging to rehabilitation and treatment. Neurofeedback

using neuroimaging techniques (e.g., EEG, MEG, and fMRI)

has been used as a cognitive training tool to improve brain

functions (Loriette et al., 2021). Takahashi et al. developed

a portable, wearable NIRS-based neurofeedback system and

demonstrated the usefulness of this system for older adults and
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its potential to reduce cognitive decline. Electrical stimulation,

such as transcranial direct current stimulation (tDCS), is widely

used to treat neurological and neuropsychiatric disorders

(Stagg and Nitsche, 2011). Computational modeling is an

important approach for understanding the mechanisms

underlying tDCS and optimizing treatment plans. Katoch

et al. conducted in vivo magnetic resonance conductivity

tensor imaging (CTI) experiments on the entire brain to

precisely estimate tissue responses to electrical stimulation. They

suggested that this CTI-based, subject-specific model can provide

detailed information on tissue responses for personalized tDCS

treatment plans.

5 Conclusion

This Research Topic provides information on novel brain

imaging methods that can aid in the treatment of neurological

and neuropsychiatric disorders, with a particular focus on

the latest biomarkers, analytical methods, and therapeutic

applications. We believe that this Research Topic will

provide valuable insights to guide future research efforts and

clinical practice.
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Background: Structural changes occur in brain regions involved in cortico-

basal ganglia networks in idiopathic blepharospasm (iBSP); whether these

changes influence the function connectivity patterns of cortico-basal ganglia

networks remains largely unknown. Therefore, we aimed to investigate the global

integrative state and organization of functional connections of cortico-basal

ganglia networks in patients with iBSP.

Methods: Resting-state functional magnetic resonance imaging data and

clinical measurements were acquired from 62 patients with iBSP, 62 patients

with hemifacial spasm (HFS), and 62 healthy controls (HCs). Topological

parameters and functional connections of cortico-basal ganglia networks were

evaluated and compared among the three groups. Correlation analyses were

performed to explore the relationship between topological parameters and

clinical measurements in patients with iBSP.

Results: We found significantly increased global efficiency and decreased

shortest path length and clustering coefficient of cortico-basal ganglia networks

in patients with iBSP compared with HCs, however, such differences were not

observed between patients with HFS and HCs. Further correlation analyses

revealed that these parameters were significantly correlated with the severity

of iBSP. At the regional level, the functional connectivity between the left

orbitofrontal area and left primary somatosensory cortex and between the right

anterior part of pallidum and right anterior part of dorsal anterior cingulate cortex

was significantly decreased in patients with iBSP and HFS compared with HCs.
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Conclusion: Dysfunction of the cortico-basal ganglia networks occurs in patients

with iBSP. The altered network metrics of cortico-basal ganglia networks might

be served as quantitative markers for evaluation of the severity of iBSP.
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cortico-basal ganglia networks, graph theoretical analysis, hemifacial spasm, idiopathic
blepharospasm, resting-state functional magnetic resonance imaging

Introduction

Idiopathic blepharospasm (iBSP) is a common sub-type of
focal dystonia, which is characterized by bilateral intermittent or
sustained spasms of the orbicularis oculi muscle, and commonly
associated with psychiatric and cognitive co-morbidities that lead
to heterogeneous clinical expressions (Alemán et al., 2009; Defazio
et al., 2017). Although immense effort has been dedicated to
identify its etiology, the full pathophysiology of iBSP is still not
well understood. Hemifacial spasm (HFS) was known to be caused
often by vessel compression at the root exit zone of the facial nerve
(Tan et al., 2004), which is characterized by unilateral clonic or
tonic contractions of facial muscles (Chaudhry et al., 2015). Since
it showed similar clinical symptoms with iBSP especially for facial
hyperkinetic movements, it was commonly used as a control group
to further differentiate changes that occur due to dystonia-specific
abnormalities or facial hyperkinetic movements (Guo et al., 2021;
Xu et al., 2022).

Traditionally, iBSP has been thought to be related to
abnormalities in the basal ganglia (Suzuki et al., 2007; Zoons
et al., 2011; Guo et al., 2021). With the development of magnetic
resonance imaging (MRI) techniques, structural changes extend
to many brain regions involved in the basal ganglia-thalamo-
cortical motor circuit in iBSP (Obermann et al., 2007; Suzuki
et al., 2011; Horovitz et al., 2012; Worbe et al., 2012; Tomić
et al., 2021). Classically, these abnormalities observed outside
the basal ganglia have been commonly thought as secondary
phenomena due to abnormal motor output/sensory input from
excessive movements (Lehéricy et al., 2013). However, in addition
to motor circuit, the cortical-basal ganglia networks also included
brain regions mainly responding for cognitive and emotional
processing, such as posterior cingulate, prefrontal, orbitofrontal
area, anterior cingulate, insular, hippocampus, and amygdala. The
structural changes in these regions were also found to be associated
with iBSP (Obermann et al., 2007; Suzuki et al., 2011; Horovitz
et al., 2012; Worbe et al., 2012; Tomić et al., 2021). To better
understand the pathophysiology of iBSP, a network model has been
put forward in a previous review and was further supported by
other reviews (Neychev et al., 2011; Niethammer et al., 2011). They
suggested that iBSP is a network disorder associated with structural
and functional derangement in a network connecting frontal and
parietal cortical regions, basal ganglia, thalamus, the cerebellum
and et al., rather than resulted from particular abnormalities in
certain brain regions. These suggestions were further supported by
results from functional MRI (fMRI) studies in the iBSP. Specially,
different fMRI methodologies, such as amplitude of low frequency
fluctuations, regional homogeneity analysis, seed-based analysis,

voxel-mirrored homotopic connectivity, independent component
analysis, and graph theoretical analysis, have been widely applied
to explore the functional mechanism underlying iBSP (Zhou et al.,
2013; Wei et al., 2018; Jiang et al., 2019). They reported abnormal
functional connectivity in various cortical and subcortical regions,
as well as within default mode network, sensory motor network,
fronto-parietal network, and salience network in patients with
iBSP (Huang et al., 2017). These results further in favor for
the suggestion that iBSP is a network disorder. Among these
methodologies, the graph theoretical analysis is the best way to
measure brain functional organization at a brain network level
or even at the whole brain connectivity patterns (Smitha et al.,
2017). Using this method, iBSP patients showed an abnormal
functional network architecture at whole brain level characterized
by abnormal expansion or shrinkage of neural communities
(Battistella et al., 2017). To our best knowledge, no study has
examined cortico-basal ganglia networks using resting-state fMRI
(rs-fMRI) despite a large body of evidence pointing toward
dysfunction in certain regions of cortico-basal ganglia networks
in iBSP (Yang et al., 2013; Jochim et al., 2017; Fang et al., 2021).
Therefore, how structural changes could influence the functional
patterns of cortico-basal ganglia networks and further related to
symptom expression, as well as whether these functional alterations
were due to dystonic origin or facial hyperkinetic movements in
patients with iBSP remain largely unclear.

In the present study, in accordance with the hypothesis that
extensively altered functional connections exist in the large-scale
cortico-basal ganglia networks in iBSP, we evaluated the global and
local organization of functional connections using graph theoretical
analysis of cortico-basal ganglia networks between patients with
iBSP and healthy controls (HCs). A group of age-, gender-,
and duration-matched patients with HFS was also recruited to
determine whether these functional alterations in iBSP are derived
from dystonic origin or excessive facial movements. Finally,
correlation analyses were performed to explore relationships
between topological parameters and clinical measurements (e.g.,
severity and disease duration of iBSP) in patients with iBSP.

Materials and methods

Subjects

Patients were recruited from an outpatient clinic of the First
Affiliated Hospital of Sun Yat-sen University. They were diagnosed
as adult-onset iBSP or HFS based on the standard criteria by
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FIGURE 1

Cortico-basal ganglia networks. (A) Distributions of all brain regions in the cortico-basal ganglia networks. All regions are listed in Supplementary
Table 1. (B) The average functional connectivity matrix of the cortico-basal ganglia networks for patients with idiopathic blepharospasm and
hemifacial spasm and HCs. HCs, healthy controls; HFS, hemifacial spasm; iBSP, idiopathic blepharospasm.

two senior neurologists (G Liu and WX Zhang). The exclusion
criteria for iBSP and HFS patients were the same with the
following items: (i) aged less than 18 or more than 80; (ii)
left handed; (iii) received botulinum toxin (BoNT) injections
within 3 months before MRI scanning; (iv) had a family history
of movement disorders; (v) reported evidence of stroke and
traumatic brain injury, or any conditions which might be cause
secondary blepharospasm; (vi) reported evidence of neurological
diseases, such as Parkinson’s disease, Alzheimer’s disease, major
depressive disorder, and epilepsy; (vii) had a history of exposure
to previous neuroleptic medication; (viii) had any conditions that
contradicted with cerebral MRI; (ix) show evidence of possible
anxiety (Hamilton anxiety rating scale score of > 14); and (x)
received oral medications for approximately 24 h before MRI scans.
HCs were also recruited using the same exclusion criteria. This
study was performed according to the Declaration of Helsinki
and was approved by the Ethics Committee of the First Affiliated
Hospital of Sun Yat-sen University [(2020)323]. Written informed
consent was obtained from all subjects. Finally, 62 patients with
iBSP, 62 with HFS (31, left side), and 62 HCs were included in
the current study.

Clinical measurements

The demographics and clinical characteristics, including
patients’ age, gender, education, duration of disease, and duration
of BoNT injections, were obtained from all patients via face-to-face
interviews before MRI scanning. The disease severity of patients
was evaluated using the 0–4 scale Jankovic Rating Scale (JRS),
which includes two subscales that measure severity (0 = None;
1 = Increased blinking only with external stimulus; 2 = Mild
but spontaneous eyelid fluttering, but not functionally disabling;
3 = Moderate spasm, mildly incapacitating; and 4 = Severe,

incapacitating spasm including eyelid and other facial muscles) and
frequency (0 = None; 1 = Slightly increased blinking frequency;
2 = Eyelid fluttering shaking lasting less than 1 s; 3 = Orbicularis
oculi muscle spasm lasting more than 1 s with eyes opening
more than 50% of awake time; and 4 = Functionally “blind”)
of involuntary orbicularis oculi muscle contraction, respectively
(Jankovic et al., 2009).

Data acquisition

All rs-fMRI data were obtained using a 3T Siemens scanner
(Tim Trio; Siemens, Erlangen, Germany). Participants were
instructed to keep their eyes closed and their heads motionless
during scanning. An echo-planar imaging sequence with the
following parameters was used: repetition time = 2,000 ms, echo
time = 30 ms, flip angle = 90◦, acquisition matrix = 64×64;
voxel size = 3.4375 mm3

×3.4375 mm3
×3 mm3, 33 slices,

and volumes = 240.

Data pre-processing

The rs-fMRI data were pre-processed using the Data Processing
and Analysis of Brain Imaging (DPABI) toolbox1 (Yan et al., 2016).
The main steps including: (i) discarding the first 10 volumes to
allow for magnetization equilibrium; (ii) realigning to the first
volume to account for head motion (subjects showing a maximum
displacement of more than 3 mm and an angular motion of more
than 3◦ were removed); (iii) normalizing to 3 mm × 3 mm × 3 mm
resolution in the Montreal Neurological Institute (MNI) template;

1 http://rfmri.org/dpabi
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TABLE 1 Subjects’ demographics and clinical characteristics.

Groups iBSP HFS HCs P-values

Subjects 62 62 62 –

Median age, years
(range)

55 (28–75) 53.5 (30–72) 57 (26–75) 0.472

Gender
(male/female)

32/30 38/24 35/27 0.820

Median disease
duration, years
(range)

5 (0.5–25) 4 (0.08–20) – 0.923

Median JRS total
scores (range)

6 (2–8) 6 (0–8) – 0.125

BoNT injections
(yes/no)

48/14 41/21 – 0.231

Median BoNT
injections duration,
years (range)

3 (0.17–20) 2 (0.25–16) – 0.554

BoNT, botulinum toxin; HCs, healthy controls; HFS, hemifacial spasm; iBSP, idiopathic
blepharospasm; JRS, Jankovic Rating Scale.

(iv) spatially smoothing with a Gaussian kernel of 6 mm full-
width at half maximum; (v) regression out Friston-24 head motion
parameters, white matter, and cerebrospinal fluid signals (as
regression out global mean signals can lead to spurious resting-
state functional correlations and false inferences, they were not
regression out in the current study); (vi) filtering with the temporal
band-path (0.01–0.1 Hz); and (vii) scrubbing bad images (before
two time points and after one time point) which exceed the pre-set
criterion (frame displacement < 0.5) for excessive motion.

Network construction

To construct the cortico-basal ganglia networks for each
participant, we used 91 MNI coordinates that were previously
reported (Figure 1A and Supplementary Table 1; Worbe
et al., 2012). The node was defined as a sphere with a
radius of 6 mm centered at each coordinate and resampled to
3 mm × 3 mm × 3 mm resolution. The functional network edge
was defined with resting-state functional connectivity measured
using Pearson’s correlation coefficient between the mean time series
of each pair of the 91 regions. As a result, a symmetric 91×91
functional connectivity matrix was obtained for each participant
for further analyses (Figure 1B). Consistent with previous studies,
we only used positive connectivity in the further analysis (Xu et al.,
2020; Pang et al., 2022).

Graph theory-based network analyses

To identify changes in global topological characteristics of the
cortico-basal ganglia networks among three groups, global network
parameters including global efficiency (Eglob) that can indicate the
efficiency of information transference across a network, clustering
coefficients (Cp) that quantify the local inter-connectivity of a
network, and the shortest path length (Lp) that can quantify the
integration of a network, were calculated using a graph theoretical

network analysis toolbox (GRETNA v2.0).2 Eglob and Lp are used
to measure brain network integration, and Cp is employed to
investigate brain network segregation. To avoid bias choice of a
certain value, the complex network analyses were performed at a
sparsity range from 0.1 to 0.5 with an interval of 0.05, and the
area under curve (AUC) values under this range of sparsity were
calculated for the statistical analyses (Xu et al., 2017). The group
difference of network parameters was explored using analysis of
covariance (ANCOVA) and post-hoc two-sample t-tests between
any two groups, with age and gender as covariates. The significance
level was set at P < 0.05.

Functional connectivity comparisons

To explore group differences in functional connections, an
ANCOVA was used to identify differences among the three
groups, and two-sample t-tests were used to identify differences
between any two groups. The results were corrected by Bonferroni
corrections of P < 1.22×10−5.

Regional indexes comparisons

Moreover, we also calculated the betweenness centrality and
degree centrality as regional indexes for each region. To avoid
bias choice of a certain value, the complex network analyses were
performed at a sparsity range from 0.1 to 0.5 with an interval
of 0.05, and the AUC values under this range of sparsity were
calculated for the statistical analyses (Xu et al., 2017). The group
differences of network parameters and regional indexes were
explored using ANCOVA and post-hoc two-sample t-tests between
any two groups, with age and gender as covariates. The significance
level was set at P < 0.05 for network parameters, and P < 0.05/91
(Bonferroni corrections) for regional indexes.

Correlation with clinical measurements

To reveal whether the changed global metrics and functional
connections in the cortico-basal ganglia networks showed
associations with clinical measurements in patients with iBSP,
partial correlation analyses between changed indices and disease
duration and JRS total scores were performed, using age and
gender as covariates. The significance level was set at P < 0.05.

Statistical analyses

We analyzed all the subjects’ demographics and clinical
characteristics using SPSS 23.0 (IBM, Armonk, NY, USA).
Differences in the age among the iBSP, HFS, and HCs groups were
identified using the non-parametric Kruskal–Wallis H test. Gender
differences among the three groups and the number of patients
receiving BoNT injections between patients with iBSP and HFS

2 http://www.nitrc.org/projects/gretna/
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FIGURE 2

Comparisons of topological characteristics among groups. The top row shows the topological characteristics across a range of sparsity (0.1–0.5) at
an interval of 0.05, and the bottom row shows the area under the curve of each topological characteristic. Group differences in network parameters
were explored using analysis of covariance and post-hoc two-sample t-tests between any two groups, with age and gender as covariates.
*Represents significant results with P < 0.05. AUC, area under the curve; HCs, healthy controls; HFS, hemifacial spasm; iBSP, idiopathic
blepharospasm.

were compared using the Pearson χ2 test. Moreover, differences
in the disease duration, JRS total scores, and duration of BoNT
injections between patients with iBSP and HFS were assessed using
the Mann–Whitney U test. A two-tailed P-value < 0.05 indicated
statistical significance.

Results

Demographic information and clinical
characteristics

The clinical and demographic characteristics of the 62 patients
with iBSP, 62 with HFS, and 62 HCs are presented in Table 1. Both
patient groups were similar to HCs in terms of age and gender. The
iBSP and HFS groups did not differ in terms of the disease duration,
JRS total scores, number of patients receiving BoNT injections, and
duration of BoNT injections.

Between-group differences in network
topological characteristics

The Eglob of the cortico-basal ganglia networks was significantly
increased, whereas the Cp and Lp of the cortico-basal ganglia
networks were significantly decreased in patients with iBSP
compared to HCs (Figure 2 and Table 2). No significant difference
in global metrics was identified between the iBSP and HFS groups
or between HFS groups and HCs.

Between-group functional connectivity
differences

At the regional level, the functional connectivity between the
left Brodmann area 11 (BA 11; orbitofrontal area) and left BA 2

(primary somatosensory cortex) and between the right anterior part
of the pallidum (aPAL) and the right anterior part of BA 32 (dorsal
anterior cingulate cortex) were significantly decreased in patients
with iBSP and HFS compared to HCs (Figure 3 and Tables 3, 4)
after Bonferroni corrections. No significant differences were found
in these functional connections between iBSP and HFS groups. The
functional connectivity between the right aPAL and the left anterior
part of the insula (aINS) was lower in patients with iBSP, but not
HFS, than HCs.

Between-group differences in regional
indexes

No significant differences of regional indexes were found
among three groups after Bonferroni corrections.

Correlations between network
properties and clinical characteristics

The Eglob of the cortico-basal ganglia networks was positively
correlated with JRS total scores, whereas Cp and Lp were negatively
correlated with JRS total scores in patients with iBSP. Moreover, the
Cp of the cortico-basal ganglia networks was positively correlated
with disease duration in patients with iBSP (Figure 4 and Table 2).

Discussion

In this study, we found that patients with iBSP
displayed alterations in integration and segregation in the
functional cortico-basal ganglia networks and decreased
functional connectivity in the orbitofrontal area, primary
somatosensory cortex, anterior cingulate cortex, and
pallidum compared with HCs. Current results support the
hypothesis that extensively altered functional connections
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TABLE 2 Differences of network parameters among three groups and their relationships with clinical measurements in patients with iBSP.

Metric values (mean ± SD) Group comparisons Correlations

iBSP HFS HCs iBSP-HFS-HCs iBSP-HFS iBSP-HCs HFS-HCs Duration (R, P) JRS (R, P)

Eglob 0.243 ± 0.004 0.242 ± 0.004 0.241 ± 0.004 0.016* 0.658 0.013* 0.306 (−0.240, 0.065) (0.278, 0.031)*

Cp 0.248 ± 0.013 0.251 ± 0.010 0.253 ± 0.009 0.042* 0.636 0.036* 0.607 (0.305, 0.018)* (−0.265, 0.041)*

Lp 0.679 ± 0.018 0.682 ± 0.017 0.688 ± 0.017 0.021* 1.000 0.021* 0.167 (0.230, 0.077) (−0.272, 0.035)*

*Represents significant differences with P < 0.05. Group differences of network parameters were explored using analysis of covariance and post-hoc two-sample t-tests between any two groups
with age and gender as covariates. Correlations between metric values and clinical measurements in iBSP were performed using partial correlation analyses with age and gender as covariates.
Cp , clustering coefficient; Eglob , global efficiency; HCs, healthy controls; HFS, hemifacial spasm; iBSP, idiopathic blepharospasm; Lp , shortest path length; SD, standard deviation. *Means
significant results.

FIGURE 3

Decreased functional connections at the regional level. (A) Significantly decreased functional connections at the regional level in patients with
idiopathic blepharospasm compared with healthy controls (HCs). The results were corrected by Bonferroni corrections of P < 1.22×10-5.
(B) Differences in mean functional connectivity among the three groups. Group differences in functional connectivity were explored using analysis
of covariance and post-hoc two-sample t-tests between any two groups, with age and gender as covariates. *Represents significant results with
P < 0.05. Abbreviations are listed in Table 3.

TABLE 3 The MNI coordinates of between-group functional connectivity
differences of brain regions.

Abnormal brain
regions

Full name MNI coordinates
(x, y, z)

BA_2_L Left Brodmann area 2 (−43.4, −18.1, 12.1)

BA_11_L Left Brodmann area 11 (−13.1, 35, −21.8)

aPAL_R Right anterior part of pallidum (17.1, 9.6, −6.6)

pBA_32_R Right posterior part of Brodmann
area 32

(8.1, 36.4, 16.1)

aINS_L Left anterior part of insula (−37.3, 13.5, −2.8)

MNI, Montreal Neurological Institute.

in the large-scale cortico-basal ganglia networks occur in
patients with iBSP.

Considering that Eglob is inversely correlated with Lp between
brain regions, our results (patients with iBSP displayed increased

Eglob and decreased Cp and Lp compared with HCs) might suggest
enhanced information transformation due to excessively optimized
topological organization and global integration abilities in the
cortico-basal ganglia networks in patients with iBSP. In addition,
the existence of significant correlations between the severity of iBSP
and graph theoretical metrics of the cortico-basal ganglia networks
raises the possibility that abnormal topological organization in
the cortico-basal ganglia networks is at least partly caused by
excessive facial movements. Moreover, this possibility is further
enhanced since these differences in Eglob, Cp, and Lp were not
identified between iBSP and HFS groups. Thus, it is reasonable to
speculate that facial hyperkinesia-related brain functional network
changes in patients with iBSP might be attributed to the increase
in facial activity and plastic changes in the brain white matter.
This hypothesis is supported by a recent diffusion tensor imaging
(DTI) study, which demonstrated that patients with iBSP exhibited
increased network integration (significantly increased Eglob and
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TABLE 4 Differences of resting-state functional connectivity among three groups and their relationships with clinical measurements in iBSP.

Mean FC (mean ± SD) Group comparisons Correlations

iBSP HFS HCs F-value iBSP-HFS iBSP-HCs HFS-HCs Duration (R, P) JRS (R, P)

BA_2_L and
BA_11_L

0.132 ± 0.200 0.161 ± 0.205 0.302 ± 0.188 < 0.001* 1 < 0.001* < 0.001* (−0.121, 0.362) (0.005, 0.971)

aPAL_R and
pBA_32_R

0.394 ± 0.170 0.437 ± 0.171 0.524 ± 0.142 < 0.001* 0.467 < 0.001* 0.007* (0.036, 0.785) (0.015, 0.911)

aPAL_R and
aINS_L

0.414 ± 0.169 0.477 ± 0.137 0.540 ± 0.135 < 0.001* 0.049* < 0.001* 0.058 (0.194, 0.141) (−0.075, 0.571)

*Represents significant results with P < 0.05. Group differences of functional connectivity were explored using analysis of covariance and post-hoc two-sample t-tests between any two groups
with age and gender as covariates. Correlations between functional connectivity and clinical measurements in iBSP were performed using partial correlation analyses with age and gender
as covariates. aINS, anterior part of insula; aPAL, anterior part of pallidum; BA, Brodmann area; FC, functional connectivity; HCs, healthy controls; HFS, hemifacial spasm; iBSP, idiopathic
blepharospasm; JRS, Jankovic Rating Scale; L, left; pBA, posterior part of Brodmann area; R, right; SD, standard deviation. *Means significant results.

FIGURE 4

Correlation results between network parameters and clinical measurements in the idiopathic blepharospasm group. Partial correlation analyses were
performed with age and gender as covariates. The significance level was set as P < 0.05. AUC, area under the curve; idiopathic blepharospasm
(iBSP), idiopathic blepharospasm; JRS, Jankovic Rating Scale.

decreased Cp and Lp) in the whole-brain white matter networks
(Guo et al., 2021), but such changes were no longer significant
when patients with iBSP were compared to patients with HFS.
The study also reported that patients with iBSP showed increased
nodal efficiency in some regions located in the cortico-basal ganglia
networks involved in sensorimotor, cognitive, and emotional
processing, such as primary motor cortex, caudate nucleus, middle
temporal regions, and posterior cingulate, and temporal thalamus.
Moreover, these changes were not observed in patients with iBSP

when compared with patients with HFS. In addition, plastic
changes in multiple white matter tracts that mainly connect the
basal ganglia, cortices, brainstem, and thalamus were reported in
the iBSP group in another DTI study (Guo et al., 2020).

Interestingly, increased Eglob and decreased Lp of the cortico-
basal ganglia networks were positively and negatively correlated
with severity in patients with iBSP, respectively. Current evidence
obtained from fMRI studies suggests that the basal ganglia
circuit is involved in the triggering of spasms, whereas the
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cerebello-thalamo-cortical network plays a key role in symptom
severity in the iBSP (Glickman et al., 2020). Moreover, the findings
of DTI studies also suggest that the cerebellum or its pathways
are involved in the intensity of dystonic spasms in the iBSP (Yang
et al., 2014; Berman et al., 2018). In addition, Guo et al. (2021) did
not find significant correlations of increased Eglob and decreased
Lp in the whole-brain white matter networks with disease severity.
They explained that the absence of infratentorial brain structures in
the BNA-246 atlas they used may be responsible for it (Guo et al.,
2021). The key brain regions that constitute the cerebello-thalamo-
cortical network are partial components of the cortico-basal ganglia
networks in our study. Whether the correlations between increased
Eglob and decreased Lp in the functional cortico-basal ganglia
networks and disease severity are mainly attributed to changes
in the cerebello-thalamo-cortical network remains unclear; further
studies are needed to address this question.

We also found that the functional connectivity between the
left orbitofrontal area and left primary somatosensory cortex
and between the aPAL and anterior part of the dorsal anterior
cingulate cortex was significantly decreased in patients with iBSP
and HFS compared to HCs. It has been shown that activation of
the orbitofrontal area is involved in eye blinking (Tsubota et al.,
1999). An fMRI study has also found that this area is associated
with sensorimotor output (Yang et al., 2013). The primary
somatosensory cortex, a vital component of the sensory system, has
a significant role in somatosensory processing (Defazio et al., 2007).
It has been proposed that focal dystonia should be considered a
sensory system disorder characterized by defective somatosensory
processing and impaired somatosensory capabilities (Tinazzi et al.,
2000, 2009), suggesting that sensory dysfunction plays a key role
in the pathophysiology of dystonia. Decreased connectivity of
the primary somatosensory cortex with the orbitofrontal area in
patients with iBSP and HFS might affect sensorimotor functional
integration and indicate that iBSP and HFS may share overlapping
pathophysiological mechanisms. The aPAL and anterior part of
the dorsal anterior cingulate cortex is components of the limbic
network. The aPAL is associated with behavior and cognitive
performance without motor symptoms (Saad et al., 2020). The
anterior cingulate cortex, particularly the dorsal portion, is involved
in decision-making and working memory processes (Apps et al.,
2016; Rolls, 2019). Previous studies demonstrated that patients
with iBSP suffered from cognitive impairment (Alemán et al.,
2009). Unfortunately, in the current study, we did not evaluate the
cognitive function in patients with iBSP. Whether the abnormal
functional connection between the aPAL and anterior part of the
dorsal anterior cingulate cortex is related to impairments in non-
motor (e.g., cognitive) aspects of iBSP requires further exploration.

This study has the following limitations. First, global signal
regression in rs-fMRI remains to be debated; we did not perform
this step for image pre-processing since global mean signal
regression can lead to spurious resting-state functional correlations
and false inferences. Second, some patients with iBSP or HFS
were treated with BoNT injections; at present, the effects of BoNT
on functional connections between regions in the cortico-basal
ganglia networks at rest remain unclear. This limitation should
be considered in further studies. Third, given the prevalence
of depression, obsessive/compulsive symptoms, and cognitive
dysfunction in specific cognitive domains in patients with iBSP,
the associations between the dysfunction of cortico-basal ganglia

networks and aforementioned non-motor symptoms in patients
with iBSP are worth exploring in a future study. Finally, we did
not find any difference in regional indexes between iBSP and HFS,
or any correlations between these regional indexes and clinical
measurements in the iBSP or HFS after Bonferroni corrections.
Therefore, it is hard to determine which region was special for iBSP
or HFS based on our current results.

In conclusion, we found a strong functional integration
characterized by a high Eglob and a short Lp in the cortico-basal
ganglia networks in patients with iBSP. Moreover, these network
metrics were significantly correlated with disease severity of iBSP
and might serve as quantitative markers for the evaluation of
clinical symptom severity of iBSP.
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Electrical stimulation such as transcranial direct current stimulation (tDCS) 
is widely used to treat neuropsychiatric diseases and neurological disorders. 
Computational modeling is an important approach to understand the mechanisms 
underlying tDCS and optimize treatment planning. When applying computational 
modeling to treatment planning, uncertainties exist due to insufficient 
conductivity information inside the brain. In this feasibility study, we performed 
in vivo MR-based conductivity tensor imaging (CTI) experiments on the entire 
brain to precisely estimate the tissue response to the electrical stimulation. A 
recent CTI method was applied to obtain low-frequency conductivity tensor 
images. Subject-specific three-dimensional finite element models (FEMs) of the 
head were implemented by segmenting anatomical MR images and integrating 
a conductivity tensor distribution. The electric field and current density of brain 
tissues following electrical stimulation were calculated using a conductivity 
tensor-based model and compared to results using an isotropic conductivity 
model from literature values. The current density by the conductivity tensor was 
different from the isotropic conductivity model, with an average relative difference 
|rD| of 52 to 73%, respectively, across two normal volunteers. When applied to two 
tDCS electrode montages of C3-FP2 and F4-F3, the current density showed a 
focused distribution with high signal intensity which is consistent with the current 
flowing from the anode to the cathode electrodes through the white matter. The 
gray matter tended to carry larger amounts of current densities regardless of 
directional information. We suggest this CTI-based subject-specific model can 
provide detailed information on tissue responses for personalized tDCS treatment 
planning.

KEYWORDS

electrical stimulation, conductivity tensor, transcranial direct current stimulation, 
magnetic resonance imaging, electric field, current density
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1. Introduction

Electrical stimulation of brain has been used for the treatment of 
neuropsychiatric and neurodegenerative diseases (Stagg and Nitsche, 
2011). Transcranial direct current stimulation (tDCS) is a typical 
neuro-stimulation technique that delivers low-intensity direct current 
(DC) into the brain through a pair, or through multiple surface 
electrodes. The injected current may cause exogenous modulation of 
neuronal membrane potentials, leading to an enhancement of brain 
functions (Nitsche and Paulus, 2000; Woods et al., 2016). The tDCS is 
clinically used for enhancing motor or memory functions and 
treatments of neuropsychiatric and neurodegenerative diseases 
(Fregni et al., 2006; Márquez-Ruiz et al., 2012; Reinhart et al., 2015; 
Lindenmayer et al., 2019). When electrical stimulation is applied to 
the head, the injected current through the brain generates voltage, 
electric field, and current density, which are affected by head geometry, 
electrode configuration, and the internal conductivity distribution 
(Bikson et al., 2012; Woods et al., 2016). To calculate these internal 
distributions, modeling studies have focused on designing electrode 
montages, modifying the sizes and shapes, and adjusting the amount 
of current applied (Miranda et al., 2006; Bikson et al., 2012). Moreover, 
subject-specific head models have been developed by segmenting 
structural MR images to handle the effects of the head geometry and 
electrode configuration (Miranda et  al., 2006; Bikson et  al., 2012; 
Datta et  al., 2012). Several studies have proposed methods to 
incorporate in vivo distribution of internal conductivity and/or its 
tensors in individual subjects (Rampersad et al., 2014; Shahid et al., 
2014; Opitz et al., 2015). However, its application was limited due to 
the lack of proper ways to measure subject-specific conductivity 
distribution at low-frequency ranges.

A comprehensive computational approach has been proposed to 
optimize the design of tDCS for clinical use (Bikson et al., 2012; Lee 
et al., 2021). Although the idea of subject-specific brain conductivity 
recognizes as an important factor (Puonti et al., 2020), the use of 
individual anisotropic conductivity has not been widely applied in 
modeling studies (Lee et al., 2021). Meanwhile, Tuch et al. introduced 
a linear model based on the physical relationship between conductivity 
tensor and water diffusion tensor (Tuch et al., 2001). Based on the idea 
of a cross-property relationship, several conductivity tensor models 
were developed and utilized for modeling of brain stimulation 
(Rampersad et al., 2014; Shahid et al., 2014). Recently, Katoch et al. 
reported that water diffusion tensor models may not fully address the 
effect of ion concentrations on conductivity distribution, therefore, 
novel model using conductivity tensor was suggested to precisely 
estimate the anisotropic distribution of brain (Katoch et al., 2021).

Diffusion-tensor magnetic resonance electrical impedance 
tomography (DT-MREIT) is currently used to image brain responses 
during electrical stimulation (Kwon et al., 2014; Jeong et al., 2016). The 
basis of DT-MREIT is that the water diffusion tensors have the same 
directional property as conductivity tensors (Tuch et al., 2001). There 
have been several experimental studies of DT-MREIT in phantoms, 
animals, and human subjects (Kwon et al., 2014; Jeong et al., 2016; 
Chauhan et al., 2018), but clinical uses may be  limited due to the 
requirement for imaging currents of a few milliamperes through 
multiple surface electrodes during MRI scans. The conductivity tensor 
imaging (CTI) method, which does not require external current 
injection, was developed recently (Sajib et al., 2018). The CTI consists 
of a combination of magnetic resonance electrical properties 

tomography (MREPT) and multi-b-value diffusion weighted imaging 
(DWI). To reconstruct the conductivity tensor, MREPT is used to 
obtain high-frequency conductivity (at the Larmor frequency), and 
multi-b-value DWI is used to separate the information on both the 
extracellular and intracellular spaces. This method was validated in 
the designed phantoms and animal imaging studies using a 3 T MRI 
scanner and its feasibility was evaluated (Sajib et al., 2018). Specifically, 
Katoch et al. developed a model that mimicked a cell structure with 
giant vesicles and separated extracellular and intracellular spaces using 
a CTI method (Katoch et al., 2018). The relative errors between the 
conductivity tensor images and in vitro measurements of the giant 
vesicle suspensions were found to be about 1.1 to 11% (Katoch et al., 
2018; Choi et al., 2020). In addition, Choi et al. reported that CTI can 
distinguish the contrast between ion concentrations and their mobility 
(Choi et  al., 2020, 2023). The advantage of CTI is that it is easily 
implemented in a clinical MRI scanner without addition of hardware 
components. In vivo CTI imaging of the human brain was reported, 
and resulting conductivity values of white matter, gray matter, and 
cerebrospinal fluid were compared with those previously reported in 
the literature (Katoch et al., 2018; Jahng et al., 2021). Therefore, CTI is 
the latest method to image tensor information along with conductivity 
distributions inside the brain, without the need to inject 
imaging currents.

In this feasibility study, we performed in vivo CTI experiments of 
entire human brains and implemented subject-specific conductivity 
tensor-based head models to evaluate the brain response to electrical 
stimulation. We  acquired MR images for both structural and CTI 
information from two normal volunteers using a 3 T clinical MRI. After 
segmenting the structural MR images of the heads, three-dimensional 
finite element models were constructed. A subject-specific head model 
was implemented by incorporating the conductivity tensor images into 
the geometrical finite element model. Applying electrical stimulation 
to electrode montages of tDCS, the electric field and current density of 
the brain were calculated using a conductivity tensor-based head 
model and its performance evaluated by comparing it to the isotropic 
conductivity models as a tool for personalized tDCS treatment planning.

2. Subjects and methods

All experimental procedures were approved by the institutional 
review board of Kyung Hee University (KHSIRB-18-073) and carried out 
in accordance with the relevant guidelines and regulations. Two healthy 
male volunteers (26 and 28 years old) participated and informed consent 
was obtained from the volunteers before the imaging experiments.

2.1. Imaging experiments

The imaging experiments were performed on a 3 T MRI scanner 
(Magnetom Skyra, Siemens Healthcare, Erlangen, Germany) equipped 
with a 16-channel head coil. For structural images of the head 
(Figure 1A), T1-weighted magnetization prepared rapid gradient echo 
(MPRAGE) sequence was applied with a cubic voxel of 1 mm edge 
length in sagittal plane. The parameters were as follows: repetition time 
(TR)/echo time (TE) = 1200/1.79 ms; flip angle = 10°; 
bandwidth = 510 Hz/Px; field of view (FOV) = 260 × 260 mm2; slice per 
slab = 192; slice thickness = 1 mm (no gap). The acquisition time was 
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5 min and 4 s. CTI requires two separate MR scans shown in 
Figures  1B,C. For high-frequency conductivity images by MREPT 
method (Figure 1B), the multi-echo spin-echo (MSE) pulse sequence 
with multiple refocusing pulses was adopted to acquire B1 phase maps. 
The parameters were as follows: TR/TE = 1500/15 ms; flip angle = 90°; 
bandwidth = 250 Hz/Px; number of echoes = 6; number of slices = 30; 
slice thickness = 4 mm; matrix size = 128 × 128 and FOV = 260 × 260 mm2. 
The voxel size was 2 × 2 × 4 mm3. The acquisition time for obtaining high-
frequency conductivity images covering the whole brain area was 19 min.

To separate the influences of the extracellular and intracellular 
spaces, multi-band echo-planar imaging (EPI) sequence was used to 
acquire two-shell DWI (Figure 1C). A multi-band factor of 3 was used 
with the three-band RF excitation and axial spin-echo EPI (SE-EPI) 
readout with phase encoding (PE) in the anterior–posterior (AP) 
direction. The diffusion gradient was applied in 30 and 64 directions 
with two b-values of 800 and 2,200 s/mm2. The parameters were as 
follows: TR/TE = 2000/80 ms; flip angle = 90°; number of slices = 30; 
slice thickness = 4 mm; matrix size = 128 × 128 and FOV = 260 × 260 mm2. 
The acquisition time was 9 min. An additional MR scan was obtained 
using a non-diffusion sensitizing gradient (b = 0 s/mm2) along the 
posterior–anterior phase encoding (PE) directions. The total acquisition 
time to implement the subject-specific model using CTI was 35 min.

2.2. Brain segmentation and model 
generation

High-resolution MPRAGE images were bias-corrected and 
preprocessed by applying a median filter to reduce noise (Smith et al., 

2004). The automated segmentation algorithms in Statistical 
Parametric Mapping software (SPM 12, Wellcome Trust Centre for 
Neuroimaging, London, United  Kingdom) were used to generate 
tissue probability maps. The head was segmented into six tissue types; 
scalp, skull, air cavity, eye, cerebrospinal fluid (CSF), gray matter 
(GM), and white matter (WM) (Figure  1D). After generating the 
initial tissue probability maps, a Matlab (Mathworks, Natick, 
United  States) based algorithm (Huang et  al., 2013) was used to 
correct tissue discontinuities and segmentation errors. The segmented 
tissue data was imported into ScanIP software (Simpleware, Synopsys, 
Exeter, United Kingdom) to build a three-dimensional head model 
(Figure 1D). The overlaps and unassigned pixels in the segmented data 
were removed by manual correction and all slices were confirmed to 
ensure proper tissue classifications. We used a recursive Gaussian filter 
with a kernel size of 1 × 1 × 1 to smooth the masks of tissue surfaces. 
Two sponge-pad electrodes with a size of 50 × 50 mm2, were attached 
on the model to stimulate the brain. The thickness of the sponge-pads 
was 3 mm and the electrode was 2 mm thickness. The finite element 
meshes of the head models include 1.5 million tetrahedral and 0.3 
million triangular elements with an average element quality of 0.678.

2.3. Conductivity tensor image 
reconstruction

Conductivity tensor images were reconstructed using an MRCI 
toolbox which is available at http://iirc.khu.ac.kr/toolbox.html (Sajib 
et al., 2017). Acquired MR data (including anatomical images, B1 
phase map, and DWI) was re-oriented to standard MNI space and 

FIGURE 1

Schematic illustration of the conductivity tensor-based head model. High-resolution anatomical MR images (A) are used to generate the model. Multi-
echo spin-echo images (B) and multi-b-value diffusion weighted images (C) are used to reconstruct the conductivity tensor of brain. Three-
dimensional head model (D) and conductivity tensor information of the brain (E) are combined to estimate the response to tDCS electrode montages 
(F).
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preprocessed using the MRtrix31 and FMRIB software library (FSL 
6.03v, www.fmrib.ox.ac.uk/fsl) (Smith et  al., 2004; Tournier et  al., 
2019). The B1 phase maps and DWI were registered with the 
anatomical T2-weighted images to minimize geometrical mismatches. 
The high-frequency conductivity images were reconstructed using a 
method proposed by Gurler and Ider (2017). The diffusion data were 
corrected for eddy-current effects and geometrical distortions by 
affine registration of the directional images of B0 using FSL software 
(www.fmrib.ox.ac.uk/fsl) with the FLIRT routine (Smith et al., 2004). 
The following CTI formula was used for all conductivity tensor image 
reconstructions (Katoch et al., 2018; Sajib et al., 2018):
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where C is the low-frequency conductivity tensor, σH is the high-
frequency conductivity at the Larmor frequency, vint is the intracellular 
volume fraction, β is the ion concentration ratio of the intracellular 
and extracellular spaces, λ is the intrinsic diffusion coefficient, λext  is 
the extracellular mean diffusivity, and De

w is the extracellular water 
diffusion tensor (Figure  1E). The details of conductivity tensor 
reconstruction procedures followed the works of Jahng et al. (2021). 
Finally, the reconstructed conductivity tensor images were 
incorporated into the subject-specific head models.

2.4. Modeling of electrical stimulation

Two electrode montages were modeled to visualize the brain 
response during tDCS using a CTI head model (Figure 1F). The first 
montage consisted of an anode positioned in the C3 (motor cortex) 
and a cathode in the FP2 (supra-orbital). The second montage 
consisted of an anode in the F4 (right dorsolateral prefrontal cortex, 
DLPFC) and a cathode in the F3 (left DLPFC). The anode and cathode 
are denoted as εA and εC, respectively, and currents were injected from 
εA to εC. The cathode εC was chosen as the voltage reference electrode 
for all numerical computations. When a DC current of I mA is 
injected between two electrodes εA and εC, the voltage u inside the 
head denoted as Ω with its boundary ∂Ω satisfies the following partial 
differential equation (Seo and Woo, 2012):
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where C is the conductivity tensor, n is the outward unit normal 
vector on the boundary ∂Ω, and g  is the Neumann boundary 
condition of the injected current. The voltage u (V), electric field −∇u 
(V/m), and current density − C∇u (A/m2) were numerically calculated 
using COMSOL Multiphysics (COMSOL, Burlington, United States) 
software. The conjugate gradient method with a relative tolerance of 
1 × 10−6 was used to solve linear systems of equations. The amplitude 
of the injected current I was 2 mA and the average current density 

1 www.mrtrix.org

under the electrode was 0.8 A/cm2. The total computation time to 
obtain u, −∇u, and − C∇u was about 9 min.

2.5. Evaluation of CTI-based head model

The electric field and current density of the brains were calculated 
using a conductivity tensor-based head model and compared with 
those using the isotropic conductivity of brain tissues from literature 
values. For the conductivity tensor models, we used the reconstructed 
conductivity tensor images for the pixels belonging to the white 
matter, gray matter, and CSF regions. The isotropic low-frequency 
conductivity values from the literature were used for the conductivity 
of the other tissues such as scalp, skull, air cavity, and eye. Meanwhile, 
we used the isotropic literature values for all pixels for the isotropic 
conductivity model (Gabriel et al., 1996; Baumann et al., 1997; Datta 
et al., 2009; Bikson et al., 2012; Huang et al., 2013). The values (S/m) 
were as follows: air = 1 × 10−15, scalp = 0.47, skull = 0.01, eye = 2.00, 
CSF = 1.79, gray matter = 0.27, white matter = 0.14, 
electrode = 5.99 × 107, and saline-soaked sponge = 1.00. For 
comparison of current densities between the two models, we analyzed 
the relative difference |rD| defined as follows:
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where JCTI and JISO are the magnitude of current density at each 
pixel from the conductivity tensor and isotropic conductivity models, 
respectively. A high error indicates that there is a significant difference 
between two current densities.

3. Results

3.1. CTI of human brain

Figure 2 shows the reconstructed conductivity tensor images 
of two normal brains using the CTI method. In Figure 2A, the 
high-frequency conductivity (σH) and intermediate images 
(including intracellular volume fraction, vint; intrinsic and 
extracellular water diffusion coefficients, λ and λext; scale factor, 
η) were used to reconstruct low-frequency conductivity tensors 
shown in Figure 2B. To reconstruct the diffusion coefficients (vint

, λ  and λext) of brain we used the software available at https://
ekaden.github.io (Kaden et  al., 2016). The conductivity tensor 
images in the white matter, gray matter, and CSF regions were 
clearly distinguished (orange arrows) and showed different signal 
intensities in the white matter depending on the fiber direction 
(yellow circle) (Figure 2B).

3.2. Brain tissue response by electrical 
stimulation

Figure 3 shows the results of brain responses to tDCS focusing on 
the white matter. The electric field (Figure 3A) and current density 
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(Figure 3B) distributions were obtained from both the CTI-based 
head model and the isotropic conductivity model with literature 
values. The electric field by the conductivity tensor model showed 
higher signal intensity in the activated area, but the activated area was 
wider in the isotropic conductivity model (Figure 3A). The current 
density in the conductivity tensor model showed a high signal 
intensity in the activated area, but the activated area was similar to the 
isotropic conductivity model (Figure 3B). The dynamic ranges of the 

electric field and current density were wider in subject A than in 
subject B. Table 1 summarizes the electric field and current density 
measurements in gray matter, white matter, and entire brain tissues. 
The conductivity tensor showed higher signal values than the isotropic 
conductivity model in all brain tissues. The averaged current density 
of the conductivity tensor in the corpus callosum (CC) were 0.073 A/
m2 and 0.061 A/m2 in two subjects, respectively, which is twice as 
much as that in the isotropic conductivity model (0.034 A/m2 and 

FIGURE 2

Typical conductivity tensor images acquired from two normal brains. High-frequency conductivity (σH), intracellular volume fraction (vint ), extracellular 
mean diffusivity (λext), intrinsic diffusion coefficient ( λ ) and scale factor (η ) images (A) are used to calculate the conductivity tensors at three different 
fiber directions (B).

FIGURE 3

Brain response by the tDCS in the white matter of two normal brains. The three-dimensional images of electric fields (A) and current densities (B) were 
calculated from both the conductivity tensor model and isotropic conductivity tensor model.
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0.022 A/m2). This could also stem from the fact that conductivity of 
CC ranged 0.20 to 0.75 S/m, which is higher than that of 0.14 S/m in 
isotropic conductivity model.

3.3. Comparison of brain tissue response 
between two models

Figure 4 shows the difference images between the two models. 
From difference images of the electric field (Figure 4A), the conductivity 
tensor model showed high signal intensity around the electrode 
position. The current density showed high signal intensity along the 
direction of current flow between the two electrodes (black arrows) 
(Figure 4B). The signal intensity from model comparisons was different 
between the two subjects in both the electric field and current density.

Figure 5 shows the current density streamlines from the anode to 
the cathode of the two models. The streamlines in the conductivity 
tensor model showed a concise and concentrated distribution between 
the electrodes (Figure 5A), while the isotropic conductivity model 
showed a wider distribution (Figure 5B). The dynamic range of the 
current density streamline was slightly wider in subject A than in 
subject B for both models.

Figure 6 represents comparisons of the current densities obtained 
from the two models by applying a relative difference (|rD|). The 

relative difference for two electrode montages was calculated in the 
white matter, gray matter, and entire brains of the two subjects. The 
differences ranged from 55 to 73% for the subject A and from 52 to 
71% for the subject B. The minimum and maximum errors ranged 
from 15 to 98%.

3.4. Estimation of brain tissue response by 
different stimulation method

Figure 7 shows the current density distribution in brains with two 
electrode montages (C3-FP2 and F4-F3). The current density images, 
which consist of one coronal and two axial slice positions, were 
calculated from the conductivity tensor model. From the C3-FP2 
electrode montage in Figure 7A, the current density showed a high 
signal intensity which is consistent with the current flowing from the 
cortex where the anode electrode is located, through the deep brain 
region, and to the opposite cortex where the cathode electrode is 
located. In the F4-F3 electrode montage (Figure 7B), however, the 
current density was high in the cortex regions between the two 
electrodes but did not pass through the deep brain. Table 2 summarizes 
the measurements of current density in the entire brain. The C3-FP2 
electrode montage showed higher signal values than the F4-F3 
electrode montage in all slice positions.

FIGURE 4

Difference images between the conductivity tensor model and isotropic conductivity model. The electric field (A) and current density (B) were 
calculated at a single slice whose position was chosen at 12 mm from the skull.

TABLE 1 Measurements of the electric field and current density in gray matter, white matter, and entire brain tissues from isotropic and conductivity 
tensor models.

Model
Electric field [V/m] Current density [A/m2]

Gray matter White matter Entire brain Gray matter White matter Entire brain

Subject A Conductivity tensor 0.104 ± 0.060 0.117 ± 0.063 0.116 ± 0.073 0.039 ± 0.026 0.032 ± 0.027 0.042 ± 0.032

Isotropic conductivity 0.087 ± 0.035 0.112 ± 0.029 0.098 ± 0.057 0.023 ± 0.010 0.017 ± 0.005 0.042 ± 0.053

Subject B Conductivity tensor 0.099 ± 0.042 0.118 ± 0.045 0.097 ± 0.049 0.033 ± 0.021 0.024 ± 0.011 0.043 ± 0.032

Isotropic conductivity 0.076 ± 0.029 0.097 ± 0.031 0.074 ± 0.039 0.021 ± 0.008 0.014 ± 0.004 0.046 ± 0.048
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4. Discussion

Computational modeling of electrical stimulation approaches, 
such as tDCS, still faces uncertainty regarding the optimal stimulation 
of specific anatomical structures in the brain that are affected by a 

given current stimulation. One reason is that there are no proper ways 
to measure the anisotropic conductivity distribution of each 
individual’s brains in vivo. In this study, we performed in vivo brain 
imaging using a conductivity tensor imaging (CTI) method from a 3 T 
MRI and obtained subject-specific anisotropic conductivity tensor 

FIGURE 5

Distribution of current density streamlines inside the two brains. The colored streamline represents the magnitude of the current density obtained from 
the conductivity tensor (A) and the isotropic conductivity (B) models.

FIGURE 6

Comparison of relative difference (|rD|) between the current densities obtained from the two models. The current density in the brain tissues was 
calculated from the C3-FP2 (A) and F4-F3 (B) electrode montages.
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images of two normal brains. The resulting conductivity tensors in the 
white matter, gray matter, and CSF regions were clearly distinguished 
and showed similar results to those reported in a previous study 
(Katoch et al., 2018). In particular, the conductivity tensor of white 
matter tends to exhibit position dependency and inter-subject 
variability depending on the degree of anisotropy. Therefore, 
compared to the isotropic conductivity model which is based on fixed 
values, regional differences could be  observed in estimating the 

electric field and current density by using the conductivity 
tensor model.

At low frequencies below 10 kHz, externally injected currents are 
mostly blocked by cell membranes, and internal current flows are 
constrained within extracellular pathways. The white matter exhibits 
strong anisotropy because the myelinated fibers running in parallel 
along the fiber direction behave as electrical insulators at low 
frequencies. From the results of electrical stimulations shown in 

FIGURE 7

Estimation of current density distribution by electrical stimulation. The current density was calculated from the C3-FP2 (A) and F4-F3 (B) electrode 
montages using the conductivity tensor model. The current density distribution was imaged at single coronal slices of the heads near the anode 
electrode and at two axial slices of the head 75 and 25 mm apart from the skull. The vector field of current pathways is represented by black dashed 
lines.

TABLE 2 Measurements of the current density in two electrode montages.

Electrode montage
Subject A Subject B

S1 S2 S3 S1 S2 S3

C3-FP2 0.043 ± 0.026 0.045 ± 0.034 0.040 ± 0.049 0.039 ± 0.026 0.052 ± 0.037 0.044 ± 0.031

F4-F3 0.036 ± 0.022 0.028 ± 0.017 0.019 ± 0.014 0.031 ± 0.020 0.030 ± 0.017 0.022 ± 0.019

Values were obtained from the entire brain tissues at three different slice positions.
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Figure  3A, the electric field calculated by the conductivity tensor 
model showed a focused distribution with higher signal intensity in 
the left frontoparietal lobe compared to the results from the isotropic 
conductivity model. In the frontal views, however, the electric field by 
the conductivity tensor model showed lower signal intensity in the 
supraorbital area. The overall signal intensity of the entire brain was 
high in both subjects as seen from the difference images between the 
two models in Figure  4A. Since the tissue response to electrical 
stimulation was higher in subject A than in subject B, the dynamic 
range of the electric field was different between two subjects.

The current density by the conductivity tensor model showed a 
focused distribution with high signal intensity along the current 
pathways. This high current density was observed in the white matter 
tissues such as corpus callosum, cingulum, and cortex regions around 
the electrodes. Especially, the high current density in the corpus 
callosum, which connects the left and right hemispheres, indicates 
that the anisotropy of the white matter is well reflected in the current 
density distribution produced by this model. The current density of 
gray matter showed a wider distribution than the white matter due to 
its higher isotropic conductivity. From the difference images in 
Figure 4B, the current density of the entire brain was high along the 
current pathway. This was also seen in the results of the current 
density streamlines in Figure 5. The current density streamlines of the 
isotropic conductivity model were widely distributed inside the brains 
whereas streamlines of the conductivity tensor model shows a more 
focused distribution between the two electrodes. Since the current 
densities are different between the two subjects, the dynamic ranges 
were different despite being performed under the same conditions. 
Therefore, our subject-specific conductivity tensor model may reflect 
the position dependency and inter-subject variability better than the 
isotropic model models.

For comparisons of the current densities between the two models, 
the relative difference (|rD|) analysis was applied to the brain tissues. 
Average relative difference in brain tissues were above 50% in both 
subjects. These large error values indicate that there is a significant 
difference between the two models. Similar errors were found when 
using white matter’s directional conductivity information based upon 
diffusion tensor information (Shahid et al., 2013; Rampersad et al., 
2014; Opitz et al., 2015). Shahid et al. reported up to 48% higher 
strength of current density in the white matter compared to isotropic 
model. In these previous studies, however, anisotropic conductivity 
tensors were assumed to be proportional to water diffusion tensors 
with one fixed global scale factor.

To evaluate the brain response to electrical stimulation, 
we applied our subject-specific conductivity tensor models to image 
the current density distributions with two different electrode 
montages delivering tDCS (C3-FP2 and F4-F3). In Figure 7, the 
current density distributions at three different slice positions showed 
different patterns depending on the electrode montage as well as the 
individual brains. Specifically, the C3-FP2 montage in Figure 7A 
produced a more concentrated current density according to the 
current flow in subject A, but the amount of current density was 
larger in subject B. The current density showed higher signal 
intensity in the interhemispheric fissure and cortical regions around 
the two electrodes. The current density of the CSF region, which 
flows outside of the brain, was higher in subject B than in subject 
A. The overall signal intensity inside the brains was different between 
the two subjects in response to the injected currents. These results 

could be important for estimating the polarizing effects of individual 
brains by the electrical current (Purpura and McMurtry, 1965; 
Abascal et al., 2008). For the F4-F3 montage in Figure 7B, the current 
density was high in the cortical regions between the two electrodes 
in both subjects. However, the effect of CSF was more severe in 
subject B than in subject A.

It is important to determine how to evaluate tissue responses to 
electrical stimulation. As seen tissue responses may vary depending 
on individual brains and the stimulation location. Though the 
conductivity tensor information can be obtained using other imaging 
methods such as DT-MREIT, CTI has an advantage for tDCS 
treatment planning, since it does not require externally injecting 
currents into the head during MRI scans and treatments. The 
CTI-based head model exhibits potential in that it can consider 
position dependency and inter-subject variability. Although this study 
presented the results of only two normal brains and limited electrode 
positions, it showed a potential as an imaging tool for the evaluation 
of electrical stimulation approaches such as tDCS, through the 
accumulation of individual data from many samples and the 
subsequent implementation of statistical analysis.

The proposed CTI method has several limitations and requires 
careful considerations in its applications. First, the reconstructed 
images were geometrically registered, but the resolution of 
conductivity tensors imaging was limited. Moreover, there might be a 
partial volume effect that may result in field values being less accurate 
within the regional boundaries of each tissue type. Future studies can 
utilize higher resolution images to improve the head model (Marino 
et al., 2021). Second, since CTI uses MREPT and DWI data, a rigorous 
error analysis is desirable for propagating measurement noise and 
artifacts. Third, cell membranes are assumed to block low-frequency 
currents in CTI method. The CTI method in its current form could 
underestimate the low-frequency conductivity value of tissue, 
including cells with leaky membranes. To remedy this, it would 
be  worthwhile to investigate a more sophisticated CTI model 
including such cells. A potential way to validate the CTI-based model 
is by combining surface voltage measurements using an EIT device or 
current density images from MRCDI (Abascal et  al., 2008; 
Kasinadhuni et  al., 2017). Future research focuses on optimizing 
targeted stimuli while exploring multiple electrode locations and 
recommending the optimal location based on the required amount of 
current for effective activation. This may be essential in the field of 
personalized tDCS treatment planning.

5. Conclusion

Feasibility of a personalized tDCS treatment planning was 
evaluated using a subject-specific head model with both 
conductivity tensors and anatomical information. The key 
ingredient is the CTI method that can produce anisotropic 
conductivity tensor images of the human brain using a 3 T clinical 
MRI without injecting external currents into the head. Once the 
subject-specific head model is constructed, various numerical 
simulations and analyses can be performed for different electrode 
configurations and current dosages. We  suggest constructing 
subject-specific head models using the method described in this 
study and quantitatively analyzing internal distributions of the 
electric field and current density for tDCS treatment planning. 
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Developing a software tool to automate the computational 
modeling process described in this study may facilitate the basic 
research and clinical applications of tDCS.
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Major depressive disorder (MDD) has been associated with aberrant effective 
connectivity (EC) among the default mode network (DMN), salience network (SN), 
and central executive network (CEN)—collectively referred to as triple networks. 
However, prior research has predominantly concentrated on broad frequency 
bands (0.01–0.08 Hz or 0.01–0.15 Hz), ignoring the influence of distinct rhythms 
on triple network causal dynamics. In the present study, we aim to investigate EC 
alterations within the triple networks across various frequency bands in patients 
with MDD. Utilizing a data-driven frequency decomposition approach and a 
multivariate Granger causality analysis, we characterized frequency-specific EC 
patterns of triple networks in 49 MDD patients and 54 healthy controls. A support 
vector machine classifier was subsequently employed to assess the discriminative 
capacity of the frequency-specific EC features. Our findings revealed that, 
compared to controls, patients exhibited not only enhanced mean EC within 
the CEN in the conventional frequency band (0.01–0.08 Hz), but also decreased 
mean EC from the SN to the DMN in a higher frequency band (0.12–0.18 Hz), and 
increased mean EC from the CEN to the SN in a sub-frequency band (0.04–0.08 
Hz); the latter was significantly correlated with disease severity. Moreover, optimal 
classification performance for distinguishing patients from controls was attained 
by combining EC features across all three frequency bands, with the area under 
the curve (AUC) value of 0.8831 and the corresponding accuracy, sensitivity, and 
specificity of 89.97%, 92.63%, and 87.32%, respectively. These insights into EC 
changes within the triple networks across multiple frequency bands offer valuable 
perspectives on the neurobiological basis of MDD and could aid in developing 
frequency-specific EC features as potential biomarkers for disease diagnosis.
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major depressive disorder, triple networks, frequency specificity, effective connectivity, 
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1. Introduction

Major depressive disorder (MDD) constitutes a debilitating 
psychiatric affliction, impacting approximately 7% of the global 
population (Mathers and Loncar, 2006). The condition is typified by 
persistent emotions of sadness, guilt, and worthlessness, as well as 
heightened suicide risk (Gotlib and Joormann, 2010). Despite the 
unidentified neurological substrates underpinning MDD, 
contemporary neuroimaging investigations have revealed functional 
connectivity (FC) anomalies across extensive brain networks (Otte 
et al., 2016; Li et al., 2018; Yan et al., 2019; Peng et al., 2020; Yang et al., 
2021). These findings have reconceptualized MDD as a disorder of 
brain network dysfunction, offering novel perspectives for 
understanding its pathophysiology.

The triple-network model serves as a notable approach for 
investigating brain dysconnectivity in psychiatric disorders, 
delineating a core connectivity pattern that underlies cognitive, 
perceptual, affective, and social functions, encompassing the default 
mode network (DMN), salience network (SN), and central executive 
network (CEN) (Menon, 2011). In MDD patients, FC disruptions 
within these triple networks have been recurrently observed (Balaev 
et al., 2018; Cheng et al., 2018; Yan et al., 2019). Notably, the bulk of 
prior studies gauged FC by calculating Pearson’s correlation between 
time series of two given brain regions, hindering exploration of the 
influence of one brain region over another. In contrast, more recent 
studies have begun to probe the effective connectivity (EC) within 
MDD’s triple networks, examining the causal or directed influence of 
one brain region upon another. For example, research employing 
spectral dynamic causal modeling uncovered weakened connection 
strength from the SN to the CEN region in MDD patients (Kandilarova 
et al., 2018). Another study involving 336 MDD patients revealed both 
increased and reduced ECs from the SN regions (e.g., temporal pole) 
to other brain regions (Rolls et al., 2018). These findings collectively 
suggest that abnormal directed influences between triple network 
regions may be  pivotal in MDD etiology. However, these studies 
primarily focused on MDD-induced EC changes within a broad 
frequency band (0.01–0.08 Hz or 0.01–0.15 Hz), potentially obscuring 
information regarding physiological fluctuations at 
specific frequencies.

The human brain, a biologically intricate system, features myriad 
oscillatory waves working in concert (Buzsáki and Draguhn, 2004; 
Samaha et al., 2020). Blood oxygen level-dependent (BOLD) signals 
at distinct frequency bands can partially reflect these neural processes 
and corresponding physiological functions (Zuo et al., 2010; Cole and 
Voytek, 2017; Hu et  al., 2021). Previous MDD research has often 
identified frequency-specific alterations in spontaneous brain activity 
and connectivity. For instance, a study examined resting-state signal 
amplitude variability across two discrete frequency bands (slow-5: 
0.01–0.027 Hz and slow-4: 0.027–0.073 Hz), revealing that the balance 
between the DMN and sensorimotor network favored the DMN in 
slow-5 and correlated with clinical depression symptom scores 
(Martino et al., 2016). Similarly, a study analyzing FC patterns in 
bipolar disorder depression across slow-5 and slow-4 found increased 
long-range FC density in the left lingual gyrus in slow-5 and decreased 
density in slow-4 (Yang et  al., 2021). These results suggest that 
analyzing functional abnormalities of MDD at multiple frequencies is 
more rational than examining the routine band. To date, no prior 
study has explored EC at various low-frequency bands in MDD 

patients, and the impact of different rhythms on triple network causal 
processes in the disorder remains uncertain.

This study endeavors to assess EC changes of the triple networks 
at disparate frequency bands in MDD patients. By employing a data-
driven method called complete ensemble empirical mode 
decomposition with adaptive noise (CEEMDAN) (Colominas et al., 
2014), we initially decomposed BOLD oscillations into five distinct 
frequency bands. Subsequently, we quantified frequency-specific EC 
patterns among triple network components by integrating group 
independent component analysis (GICA) with multivariate Granger 
causality analysis (mGCA). We also conducted a correlation analysis 
to evaluate the association between EC changes and clinical measures 
in patients. Moreover, we utilized a support vector machine (SVM) to 
ascertain whether frequency-specific EC features of the triple 
networks could facilitate the differentiation of MDD patients from 
healthy controls (HCs). Based on prior evidence indicating disrupted 
triple networks in MDD, we hypothesized that (a) the EC in the triple 
networks would exhibit alterations in patients across various 
frequency bands; and (b) frequency-specific EC could serve as a 
biomarker for distinguishing patients from controls.

2. Materials and methods

2.1. Participants

This study enrolled 58 patients with MDD and 57 age-, 
gender-, and education-matched HCs. MDD patients were 
recruited from Gansu Provincial Hospital, while the HCs were 
obtained through newspaper advertisements. MDD diagnosis 
followed the Diagnostic and Statistical Manual of Mental 
Disorders, Fifth Edition (DSM-V). Exclusion criteria for MDD 
patients encompassed acute physical illness history, substance 
abuse/dependence, head trauma resulting in unconsciousness, 
claustrophobia, bipolar depression, and other neurological 
disorders. Hamilton Depression Scale (HAMD) and Hamilton 
Anxiety Scale (HAMA) evaluated depression and anxiety severity 
in MDD individuals. HCs were interviewed using the DSM-IV 
non-patient edition. All participants provided written informed 
consent before study procedures. The study adhered to the Helsinki 
Declaration and received approval from the Ethics Committee of 
Gansu Provincial Hospital. After head motion exclusion, the 
remaining 49 MDD patients and 54 HCs were included in the 
subsequent analyses. Demographic and clinical characteristics of 
participants are displayed in Table 1.

2.2. Data acquisition and preprocessing

Resting-state fMRI data for all participants were collected on a 
3.0 T scanner (Siemens, Erlangen, Germany) using a single-shot, 
gradient-recalled echo planar imaging sequence. Scanning parameters 
were as follows: repetition time (TR) = 2000 ms, echo time 
(TE) = 30 ms, flip angle (FA) = 90°, slice thickness = 3.5 mm, in-plane 
matrix = 64 × 64, field of view (FOV) = 220 mm × 220 mm, and 33 slices 
covering the entire brain. Participants were instructed to remain silent 
and awake with eyes closed, minimize movement, and let their 
thoughts wander during the scan. Data preprocessing employed 
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DPARSF software1 based on the SPM12 toolbox,2 including discarding 
the initial 10 functional images, realignment, time-slicing, head 
motion correction, spatial normalization to the Montreal Neurological 
Institute (MNI) template, linear detrending, and nuisance covariate 
regression. Participants with head movement exceeding 1.5 mm 
translation or 1.5° rotation or with mean frame-wise displacement 
(FD) values over 0.5 mm were excluded from the analysis.

2.3. Definition of frequency of interest

A data driven CEEMDAN method was adopted to decompose 
BOLD signals into distinct frequency bands without rigidly predefined 
band-pass filters. Briefly, a time series x t� � can be  represented as 

x t IMF t r t
i

K
i� � � � � � � �

�
�

1
, where IMF t i Ki � � �, , , ,1 2  is a set of 

intrinsic mode functions, r t� � is the monotonic residue signal, and t, 
i, and K are the length of scanning time, the order of IMF, and the 
number of IMF, respectively. CEEMDAN employs an iterative 
technique, the sifting algorithm, based on Empirical Mode 
Decomposition (EMD) to extract IMFs. This algorithm comprises the 
following steps: (1) Initially, EMD is used to derive the first residual 
component; (2) The first IMF is subsequently calculated by subtracting 
this first residual component from the original signal; (3) The second 
residual component is then estimated, and this defines the second 
IMF; (4) These steps are iteratively repeated until the final IMF is 
successfully extracted. Note that each IMF component occupies a 
distinct frequency band. In particular, the first and last IMF occupies 
the highest and lowest frequency bands, while the remaining IMF 
occupy the frequency bands in between. After decomposition, the 
Hilbert weighted frequency (HWF) was utilized to represent the mean 
oscillation frequency of an intrinsic mode function (IMF) using 
amplitude and phase from the instantaneous spectrum. HWF 

1 http://www.restfmri.net

2 https://www.fil.ion.ucl.ac.uk

distribution histograms for each participant were calculated by 
determining the HWF of each IMF. A frequency of interest (FOI) was 
derived from each component of the HWF distribution within 95% 
confidence intervals to isolate frequency bands and minimize the 
influence of extreme values. Detailed procedures for defining FOIs can 
be  found in a previous study (Zhang et al., 2018). Five frequency 
intervals (0.12–0.18 Hz, 0.04–0.08 Hz, 0.02–0.04 Hz, 0.01–0.02 Hz, and 
0–0.01 Hz) were chosen as FOIs to represent EC alterations in MDD 
patients (Figure 1). To simplify, these intervals were designated as 
FOI-1 to FOI-5, with FOI-1 representing the highest frequency 
interval and FOI-5 the lowest. Additionally, for comparative purposes, 
the conventional frequency band ranging from 0.01 to 0.08 Hz was 
selected as the normal frequency of interest (FOI-N).

2.4. Triple network identification

A spatial GICA was applied to decompose resting-state fMRI data, 
using the GIFT toolbox. Global signal regression was first 
implemented within the GICA framework, where the global mean 
signal per time point was removed as a standard processing step 
preceding PCA. PCA was employed to condense subject-specific data 
into 120 principal components. Subsequently, we  concatenated 
subject-reduced data across time for all participants, reducing them 
into 100 ICs using the infomax algorithm (Bell and Sejnowski, 1995). 
To ensure decomposition reliability and stability, the infomax ICA 
algorithm was run 20 times using ICASSO. We employed a group 
information-guided ICA approach to reconstruct subject-specific 
spatial maps and corresponding time courses after estimating group 
spatial maps. ICNs among the 100 ICs were identified through a 
combination of spatial template-matching and visual inspection, using 
templates derived from ICA analyses as previously described (Allen 
et al., 2014; Tu et al., 2019). Components were evaluated based on the 
following criteria: (1) peak activation coordinates primarily located in 
gray matter; (2) minimal spatial overlap with known vascular, 
ventricular, motion, and susceptibility artifacts; (3) time courses 
predominantly characterized by low-frequency fluctuations (Kim 
et al., 2017; Fiorenzato et al., 2019). We further post-processed the 
time courses of ICNs to remove residual noise sources by detrending 
linear, quadratic, and cubic trends, regressing the six realignment 
parameters and their temporal derivatives, despiking detected outliers, 
and applying low pass filtering with a cutoff frequency of 0.15 Hz.

2.5. Granger causality analysis

We employed GCA to investigate EC between ICs in resting-state 
fMRI data, a widely-used method for predicting one system’s causal 
influence over another (David et al., 2008; Deshpande and Hu, 2012). 
GCA, unlike other EC measures, quantified causal influence among 
multiple brain regions in a data-driven manner, without necessitating 
a predefined model (Deshpande and Hu, 2012). GCA’s concept can 
be described as follows: for two signals s1(t) and s2(t), if knowing the 
past information of s1(t) aids in predicting s2(t)'s future, s1(t) has a 
causal influence on s2(t). In this study, we  evaluated the causal 
influences among the time courses of DM components using the 
mGCA method (Liao et  al., 2011). For each participant, the time 
courses set was defined as S(t) = (s1(t), s2(t), …, sn(t)), where n denotes 

TABLE 1 Demographics and clinical characteristics of the participants.

Characteristics
MDD 

(n = 49)
HC (n = 54) p value

Age (years) 34.09 ± 12.06 34.56 ± 12.16 0.83a

Handedness (right/left) 49/0 54/0 0.99b

Gender (males/females) 27/22 29/25 0.87b

Antidepressants (yes/no) 7/42 – –

HAMD 17.40 ± 5.89 – –

HAMA 17.05 ± 7.36 – –

Duration of illness (years) 6.83 ± 7.88 – –

Mean FD 0.14 ± 0.09 0.14 ± 0.07 0.86a

Values represented mean ± SD. SD, standard deviation; HAMD, Hamilton depression scale; 
HAMA, Hamilton anxiety scale; FD, frame-wise displacement; MDD, major depressive 
disorder; HC, healthy control. 
ap value was obtained by two-sample t tests.
bp value was obtained by Chi square test.
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the number of DM components. The influence from all other seed 
components to target component k was evaluated by the multivariate 
auto-regressive model as follow:

 
s t C m S t m R tk

m

p

k k� � � � � �� � � � �
�
�

1

where p, Ck, S and R denote the auto-regressive model order, 
model coefficient matrix, time courses matrix of different components 
and residual error matrix, respectively. The model order p was 
determined using Akaike’s information criterion and the model 
coefficient matrix Ck was calculated using a standard least squares 
optimization, respectively. We  further calculated random-effect 
Granger causality maps for each participant to evaluate the statistical 
significance of Granger causality results, corrected with a false 
discovery rate (p < 0.05).

2.6. Classification analyses

We examined whether frequency-specific EC could differentiate 
MDD patients from controls by employing the SVM classifier. SVM 
is a widely-used, high-performing supervised learning model that 
projects low-dimensional, non-separable data into high-dimensional, 
separable data (Cortes and Vapnik, 1995). A 10-fold cross-validation 
methodology was adopted, which incorporated nested feature 
selection and classifier training using a Lib-SVM framework based on 
a linear kernel function with parameter optimization (Pereira et al., 
2009). A two-step feature selection strategy was implemented to 
identify the optimal feature subset and minimize the risk of overfitting. 
This approach comprised two components: the Minimum 
Redundancy and Maximum Relevance (MRMR) method and the 
Support Vector Machine Recursive Feature Elimination (SVM-RFE) 
technique. Specifically, the MRMR was employed to exclude features 
with weak discriminative capabilities, and the SVM-RFE was further 
utilized for more refined feature selection. The dataset was randomly 
partitioned into 10 approximately equal subsets. For each iteration, a 
single subset served as the test dataset, while a model induced from 
the remaining nine subsets was tested using a classification algorithm. 
Each subset was used precisely once as the testing data, this process 
was iterated 10 times. The feature selection was incorporated within 
the 10-fold cross-validation and was solely performed on the training 

set. Meanwhile, the chosen features were applied to the testing set. The 
entire procedure was conducted 10 times, and the mean value derived 
from the 100 results was taken as the final measure of accuracy. 
Additionally, we employed receiver operating characteristic (ROC) 
curves and the area under the curves (AUC) to evaluate EC’s potential 
as a marker for discriminating MDD patients from controls. The 
LIBSVM 3.22 Matlab toolbox facilitated all classification analyses.

2.7. Statistical analysis

A permutation testing (10,000) was employed to evaluate group 
differences in EC metrics between patients and controls. The 
significance level was established at a threshold of p < 0.05, with false 
discovery rate (FDR) correction. Spearman’s correlation analysis was 
performed to assess the relationship between EC metrics and clinical 
symptoms, controlling for age, gender, and mean FD. Correlations 
with p < 0.05 were considered significant, FDR-corrected.

3. Results

3.1. Independent components of the triple 
networks

As illustrated in Figure 2, we identified 21 ICs via group ICA and 
subsequently classified them into three subsets: DMN (IC 21, 33, 52, 
54, 59, 78, 86, 92, and 100), SN (IC 32, 65, 69, and 71), and CEN (IC 
53, 61, 73, 75, 77, 87, 88, and 96). Figure  2B present the group-
averaged causal influences between each IC pair of the triple networks 
in the conventional low-frequency band (0.01–0.08 Hz) and the 
corresponding EC matrix. Detailed activation information for these 
ICs can be found in Supplementary Table S1.

3.2. Frequency-specific EC alterations in 
MDD

We examined the EC patterns and observed significant differences 
between the two groups. As depicted in Figure 3, patients exhibited 
widespread alterations in the EC patterns of the triple networks across 
FOI-N, FOI-1, and FOI-2 compared to the controls (p < 0.05, 
FDR-corrected). Notably, IC69 (insula), IC21 (medial frontal gyrus), 

FIGURE 1

Histogram of frequency distribution. The histograms of HWF distributions show the first five intrinsic mode functions of each voxel in the whole-brain 
gray matter across all participants by using the CEEMDAN approach. The color bar represents the number of voxels with HWF equal to the frequency 
on the horizontal axis in the whole-brain gray matter. HWF, Hilbert weighted frequency; CEEMDAN, complete ensemble empirical mode 
decomposition with adaptive noise.
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and IC88 (inferior frontal gyrus) demonstrated the most EC 
differences compared to other RNSs in FOI-N, FOI-1, and FOI-2, 
respectively. The corresponding statistical results within each FOI are 
provided in Figures 3B,D,F. No significant differences between groups 
were observed in other frequency bands.

We then explored the causal influences within and between 
subsets of the triple networks across frequency bands. We discovered 
that the mean EC within the CEN was significantly increased in 
patients compared to controls in FOI-N (p = 0.016, FDR-corrected; 
Figure 4A). Meanwhile, the mean EC from SN to DMN and from 
CEN to SN were significantly decreased in patients compared to 
controls in FOI-1 (p = 0.011, FDR-corrected) and FOI-2 (p = 0.014, 
FDR-corrected), respectively (Figure 4B). These analyses suggest that 
the causal influences of the triple networks are altered in patients with 
MDD in a frequency-specific manner.

We further investigated whether EC metrics with significant 
group differences correlated with patients’ clinical symptoms and 
found that the mean EC from CEN to SN in FOI-2 was negatively 
correlated with HAMD scores in patients (r = −0.33, p = 0.02, 
FDR-corrected; Figure 4C). This indicates that lower causal influences 
from CEN to SN in FOI-2 are associated with greater disease severity.

3.3. Classification performance

We used frequency-specific ECs (all ECs in each FOI) as input 
features to discriminate patients from controls. As shown in Table 2, 
our model accurately identified individuals with MDD in each 

frequency band (accuracy of 84.79%, 75.25%, and 82.20% for FOI-N, 
FOI-,1 and FOI-2, respectively). Importantly, when combining the 
EC features across all three frequency bands, we achieved the highest 
classification accuracy of 89.97%, sensitivity of 92.63%, specificity of 
87.32%, and AUC of 0.8831. Figure 5A displays the corresponding 
average ROC curves for each frequency condition. We  further 
analyzed which EC features possessed high discriminative power. The 
frequency of each feature selected in all 10-fold cross-validations was 
calculated to reflect the feature’s contribution to the classification. The 
top 10 most recognizable EC features in each frequency band are 
presented in Figure 5B.

4. Discussion

In this study, we explored the anomalies in EC of triple networks 
across different frequency bands in MDD by combining the 
CEEMDAN and mGCA methodologies. Our analysis not only 
revealed an enhanced mean EC within the CEN in the conventional 
frequency band, but also a decrease in the mean EC from the SN to 
the DMN in FOI-1, as well as an increase in the mean EC from the 
CEN to the SN in FOI-2 in MDD patients. Moreover, a significant 
association between the mean EC from the CEN to the SN and the 
HAMD scores was identified in FOI-2 for individuals with MDD. By 
incorporating EC features across all the three frequency bands, 
optimal classification performance was achieved. These results reveal 
frequency-specific alterations in causal influences among triple 
networks for patients with MDD and highlight the importance of 

FIGURE 2

Triple-networks identified by a group ICA. (A) Three resting-state networks (DMN, SN, and CEN) were identified by grouping subsets of the 21 ICs. 
(B) Whole sample averaged causal influences between ICs was computed in conventional frequency band (0.01–0.08 Hz). Index numbers of ICs are 
written on the left and bottom side of the matrix, along with a color-coded legend, which matches to the overlaid colors of the spatial maps in (A). ICA, 
independent component analysis; DMN, default mode network; SN, salience network; CEN, cognitive executive network; ICs, independent 
components.
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considering multiple frequency bands when developing more precise 
and dependable biomarkers for disease diagnosis.

Our findings demonstrated that the EC within the triple networks 
is altered in a frequency-specific manner in patients with MDD. This 
observation aligns with previous research that has emphasized the 
importance of examining connectivity patterns across multiple 
frequency bands in order to fully understand the neurobiological 
underpinnings of MDD (Wang et  al., 2016; Yang et  al., 2021). 
Specifically, we observed a significant increase in the mean EC within 
the CEN in MDD patients compared to unaffected controls in FOI-N 
ranging from 0.01 to 0.08 Hz. This finding is consistent with prior 
studies that have reported altered FC within the CEN in MDD patients 
(Mulders et  al., 2015; Shen et  al., 2015; Zhang et  al., 2016). The 

increased EC within the CEN may reflect a compensatory mechanism 
in response to the disrupted network communications, as the CEN is 
responsible for higher-order cognitive processes, such as working 
memory and executive control (Menon, 2011). Alternatively, this 
alteration might be indicative of a maladaptive change contributing to 
the cognitive deficits frequently observed in MDD (Mulders et al., 
2015; Otte et al., 2016; Kandilarova et al., 2018). Moreover, we found 
significant decreases in the mean EC from the SN to the DMN in 
patients compared to controls in FOI-1 (0.12–0.18 Hz). This result 
aligns with prior findings of disrupted connectivity between the SN 
and DMN in MDD (Balaev et al., 2018; Fettes et al., 2018; Gong et al., 
2019). The SN plays a crucial role in detecting and processing 
emotionally salient stimuli (Etkin et al., 2011; Seo et al., 2018), while 

FIGURE 3

Group differences of EC across different frequency bands. (A,C,E) Significant between-group differences of EC in FOI-N, FOI-1 and FOI-2, and (B,D,F) 
the corresponding difference numbers of individual IC from and to the rest of ICs in each frequency band. The arrows indicate the directions of causal 
influences. Two sample t-test, significant level was set at p < 0.05, FDR-corrected. EC, effective connectivity; FOI, frequency of interest; IC, independent 
component.
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the DMN is implicated in self-referential thinking and rumination 
(Scheibner et al., 2017). A reduced causal influence from the SN to the 
DMN might indicate an impaired ability to regulate internal emotional 
states and a propensity for excessive rumination in MDD patients 
(Gandelman et  al., 2019). In addition, our study demonstrated 
significant decreases in the mean EC from the CEN to the SN in MDD 
patients compared to controls in FOI-2 (0.04–0.08 Hz). This finding 
expands upon previous research that has reported disrupted 
connectivity between the CEN and SN in MDD (Kaiser et al., 2015). 

A decreased causal influence from the CEN to the SN might suggest 
an impaired top-down regulation of emotional processing in MDD 
patients, potentially contributing to the affective symptom 
characteristic of the disorder (Kennis et al., 2020). Importantly, our 
study expands upon existing research by exploring the multi-
frequency domain, revealing that EC alterations within the triple 
networks in MDD may be governed by specific frequency bands. 
Frequency-specific alterations can reflect distinct biological processes 
or brain features. BOLD signals at different frequencies may signify 
differing neuronal activities or interactions. Thus, our finding suggests 
that varying sensitivities to different frequency bands may exist in the 
causal interactions among core network structure.

Our findings also revealed that the altered mean EC from CEN to 
SN in FOI-2 exhibited a significant correlation with HAMD scores in 
MDD patients, indicating that lower directed interactions correspond 
to increased disease severity. This observation aligns with prior 
research demonstrating associations between brain dysconnectivity 
and depressive symptoms (Kang et  al., 2018; Yang et  al., 2018; 
Gandelman et al., 2019). A recent investigation reported correlations 
between abnormal amygdala connectivity and symptom severity in 
MDD (Ye et  al., 2023), lending further credence to the clinical 

FIGURE 4

Group differences of EC in RSNs over frequency bands. (A) Group differences of EC within RSN in FOI-N, FOI-1 and FOI-2. (B) Group differences of EC 
between RSNs in FOI-N, FOI-1 and FOI-2. (C) Correlation between the HAMD score of patients and EC with significant group differences. Note that the 
values presented are the average ECs of all ROIs in each RSN. *p < 0.05, FDR-corrected. HAMD, Hamilton depression scale.

TABLE 2 Discriminating the patients with MDD from the HCs by ROC 
analyses.

FOI AUC
Accuracy 

(%)
Sensitivity 

(%)
Specificity 

(%)

FOI-N 0.8373 84.79 87.54 81.90

FOI-1 0.7651 75.25 73.61 76.67

FOI-2 0.8163 82.20 86.87 77.34

FOI-N + FOI-

1 + FOI-2

0.8831 89.97 92.63 87.32
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relevance of our results. Our previous work also indicated that 
diminished static and dynamic FCs were associated with greater MDD 
severity (Yao et al., 2019a,b). Importantly, the negative correlations 
observed exclusively in FOI-2 may represent frequency-specific 
symptoms of MDD, corroborating earlier findings that Slow-4 (0.027–
0.073 Hz) (Yang et al., 2021), overlapping with FOI-2, may hold a 
crucial role in MDD diagnosis and progression monitoring. These 
results also suggest that FOI-2 might serve as a specific frequency 
band reflecting clinical symptoms in MDD patients. Furthermore, our 
investigation demonstrated that the highest classification accuracy was 
attained when combining EC features across all three frequency bands 
(FOI-N, FOI-1, and FOI-2), consistent with other studies reporting 
enhanced classification accuracy upon considering multiple frequency 
bands in neuropsychiatric disorders (Chen et  al., 2016; Hu et  al., 
2021). Collectively, these findings underscore the importance of 
incorporating multiple frequency bands when examining the 
pathophysiology of MDD and indicate that a comprehensive, multi-
frequency approach may yield more precise and reliable biomarkers 
for the diagnosis and differentiation of patients from controls.

The implications of our findings may extend to two aspects of 
future MDD therapy. First, this study illuminates the neural 
pathophysiology underpinning MDD and offers a fresh perspective 
on frequency-specific dysconnectivity patterns, potentially revealing 
treatment markers associated with disease severity. The frequency-
specific EC alterations identified provide intricate insights into how 
these functional connections fluctuate across different frequencies. 
These findings could potentially be harnessed for precise therapeutic 
interventions, such as neurofeedback or transcranial magnetic 
stimulation, which can be used to modulate aberrant connectivity 
patterns in MDD patients (Drysdale et  al., 2017). Second, our 
investigation supplies critical information in the pursuit of clinically 
valuable diagnostic markers for MDD. Numerous researchers have 
recently explored the potential of brain connectivity to differentiate 
MDD patients from unaffected controls (Zhong et al., 2017; Geng 
et  al., 2018; Zhang et  al., 2020). Consequently, the identified 
frequency-specific EC features capable of distinguishing patients 
from controls with notable accuracy could contribute to the 
development of more dependable and objective diagnostic 
instruments, assisting clinicians in the early detection of MDD (Guo 
et al., 2020). Nevertheless, given the limited sample sizes in this 
study, the high classification performance warrants validation in 
future research with larger samples.

There are some limitations that should be  noted. First, the 
resting-state fMRI data acquisition employed a relatively lower 
repetition time (2 s), constraining the detection of dynamic 
fluctuations in higher frequency bands (>0.25 Hz). Future research 
would benefit from utilizing a higher sampling frequency. Second, 
while Granger causality analysis (GCA) is regarded as an effective 
method for evaluating EC in resting-state fMRI data, it has been 
postulated that directional changes might result from 
hemodynamic coupling differences among distinct brain regions 
(Pervaiz et al., 2020). Recently, alternative models, specifically the 
dynamic causal model (DCM)—a hemodynamic model (Friston 
et al., 2014), have been proposed to detect directed connectivity 
among hidden neuronal states (Park et al., 2018; Zarghami and 
Friston, 2020). Consequently, future studies employing DCM to 
explore frequency-specific reorganizations of EC in MDD patients 
would be of considerable interest. Third, the patient cohort in this 
study had prolonged exposure to various antidepressant 
medications. Prior research has assessed the impact of 
antidepressants on brain connectivity (Korgaonkar et al., 2019), 
and it cannot be  ruled out that medication effects may have 
influenced our findings. Nonetheless, previous FC investigations 
involving high-risk MDD individuals have indicated that altered 
connectivity between triple networks occurs in the absence of 
antidepressant treatment (Pawlak et al., 2022). A future study with 
a never-medicated sample is required to corroborate our findings.

In conclusion, our study revealed frequency-specific alterations 
in the causal influences among the DMN, SN, and CEN in MDD, 
with potential ramifications for diagnosis and treatment. These 
findings enhance our comprehension of the neurobiological 
underpinnings of MDD and stress the significance of investigating 
EC patterns within the triple networks across multiple frequency 
bands. Future research endeavors should build upon these insights 
to further elucidate the role of frequency-specific EC patterns in 
MDD pathophysiology, examine their potential as therapeutic 
targets, and assess their applicability as objective biomarkers for 
MDD diagnosis.
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FIGURE 5

Classification performance by using EC features. (A) The average receiver operating characteristic curves of classification results over different 
frequency bands. Purple, green, blue, and grey line represent the EC in FOI-N, FOI-1, FOI-2 and FOI-N + FOI-1 + FOI-2, respectively. (B) EC with highly 
discriminative power. The nodes which belong to each RSN in (B) are identified by different colors.
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The characteristics of brain 
network in patient with 
post-stroke depression under 
cognitive task condition
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Chunyang Fan 2, Chenxi Li 4, Jingyuan Deng 2, Siming Song 2, 
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1 The Key Laboratory of Biomedical Information Engineering of Ministry of Education, School of Life 
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2 Department of Rehabilitation, First Affiliated Hospital of Xi’an Jiaotong University, Xi’an, China, 3 The 
State Key Laboratory for Manufacturing Systems Engineering, School of Mechanical Engineering, 
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Objectives: Post-stroke depression (PSD) may be associated with the altered brain 
network property. This study aimed at exploring the brain network characteristics 
of PSD under the classic cognitive task, i.e., the oddball task, in order to promote 
our understanding of the pathogenesis and the diagnosis of PSD.

Methods: Nineteen stroke survivors with PSD and 18 stroke survivors with no 
PSD (non-PSD) were recruited. The functional near-infrared spectroscopy (fNIRS) 
covering the dorsolateral prefrontal cortex was recorded during the oddball task 
state and the resting state. The brain network characteristics were extracted using 
the graph theory and compared between the PSD and the non-PSD subjects. In 
addition, the classification performance between the PSD and non-PSD subjects 
was evaluated using features in the resting and the task state, respectively.

Results: Compared with the resting state, more brain network characteristics 
in the task state showed significant differences between the PSD and non-
PSD groups, resulting in better classification performance. In the task state, the 
assortativity, clustering coefficient, characteristic path length, and local efficiency 
of the PSD subjects was larger compared with the non-PSD subjects while the 
global efficiency of the PSD subjects was smaller than that of the non-PSD 
subjects.

Conclusion: The altered brain network properties associated with PSD in the 
cognitive task state were more distinct compared with the resting state, and the 
ability of the brain network to resist attack and transmit information was reduced 
in PSD patients in the task state.

Significance: This study demonstrated the feasibility and superiority of 
investigating brain network properties in the task state for the exploration of the 
pathogenesis and new diagnosis methods for PSD.
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post-stroke depression, cognitive task, brain network, fNIRS, graph theory
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1. Introduction

Post-stroke depression (PSD) is the most common 
neuropsychiatric complication after stroke (Taylor-Rowan et  al., 
2019). About one-third of stroke survivors suffer from PSD (Guo 
et al., 2022), which has a significant impact on their rehabilitation 
outcomes and quality of life (Paolucci, 2017). It has been demonstrated 
that early diagnosis, prevention and treatment of PSD are very 
important for stroke survivors (Koyanagi et al., 2021). However, the 
pathogenesis of PSD is still being investigated (Guo et  al., 2022). 
Currently, the diagnosis of PSD in clinics mainly relies on the 
subjective scale-based evaluation of patients’ emotion state and an 
objective indicator is urgently needed.

The combination of the modern brain imaging technology and 
the complex network theory, i.e., the graph theory provides a 
powerful tool to analyze the human brain networks (Power et al., 
2010; Wang and Wang, 2014). The study of brain functional networks 
provides a new perspective for understanding the pathological 
mechanism and then the assistance for the early diagnosis of 
neuropsychiatric diseases (Wang et al., 2021). Previous studies have 
suggested that PSD might be caused by the damage to some specific 
brain network (Boes et al., 2015). Zhang et al. (2019) scanned the 
amygdala in the affective network using the functional magnetic 
resonance imaging (fMRI) to study the characteristics of the brain 
functional network in the PSD patients with left temporal lobe 
infarction in the resting state. They found that PSD was closely 
related to the reorganization of the damaged brain networks mainly 
involving the amygdala and the prefrontal cortex. Similarly, Shi et al. 
(2017) collected the fMRI data from the cingulate cortex in the 
resting state and compared the topological properties of the default 
mode network (DMN) between the stroke survivors with and 
without PSD. The results showed that the functional connectivity of 
the anterior cingulate cortex with the prefrontal cortex, cingulate 
cortex, and motor cortex in PSD patients was significantly reduced. 
However, the functional connectivity of the anterior cingulate cortex 
with the hippocampus, parahippocampal gyrus, insula and amygdala 
was enhanced. These indicated that the pathogenesis of PSD was 
possibly related to the altered connectivity in the DMN. Balaev et al. 
(2018) further demonstrated that both the DMN and the salience 
network were changed in the PSD patients. In another resting-state 
fMRI study, Egorova et  al. (2018) found that the functional 
connectivity between the left dorsolateral prefrontal cortex and the 
right superior limbic gyrus in the PSD patients was significantly 
reduced, and the decline of the connectivity in the frontoparietal 
cognition control network was positively correlated with the severity 
of depression. In general, these studies found abnormal brain 
network connectivity at the prefrontal cortex, amygdala or 
hippocampus regions in the PSD patients. However, the brain 
network properties in the resting state were investigated the most, 
and furthermore their results were inconclusive for the cause of PSD 
from the view of altered brain functional networks.

Studies have shown that the pattern of brain functional 
connectivity in the task state was different from that in the resting state 
at both the neuron and system levels (Zhang et al., 2010; Cole et al., 
2014; Gerchen et al., 2014; Foster et al., 2015). With most resting-state 
networks still being identifiable in the task state (Cole et al., 2014; 
Krienen et al., 2014), the differences of the brain network connectivity 
between the resting and task conditions observed using the 

noninvasive functional neuroimaging techniques at the system level 
might be subtle. However, these differences are widely distributed 
across the brain. For example, based on the Human Connectome 
Project (HCP) task set, up to 38% of the connectivity were significantly 
different between the task and resting states (Barch et al., 2013; Cole 
et al., 2014). Kaufmann et al. (2017) recently reported that 76.2% of 
the connectivity were different across 6 tasks. Although the brain 
network topology may remain unchanged overall, the network 
functional connectivity indeed reconfigured in some ways when 
switching from the resting to the task state (Cole et al., 2014; Krienen 
et al., 2014). For example, the brain became less segregated and the 
functional connectivity was more stable in the task state (Di et al., 
2013). In addition, both the hub location and the communication 
frequency can be modulated by the participation of tasks. Therefore, 
compared with the resting state, it might provide us another alternative 
to explore the pathogenesis of PSD by investigating the brain network 
in the task state, due to its widely varied and more stable brain 
network connectivity.

Facial emotion recognition is one of the most commonly used 
tasks in the research of depression (Fusar-Poli et al., 2009), mainly 
involving two types of experiment paradigms. One is the explicit 
task that requires the subjects to judge the emotion categories, which 
is mostly used to study the emotional dysfunction in subjects with 
depression. The other one is the implicit task that requires the 
subjects to judge the gender with the presentation of different 
emotional expressions. This paradigm is typically used to estimate 
the ability of the brain to process emotional faces unconsciously. Via 
the facial emotion recognition tasks, researchers have obtained a 
certain understanding of the neural mechanism for the negative 
cognitive processing in patients with depression. However, there are 
some limitations in the facial emotion recognition tasks. Firstly, the 
expression pictures come from different countries, thus making it 
difficult to avoid the interference of race, age etc. Secondly, people 
from different countries with different cultures may have different 
degrees of recognition of the same expressions. Lastly, the gender 
might also affect the recognition of facial expressions because 
women generally have richer emotions and are more sensitive to 
expressions (Gard and Kring, 2007; Jenkins et al., 2018). Compared 
with the facial emotion recognition task, the classic ‘oddball’ task 
paradigm that is widely used in the event-related potential studies 
has no such limitations. For example, the P300 wave elicited in the 
oddball task is considered to be an endogenous evoked potential 
related to the cognitive function of brain (Polich, 2007). As a 
potential reliable biomarker for the advanced cognitive functions 
such as the attention and working memory (van Dinteren et al., 
2014), the P300 wave has been widely used for the assessment of 
cognitive disorders. It is commonly believed that there is a close 
relationship between the cognition and emotion. For example, early 
PSD aggravates the cognitive impairments in elderly male stroke 
patients (Shin et al., 2022). In addition, the impairment of working 
memory was believed to be an important indicator of the cognitive 
impairment in depression. Meanwhile, researchers have found that 
the P300 wave was a reliable psychological measurement in both 
depression and healthy individuals (Klawohn et al., 2020). Based on 
these research findings, it was hypothesized in this study that the 
oddball task, as a classic experiment paradigm for cognitive function 
assessing, may possibly get the damaged brain network associated 
with PSD involved and thereby, help obtain the brain network 
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characteristics that can reflect the neural mechanism of 
PSD. Meanwhile, as far as we know, no previous studies have used 
the oddball task paradigm to investigate the brain network 
property of PSD.

Most previous studies on the brain network of PSD utilized the 
fMRI data to measure the metabolic activities in brain. As another 
non-invasive brain functional imaging technique, the functional near-
infrared spectroscopy (fNIRS) has the advantages of low cost, 
portability, and convenience for a variety of tasks (Ferrari and 
Quaresima, 2012; Hong and Khan, 2017) and more importantly, it has 
a higher temporal resolution than fMRI. Therefore, it has been applied 
in different clinical settings, especially in the field of neuroscience. 
Previous studies have shown that the oxyhemoglobin concentration 
(HbO) measured by fNIRS may be a useful tool for diagnosing PSD 
(Koyanagi et al., 2021). However, to the best of our knowledge, there 
is still a lack of studies that use the fNIRS signals to analyze the brain 
network of PSD patients.

In this study, in order to investigate the altered brain network 
characteristics of PSD in the task state and as a result, obtain the 
possible biomarkers for PSD diagnosis, the oddball task paradigm was 
performed by stroke survivors with and without PSD (non-PSD). The 
fNIRS data were collected under both the task and resting conditions, 
and the brain functional connectivity and network properties based 
on the graph theory were analyzed and compared between the PSD 
and non-PSD patients. Based on the previous studies, it was 
hypothesized that some of the altered brain network properties that 
accounts for PSD might be manifested in the task state other than the 
resting state, resulting in more distinct brain network connectivity 
patterns and characteristics in the cognitive task state compared with 
the resting state. Our results possibly provide a new perspective to 
explore the pathogeneses and new diagnosis methods for PSD.

2. Materials and methods

2.1. Subjects

All recruited subjects were post-stroke patients undergoing the 
rehabilitation therapy at the Rehabilitation Department of the First 
Affiliated Hospital of Xi’an Jiaotong University from June 2022 to 
November 2022. The inclusion criteria were as follows: (1) 30–85 years 
old; (2) stroke confirmed by computed tomography or magnetic 
resonance imaging; (3) first-ever stroke with the onset within 
1–12 months from then; (4) consciousness with the ability to finish 
the experiment task. The exclusion criteria were: (1) history of mental 
illness, such as schizophrenia, mood disorders; (2) substance abuse; 
(3) severe neurological impairment, such as hearing impairment and 
physical weakness; (4) metal implants in the brain, such as deep brain 
stimulators; (5) cranioplasty. This study was approved by the Ethics 
Committee of the First Affiliated Hospital of Xi’an Jiaotong University 
on March 27, 2021 (approval number: XJTU1AF2023LSK-2021- 
175), and all patients or their authorized representatives signed the 
informed consent.

All subjects were assessed using the Hamilton Depression Scale 
with 24 items (HAMD) that has been widely used in the diagnosis and 
severity assessment of depression, and higher scores indicate more 
severe depression. The assessment was performed by 2 trained 
psychiatrists in the hospital. All recruited subjects were divided into 2 

groups based on their HAMD scores. The subjects with the score 
higher than or equal to 8 constituted the PSD group. The other 
subjects with scores less than 8 constituted the non-PSD group. In 
addition, the Montreal Cognitive Assessment Test (MoCA) and the 
Mini-mental State Examination (MMSE) were performed to assess the 
cognitive state of subjects.

2.2. Experiment procedure

2.2.1. Oddball task paradigm
The classic oddball paradigm was used in this study. The subjects 

were presented with two kinds of auditory stimuli both at the intensity 
of 85 dB. The default or the non-deviant stimulus was a low-frequency 
tone at 1,000 Hz while the target or the deviant stimulus was a high-
frequency tone at 2,000 Hz (Figure 1A). Each stimulus lasted for 0.05 s 
and there was a random respond interval lasting 1 ~ 3 s between two 
adjacent stimuli. The total stimulation or task period lasted 360 s with 
25% as the deviant stimuli and 75% as the non-deviant stimuli. The 
subjects were requested to press the button using their thumbs of the 
unparalyzed side immediately after the deviant sound was heard. 
Before the task period, there was a 20-s resting period served as the 
baseline. The subjects were sat comfortably with their eyes closed and 
their bodies relaxed during the whole experiment, and asked to 
concentrated their attention on the auditory stimuli during the 
stimulation period.

2.2.2. Data recording
The NirScan-6000A system (Huichuang Medical Equipment Co., 

Ltd., Danyang, China) was used to record the fNIRS signals in this 
study. The wavelength of the near-infrared light used in this system 
was 730, 808 and 850 nm, respectively. Thirteen optodes were used 
including 7 light sources and 6 light detectors with an inter-optode 
distance of 3 cm. This optode configuration resulted in 14 channels of 
fNIRS signals in total covering the left and the right dorsolateral 
prefrontal (DLPF) cortex, respectively (Figure 1B). The sampling rate 
was 11 Hz and data recording was performed in a quiet and dark room.

2.3. Data processing

2.3.1. Preprocessing
The original light intensity signal was converted into the optical 

density (OD) signal for individual channels. Then, an automatic 
motion artifact removal procedure was performed using a sliding 
window method for individual channels. Specifically, within each 
0.5-s window, if the difference between the maximum and the 
minimum of the OD signal was more than 6 times the standard 
deviation of the whole trial, the window was considered to contain 
motion artifacts and the corresponding OD signal was discarded and 
then reconstructed using the spline interpolation method. The OD 
signal was then filtered using a band-pass filter between 0.01 and 
0.2 Hz to remove the components from the heart rate, the blood 
pressure and the respiratory activity. Lastly, the processed OD signal 
was converted into the HbO signal (Figure 1C) based on the modified 
Beer–Lambert law. The preprocessing was performed using the 
analysis program NirSpark (Danyang Huichuang Medical Equipment 
Co., Ltd., China).
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2.3.2. Brain network characteristics
Pearson correlation coefficients between the HbO signals of all 

possible pairs of channels were calculated using the data from the 
task and the resting period respectively, yielding two 14 × 14 
connectivity matrices for each subject. The Fisher-z transformation 
was then performed on the connectivity matrices. In this study, the 
GRETNA software (Wang et al., 2015) was used to estimate the 
brain network metrics according to the graph theory. Specifically, 
only positive connectivity was considered in this study by setting 
the negative matrix entries to zeros, and the connectivity matrices 
were then binarized using the sparsity threshold from 0.15 to 0.5 at 
intervals of 0.05. The threshold value was defined as the ratio of the 
number of retained edges divided by the maximum possible 
number of edges in the network. The global metrics including the 
small-world parameters [clustering coefficients (Cp), Gamma, 
Lambda, characteristic path length (Lp), Sigma], the local efficiency 
(Eloc), the global efficiency (Eg), the assortativity (r), and the 
hierarchy (b) were calculated. And the estimated nodal metrics 
included the nodal clustering coefficient (NCp), the nodal efficiency 
(Ne), the nodal local efficiency (NLe), the degree centrality (Dc), 
and the betweenness centrality (Bc). Since different metric values 
can be obtained under individual thresholds, the area under the 
curve (AUC) for each network metric was calculated for 
further analysis.

2.3.3. Classification between PSD and non-PSD 
patients

The diagnosis of a disease can be  eventually translated into a 
classification problem. In this study, in order to verify whether the 
PSD and non-PSD patients can be distinguished using the extracted 
brain network characteristics, they were grouped together as the 
features and the cost-sensitive support vector machine (Luts et al., 
2010) was used as the classifier that has been used in our previous 
studies (Zheng et al., 2016; Zheng and Xu, 2019). The classification 

accuracy defined as the ratio between the number of correctly 
identified patients and the total number of patients was used as the 
performance measurement. In order to avoid the in-sample 
optimization problem, the 8-fold cross-validation procedure was 
performed to evaluate the classification accuracy under the task and 
the resting condition, respectively.

2.3.4. Statistical analysis
The statistical analysis was performed using the SPSS (IBM SPSS 

Statistics for Windows, version 22.0, IBM Corp.). All comparison were 
performed between the PSD and non-PSD groups. Specifically, the 
demographic information was compared using the two-tail 
two-samples t-test for the measurement data and the Fisher’s exact test 
for the categorical data. The connectivity strength and the brain 
network characteristics were compared using the one-tail two-samples 
t-test. The normality was verify using the Shapiro–Wilk test. If the 
normality was not satisfied, the Kruskal-Wallis rank sum test was then 
used. The significant level was set at p < 0.05.

3. Results

3.1. Demographic information

The basic demographic and clinical information of the recruited 
subjects is listed in Table 1. The statistical analysis results showed that 
there was no significant difference in the age, gender and the education 
level between the PSD and the non-PSD group. As for the stoke type, 
lesion location, the time after stroke onset and the available hand to 
press the button, there was no significant difference between the two 
groups either. The HAMD score of the PSD group was significantly 
higher than that of the non-PSD group, while the MMSE and MoCA 
scores that mainly reflected the cognitive state showed no 
significant differences.

FIGURE 1

Experiment paradigm (A), the locations of the 13 optodes including 7 sources and 6 detectors (B) and the HbO signals of three channels from a 
representative subject (C).
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3.2. Functional connectivity strength

Each entry in the connectivity matrix quantifies the interaction 
strength of the HbO signals between two brain regions covered by 
the two corresponding channels separately. In order to investigate 
whether the connectivity strength was altered by the PSD, the 
connectivity matrix was compared entry-by-entry between the two 
groups under the resting and task conditions, respectively. The 
statistical analysis results showed that the connectivity between 
channel 4 and 6, and between channel 2 and 5 for the PSD group 
was significantly higher than the corresponding connectivity 
strength for the non-PSD group in the resting state (p < 0.05) 
(Figure 2A). Compared with the resting state, more connectivity 
showed significant differences between the two groups in the task 
state (Figure 2B). In contrast to the resting state, the connectivity 
strength reduced significantly for the PSD group compared with the 
non-PSD group (p < 0.05). For example, the most evident difference 
was that the connectivity between the middle front area (channel 7) 
and the lateral areas (channel 1, 3, 4, 10, 11, 13, and 14) was reduced 

for the PSD subjects compared with the non-PSD subjects in the 
task state.

3.3. Brain network characteristics

3.3.1. Global metrics
The estimated global metrics including the hierarchy (b), 

assortativity (r), local efficiency (Eloc), and global efficiency (Eg) in 
the task state are compared in Figures 3A,C,E,G, respectively, between 
the PSD and the non-PSD group. The AUC of the four metrics across 
different thresholds were then estimated for individual subjects and 
compared between the two groups (Figures 3B,D,F,H). The results 
showed that the hierarchy (p < 0.05) and the global efficiency (p < 0.01) 
of the PSD group was significantly lower than that of the non-PSD 
group. On the contrary, the assortativity and the local efficiency of the 
PSD group were significantly higher than that of the non-PSD group 
(p < 0.05). These four metrics in the resting state were also compared 
between the PSD and the non-PSD group. However, none of them 
showed significant differences (p > 0.05).

Figure 4 compares the small-world properties between the PSD 
group and the non-PSD group in the task state. The average of the 
clustering coefficients (Cp), characteristic path length (Lp), Gamma, 
and Lambda across subjects from the PSD group was higher than that 
from the non-PSD group (Figures 4A,C,E,G) for all thresholds while 
the metric Sigma was comparable between the two groups (Figure 4I). 
The further statistical analysis using the two-samples t-test of the AUC 
of individual metrics showed that the metric Cp, Lp and Lambda of 
the PSD group was significantly higher than that of the non-PSD 
group (p < 0.05) while there was no significant differences of the 
metric Gamma and Sigma (p > 0.05). These small-world parameters 
in the resting state were also compared between the two groups. 
However, none of these small-world parameters showed significant 
differences between the two groups (p > 0.05).

3.3.2. Nodal metrics
The AUC of individual nodal metrics were fist calculated across 

thresholds for individual channels and individual subjects and then 
compared between the PSD and the non-PSD group channel-by-
channel using the two-samples t-test. In the task state, the betweenness 
centrality (Bc) in channel 4 and 8 for the PSD group was significantly 
smaller compared with the non-PSD group (p < 0.05) (Figure 5A). The 
nodal efficiency (Ne) in channel 7, 8, 9, and 11 for the PSD group was 
also significantly reduced compared with the non-PSD group (channel 
8 and 9, p < 0.05; channel 7 and 11, p < 0.01) (Figure 5C). In contrast 
to the above two metrics, the nodal clustering coefficient (NCp) of 
channel 4 and 11 (Figure 5B), and the nodal local efficiency (NLe) of 
channel 4 (Figure 5D) for the PSD group was significantly higher than 
that for the non-PSD group (p < 0.05).

Compared with the task state, the variation of the nodal metrics 
between the two groups in the restring state shows different patterns. 
Firstly, the betweenness centrality (Bc) showed no significant 
difference in either of the 14 channels. Instead, the degree centrality 
(Dc) of channel 10 for the PSD group was significantly lower 
compared with the non-PSD group (p < 0.05) (Figure 5E). Secondly, 
even though there were also significant differences of the nodal 
clustering coefficient (NCp), the nodal efficiency (Ne) and the nodal 
local efficiency (NLe) between the two groups, the channels that 

TABLE 1 Demographic and clinical information of subjects.

PSD Non-PSD p-value

Subject no. 19 18 –

Age (years) 65.8 ± 8.7 59.1 ± 13.6 0.077a

Gender (M/F) 13/6 15/3 0.447b

Education (≤6 years)d 2 0 0.486b

Time after onset (days) 81 (32.25–97.5) 67.5 (32–142) 0.682c

Manipulating hand (R/L) 12/7 8/10 0.330b

Stroke type (I/H) 15/4 11/7 0.295b

Lesion location (SC/C) 18/1 14/4 0.180b

MMSE score 23.1 ± 4.1 23.6 ± 4.8 0.707a

MoCA score 16.4 ± 5.5 18.6 ± 5.7 0.243a

HAMD score 15.0 (12.0–17.5) 2.5 (1.0–4.8) 0.001c

Values are presented as number of patients, mean ± SD, or median (Q1–Q3). 
I, ischemic; H, hemorrhagic; SC, subcortex; C, cortex. 
aT-test. bFisher’s exact test. cKruskal-Wallis rank sum test. dThe number of subjects with less 
than 6 years of education.

FIGURE 2

The connectivity showing significant differences between the PSD 
and the non-PSD groups in the resting (A) and the task (B) state, 
respectively.
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showed significant differences were different from the task state. 
Specifically, the nodal clustering coefficient (Figure 5F) and the nodal 

local efficiency (Figure 5H) of channel 1, 5, and 6 for the PSD group 
were significantly higher compared with the non-PSD group 

FIGURE 3

The average of the global metric hierarchy (A), assortativity (C), local efficiency (E) and global efficiency (G) for individual thresholds under the task 
condition across subjects. The shadow area represents the standard error. The comparison of the AUC of the metric hierarchy (B), assortativity (D), 
local efficiency (F), and global efficiency (H) between the PSD and the non-PSD group. The error bars represent the standard error. *p  <  0.05, **p  <  0.01.

FIGURE 4

The average of the small-world parameters including the clustering coefficients (Cp), (A), characteristic path length (C), Gamma (E), Lambda (G), and 
Sigma (I) for individual thresholds in the task state across subjects. The shadow area represents the standard error. The comparison of the AUC of the 
small-world parameters Cp (B), Lp (D), Gamma (F), Lambda (H), and Sigma (J) between the PSD and the non-PSD group. The error bars represent the 
standard error. *p  <  0.05.
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(p < 0.05), and the nodal efficiency (Figure 5G) of channel 3 and 10 for 
the PSD group was significantly reduced compared with the non-PSD 
group (p < 0.05).

3.3.3. Correlation with HAMD scores
In order to investigate whether the brain network characteristics 

can reflect the severity of depression that was quantified using the 
HAMD scale score, their correlation was analyzed in the task and the 
resting state, respectively. Specifically, the metric values and the 
HAMD score values from both the PSD and the non-PSD groups were 
combined into a single set. Then, the Spearman correlation was 
analyzed between the HAMD scores and the metric values. Figures 6, 
7 illustrate the metrics that had a significant (p < 0.05) correlation with 
the HAMD scores in the task and the resting state, respectively. In 
both states, the nodal local efficiency (NLe), nodal clustering 
coefficient (NCp) and local efficiency (Eloc) had a positive correlation 
with the HAMD score. On the contrary, the metric degree centrality 
(Dc) and nodal efficiency (Ne) had a negative correlation with the 
HAMD score.

3.4. Classification

In order to verify whether the brain network characteristics can 
serve as the biomarkers to help the diagnosis of PSD, all the 79 (9 
global metrics and 5 nodal metrics for each of 14 channels) metrics 
were used as the features to classify between the PSD and the non-PSD 
patients. Then, a feature dimension reduction procedure was 

performed based on the principal component analysis. The eightfold 
cross-validation was performed and the average classification accuracy 
was obtained across all folds. The cross-validation procedure was 
repeated 10 times and the resultant accuracy using the features in the 
resting and the task states are compared in Figure 8. On average, the 
features in the task state obtained an accuracy of 69.02% ± 3.35% while 
the features in the resting state only obtained an accuracy of 
43.94% ± 4.47%.

4. Discussion

In this study, in order to investigate the influence of PSD on the 
topology of the brain functional connectivity in stroke survivors, the 
fNIRS signals from the left and right DLPF cortex were collected for 
both the PSD and non-PSD subjects during the classic oddball 
cognitive task and analyzed using the graph theory. To the best of our 
knowledge, this is the first near-infrared brain function imaging study 
that targeted the brain network properties under the cognitive task 
instead of the resting state as previous studies for the PSD patients. 
Our results showed that compared with the resting state, the brain 
network properties were more distinct between the PSD and non-PSD 
patients in the task state, manifested as a larger number of connectivity 
and network metrics showing significant differences and a resultant 
better classification performance between the PSD and non-PSD 
patients. Specifically, in the cognitive task state, the major differences 
of the network topography for the PSD subjects compared with the 
non-PSD subjects included the decreased connectivity strength, the 

FIGURE 5

The channels (red balls) showing significant differences between the PSD and the non-PSD groups for the metric betweenness centrality (A), nodal 
clustering coefficient (B), nodal efficiency (C) and nodal local efficiency (D), respectively in the task state. The channels showing significant differences 
between the PSD and the non-PSD groups for the metric degree centrality (E), nodal clustering coefficient (F), nodal efficiency (G) and nodal local 
efficiency (H), respectively in the resting state.
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FIGURE 6

The results of the correlation analysis between the brain network characteristics and the HADM scores in the task state.

FIGURE 7

The results of the correlation analysis between the brain network characteristics and the HADM scores in the resting state.
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reduced hierarchy (b), efficiency (Eg, Ne) and betweenness centrality 
(Bc), and the increased assortativity (r), local efficiency (Eloc, NLe), 
clustering coefficient (Cp, NCp), characteristic path length (Lp) and 
Lambda in the small-world property, which indicated the reduced 
ability of the brain network to resist attacks and transmit information, 
and the enhanced network flexibility. Further correlation analysis 
showed that some of the brain network characteristics extracted from 
the task state were significantly correlated with the HAMD scores. 
More importantly, a better classification performance can be obtained 
using the network characteristics in the task state (69.02 ± 3.35%) as 
features compared with the resting state (43.94 ± 4.47%), indicating 
the superiority of the brain network topography in the task state to 
distinguish between PSD and non-PSD patients. These findings 
demonstrated that the brain network properties based on the graph 
theory under the cognitive task might provide new insights into our 
understanding of PSD and new methods for the diagnosis of PSD.

Ho et  al. (2015) investigated the DMN of patients with severe 
depression in the resting state and found that the functional connectivity 
between the medial prefrontal cortex and both the precuneus and the 
cingulate gyrus were enhanced. Moreover, for the patients with PSD in 
the chronic phase, researchers found that the functional connectivity in 
the prefrontal cortex (PFC) including the left ventromedial PFC (Zhu 
et al., 2012; Li et al., 2013), bilateral dorsomedial PFC (Zhu et al., 2012; 
Li et al., 2013) and dorsolateral PFC (Li et al., 2017) increased in the 
resting state. Our results showed that the brain functional connectivity 
in the left DLPF cortex was enhanced in the PSD patients compared 
with the non-PSD patients in the resting state, which is consistent with 
previous studies. Moreover, we found that the differences in connectivity 
were more pronounced in the task state than in the resting state, which 
is consistent with the findings of Gonzalez-Castillo and Bandettini 
(2018) that the differences of the functional connectivity between the 
resting and task states are broadly distributed in the whole brain. 
However, unlike the increased connectivity strength in the resting state, 
the connectivity strength decreased in the DLPF cortex for the PSD 
patients in the task state. These results indicated that the PSD patients 
possibly had weakened capabilities for information transmission 
between brain regions when performing cognitive tasks, which may 
be related to the decline of their cognitive function.

At present, there is no unified conclusions on the brain network 
characteristics of depression. Zhang et al. (2018) investigated the brain 
network properties using the resting-state electroencephalogram 
(EEG) and found that compared with the healthy controls, patients 
with depression had a lower clustering coefficient and characteristic 
path length, and a higher global efficiency. In contrast, Meng et al. 
(2014) using the resting-state fMRI, found that compared with the 
healthy individuals, the global efficiency at the whole brain level of the 
depression patients was reduced, while the characteristic path length 
was increased. The inconsistence might be caused by the fact that the 
EEG and fMRI signals reflect the different aspects of the brain 
activities due to their distinct time resolutions. In this study, we found 
that the clustering coefficient (Cp, NCp), the characteristic path length 
(Lp), and the Lambda of the PSD patients were significantly higher 
compared with the non-PSD patients. Meng et al. (2014) found the 
same changing pattern of these characteristics as ours. However, the 
difference in Meng’s study was not significant. The possible reason was 
that the brain network characteristics were obtained in the task state 
instead of the resting state, which made the differences more obvious. 
It may also be cause by the fact that our research subjects were patients 
with PSD rather than pure depression patients. In addition, we found 
that the PSD patients had a higher assortative coefficient (r) and local 
efficiency (Eloc, NLe). Since the Sigma values were all larger than one 
for both the PSD and non-PSD patients in the task state (Figure 4I), it 
can be concluded that the brain network of both groups had small-
world properties. This is consistent with the previous study that the 
brain network of both the depression and the healthy controls have 
the small-world properties (Meng et al., 2014). However, based on the 
variation trend of the network characteristics in the PSD patients 
compared with the non-PSD patients, the ability of the brain network 
in the PSD patients to resist attacks and integrate and transmit 
information was reduced. The assortativity coefficient ranging from 
−1 to 1 can be used to measure the network resilience (Newman, 
2002). The networks with a positive assortativity coefficient are 
therefore likely to have a comparatively resilient core of mutually 
interconnected high-degree hubs (Rubinov and Sporns, 2010). If 
network nodes are removed from such a network or “attacked,” the 
entire network is more likely to be destroyed. That is, the nodes in the 
network with a high assortativity are more closely connected, and are 
more vulnerable to attacks. In this study, the PSD group has a larger 
assortativity coefficient, which might be  one of the bases for the 
neuropathological damage in PSD patients. The resultant inefficient 
transmission of information might be another neural pathogeneses of 
depression. The higher clustering coefficient and local efficiency 
reflected the enhanced local interconnectivity of the network in the 
PSD patients, which provided flexibility for network disruption. This 
topological feature may be related to the compensation mechanism of 
the brain in the PSD patients. Besides, the betweenness centrality and 
degree centrality of the PSD patients were lower than those of the 
non-PSD group, indicating that the centralization degree of the PSD 
patients was low. For the other three nodal network characteristics 
(NCp, NLe and Ne), the variation trend of the PSD patients compared 
with the non-PSD patients was the same between the resting and the 
task state. However, the channels with significant differences 
were different.

The correlation between the brain network characteristics and the 
HAMD scale scores was consistent in the resting and task states. That 
is the local efficiency (Eloc, NLe) and the clustering coefficient (NCp) 

FIGURE 8

The comparison of the classification performance using the features 
extracted from the task state and the resting state.
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was positively correlated with the HAMD score, and the global 
efficiency (Ne) and the degree centrality (Dc) had a negative 
correlation with the HAMD scores. These significant correlations 
indicated that the brain network characteristics can reflect the severity 
of PSD to some degree.

Basically speaking, the diagnosis of a disease is to identify or 
classify between positive and negative individuals using some 
biomarkers. Although potential biomarkers of a disease are often 
statistically significant at the population level, the discriminatory 
power at the individual level is often not assessed (Arbabshirani et al., 
2017). In general, it is much easier to show group differences than the 
predictions of individual subjects, and highly significant group 
differences do not always equal to a satisfactory classification 
performance. Therefore, in the study, we used the machine learning 
methods to classify between the PSD and non-PSD patients, and 
compared the diagnostic accuracy using the extracted brain network 
characteristics in the resting and task states. Our results showed that 
the classification accuracy reached 69.02% ± 3.35% when using the 
network characteristics in the task state. This performance was 
comparable to the average accuracy of the resting-state functional 
connectivity research to predict other neuropsychiatric diseases 
(Arbabshirani et  al., 2017). As a contrast, even though the same 
number of brain network characteristics in the resting state was used, 
the classification accuracy was only 43.94% ± 4.47%. The results further 
demonstrated that the brain network properties in the task state can 
be used as the potential biomarker for the diagnosis of PSD. Even 
though the functional brain network analysis is not currently used for 
diagnosis of disease, it enables us to understand the functional 
connectivity of human brain from the perspective of network, and the 
complex network theory reveals many important topological properties 
of human brain structures. Brain diseases can lead to the changes in the 
topology of brain functional networks. With the development of 
research methods and theories, some scholars believe that functional 
brain network analysis can help assist the early diagnosis of mental 
diseases (Wang et al., 2021). For example, Drysdale et al. analyzed the 
changes of brain functional network connectivity patterns in patients 
with depression and divided depression into four subtypes (Drysdale 
et  al., 2017). More recently, a review stated that functional brain 
network imaging has been able to facilitate early diagnosis and assist in 
monitoring disease progression and treatment outcomes for individual 
patients (Matej Perovnik et al., 2023). Therefore, it is reasonable to 
predict that the brain functional network analysis can potentially help 
with the early diagnosis of brain diseases in the near future.

In this study, there were no significant differences in the age, 
gender, time after onset, education level, stroke type, lesion location, 
MMSE, and MoCA scores between the two groups, which 
demonstrated the homogeneity between the two groups and therefore 
improved the reliability of our conclusions. Although the two groups 
of stroke patients showed the similar degrees of brain injury, the 
non-PSD patients did not show the depression symptoms. This 
suggests that the brain injury degree may not be the determinant in 
the pathogenesis of PSD. Instead, other factors might be  of more 
significance, which is consistent with recent studies (Gong and He, 
2015). A recent systematic review and meta-analysis (Lu Liu et al., 
2023) showed that the pooled prevalence of PSD is 27% (95% CI 
25–30) at any time point after stroke, and stroke survivors with early-
onset depression (within 3 months after stroke) are at high risks for 
remaining depressed and make up two-thirds of the incident cases 

during 1 year after stroke. Therefore, the inclusion criteria in this study 
were set to 1–12 months after stroke onset. However, the poststroke 
time of the recruited subjects in the end was 32.25–97.5 (Q1–Q3) days 
(Table 1) for the PSD subjects. This was consistent with the study 
showing that the pooled cumulative incidence within 1 year was 38% 
(95% CI 33–43), and the majority [71% (95% CI 65–76)] of cases of 
depression had onset during the first 3 months after stroke (Lu Liu 
et  al., 2023). Although different clinical studies have shown the 
complexity of PSD prevalence and distinct trajectories of PSD for 
individuals, there are no studies ever tracking the brain network 
properties longitudinally for individual PSD patients. This might help 
improve our understanding of the underlying pathogenesis of PSD 
and would be conducted in our further study.

There were several limitations in this study. Firstly, the fNIRS signals 
were only collected from the dorsolateral prefrontal cortex. Although the 
dorsolateral prefrontal cortex is the most investigated brain area for PSD, 
the ventromedial prefrontal cortex, anterior cingulate gyrus, posterior 
cingulate gyrus/precuneus, amygdala, caudate nucleus, hippocampus, 
and other regions are also associated with depression. Secondly, the 
classification of patients in terms of lesion location is relatively rough 
with only two groups, i.e., lesion in cortex or subcortex. Futures studies 
will recruit more stroke survivors with different lesion locations and 
investigate the brain network properties at the whole brain level in the 
task state, in order to further explore the possible neural mechanism of 
PSD in terms of altered brain network properties.

5. Conclusion

In this study, the brain network characteristics of PSD patients in 
both the cognitive task and the resting state were extracted using the 
fNIRS signals and compared with the network characteristics of 
non-PSD patients. The results showed that the differences of the 
network characteristics between the PSD and non-PSD patients were 
more distinct in the task state rather than the resting state. The altered 
brain network properties of the PSD patients demonstrated the 
reduced ability of the brain network to resist attacks and transmit 
information, and the enhanced network flexibility. The results of the 
classification between PSD and non-PSD patients further 
demonstrated the superiority of the network characteristics extracted 
in the task state on revealing the altered topography of the brain 
functional connectivity due to PSD. These findings demonstrated the 
feasibility and superiority of the brain network topography in the task 
state to explore the neural mechanism of PSD, which provides new 
insights into our understanding of PSD and new methods for the 
diagnosis of PSD.
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Introduction: Group information-guided independent component analysis (GIG-
ICA) and independent vector analysis (IVA) are two methods that improve estimation of 
subject-specific independent components in neuroimaging studies. These methods 
have shown better performance than traditional group independent component 
analysis (GICA) with respect to intersubject variability (ISV).

Methods: In this study, we compared the patterns of community structure, spatial 
variance, and prediction performance of GIG-ICA and IVA-GL, respectively. The 
dataset was obtained from the publicly available Autism Brain Imaging Data Exchange 
(ABIDE) database, comprising 75 healthy controls (HC) and 102 Autism Spectrum 
Disorder (ASD) participants. The greedy rule was used to match components from 
IVA-GL and GIG-ICA in order to compare the similarities between the two methods.

Results: Robust correspondence was observed between the two methods the 
following networks: cerebellum network (CRN; |r|  =  0.7813), default mode network 
(DMN; |r|  =  0.7263), self-reference network (SRN; |r|  =  0.7818), ventral attention 
network (VAN; |r|  =  0.7574), and visual network (VSN; |r|  =  0.7503). Additionally, the 
Sensorimotor Network demonstrated the highest similarity between IVA-GL and GIG-
ICA (SOM: |r|  =  0.8125). Our findings revealed a significant difference in the number 
of modules identified by the two methods (HC: p < 0.001; ASD: p < 0.001). GIG-ICA 
identified significant differences in FNC between HC and ASD compared to IVA-GL. 
However, in correlation analysis, IVA-GL identified a statistically negative correlation 
between FNC of ASD and the social total subscore of the classic Autism Diagnostic 
Observation Schedule (ADOS: pi  =  −0.26, p  =  0.0489). Moreover, both methods 
demonstrated similar prediction performances on age within specific networks, 
as indicated by GIG-ICA-CRN (R2  =  0.91, RMSE  =  3.05) and IVA-VAN (R2  =  0.87, 
RMSE  =  3.21).

Conclusion: In summary, IVA-GL demonstrated lower modularity, suggesting 
greater sensitivity in estimating networks with higher intersubject variability. The 
improved age prediction of cerebellar-attention networks underscores their 
importance in the developmental progression of ASD. Overall, IVA-GL may be 
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appropriate for investigating disorders with greater variability, while GIG-ICA 
identifies functional networks with distinct modularity patterns.

KEYWORDS

autism spectrum disorder, resting-state fMRI, intersubject variability, functional 
network connectivity, prediction

1. Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental 
disorder that affects social communication and interaction and causes 
restricted, repetitive behaviors and interests. It is characterized by a 
diverse range of symptoms and severity levels, and its underlying 
causes are not yet fully understood. With the advancement of 
neuroimaging techniques, such as Electroencephalogram (EEG) and 
functional magnetic resonance imaging (fMRI), researchers have been 
able to gain new insights into the neural mechanisms of ASD. There are 
several studies that have proved the effectiveness of network 
hierarchical structure in ASD brain function using EEG data (Wadhera 
and Mahmud, 2022; 2023). Studies utilizing fMRI have revealed several 
brain regions and networks that exhibit atypical functioning in 
individuals with ASD, including the social brain network, default mode 
network, and mirror neuron system. Additionally, researchers have 
explored the functional network connectivity between different brain 
regions and how this connectivity may be disrupted in ASD.

Numerous fMRI studies have explored the neural underpinnings 
of ASD and have revealed changes in brain function and connectivity 
in various regions, including the prefrontal cortex, amygdala, and 
cerebellum. For instance (Kleinhans et  al., 2008) found reduced 
prefrontal cortex activity during a social judgment task in children 
with ASD, indicating that this region may be crucial to social cognition 
impairments in ASD. Another study (Shukla et al., 2011) observed 
increased amygdala activity in response to emotional faces in children 
with ASD, indicating altered emotional processing. A recent review 
(Rafiee et  al., 2022) the authors summarized the latest ASD 
developments on tasks and resting states. For instance, Lawrence et al. 
(2020) found more activity in lateral frontal cortex and insula activity 
compared to HC, indicating that these regions may be crucial to social 
reward in ASD. Another study Rausch et  al. (2016) showed 
significantly reduced connectivity in visuospatial and superior parietal 
areas in ASD, supporting underconnectivity theory of autism. 
Although fMRI has yielded valuable insights into the neural basis of 
ASD and may help with its diagnosis and treatment, further research 
is necessary to fully comprehend the underlying neural mechanisms 
of ASD and their role in the disorder’s development and progression.

There are a number of data-driven methods that are widely used 
for analyzing resting-state fMRI. Seed-based analysis is a method in 
which a voxel from a specific region of interest (ROI) is correlated 
with every voxel in the brain. This method has been used to identify 
functional connectivity networks in the brain (Biswal et al., 1995; 
Greicius et al., 2003). Machine learning is a statistical approach that 
can be used to learn from data and make predictions. It has been used 
in a growing number of ASD studies (Liu et al., 2021; Santana et al., 
2022) to classify and predict brain disorders from fMRI data (Zhuang 
et al., 2018; Wang et al., 2022; Kunda et al., 2023).

Independent component analysis (ICA) (Mckeown et al., 1998; 
Damoiseaux et al., 2006) is a data driven method that has been widely 

used to identify and analyze brain networks. This approach of 
decomposing fMRI data into a linear mixture of independent 
components (ICs) allows researchers to identify components that are 
subsequently grouped as brain functional networks. Moreover, spatial 
ICA [sICA (Mckeown et al., 1998; Jafri et al., 2008)] has become a 
popular method (spatial dimension is higher than temporal 
dimension) accounting for spatial coherence to uncover spatially 
distributed data such as fMRI images and useful for identifying brain 
networks involved in resting-state functional connectivity. 
Nonetheless, temporal ICA (tICA) has also performed strongly in 
blind source separation (Biswal and Ulmer, 1999; Calhoun et  al., 
2001a; Smith et al., 2012).

Although ICA is widely used to analyze fMRI data, it has several 
limitations. Among these challenges is the need to modify the 
algorithm to account for the unique properties of fMRI data, such as 
high dimensionality, temporal autocorrelation, and noise properties. 
Model selection is also a critical factor in fMRI data analysis with 
ICA. Unlike other methods, the number of components to be extracted 
from the data is unknown a priori and must be estimated from the 
data. Various techniques can be used to determine the optimal number 
of components, including cross-validation, bootstrap resampling, and 
information criteria. Furthermore, interpretation of the results of ICA 
in fMRI studies requires expertise in neuroanatomy, cognitive 
neuroscience, and statistics. ICA can reveal complex patterns of neural 
activity that may be difficult to interpret without a deep understanding 
of brain function and organization. Finally, because fMRI studies 
typically involve multiple subjects, group-level analysis is required to 
identify common patterns of brain activity across individuals.

Group ICA (GICA) (Calhoun et al., 2001b; Svensén et al., 2002; 
Beckmann et al., 2009) is a variant of ICA specifically designed to 
identify common components in a group of subjects. The GICA is 
accomplished by applying the algorithm to decompose the fMRI data 
into independent components that are consistent across the group. In 
a commonly used implementation, a two-step approach is used in 
which each subject’s data is first decomposed into independent 
components before being combined into a group level. In an 
alternative approach, all subjects’ data is decomposed simultaneously 
using a single step. One of the strengths of GICA is its ability to reveal 
unique group-level functional networks that may not be easily visible 
in individual subjects. In addition, it can increase statistical power by 
pooling data from different subjects and reducing the effects of noise. 
Although GICA allows for the direct correlation of ICs between 
individuals in a group, it fails to capture intersubject variabilities 
(ISV). To address the ISV limitation of GICA, group information-
guided independent component analysis (GIG-ICA) (Du and Fan, 
2013; Du et al., 2016) and independent vector analysis (IVA) (Lee 
et al., 2008) were proposed.

IVA is a technique that maximizes both the independence 
between related components and the dependency between 
components of different subjects (Lee et al., 2008). IVA is achieved 
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without the use of a back reconstruction phase by simultaneously 
calculating and optimizing ICs for each subject. This facilitates the 
computation of ICs at the group level and the interpretation of the 
relationship between ICs at the group and individual levels. 
Furthermore, IVA-GL (Lee et al., 2008; Anderson et al., 2012), an 
advanced version of IVA, can separate time-delayed and convolved 
signals using the Gaussian density model (IVA-G) and the Laplace 
density model (IVA-L) based on higher-order frequency dependencies. 
Previous studies (Dea et al., 2011; Michael et al., 2014) showed that 
IVA-GL outperformed GICA in capturing ISV in simulated fMRI data.

GIG-ICA is another technique that can obtain precise subject-
specific functional networks by optimizing the independence of 
multiple components and improving the correspondence between 
each group-level IC and its associated subject-specific IC. The 
resulting subject-specific networks generated from the identified ICs 
have comparable physiological meanings, allowing for comparisons 
between subjects. Several studies have applied GIG-ICA to investigate 
functional networks in neurological diseases (Du et al., 2014, 2015, 
2017; Zhi et al., 2018; Fattahi et al., 2021). These results imply that 
GIG-ICA can provide accurate subject-specific functional networks 
that are similar across participants and have physiological significance.

The advantages of GIG-ICA and IVA-GL over traditional GICA 
have been demonstrated in several studies (Ma et al., 2013; Michael 
et al., 2014; Du et al., 2016). For a comparative analysis, it was found 
that IVA-GL outperformed GIG-ICA in terms of identifying subject-
specific signal sources as well as higher ISV though GIG-ICA detected 
a more stable modularity structure of FNC in healthy subjects (Du 
et al., 2017). Besides, IVA-GL has also been demonstrated in capturing 
variability, in disease subjects such as schizophrenia (Gopal 
et al., 2016).

In this study, we hypothesized that GIG-ICA and IVA-GL will 
show different brain network properties. To examine this, 
we compared the patterns of community structures of the FNC using 
features obtained from a case-control group comprising of ASD and 
HC. Additionally, we examined the differences in variance between 
the two methods to identify abnormal functional networks derived 
from the two groups. Finally, although network component features 
can be obtained from both GIG-ICA and IVA-GL to the best of our 
knowledge no studies have compared the prediction performance of 
both methods, here we used component features to predict age and 
WASI (three measures of IQ), respectively.

2. Methods and materials

This study obtained fMRI data from a publicly available Autism 
Brain Imaging Data Exchange (ABIDE) database (Di Martino et al., 
2014). For the following analysis and prediction, we used 75 ASD 
patients and 102 healthy controls with ages ranging from 6.5 to 
39.1 years old, scanned at New  York University Langone Medical 
Center. ASD subjects were included based on the autism criteria in 
Diagnostic and Statistical Manual of Mental Disorders, 4th Edition, 
Text Revision (DSM-IV-TR) (American Psychiatric Association, 
2000). Additionally, these subjects were acquired with a 3-T Siemens 
Allegra scanner. The main parameters of functional images for the 
resting-state are as follows: repetition time (TR)/Echo time 
(TE) = 2000/15 ms, flip angle = 90°, number of slices = 33, slice 
thickness = 4 mm, and voxel size = 3.0 × 3.0 × 4.0 mm3. T1-weighted 

images were acquired with the following parameters: TR/
TE = 2530/3.25 ms, flip angle = 7°, slice thickness = 1.33 mm, and voxel 
size = 1.3 × 1.0 × 1.3 mm3. More details on the subject collection, 
exclusion criteria, and data parameters can be  obtained from the 
website.1

2.1. Data preprocessing

We utilized Statistical Parametric Mapping 12 (SPM12) software2 
and Data Processing Assistant for Resting-State fMRI3 to preprocess 
the T1-weighted images and rs-fMRI data, respectively. To preprocess 
the functional imaging, we took the following steps: (1) first ten time 
points were discarded to ensure stable magnetic resonance imaging 
signals at the beginning of the scan; (2) we performed head motion 
correction using rigid-body translation and rotation and then 
excluded subjects with a maximum motion greater than 3 mm or 3°; 
(3) trilinear interpolation with degrees of freedom was used to 
coregister the anatomical images with mean functional image; (4) 
we used the DARTEL algorithm to segment the T1-weighted image of 
each subject and obtained GM, WM, and CSF; (5) to reduce the 
residual effects of motion and other non-neuronal factors, 
we performed regression of the interference signal, including 24 head 
motion parameters, signals of WM and cerebrospinal fluid (CSF); (6) 
the rs-fMRI images were normalized from native space to the 
Montreal Neurological Institute (MNI) space with a voxel size of 
3 × 3 × 3 mm3; (7) all normalized images were smoothed with an 8 mm 
full width at half maximum Gaussian kernel (FWHM).

2.2. Networks component estimation

We used IVA-GL and GIG-ICA to estimate components for 
analysis in this work. They can be available in Group ICA for fMRI 
toolbox (GIFT).4 Specifically, the main procedure steps of IVA-GL 
(Adali et al., 2014; Michael et al., 2014) are as follows: (1) performing 
subject-level PCA to each subject; (2) applying IVA-GL to estimate the 
SMs and TCs on each subject’s data. For GIG-ICA (Du et al., 2017), 
there are mainly five steps: (1) performing subject-level PCA on each 
subject; (2) using group-level PCA on subject-level PCA data of the 
temporal concatenation; (3) applying Infomax algorithm (Bell and 
Sejnowski, 1995) on reduced data to obtain group ICs; (4) identifying 
and removing artifact group components, and then computing 
individual components using remaining non-artifact group ICs (Du 
et al., 2016); (5) estimating individual TCs. The estimated components 
are z-scored on IVA-GL and GIG-ICA after completing all steps.

To obtain the statistical threshold of components of the two 
methods and to reduce the noise of estimation, z-scored t-test 
maps were computed using the MANCOVAN toolbox for ASD 
and HC. Next, the correspondence of components was performed 
using the greedy rule between IVA-GL and GIG-ICA. The paired 
correlation matrix were implemented and then we choose valid 

1 http://fcon_1000.projects.nitrc.org/indi/abide/abide_I.html

2 http://www.fil.ion.ucl.ac.uk/spm/software/spm12

3 http://rfmri.org/DPARSF

4 https://trendscenter.org/software/
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ICs from the matrix by checking whether the correlation value is 
greater than the set threshold. Finally, after excluding the 
mismatched networks, we  selected the common resting-state 
networks across both methods and named them based on the 
Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer 
et al., 2002). The higher-order and lower-order networks were 
then organized for subsequent analysis.

2.3. Functional network connectivity and 
its modularity analysis

To explore the potential differences in community structure 
between the two techniques, we employed the Brain Connectivity 
Toolbox (BCT5) to calculate modularity measures of the FNC 
matrix. First, we  generated subject-specific FNC matrices by 
calculating Pearson correlation coefficients between the time 
courses (TCs) of paired networks, followed by computing the 
mean FNC matrix across ASD subjects. To enhance the efficiency 
of our analysis, we applied Fisher’s r-to-z transformation to the 
original functional weight matrix. We  utilized the Louvain 
algorithm, a modular community detection algorithm known for 
its efficiency and effectiveness (Blondel et al., 2008), to identify 
the hierarchical community structure and to determine the 
modularity Q value using the Girvan–Newman model (Girvan 
and Newman, 2002; Newman and Girvan, 2004), which reflects 
the quality of the community structure. A higher Q value 
represents a more stable modular structure. The modular 
segmentation results and corresponding Q value were used to 
analyze the FNC matrix. Finally, we performed a permutation test 
to calculate the group differences in module measures.

We used a two-sample t-test to examine the statistical difference 
of FNC, and the results were FDR corrected. This analysis helped 
determine if the two methods could capture FNC differences between 
ASD and HC. Additionally, we calculated the relationship between 
FNC and clinical measures using paired components of TCs. To 
consider both linear and nonlinear information, we  employed a 
boosted method that leverages nonlinear information to enhance the 
linear effect (Motlaghian et al., 2022). The definition of the boosted 
method is as follows:

 PC PC NMI� � ��sign

Where PC represents Pearson correlation and NMI represents 
normalized mutual information. In this case, the FNC matrix 
regressed the influence of gender, age and handedness scores. We have 
removed subjects that had abnormal or missing clinical measures. The 
Mahalanobis distance from the bivariate mean of the resampled data 
was used to identify and remove outliers from the data set (Samuel 
Schwarzkopf et al., 2012). Then, Shepherd’s pi correlation was applied 
to the data after outlier removal to measure the correlation between 
the two variables (Samuel Schwarzkopf et al., 2012).

5 https://sites.google.com/site/bctnet/

2.4. Estimating spatial differences

Differences in the spatial statistics between ASD and HC based on 
two methods, IVA-GL and GIG-ICA, were assessed using three 
aspects. Initially, a cluster-level two-sample t-test was conducted on 
z-score maps to determine differences in weighted amplitude between 
the two groups. The results were corrected for multiple comparisons 
using FDR correction. Based on the significant spatial differences in 
pairing components between the two methods, we also displayed the 
histogram of amplitude values using the voxel with the most 
remarkable difference for each subject. This allowed us to obtain the 
distribution differences between the two groups. Secondly, 
we calculated voxelwise differences in variance maps by subtracting 
the variance between groups (HCs – ASDs) for each component. 
Finally, since the variance distribution across voxels was non-normal 
between subjects, a nonparametric test was utilized to identify 
differences in variance maps for each component between ASDs and 
HCs. These statistical analyses enable the identification of not only the 
differences in mean and variance between ASD and HC but also the 
IVA-GL and GIG-ICA’s characteristics in capturing variability. We also 
expected to discover significant differences between ASD and HC 
using these two methods. For instance, IVA-GL can reveal the 
variability of some networks, but GIG-ICA cannot, and vice versa.

2.5. Predictive model

Feature selection: to reduce the original spatial feature dimension 
of 54,263, we applied feature selection based on the CPM model (Shen 
et al., 2017), which considers the correlation between the connectivity 
matrix and behavioral measure. However, we used a stricter threshold 
value of p < 0.001 to determine the relationship between the original 
spatial networks and behavioral measures. This process resulted in 
obtaining a different number of voxels for each network associated 
with demographic variables (age and IQ), which were subsequently 
used for prediction.

LASSO model: the LASSO penalty regression is a linear model 
that is commonly used to estimate sparse coefficients (Friedman, 
2010). This regression technique helps to prevent overfitting by 
applying a penalty function to compress the coefficients of variables. 
Mathematically, the minimized objective function of LASSO 
regression is:

 

min

�
� � �

1

2
2

2

1N
X y� �

Where N is the sample size, α  is a constant, and ω is the coefficient 
vector. The whole training and prediction process was completed 
based on LassoCV package of sklearn in Python. Specifically, 
we performed a two-layer loop, with the outer loop using a leave-
one-out cross-validation (LOOCV) and the inner loop using 10-fold 
cross-validations. In each outer loop, the optimal α  value was found 
through the inner loop.

We employed a permutation test to assess the efficacy of our 
model in predicting target values, by generating an empirical null 
distribution to evaluate the correlation between predicted and target 
values. As the two datasets were not normally distributed, we utilized 
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Spearman’s rank correlation for the permutation test, which involved 
rearranging the order of two independent samples 1,000 times. To 
evaluate our results, we also utilized root mean squared error (RMSE), 
a widely used metric for assessing predictions. Notably, RMSE 
provided a more meaningful understanding of the actual deviation, 
while the fixed range of correlation values made it easier to observe. 
Additionally, we employed the determination coefficient R2 to reflect 
the regression fitting effect of the prediction model.

3. Results

Table 1 displays the demographic information of all subjects used 
in this study. There were relatively no significant age differences 
between the two groups (p = 0.311).

3.1. Spatial component selection and 
pairing

The analysis in IVA-GL and GIG-ICA used a relatively high model 
order of IC = 50, which has been previously demonstrated to produce 
reliable intrinsic component networks (ICNs) (Abou-Elseoud et al., 
2010). To identify nonartifactual group components, a sorting 
procedure was combined with visual inspection, and fractional 
amplitude of low-frequency fluctuations (fALFF) and dynamic range 
were examined for all components. In these spectral measurements, 
the greater the value of the independent component representing the 
brain network, the lower the value of the noise component (Allen 
et al., 2012; Gopal et al., 2016). Finally, we only selected components 
with fALFF greater than 0.5 for further analysis.

Two different pairing strategies were used: (1) all components 
with an absolute correlation coefficient (|r|) greater than 0.5 were 
utilized for functional network connectivity (FNC) analysis and 
spatial differences analysis in group mean; (2) for the one-to-many 
case, the spatial components of IVA-GL were paired with those of 
GIG-ICA using high correlation coefficients, and the resulting 
components were used for difference analysis in variance maps of HCs 
and individuals with ASDs. Several networks and their corresponding 
correlation coefficients were obtained, including the Auditory network 
(AUD: |r| = 0.6161), Cerebellum network (CRN: |r| = 0.7813), Dorsal 
attention network (DAN: |r| = 0.6479), Default mode network (DMN: 
|r| = 0.7263), Motor network (MTN: |r| = 0.6887), Salience network 

(SN: |r| = 0.6787), Sensorimotor network (SOM: |r| = 0.8125), Self-
reference network (SRN: |r| = 0.7818), Ventral attention network 
(VAN: |r| = 0.7574), and Visual network (VSN: |r| = 0.7503). The SOM 
network had the highest similarity between IVA-GL and GIG-ICA.

3.2. FNC and modularity analysis

The mean FNC matrix calculation of GIG-ICA and IVA-GL 
involves different numbers of matching components, which are 22 
and 18, respectively. GIG-ICA exhibits stronger connection strength 
within the very crucial VSN network (please refer to meta-analytic 
database previous studies6), as shown in Figures  1A,D, with a 
maximum connection strength of 0.8, while IVA-GL only detects a 
maximum of 0.4. As shown in Figures 1B,E, GIG-ICA detected five 
and four modularities in HC and ASD, respectively. The five 
modules in HC identified by GIG-ICA mainly comprised of the 
basic function network (CRN) in module 1, low-order networks 
(DAN, MTN, SOM) in module 2, high-order networks (DMN) in 
module 3, interconnected networks (AUD, DMN, SN, SRN, VAN) 
in module 4 and VSN in module 5. For ASD, the four modules 
detected by GIG-ICA included CRN in module 1, DAN, DMN, 
MTN, and SOM in module 2, AUD, DMN, SN, SRN, and VAN in 
module 3, and VSN in module 4. On the other hand, IVA-GL 
detected two modularities in HC, including AUD, CRN, DMN, SN, 
and SRN in module 1 and CRN, DAN, DMN, MTN, SOM, VAN, 
and VSN in module 2. In ASD, IVA-GL detected three modularities, 
including AUD, CRN, DMN, SN, and SRN in module 1, DAN, 
DMN, MTN, SOM, and VAN in module 2, and CRN and VSN in 
module 3. Although GIG-ICA had a slightly higher Q value than 
IVA-GL (GIG-ICA: HC = 0.27, ASD = 0.29; IVA-GL: HC = 0.26, 
ASD = 0.25), the differences were small, and only provided 
global results.

To further explore the group differences in modules between 
GIG-ICA and IVA-GL, we  conducted a permutation test (10,000 
iterations, p < 0.05) for within-method and between-method 
comparison, as presented in Table  2. Our analysis revealed no 
significant differences in modularity measures between HC and ASD 
for both GIG-ICA and IVA-GL. Furthermore, the global modularity 

6 https://neuroquery.org/

TABLE 1 Demographics and clinical characteristics of subjects.

HC (N  =  105) ASD (N  =  79) p-value

Gender (M/F) 65/10 76/26 0.047a

Age (mean ± SD) 14.84 ± 7.00 15.86 ± 6.33 0.311b

Handedness scores (mean ± SD) 40.65 ± 51.54 65.26 ± 27.51 0.000**b

FIQ (mean ± SD) 107.49 ± 16.45 113.23 ± 13.09 0.011*b

VIQ (mean ± SD) 105.44 ± 15.91 113.09 ± 12.33 0.001*b

PIQ (mean ± SD) 107.16 ± 20.70 110.25 ± 13.79 0.236b

HC, healthy control; ASD, autism spectrum disorders; M, male; F, female; FIQ, full intelligence quotient; VIQ, verbal intelligence quotient; PIQ, performance intelligence quotient (FIQ, VIQ, 
and PIQ are measured by Wechsler Abbreviated Scales of Intelligence; WASI). * represents the p < 0.05 and ** represents the p < 0.001. 
aChi-square.
bTwo-sample t test.
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TABLE 2 Group differences in modularity measures for GIG-ICA and IVA-GL.

Modularity measures HC mean (±std) ASD mean (±std) p-value

Within-method

GIG-ICA Global modularity Q 0.28 (±0.03) 0.28 (±0.04) 0.74

Number of modules 3.28 (±0.58) 3.30 (±0.63) 0.71

IVA-GL Global modularity Q 0.27 (±0.05) 0.27 (±0.06) 0.82

Number of modules 2.95 (±0.61) 2.84 (±0.52) 0.15

Between-method Group Methods p-value

Global modularity Q HC GIG-ICA (0.28 (±0.03)) IVA-GL (0.27 (±0.05)) 0.07

ASD IVA-GL (0.27 (±0.06)) GIG-ICA (0.28 (±0.04)) 0.18

Number of modules HC GIG-ICA (3.28 (±0.58)) IVA-GL (2.95 (±0.61)) <0.001**

ASD IVA-GL (2.84 (±0.52)) GIG-ICA (3.30 (±0.63)) <0.001**

Q of GIG-ICA was not significantly different from that of IVA-GL in 
HC and ASD. However, we did observe significant differences in the 
number of modules between GIG-ICA and IVA-GL in both 
ASD and HC.

In Figure 2A, it was observed that GIG-ICA successfully detected 
significant FNC effects of HC – ASD with p < 0.05 and FDR correction, 
whereas IVA did not. GIG-ICA was able to identify differences in 
functional connections between VAN, CRN, AUD, SRN, and SN, 

FIGURE 1

The mean FNC matrix of GIG-ICA and IVA-GL and their modularity results. (A) FNC correlation (averaged over ASD subjects). (i) and (ii) Show the functional 
network connectivity of pairing components for HC and ASD, respectively. On the left side of the FNC matrix are networks and their corresponding 
components, and the right side of the FNC matrix is the color bar, which represents the size of the correlation. (B) Modular organization of mean FNC matrix 
from GIG-ICA in HC and ASD. The dotted line in the matrix divides the network connectivity into multiple modules. (C) Modularity of the mean FNC from 
GIG-ICA in HC and ASD. The intrinsic networks of the modules and their functional connections were drawn in different colors, in which the thickness of 
the functional connections represents the connection strength. Similarly, (D–F) were the IVA-GL metrics corresponding to GIG-ICA.
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where SN and CRN, SRN and AUD showed positive intensity 
(HC > ASD). Similarly, SN and VAN, AUD, and CRN showed negative 
intensity (ASD > HC). On the other hand, IVA-GL demonstrated that 
the mean FNC values in the ASD group were negatively correlated 
with the social total subscore of the classic Autism Diagnostic 
Observation Schedule (ADOS, which serves as a standard for 
diagnosing ASD), as presented in Figure 2B, while GIG-ICA did not 
find any significant relationship (pi = 0.18, p = 0.2511). However, our 
findings demonstrated significant FNC differences between HC and 
ASD. The IVA-GL showed a statistically negative correlation between 
the FNC of ASD and the ADOS. To summarize, GIG-ICA and 
IVA-GL had a complementary effect on the results of FNC 
statistical analysis.

3.3. Spatial statistical analysis

We utilized a two-sample t-test (p < 0.05) with FDR correction to 
compute spatial differences of mean, using z-scores t maps of 
nonartifact and paired components (Figure 3A). Results showed that 
GIG-ICA had significantly higher amplitudes and larger cluster size 
than IVA-GL, including CRN, DMN, SN, and VSN, respectively. 
Although GIG-ICA detected more activated areas, IVA-GL was better 
at identifying more important brain regions, such as the cerebellum. 
Significant components were matched between GIG-ICA and 
IVA-GL (DMN: r = 0.6586, SN: r = 0.6787) in Figure  3B. IVA-GL 
revealed both positive and negative DMN regions, while GIG-ICA 
only showed positive regions with a slight fluctuation range. On the 
other hand, GIG-ICA displayed a more prominent activation 
intensity in SN, different from IVA-GL. A histogram in Figure 3C 
showed the differences in weighted amplitudes of four components 
between HC and ASD of GIG-ICA and IVA-GL on the network, 

respectively, which included DMN and SN. Most voxels across 
subjects on SN had amplitude values between 1 and 2, while those of 
DMN was between 0 and 1, indicating that SN had more activities 
than DMN. The difference in DMN in Figure 3C was mainly evident 
in the distribution of ASD, while SN was concentrated in HC. These 
results provide significant insights into the neuroanatomy of autism.

Table 3 revealed that GIG-ICA detected more voxels compared to 
IVA-GL. The two-sample t-test p-values for each component at the 
voxel of maximum difference are as follows: SN of GIG-ICA: t-test 
p-value = 6 79 10

12
. � �  (HC < ASD); SN of IVA-GL: t-test 

p-value = 1 65 10
06

. � �  (HC < ASD); DMN of GIG-ICA: t-test 
p-value = 2 36 10

06
. � �  (HC > ASD); DMN of IVA-GL: t-test 

p-value = 2 83 10
06

. � �  (HC > ASD). The number of voxels showed 
significant changes after uncorrected and FDR correction, especially 
in DMN, with at least one cluster surviving correction. Given this 
situation, the uncorrected results were also presented in Table 3.

In addition, using the mean gray matter across subjects (Figure 4), 
a corresponding mask was created to calculate the spatial difference 
of variance maps based on the visual network. As anticipated, IVA-GL 
captured more variability than GIG-ICA, and ASD exhibited higher 
variance than HC, a noteworthy phenomenon. The findings suggest 
that autism is associated with a more intricate brain network activity 
than control.

A nonparametric test for variance differences between 
individuals with ASD and HC was conducted, examining the 
mean variance maps for all pairing components. In Figure  5, 
negative logarithm values of p and significant levels were shown, 
with blue and red dots representing IVA-GL and GIG-ICA, 
respectively. The third (CRN) and fourth (DAN) columns differed 
particularly between the two methods, especially in CRN. The 
majority of networks showed significant differences (ASD > HC), 
except for DMN (GIG-ICA: IC = 34, p-value = 0.000; IVA-GL: 

FIGURE 2

FNC analysis differences between GIG-ICA and IVA-GL. (A) Panel A shows significant FNC differences between HC and ASD (p  <  0.05) using two-
sample t-test in GIG-ICA. The line in the ring represents some significant FNC differences, where positive values indicate that HC is greater than ASD 
and vice versa. (B) Panel B illustrates negative relationship between group FNC across ASD and social total subscore of the classic ADOS in IVA-GL. The 
contour lines in the Shepherd’s pi correlation map indicate the bootstrapped Mahalanobis distance from the bivariate mean of the resampled data. The 
black points represent the data included in the correlation analysis and the white points represent the outliers excluded from Shepherd’s pi correlation 
analysis. The solid line represents the linear regression of the data after outlier removal and pi means Spearman correlation values after outlier removal. 
ADOS, autism diagnostic observation schedule.

57

https://doi.org/10.3389/fnins.2023.1252732
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Jing et al. 10.3389/fnins.2023.1252732

Frontiers in Neuroscience 08 frontiersin.org

IC = 18, p-value = 0.002) and VSN (GIG-ICA: IC = 22, 
p-value = 0.000; IVA-GL: IC = 12, p-value < 0.001). Overall, these 
results indicate that individuals with autism exhibit significantly 
higher variance than those without in CRN, DMN, VAN, 
and VSN.

3.4. Comparison of prediction for IVA-GL 
and GIG-ICA

The feature selection process was used to determine the number 
of voxels for each spatial network. The feature sizes for both methods’ 

FIGURE 3

Spatial statistical analysis in mean based on GIG-ICA and IVA-GL. (A) Significant spatial effect (p  <  0.05). Two sample t-test and FDR correction were 
performed and multi perspective spatial map was displayed. (B) Significant components of networks in HC vs. ASD (p  <  0.05). Here are some statistically 
significant components, which are paired components in GIG-ICA and IVA-GL. (C) Histograms across subjects at cluster peak with significant 
difference, which come from the components with mean differences.

TABLE 3 Two-sample t-test for voxelwise group differences in the mean, based on matching components between GIG-ICA and IVA-GL.

Method
Matching 
components

Peak Foci/T-
value

p-values 
(Unc)

NOV
p-values 

(Cor.)
NOV

GIG-ICA 44 (SN) (−18, 57, −3)/−7.3418 0.015 872 0.006 592

12 (DMN) (3, −30, 24)/4.8750 0.019 251 0.000 23

IVA-GL 13 (SN) (−18, 57, 3)/−4.9548 0.016 328 0.002 124

8 (DMN) (3, −21, 24)/4.8343 0.017 202 0.000 12

Unc, uncorrected; Cor, FDR-corrected; NOV, number of voxels.
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best-performing networks for predicting age were listed (GIG-ICA: 
CRN = 471; IVA-GL: VAN = 622); additional networks can be found 
in the Supplementary material. In terms of the determination 
coefficient R2 in Table 4, the GIG-ICA method had better model fitting 
performance compared to IVA-GL. Permutation tests were used to 
calculate the correlation coefficient and p-values to evaluate the 
prediction results, and a regression plot between the predicted and 
observed values was shown in Figure 6. The root-mean-square error 
(RMSE) values for IVA-GL and GIG-ICA were also displayed in 
Table 4, with the smallest RMSE for IVA-GL in VAN and GIG-ICA in 

CRN. Notably, our results indicated which network is most suitable 
for predicting age using these two methods. Additionally, a paired 
t-test was conducted to detect any differences in prediction values 

FIGURE 4

Variance maps for controls (A) and patients (B) as well as the difference (C) in the variance maps (HCs – ASDs) for visual network (VSN) for both IVA-GL 
and GIG-ICA.

FIGURE 5

p-values for nonparametric test for difference in variance maps of HCs and ASDs for all matching components between two methods.

TABLE 4 Comparison of GIG-ICA and IVA-GL in prediction performance.

Method Network R2 RMSE

GIG-ICA CRN 0.91 3.05

IVA-GL VAN 0.87 3.21
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FIGURE 7

Feature visualization in GIG-ICA and IVA-GL. (A) CRN in GIG-ICA and its corresponding brain regions. (B) The list of detailed brain regions for GIG-ICA. 
(C) Corresponding brain regions for VAN in IVA-GL. (D) The list of detailed brain regions for IVA-GL. All brain regions are labeled according to the AAL 
atlas with each color in C and D corresponding to correlation values.

between IVA-GL and GIG-ICA, but the results showed no significant 
difference (t = −0.09, p-value = 0.92). The performance of all networks 
can be found in the Supplementary Table S1. To aid visualization, 
we presented brain maps in Figure 7 that displayed regions within the 
CRN and VAN that provided the most effective features for prediction.

However, compared to age, the three IQ measures might not 
be reliable predictors. For FIQ and VIQ, GIG-ICA outperforms IVA-GL 
(FIQ (RMSE: GIG-ICA-DMN = 7.22; IVA-CRN = 8.44); VIQ (RMSE: 
GIG-ICA-DMN = 7.66; IVA-VSN = 7.70)). However, for PIQ, IVA-GL 

surpasses GIG-ICA (RMSE: GIG-ICA-SOM = 8.99; IVA-VSN = 8.71). 
Additional details on these results are provided in Supplementary Table S1.

4. Discussion

This study investigated the potential differences between GIG-ICA 
and IVA-GL using resting-state data in ASD and HC. The study mainly 
focused on FNC measures (i.e., global modularity), spatial network 

FIGURE 6

Regression model for age with 95% confidence interval. (A) Linear scatter plot between predicted value and observed value in VAN of IVA-GL. (B) A 
graph similar to IVA-GL for GIG-ICA’s CRN.
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differences (i.e., variance maps), and prediction performance (i.e., 
RMSE). We found that GIG-ICA and IVA-GL have different strengths 
when analyzing brain networks in HC and ASD. GIG-ICA can detect 
more regions and higher amplitudes, while IVA-GL is better at 
identifying abnormal brain regions in ASD. Both methods are equally 
effective at calculating the difference in variance maps between HC 
and ASD and demonstrated a complementary relationship in FNC 
analysis. Although GIG-ICA has better predictive performance, there 
was no significant statistical difference between the two methods.

4.1. FNC strengths and global modularity Q

The FNC strengths and global modularity Q in GIG-ICA were 
greater than those of IVA-GL. These findings align with a previous 
study (Du et al., 2017) that reported similar metrics in the HC dataset. 
However, we conducted additional statistical analyses to determine 
significant differences in the number of modules and global 
modularity Q within and between the two methods. We found no 
significant difference in the number of modules or global modularity 
Q between HC and ASD for within-method comparison. This 
contrasts with previous study in children (5–10 years) with ASD (Sigar 
et al., 2023), which found a significant difference. Given the wider age 
range (7.1–39.1 years) in our study, we  speculate that there may 
be differences in the number of modules and global modularity Q 
between adult and child groups.

Regarding the between-method, we found significant differences in 
the number of modules between GIG-ICA and IVA-GL, regardless of 
HC or ASD. Given that GIG-ICA identifies more modules than IVA-GL, 
this result suggests that brain functional system obtained by GIG-ICA 
has higher integration and IVA-GL has higher segregation and result 
from that GIG-ICA can obtain more reliable networks compared to 
IVA-GL (Du et al., 2017). Additionally, it may also reflect that GIG-ICA 
has higher randomness of functional brain network (Rudie et al., 2013; 
Keown et al., 2017; Henry et al., 2018; Sigar et al., 2023). Our study 
further indicates no significant difference in global modularity Q 
between GIG-ICA and IVA-GL. Notably, GIG-ICA detected differences 
in FNC between HC and ASD, suggesting that it preserved the group 
relationship and identified potential differences. Similarly, IVA-GL 
identified a statistically negative correlation between the FNC of ASD 
and the ADOS, indicating its capability to extract ASD variability.

4.2. Spatial network differences

To investigate spatial variations in variance and mean, 
we  employed various statistical measures to pair GIG-ICA and 
IVA-GL components. Although IVA-GL was previously used to 
analyze schizophrenia (Gopal et al., 2016), we assessed and compared 
the ability of the two methods to detect spatial network differences in 
ASD. During the pairing between the two methods, SN and DMN 
were found to be prominent, and we observed that GIG-ICA showed 
larger network areas and higher t-value differences, while IVA-GL 
identified cerebellar regions important to ASD. Our finding aligned 
with a prior investigation conducted by Du and colleagues, 
demonstrating that GIG-ICA is useful for evaluating coherent 
networks across subjects, whereas IVA-GL can estimate subject-
specific networks (Du et  al., 2017). Interestingly, both methods 

demonstrated similar amplitudes at the voxels of maximum difference. 
In terms of spatial variance analysis, IVA-GL detected more variability 
than GIG-ICA, consistent with previous studies comparing it with 
other methods (Lee et al., 2008; Michael et al., 2014; Laney et al., 2015). 
Moreover, we  found that the group difference pattern (ASD > HC; 
ASD < HC) obtained from GIG-ICA was almost identical to IVA-GL, 
but there were differences in the statistical discrimination of some 
networks (CRN (GIG-ICA: IC = 49, p-value < 0.001; IVA-GL: IC = 44, 
p-value = 0.838), DAN (GIG-ICA: IC = 40, p-value = 0.074; IVA-GL: 
IC = 36, p-value = 0.001)), indicating that the two methods had 
comparable abilities to detect variance map differences.

4.3. Prediction performance

Using a regression model, GIG-ICA and IVA-GL were compared 
to determine which data-driven method was best for predicting age. 
Unlike typical feature selection methods in machine learning, 
we employed a statistical correlation method to identify the voxels 
most relevant to age and eliminated the effects of gender and 
handedness. To comprehensively evaluate the prediction results, 
we utilized a permutation test and the confidence coefficient R2. The 
findings indicated no significant difference between the two methods 
in predicting age. Nevertheless, we displayed the predictive features of 
two networks in Figure 7. In GIG-ICA’s CRN, the vermis and caudate 
was found to have the strongest negative and positive correlation with 
age, respectively. Similarly, for IVA-GL, the motor area correlated 
negatively with age, while the parietal was positively correlated. 
Additionally, the prediction accuracy for IQ is not as high as that for 
age, possibly because of the greater variance in its data.

4.4. Limitations

Despite the thorough evaluation of GIG-ICA and IVA-GL 
performance using various metrics, our study does have some 
limitations. Firstly, our subjects comprise different age groups, which 
might require an additional analysis to examine their differences. 
Since our study mainly focused on methodological differences, we did 
not investigate this aspect. Therefore, further studies will be required. 
Secondly, although a boosted method was used to calculate the FNC 
matrix, further research is needed to verify the effect of extracting 
network information. Considering that the p-value in Figure 2B is 
close to the statistically significant boundary, more work may 
be required to check its validity. Lastly, full IQ was determined by 
averaging the available performance and verbal IQ scores for each 
diagnostic group. Given the significant differences in FIQ and VIQ 
between the HC and ASD groups, the predictive characteristics might 
vary between them. While our comparison of prediction performance 
primarily focused on both methods of the two groups as a whole, 
further research may be necessary to delve deeper into the predictive 
characteristics of each group individually.

5. Conclusion

In conclusion, this study revealed that GIG-ICA and IVA-GL 
have distinct capabilities in identifying brain network modules 
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in HC and ASD, with a complementary effect on FNC statistical 
analysis. GIG-ICA can detect more regions with higher 
amplitudes in spatial network differences, while IVA-GL can 
identify more networks associated with ASD. In addition, both 
methods can accurately determine the difference in variance 
maps between HC and ASD, with GIG-ICA having a better 
predictive performance (GIG-ICA-CRN (R2 = 0.91, RMSE = 3.05, 
R = 0.795) and IVA-VAN (R2 = 0.87, RMSE = 3.21, R = 0.793)), 
although not significantly different from IVA-GL (t = −0.09, 
p-value = 0.92). Finally, the study offers further insights into 
using different data-driven methods to examine neurological 
disorders of resting-state fMRI.
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Introduction: Gamma-band oscillatory deficits have attracted considerable

attention as promising biomarkers of schizophrenia (SZ). Notably, a reduced

auditory steady-state response (ASSR) in the low gamma band (40 Hz) is widely

recognized as a robust finding among SZ patients. However, a comprehensive

investigation into the potential utility of the high-gamma-band ASSR in detecting

altered neural oscillations in SZ has not yet been conducted.

Methods: The present study aimed to assess the ASSR using

magnetoencephalography (MEG) data obtained during steady-state stimuli

at frequencies of 20, 30, 40, and 80 Hz from 23 SZ patients and 21 healthy

controls (HCs). To evaluate the ASSR, we examined the evoked power and phase-

locking factor (PLF) in the time-frequency domain for both the primary and

secondary auditory cortices. Furthermore, we calculated the phase-locking angle

(PLA) to examine oscillatory phase lead or delay in SZ patients. Taking advantage

of the high spatial resolution of MEG, we also focused on the hemispheric

laterality of low- and high-gamma-band ASSR deficits in SZ.

Results: We found abnormal phase delay in the 40 Hz ASSR within the bilateral

auditory cortex of SZ patients. Regarding the 80 Hz ASSR, our investigation

identified an aberrant phase lead in the left secondary auditory cortex in SZ,

accompanied by reduced evoked power in both auditory cortices.

Discussion: Given that abnormal phase lead on 80 Hz ASSR exhibited the highest

discriminative power between HC and SZ, we propose that the examination

of PLA in the 80 Hz ASSR holds significant promise as a robust candidate for

identifying neurophysiological endophenotypes associated with SZ. Furthermore,

the left-hemisphere phase lead observed in the deficits of 80 Hz PLA aligns

with numerous prior studies, which have consistently proposed that SZ is

characterized by left-lateralized brain dysfunctions.

KEYWORDS

auditory steady-state response (ASSR), evoked power, gamma oscillation,
magnetoencephalography (MEG), phase locking angle (PLA), phase locking factor
(PLF), schizophrenia
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1. Introduction

Gamma-band (30–100 Hz) oscillatory deficits have attracted
considerable attention as a promising neurophysiological
endophenotype of schizophrenia (SZ) due to their well-established
association with various psychiatric symptoms and specific
cognitive deficits observed in SZ (Uhlhaas and Singer, 2010;
Hirano and Uhlhaas, 2021; Koshiyama et al., 2022; Onitsuka et al.,
2022a,b,c; Sohal, 2022). Gamma-band oscillations are responsible
for the temporal coordination of narrowly localized neural circuits
throughout the brain (von Stein and Sarnthein, 2000; Fries et al.,
2007; Buzsáki and Wang, 2012; Arnulfo et al., 2015; Buzsáki
and Schomburg, 2015). In addition, they are well known to
be generated by an appropriate balance between excitatory (E)
and inhibitory (I) neurons, in which the excitatory output from
pyramidal cells is precisely inhibited by fast-spiking inhibitory
interneurons, such as parvalbumin (PV +) and somatostatin
(SOM +) interneurons (Bartos et al., 2007; Sohal et al., 2009;
Buzsáki and Wang, 2012). A prominent hypothesis concerning
the pathophysiology of SZ proposes that N-methyl-D-aspartate
receptors (NMDARs) on PV + neurons exhibit hypofunctionality,
leading to diminished GABAergic signaling, excessive excitation
of neurons, and subsequent deficits in gamma-band oscillations
(Burgos and Lewis, 2008). Therefore, gamma-band oscillatory
deficits are expected to serve as a potential biomarker related to
altered E/I balance within the neural circuits in SZ (Gandal et al.,
2012).

The auditory steady-state response (ASSR), which refers to the
synchronized activity elicited by a click train or by amplitude-
modulated sound, is frequently employed to evaluate gamma-band
oscillatory deficits in SZ. A recent comprehensive review and meta-
analysis investigating gamma-band ASSR deficits in SZ patients
suggests that impairments in 40 Hz ASSR power and phase locking
are pronounced and could serve as valuable probes for assessing
neural circuit dysfunctions (Thuné et al., 2016; Onitsuka et al.,
2022c). Numerous electroencephalography (EEG) studies have
shown the deterioration of the gamma-band evoked power and
phase-locking factor (PLF) (the degree of phase-locking evoked
by stimuli) on 40 Hz ASSR, not only in chronic SZ patients (e.g.,
Kwon et al., 1999; Spencer et al., 2009; Kirihara et al., 2012) but
also in first-episode SZ patients (e.g., Spencer et al., 2008; Tada
et al., 2016) and subjects at clinical high risk for psychosis (Tada
et al., 2016; Koshiyama et al., 2018). These recent findings provide
compelling evidence that altered 40 Hz ASSR could serve as a
neurophysiological marker with potential utility for early detection
of psychosis.

Due to its remarkable temporal acuity and exceptional
spatial resolution, magnetoencephalography (MEG) demonstrates
remarkable proficiency in elucidating intricate neural dynamics
(Hironaga et al., 2020; Tagawa et al., 2022). Several previous studies
using MEG attempted to identify the brain regions responsible
for gamma-band ASSR deficits in SZ (Hamm et al., 2011; Edgar
et al., 2014, 2018; Murphy et al., 2020; Grent-‘t-Jong et al., 2021).
Although most of these studies reported reduced evoked power or
PLF on 40 Hz ASSR in the auditory cortex, Grent-‘t-Jong et al.
(2021) found that subjects at clinical high risk for psychosis and
patients with first-episode psychosis exhibited impaired 40 Hz
ASSR power in subcortical regions such as the right thalamus and

hippocampus. Likewise, leveraging the high spatial resolution of
MEG, numerous studies have consistently reported a reduction in
the laterality of the gamma-band ASSR in SZ (Teale et al., 2003,
2008; Maharajh et al., 2010; Tsuchimoto et al., 2011). Specifically,
SZ patients demonstrated a weaker right hemisphere advantage in
terms of 40-Hz ASSR evoked power and PLF when compared to
healthy controls (HCs), indicating that SZ may be characterized by
an abnormal hemispheric asymmetry in the 40-Hz ASSR.

Several recent studies focused on the gamma-band phase delay
of the 40 Hz ASSR in SZ (Roach et al., 2019a,b, 2022; Yanagi
et al., 2022). Notably, these studies revealed that gamma-band
phase delay exhibited higher differential sensitivity to SZ (Roach
et al., 2019b) and superior test–retest reliability (Roach et al.,
2019a) compared to evoked power and PLF. In addition, Roach
et al. (2022) identified a left-lateralized gamma-band delay in SZ
by estimating 40 Hz ASSR within the bilateral auditory cortices
using EEG data. However, EEG lacks adequate spatial resolution,
necessitating a reassessment of the laterality pattern of gamma-
band phase delay in SZ using MEG, which offers better spatial
resolution than EEG. In addition to the examination of 40 Hz ASSR,
it may be worthwhile to consider the high-gamma-band (80 Hz)
ASSR as a possible neurophysiological marker for SZ (Onitsuka
et al., 2022c). A limited number of studies (Hamm et al., 2011;
Tsuchimoto et al., 2011; Parker et al., 2019) have revealed that
patients with SZ exhibit decreased evoked power and PLF not
only in the 40 Hz range but also in the 80 Hz range of ASSRs.
Notably, our previous MEG study (Tsuchimoto et al., 2011) showed
that evoked power and PLF of the 80 Hz ASSR demonstrated
greater differential sensitivity to SZ patients compared to those
of the 20, 30, and 40 Hz ASSRs. Moreover, early auditory deficits
within the auditory cortices are known to play a crucial role in
the pathophysiology of SZ (Javitt and Sweet, 2015; Dondé et al.,
2023). Hence, it would be of great interest to investigate whether SZ
patients exhibit reduced evoked power and PLF and a phase delay in
the 80 Hz ASSR within the primary and secondary auditory cortex.

The objective of the present MEG study is to investigate
whether SZ patients exhibit abnormal phase entrainment,
characterized by either a lead or delay, in both low- and high-
gamma-band ASSRs within the auditory cortices. Additionally,
we aimed to explore the laterality pattern of gamma-band phase
entrainment (leads or delays) in SZ. We utilized MEG to measure
ASSRs during 20, 30, 40, and 80 Hz click trains in both SZ patients
and HCs. Our analysis focused on examining evoked power, PLF,
and the degree of phase delay relative to the expected phase angle
(phase-locking angle, PLA) in the bilateral primary (Heschl’s gyrus)

FIGURE 1

Regions of interest for source analysis of ASSRs. The green and blue
areas indicate the primary and secondary auditory cortices,
respectively, in both hemispheres. AC, auditory cortex.
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and secondary auditory cortices (the planum temporale of the
superior temporal gyrus) (Figure 1).

2. Materials and methods

2.1. Participants

Twenty-three SZ patients (10 males) and 21 HCs (10 males)
participated in this study. All SZ patients were recruited from
Kyushu University Hospital, and they were diagnosed based
on the SCID-DSM V (First, 2002). The HC participants were
recruited from the local community in Fukuoka City, and they
and their first-degree relatives were free of Axis I psychiatric
disorders. The exclusion criteria for both groups were as follows:
(1) history of neurological illness or major head trauma that could
result in abnormal electroencephalography results; (2) history
of electroconvulsive therapy; (3) history of alcohol or drug
dependence in their lifetime; (4) history of alcohol or drug abuse
within the previous 5 years; or (5) a verbal intelligence quotient
below 75. This study received approval from the Research Ethics
Board of the Faculty of Medicine, Kyushu University (approval
number 29038) and was carried out in accordance with the latest
version of the Declaration of Helsinki. All the participants gave
informed consent before the experiment.

Four SZ patients and 3 HC participants were excluded from
data analysis because the MEG data were affected greatly by
external magnetic noise (the exclusion criteria are stated in the
description of MEG preprocessing). Finally, we employed the data
of nineteen SZ patients (9 males with a mean age of 35.9 years) and
18 HCs (7 males with a mean age of 32.2 years). All participants
were right-handed and did not have difficulty in listening to the
stimuli used in this study. The symptoms of SZ patients were
assessed by the Positive and Negative Syndrome Scale (PANSS)
(Kay et al., 1987). Eighteen out of the 19 patients were receiving
antipsychotics, with a mean daily dose equivalent to 499.12 mg
of chlorpromazine (Inada and Inagaki, 2015). The mean illness
duration in SZ patients was approximately 8.26 years. More

detailed demographic and clinical characteristics are described
in Table 1.

2.2. Stimuli and apparatus

We used four types of click-train sounds with different train
frequencies for the ASSR task. The 20, 30, 40, and 80 Hz click-train
sounds with 500-ms duration were created using a 1-ms rectangle
click sound. Each click-train sound was presented repetitively with
an interstimulus interval of 500 ms until we obtained 200 trials
with a peak amplitude less than amplitude criteria (gradiometer
amplitude >3,000 fT/cm, magnetometer amplitude >3,000 fT)
during online MEG recording. The order of employing the four
frequencies was randomized across the participants. All stimuli
were generated using a signal generator (Waveform Generator
7075, Hioki, Nagano, Japan) and presented to both ears of
the participants through inserted earphones (ER-3A, Etymotic
Research, IL, USA). The sound pressure level of these stimuli
was set to 80 dB.

The MEG signals were acquired using a 306-channel system
consisting of 204 planar-type gradiometers and 102 magnetometers
(Neuromag, Elekta, Helsinki, Finland). The MEG signals were
recorded at a sampling rate of 1 kHz with an online bandpass
filter of 0.01–330 Hz. Since the magnetometers are sensitive to
external noises, we used only the MEG signals of the gradiometers
for data analysis. Before the recording, four head position indicator
(HPI) coils were attached to the scalp, and the three fiducial points
(the nasion and the left and right auricular points) of the head,
the HPI positions, and approximately 200 head-surface points
were measured using a three-dimensional digitizer. The accurate
location of the head with regards to the sensor array was measured
by the HPI coils.

T1-weighted structural images were obtained using a three-
dimensional turbo field echo sequence using a 3T magnetic
resonance imaging (MRI) scanner (Achieva TX, Philips, Best,
Netherlands). The imaging parameters were as follows: repetition
time = 8.2 ms, echo time = 3.8 ms, flip angle = 8◦, field of
view= 24 cm× 24 cm, number of echoes= 1, matrix= 240× 240,

TABLE 1 Demographic and clinical characteristics of healthy control (HC) and schizophrenia (SZ) groups.

Schizophrenia (n = 19) Healthy control (n = 18) df t or χ2 p

Mean SD Mean SD

Age (years) 35.9 10.9 32.2 14.1 32.9 −0.58 0.57

Sex (M/F) 9/10 7/11 1 0.04 0.85

SES 3.6 1 2.2 0.7 28.3 −4.55 <0.01

Parental SES 2.4 0.85 2.9 1.2 31.9 1.58 0.12

Education years 13.8 20.6 15.1 2 33.8 1.89 0.07

PANSS positive 19.6 7.2

PANSS negative 23.2 8.8

PANSS general 44.1 17.1

Duration of illness (years) 8.3 8.9

Medication dose (CPZ equiv., mg) 499.12 299.28

The data are given as the mean± standard deviation. Socioeconomic status (SES) and Positive and Negative Syndrome Scale (PANSS) data were not available for 1 and 3 patients, respectively.
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inversion time = 1025.9 ms, number of slices = 190, and slice
thickness = 1 mm. The MR images were aligned using the
intercommissural line and the sagittal sulcus to correct head tilt. We
constructed whole-brain source space from individual MRI data
and created a boundary element model (BEM) of the brain using
FreeSurfer 7.1.1. The coregistration of the MEG and MRI data was
conducted based on the head position data obtained through the
HPI coils and 3-D digitizer.

2.3. MEG pre-processing

We employed MNE-python 0.23.01 and Python 3.9.62 to
perform MEG data analysis. To remove noise from MEG sensors,
we first applied an oversampled temporal projection to the MEG
data (Larson and Taulu, 2017). Second, we removed external noise
from the MEG data and corrected head movements using the
temporal extension of Signal-Space Separation (Nenonen et al.,
2012). Third, we applied a high-pass filter of 1 Hz and a notch
filter of 60 Hz and its harmonics (120, 180, 240, and 300 Hz) to
MEG data. Finally, we removed artifacts caused by eye movement
and electrocardiograms by applying an independent component
analysis to the filtered data.

Using the artifact-free MEG data, we created epochs with
1500 ms duration, starting at 500 ms prior to stimulus onset
and lasting for 1000 ms after stimulus-onset, separately for each
stimulus condition (20, 30, 40, or 80 Hz). The epochs were rejected
if the peak-to-peak amplitude of their waveform exceeded 5000
fT/cm. The four SZ patients and 3 HC participants were excluded
from further analysis as described above because the number of
epochs did not reach 200 in any of the four stimulus conditions.
To avoid adverse effect of difference in the number of accepted
epochs on time-frequency analysis results, 200 epochs selected from
accepted epochs for each stimulus condition were submitted to
further analysis. We also created evoked-subtracted epochs for each
stimulus condition by subtracting an averaged evoked waveform
from the waveform of each epoch.

2.4. Time-frequency analysis in source
space

We calculated time-frequency representations (PLF, PLA, and
evoked power) of ASSRs in the bilateral primary and secondary
auditory cortices for each stimulus condition. The PLF measures
the degree to which an oscillatory phase synchronizes across
trials and ranges from 0 (random distribution) to 1 (perfect
phase locking). The PLA is defined as the degree to which a
certain participant’s oscillatory phase leads or lags relative to group
(HC)-averaged phase angles of stimulus-evoked oscillations (Roach
et al., 2019b). The evoked power is the spectrotemporal power
of event-related activity. The primary and secondary auditory
cortices are considered to correspond to the anterior transverse
temporal gyrus and the planum temporale of the superior temporal

1 https://mne.tools/0.23/index.html

2 https://www.python.org/

gyrus, respectively, in the Destrieux atlas (Destrieux et al., 2010).
Therefore, we defined these regions in both hemispheres as the
regions of interest (ROIs) in this study (Figure 1).

The detailed procedure of source-level time-frequency analysis
was as follows. First, we calculated a complex representation at each
time-frequency point (time range from−500 to 1000 ms with 1 ms
steps and frequency range from 10 to 100 Hz with 1 Hz steps)
for each epoch or each evoked-subtracted epoch at each sensor by
applying a Morlet wavelet transform (σ = 7.0) to the MEG signal.
The norm of the obtained complex representation was changed
to 1. The complex representations in source space were estimated
from those in sensor space using noise-normalized minimum norm
estimation (MNE), executed with dynamic statistical parametric
mapping (dSPM) (Dale et al., 2000). For source estimation, we first
constructed the forward solution, which models the propagation
of the magnetic field from each brain region (mesh-patterned 8192
vertices were marked in the brain) to each sensor and was calculated
based on the BEM of the brain. We next computed an inverse
operator, which was used for estimation of the source-level complex
representations from each epoch or each evoked-subtracted epoch,
using the forward solution and a noise-covariance matrix calculated
from pre-stimulus period (from –400 to –100 ms) signals of epochs
or evoked-subtracted epochs.

For each vertex in source space, the averaged time-frequency
complex representation across epochs was calculated. The norms
of the averaged time-frequency complex representations were
obtained as the time-frequency PLF. The time-frequency PLA was
obtained for each vertex by re-expressing the angle of the averaged
complex representation as its difference from an expected angle at
each time-frequency point. According to Roach et al. (2019b), we
defined a group-averaged angle of the HC group as the expected
angle. To evaluate the time-frequency evoked power at each vertex
on source space, we first obtained total and induced power values
at each time-frequency point by calculating the averaged squared
absolute values of the complex representations across epochs and
evoked-subtracted epochs, respectively. The difference between the
time-frequency total and induced powers was obtained as the
time-frequency evoked power. The time-frequency PLF, PLA, and
evoked power, which were obtained in each vertex, were averaged
across vertices on each ROI. Regarding the time-frequency evoked
power, a baseline correction was applied in each frequency point
by subtracting a time-averaged evoked power in the pre-stimulus
period (from –400 to –100 ms) from the evoked power at each
time point.

2.5. Statistical analysis

The demographic variables [age, sex, socioeconomic status
(SES), and education years] were compared between the HC and
SZ groups using unpaired Welch’s t-tests or chi-square tests.

For statistical analysis of PLF and evoked power, we computed
their mean values across time-frequency ranges, ranging from
30 to 530 ms and from 5 Hz below to 5 Hz above the train
frequency for each stimulus condition. The obtained PLF and
evoked power were subjected to three-way repeated-measures
analyses of variance (rmANOVAs) with hemisphere (left/right) and
ROI (first/secondary auditory cortex) as within-subjects factors

Frontiers in Neuroscience 04 frontiersin.org67

https://doi.org/10.3389/fnins.2023.1277733
https://mne.tools/0.23/index.html
https://www.python.org/
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/


fnins-17-1277733 October 18, 2023 Time: 17:19 # 5

Nakanishi et al. 10.3389/fnins.2023.1277733

FIGURE 2

The grand average time-frequency maps of the evoked power during 80 Hz stimulation in each HC (upper line) or SZ (lower line) group for each
region of interest. From left, the columns show the maps derived from the left primary auditory cortex, the left secondary auditory cortex, the right
primary auditory cortex, and the right secondary auditory cortex. The color bar shows the values of the evoked power, in which red indicates a
higher value and blue indicates a lower value. HC, healthy control; SZ, schizophrenia; AC, auditory cortex.

and group (SZ/HC) as a between-subject factor separately for each
stimulus condition (20, 30, 40, or 80 Hz).

We conducted a statistical analysis of the PLA following the
previous study of Roach et al. (2019b). The time-averaged (200–
400 ms) PLA at a frequency that was the same as the train
frequency was obtained and converted to a z score based on the
mean and standard deviation of the HC group for each stimulus
condition, each hemisphere, and each ROI. Three-way rmANOVAs
were performed for the z scored PLA value in the same way as
statistical analyses of PLF and evoked power. The post hoc analyses
were conducted for 40 and 80 Hz conditions as follows. For the
40 Hz condition, the unpaired t-test was conducted between HC
and SZ groups on the averaged z-scale PLA across ROIs and
hemispheres. Regarding the 80 Hz PLA, two-way rmANOVAs were
conducted with group and hemisphere as factors for each ROI. In
addition, unpaired t-tests were performed between the two groups
for the z-scored PLA, separately for the left and right secondary
auditory cortices.

The optimal sensitivity and specificity of gamma-band ASSR
measures to differentiate between HC and SZ groups were
determined via receiver operating characteristic (ROC) analysis to
discuss a clinical applicability of these measures as a diagnostic
or therapeutic tool in the future. Specifically, we conducted ROC
analysis with each analysis index with a significant group difference
(averaged evoked power across ROIs and hemispheres in the 80 Hz
condition, averaged z-scale PLA across ROIs and hemispheres
in the 40 Hz condition, or averaged z-scale PLA across ROIs
in the 80 Hz condition) as a discriminant value. The ROC
curve was drawn based on a trapezoidal rule. The effect size
(Cohen’s d) was also calculated using the analysis indices used for
the ROC analysis.

The relationships of gamma-band ASSR to clinical symptoms
were examined using Spearman’s rank correlation analysis. We
calculated Spearman’s correlations between the analysis indices

with significant group differences and PANSS subscales (General,
Positive, and Negative scales).

3. Results

3.1. Demographic data

There were no significant group differences in age (t = −0.58,
p= 0.57) or sex (χ2

= 0.04, p= 0.85). The SES of the SZ group was
significantly higher than that of the HC group (t=−4.55, p< 0.01),
while there were no significant group differences in parental SES
(t = 1.58, p= 0.12) or years of education (t = 1.89, p= 0.07).

3.2. PLF and evoked power

Supplementary Figures 1, 2 show group-averaged time-
frequency PLFs and evoked powers, respectively, separately
for each stimulus condition, each hemisphere, and each ROI.
Regarding the PLF, we found neither a significant main effect of
group nor group-related interactions in any stimulus condition,
although the 80 Hz PLF was inclined to be lower in the SZ group
than in the HC group. In terms of the evoked power, we found
a significant reduction in 80 Hz evoked power in the SZ group
(Figure 2). The three-way rmANOVA revealed a significant main
effect of group (F = 4.42, p = 0.04) and no significant group-
related interactions. We further conducted an unpaired t-test on
the averaged evoked power values across ROIs and hemispheres as
a post hoc analysis and confirmed that the evoked power during
80 Hz stimulation was significantly lower for the SZ group than for
the HC group (t =−2.07, p= 0.049, Cohen’s d = 0.71) (Figure 2).
While the evoked power at 20 and 40 Hz in the left primary auditory
cortex showed a tendency to be higher and lower, respectively, in
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FIGURE 3

The time-averaged (200–400 ms) PLAs plotted on the polar coordinate of each subject and the grand average time-averaged PLA in each group (SZ
or HC) at each stimulation frequency for each stimulus condition and each region of interest. In each plot, each thin red line indicates the
time-averaged PLA of each SZ subject, each thin blue line indicates each HC subject, the thick red line indicates the grand average in the SZ group,
and the thick blue line indicates the grand average in the HC group. The numbers placed circularly indicate angles (unit: degree). Each of the 4 plots
on a horizontal line shows the plots derived at each stimulation frequency. Each column shows the plots in the same way as in Figure 2. In this
figure, the thick green lines highlight the time-averaged PLAs at the 40 Hz stimulation, emphasizing that the SZ group had significant phase lags
compared to the HC. The thick red lines highlight the time-averaged PLAs under 80 Hz stimulation in the left secondary auditory cortex,
emphasizing that the SZ group had a significant phase lead compared to the HC group. HC, healthy control; SZ, schizophrenia; AC, auditory cortex;
PLA, phase-locking angle.

the SZ group than in the HC group, no significant main effect of
group or group-related interactions was observed, except for the
80 Hz condition. The detailed results of the rmANOVAs on PLF
and evoked power can be found in Supplementary Tables 1, 2,
respectively.

3.3. PLA

Figure 3 shows the circular plots of individual PLAs at
latencies of 200–400 ms separately for each stimulus condition,
each hemisphere, and each ROI. The 40 Hz phase lags were clearly

observed for the SZ group in both the primary and secondary
auditory cortices of both hemispheres. The three-way rmANOVA
on z-scored 40 Hz PLA showed that there was a significant
main effect of group (F = 4.97, p = 0.03) with no group-related
interactions. A post-hoc t-test confirmed that the SZ group had
significantly lower values of z-scored 40 Hz PLA than the HC group
(t = −2.21, p = 0.03, Cohen’s d = 0.75). On the other hand, the
phase lead was observed on 80 Hz ASSR in the left secondary
auditory cortex in the SZ group compared to HC. In the three-
way rmANOVA on the z-scored 80 Hz PLA, we found a significant
group × hemisphere × ROI interaction (F = 6.04, p = 0.02).
The post hoc analyses revealed a significant interaction between
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FIGURE 4

The grand average time course difference of 40 Hz PLA in the SZ group for each hemisphere and each ROI compared to HC, in which the PLA in SZ
was subtracted from the PLA in HC. The thick red line in each time course indicates the time range used for statistical analysis of the PLA
(200–400 ms). HC, healthy control; SZ, schizophrenia; AC, auditory cortex; PLA, phase-locking angle; ROI, regions of interest.

group and hemisphere specifically in the secondary auditory cortex
(F = 11.08, p< 0.01), while no significant interaction was observed
in the primary auditory cortex. In the left secondary auditory
cortex, the z-scored 80 Hz PLA was significantly higher in the
SZ group than in the HC group (t = 3.04, p < 0.01, Cohen’s
d = 1.03). Conversely, there was no significant group difference
found in the right secondary auditory cortex (t =−1.54, p= 0.13).
No main effect of group or group-related interactions was observed
for the 20 Hz or 30 Hz conditions. The detailed results of the
three-way rmANOVAs and the post hoc two-way rmANOVAs
for the 80 Hz condition on the z-scored PLA are shown in
Supplementary Table 3.

Figure 4 displays the temporal profile of the 40 Hz PLA in
the SZ group separately for each hemisphere and ROI. In the SZ
group, we observed a phase delay starting at approximately 150 ms
latency, persisting for over 200 ms across all hemispheres and
ROIs. Conversely, a phase lead was observed at latencies preceding
100 ms, particularly in the primary auditory cortex. To further
explore this, we conducted an additional statistical analysis focusing
on the 30–100 ms PLA range. However, the three-way rmANOVA
did not reveal any significant main effect of group or any group-
related interactions (see Supplementary Table 4 for details). The
time course of the 80 Hz PLA in the SZ group on the left secondary
auditory cortex is also shown in Figure 5. Notably, the 80 Hz PLA in
the SZ group showed abnormal phase lead throughout most of the
ASSR stimulation, with occasional instances of phase delay around
a latency of 200 ms.

3.4. ROC analysis

We conducted ROC curve analyses to explore the discriminant
value of ASSR measures. The left panel of Figure 6 shows the
ROC curve for the averaged 80 Hz evoked power across ROIs and
hemispheres, aiming to distinguish between the HC and SZ groups.
The area under the curve (AUC) of this ROC curve was 0.74 [95%
confidence interval (CI): 0.58–0.90]. The middle and right panel
of Figure 6 shows the ROC curve for averaged z-scale 80 Hz PLA
on the left secondary auditory cortex and averaged z-scale 40 Hz
PLA across ROIs and hemispheres, respectively. The AUCs of the

FIGURE 5

The grand average time course of 80 Hz PLA in the SZ group on the
left secondary auditory cortex. The thick red line in each time
course indicates the time range used for statistical analysis of the
PLA (200–400 ms). HC, healthy control; SZ, schizophrenia; AC,
auditory cortex; PLA, phase-locking angle.

ROC curves for 80 Hz and 40 Hz PLA were 0.754 (95% CI: 0.60–
0.91) and 0.705 (95% CI: 0.53–0.88), respectively. The obtained
AUC values from 80 Hz evoked power, 40 Hz PLA, and 80 Hz PLA
indicate acceptable discrimination between the HC and SZ groups
(Hosmer et al., 2013).

3.5. Correlations of gamma-band ASSR
measures with clinical symptoms

The 80 Hz evoked power was not significantly correlated
with PANSS subscores (positive: rho = 0.34, p = 0.18; negative:
rho = −0.08, p = 0.77; general: rho = −0.03 p = 0.93). Similarly,
no significant associations were found between z-scored PLA and
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FIGURE 6

Comparison of receiver operating characteristic (ROC) curves between SZ and HC groups for 80 Hz evoked power (left), 80 Hz phase lead (middle),
and 40 Hz phase delay (right). HC, healthy control; SZ, schizophrenia; AC, auditory cortex; PLA, phase-locking angle; ROI, regions of interest.

PANSS subscales for both 40 Hz (positive: rho = 0.43, p = 0.09;
negative: rho = 0.11, p = 0.67; general: rho = 0.19, p = 0.46) and
80 Hz conditions (positive: rho = 0.06, p = 0.82, negative score:
rho=−0.07, p= 0.79, general score: rho=−0.04, p= 0.88).

4. Discussion

The present study aimed to explore potential abnormalities
in phase entrainment of low and high gamma-band ASSRs in
patients with SZ, with a particular focus on hemispheric laterality.
Our results revealed the presence of abnormal phase delay in
the bilateral auditory cortices of SZ patients during the 40 Hz
ASSR. In contrast, we observed an abnormal phase lead specifically
localized to the left secondary auditory cortex during the 80 Hz
ASSR, demonstrating higher discriminability between HC and SZ
when compared to the other indices. Our findings suggest that
left-lateralized deficits in the 80 Hz ASSR are a neurophysiological
endophenotype of SZ.

4.1. Reduced 80 Hz evoked power in SZ
patients

We detected reduced 80 Hz evoked power in SZ patients
in source space by applying MNE-dSPM to MEG data, as with
several previous MEG studies (Hamm et al., 2011; Tsuchimoto
et al., 2011). In addition, we revealed that 80 Hz evoked power
had higher discriminative power between the HC and SZ groups
than 20, 30, or 40 Hz evoked power. Therefore, 80 Hz ASSR
stimulation can be a robust tool to assess neural oscillatory deficits
in SZ. High-gamma-band activity in the brain is considered to play
critical roles in several cognitive functions, such as memory and
language processing (e.g., Gaona et al., 2011; Kucewicz et al., 2014;
Tamura and Hirano, 2023). Notably, our previous study (Tamura
and Hirano, 2023) reported that high-gamma-band activity in
the auditory cortex is closely involved with accurate processing
of speech temporal information. Therefore, it is expected that
assessing high-gamma-band activity in SZ patients would clarify

the brain mechanisms underlying their cognitive dysfunctions,
although we have to develop experimental paradigms requiring
more cognitive demand compared to the ASSR paradigm in future
studies. On the other hand, there was no group difference in 80 Hz
PLF, although sensor-level analysis in our previous study revealed
reduced evoked power and PLF at sensors surrounding auditory
cortices in SZ patients (Tsuchimoto et al., 2011). One possibility
is that this inconsistency might be attributed to the difference in
cortical distributions between evoked power and PLF on 80 Hz
ASSR. Specifically, an EEG study by Tada et al. (2021) reported
that 80 Hz evoked power was localized to the auditory cortex in
both hemispheres, while 80 Hz PLF was distributed in broad brain
regions ranging from the temporal to frontal areas.

4.2. Phase delay of the 40 Hz ASSR in SZ
patients

Similar to several previous studies (Roach et al., 2019a,b, 2022;
Yanagi et al., 2022), we successfully confirmed the presence of
a significant phase delay during 40 Hz ASSR in SZ patients.
In addition, we observed that the 40 Hz PLA exhibited greater
sensitivity to differentiate SZ compared to both 40 Hz evoked
power and PLF. This result supports the utility of the PLA as a
measure to detect gamma-band oscillatory deficits in SZ. When
examining the time course of the 40 Hz PLA, we found that, when
compared to the HC group, the SZ group showed a phase lead
prior to approximately 150 ms, followed by a phase delay after a
latency of approximately 150 ms. Notably, there were no significant
group differences observed in the early latency phase lead. It is
worth noting that the ASSR comprises two distinct components: a
transient component (0–100 ms) and a sustained component (over
150 ms), which are believed to have distinct neural mechanisms
(Ross et al., 2002; Ross and Pantev, 2004; Ding and Simon, 2009).
Therefore, we propose that the observed 40 Hz phase lead and delay
in the SZ group may indicate disruptions in both the transient and
sustained components of 40 Hz ASSR.

However, we were unable to replicate the left-lateralized 40 Hz
phase delay observed in a previous EEG study (Roach et al., 2022).
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In our study, we employed MEG with superior spatial resolution to
EEG to assess the laterality of PLA deficits in gamma-band ASSRs.
Notably, Edgar et al. (2017) practically confirmed that MEG has
an advantage in detecting hemispheric laterality in 40 Hz ASSR
compared to EEG. Our use of distributed source analysis (MNE-
dSPM) is preferable to dipole source analysis, as gamma-band PLFs
are known to originate from broad cortical sources (Tada et al.,
2021). Therefore, it is plausible that our findings regarding the
laterality of 40 Hz PLA deficits are more reliable than those of the
previous study.

4.3. Left-lateralized phase lead of the
80 Hz ASSR in SZ patients

Patients with SZ exhibited an abnormal phase lead during the
200–400 ms latencies in the 80 Hz ASR, with a larger effect size
compared to the phase delay observed in 40 Hz ASSR. This finding,
in conjunction with the results of 80 Hz evoked power, underscores
the value of utilizing 80 Hz ASSR stimulation. However, it is crucial
to note that at these latencies, not only phase lead but also phase
delay were observed in SZ. The phase angle in the high gamma-
band ASSR might exhibit temporal instability, warranting further
investigations to determine the optimal time range for assessing
abnormal phase lead in SZ.

Furthermore, it is noteworthy that the abnormal phase lead
observed in 80 Hz ASSR was specific to the left secondary auditory
cortex. Consistent with our findings, there exists a substantial
body of evidence from other studies demonstrating structural and
functional abnormalities in the auditory cortex, particularly in the
left hemisphere (Hajek et al., 1997; Kasai et al., 2003; Spencer
et al., 2009; Hirano et al., 2010, 2015, 2020; Kompus et al., 2011;
Kühn and Gallinat, 2012; Modinos et al., 2013; Shinn et al., 2013).
This suggests that left-lateralized brain dysfunction might be a
characteristic feature of SZ. Based on the hypothesis proposing that
gamma-band oscillatory activity in the left auditory cortex plays a
critical role in speech information processing with high temporal
resolution (Poeppel, 2003; Poeppel et al., 2008), it is plausible that
deficits in this activity could be linked to language dysfunction
specific to SZ (Meyer et al., 2021). In future studies, given MEG’s
remarkable temporal acuity and excellent spatial resolution, it
would be intriguing to examine gamma-band PLA deficits focusing
on subcortical areas such as the brainstem and thalamus because
they were detected as signal sources of 80 Hz ASSR (Farahani et al.,
2017, 2019).

4.4. Molecular mechanisms

As outlined in the Introduction, gamma-band oscillations are
well known to reflect reciprocal interactions between excitatory
and inhibitory neurons (E/I balance) (Bartos et al., 2007; Sohal
et al., 2009; Buzsáki and Wang, 2012). Specifically, γ-aminobutyric
acid (GABA)ergic and N-methyl-D-aspartate (NMDA) receptor
antagonists have been shown to affect stimulus-phase-locked and
non-phase-locked activities on gamma-band ASSRs (Vohs et al.,
2012; Sullivan et al., 2015; Sivarao et al., 2016; Yamazaki et al., 2020).
Nevertheless, the majority of preclinical studies have focused on
exploring molecular mechanisms associated with reduced evoked

power and PLF in the 40 Hz ASSR. As far as we know, there
have been no studies focusing on high-gamma-band ASSR and
its associated phase lead or delay. Therefore, further translational
studies investigating high gamma-band activities are warranted.

4.5. Auditory dysfunctions in SZ

Among various perceptual and cognitive deficits, early auditory
deficits play a crucial role in the pathophysiology of SZ (Javitt
and Sweet, 2015; Dondé et al., 2023). A recent conceptual
review (Dondé et al., 2023) highlights the utility of auditory
measures for treatment targets and translational biomarker
research. Alternation of gamma-band ASSR is one of the most
prominent neurophysiological markers for early auditory deficits
in SZ (Hirano and Uhlhaas, 2021; Onitsuka et al., 2022c).
In addition, the gamma-band ASSR is well-known to reflect
temporal processing ability in the auditory system (Baltus and
Herrmann, 2015; Dimitrijevic et al., 2016). As described above,
auditory-evoked high gamma-band activity in the left hemisphere
is crucial in speech-temporal information processing (Tamura and
Hirano, 2023). Thus, investigating auditory dysfunctions in SZ
using the ASSR paradigm is useful for detecting impaired auditory
temporal information processing in SZ.

4.6. Limitations

We obtained several meaningful findings concerning low-
and high-gamma-band oscillatory dysfunctions in SZ patients;
however, there are several limitations in the present study. First,
the number of participants included in each group is relatively
modest. Consequently, further studies with a larger sample size
are warranted to validate the utility of 80 Hz ASSR stimulation
and PLA measurement. Second, possibly due to the limited sample
size, we were unable to observe reduced PLF and evoked power on
40 Hz ASSR in SZ patients. Third, during the MEG recording, the
majority of patients were under antipsychotic medication, which
leaves the possibility of antipsychotic influence on our reported
results, although significant correlations of gamma-band ASSR
measures with CPZ equivalent dose were not observed (40 Hz
PLA: rho = 0.07, p = 0.79; 80 Hz evoked power: rho = −0.17,
p = 0.50; 80 Hz PLA: rho = 0.06, p = 0.80). It is necessary to
conduct additional research targeting untreated drug-free patients
in future studies to evaluate 80 Hz ASSR and PLA with the
effects of antipsychotic medication eliminated. Fourth, aberrant
observations of the 80 Hz ASSR and PLA in SZ, as revealed from
our investigation, currently lack clarity regarding their disease
specificity. Consequently, prospective validation will necessitate the
execution of large-scale cross-disease EEG or MEG investigations.
Fifth, while our present study predominantly focused on analyzing
the auditory cortex due to our implementation of a passive listening
task that primarily engages early sensory functions, it would be
crucial to investigate the ASSR in other areas by adapting tasks
such as the attentional modulation paradigm that requires higher-
order cognitive processes in future studies. Sixth, while assessing
the dynamic time-course of PLA to detect abnormal entrainment
is crucial, our technical constraints hindered us from employing a
statistical approach that could retain temporal information within
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circular data. The emergence of analytical methods that take into
account the dynamic time-course of PLA is anticipated. Last, we
could not find a clear relationship between the gamma-band PLA
measure and clinical symptoms, consistent with previous studies
examining gamma-band PLA in SZ. We speculate that abnormal
gamma-band phase lead or delay may serve as a trait marker rather
than a state marker.

5. Conclusion

Considering the prominent phase-lead abnormality of the
80 Hz ASSR, which demonstrated the highest discriminative power
between HC and SZ, we propose that a comprehensive investigation
of PLA during the 80 Hz ASSR paradigm holds significant
promise as a robust candidate for identifying neurophysiological
endophenotypes associated with SZ. Moreover, the prominent left-
hemisphere phase lead observed in the deficits of 80 Hz PLA aligns
with numerous prior studies, which have consistently proposed that
SZ is characterized by left-lateralized brain dysfunctions. To further
explore whether this measure is a promising endophenotype related
to the onset, the robustness of our findings ought to be confirmed
through longitudinal investigations involving a larger sample size
of first-episode SZ. Notably, to enhance the elucidation of its neural
dynamics, the utilization of distributed source analysis alongside
MEG data would facilitate the comprehensive exploration of
gamma-band oscillatory functions across cerebral regions.
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Prefrontal cortex functional 
connectivity changes during 
verbal fluency test in adults with 
short-term insomnia disorder: a 
functional near-infrared 
spectroscopy study
Peirong Wu 1, Chaowen Wang 2, Mindong Wei 2, Yijiang Li 3, 
Yuan Xue 2, Xinrong Li 1, Jianfan Jiang 1, Yinuo Bi 2, Jian Dai 4 and 
Wenyu Jiang 1*
1 Department of Neurological Rehabilitation, Jiangbin Hospital of Guangxi Zhuang Autonomous Region, 
Nanning, China, 2 Cognitive Rehabilitation Center, Jiangbin Hospital of Guangxi Zhuang Autonomous 
Region, Nanning, China, 3 Faculty of Science and Engineering, University of Nottingham Ningbo, 
Ningbo, China, 4 Department of Clinical Psychology, Jiangbin Hospital of Guangxi Zhuang Autonomous 
Region, Nanning, China

Background: Individuals suffering from short-term insomnia disorder (SID) 
experience difficulties in falling or staying asleep, often leading to daytime fatigue 
and impaired concentration. However, the underlying mechanisms of SID remain 
unclear. This study aims to investigate the alterations in brain activation patterns 
and functional connectivity in patients with SID.

Methods: The study enrolled a total of 31 adults diagnosed with SID and 31 healthy 
controls (HC). Functional near-infrared spectroscopy (fNIRS) was utilized to assess 
the concentrations of oxyhemoglobin (Oxy-Hb) and functional connectivity in 
the prefrontal cortex of each participant while performing the verbal fluency test 
(VFT) task.

Results: In the VFT task, no significant difference was found between the 
SID group and the HC group in terms of integral values, centroid values, and 
mean Oxy-Hb variations. These findings suggest that both groups exhibit 
similar hemodynamic responses. However, the functional connectivity analysis 
revealed significant differences in inter-channel connectivity strength between 
the two groups. The SID group showed significantly lower average inter-channel 
connectivity strength compared to the HC group. Moreover, six channel pairs 
(right frontopolar cortex – left frontopolar cortex, left orbitofrontal cortex – 
left temporopolar cortex, left temporopolar cortex – left frontopolar cortex, 
left frontopolar cortex-Ch38, left frontopolar cortex – right pre-motor and 
supplementary motor cortex, and left frontopolar cortex – right dorsolateral 
prefrontal cortex) exhibited significantly higher connectivity strength in the 
HC group compared to the SID group (FDR corrected, p  < 0.05). Specifically, 
channel 27 exhibited the highest frequency of significant connectivity across 
different channel pairs, occurring five times in total. The channel pair Ch27-
Ch39, representing left frontopolar cortex and right dorsolateral prefrontal 
cortex, exhibited a negative correlation with PSQI scores (r = −0.422, p  = 0.018).

Conclusion: Our findings suggest that patients with SID may exhibit altered brain 
connectivity during the VFT task, as measured by fNIRS. These results provide 
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valuable insights into the functional brain differences associated with SID. Further 
research is needed to validate and expand upon these findings.

KEYWORDS

functional near-infrared spectroscopy, short-term insomnia disorder, verbal fluency 
test, functional connectivity, prefrontal cortex

1. Introduction

According to a White paper on healthy sleep published on the 
internet in 2023, over 60% of the Chinese population suffers from 
sleep-related issues. Insufficient sleep has been associated with 
memory decline, weakened immunity, negative emotions, and 
increased risk of endocrine disorders and cardiovascular diseases (Bin 
Heyat et  al., 2021). Insomnia, a prevalent sleep disorder, is 
characterized by difficulties falling asleep, sleep maintenance 
problems, early waking, and impaired daytime functioning (Patel 
et al., 2018). Short-term insomnia disorder (SID) is diagnosed when 
symptoms persist for less than 3 months (Vargas et  al., 2020). 
Approximately 27% of the population experiences SID annually, with 
about 72% recovering without any treatment. However, a subset of 
people with persistent symptoms progress to chronic insomnia 
disorder (CID; LeBlanc et al., 2009). Despite sharing similar clinical 
symptoms, SID and CID exhibit distinct pathophysiological bases and 
clinical characteristics, such as etiology, incidence, symptom severity. 
While SID arises from acute hyperarousal, CID is more likely due to 
prolonged exposure to hyperarousal and poor sleep patterns, leading 
to a “conditioned” arousal (Vargas et al., 2020). Thus, SID and CID 
should not be considered different stages of a single disease, and CID 
should not be solely explained by a single pattern of hyperarousal. 
Therefore, studying SID contributes to a deeper understanding of its 
unique pathophysiological basis and clinical characteristics, in order 
to provide more individualized and effective interventions for this 
condition, and to avoid simply regarding SID as an early stage of CID, 
thus offering better treatment and management strategies for patients.

Investigators are increasingly focusing on the neuropathological 
mechanism of insomnia and tailoring clinical treatments accordingly. 
Neuroimaging studies have demonstrated that the prefrontal cortex 
(PFC) as a critical brain region involved sleep regulation and 
maintenance (Perrier et al., 2015; Anastasiades et al., 2022). The PFC 
becomes progressively deactivated during the transition from 
wakefulness to non-rapid eyes movement (NREM) sleep, and this 
deactivation intensifies with deeper NREM sleep, subsequently 
reactivating during sleep (Muzur et  al., 2002). Moreover, sleep 
deprivation has been found to impair brain network function in the 
PFC, highlighting its vulnerability to insomnia (Mukli et al., 2021). 
Previous neuroimaging studies have shown that individuals with 
primary insomnia exhibit the following: (1) increased overall brain 
metabolism during wakefulness and sleep (Nofzinger et al., 2004), (2) 
decreased relative metabolism in the PFC compared to other brain 
region during wakefulness (Nofzinger et al., 2004), and (3) reduced 
PFC response during verbal fluency test (VFT) task compared to 
healthy individuals (Gong et al., 2022).

The VFT task is a widely utilized assessment tool for evaluating 
language and executive control abilities in individuals with 

neurological and psychiatric disorders (Xu et al., 2023). These abilities 
are closely linked to fundamental cognitive functions such as working 
memory, motivation, and attention. Published NIRS studies have 
demonstrated that patients with CID exhibit abnormal prefrontal 
activation during the VFT task (Sun et al., 2017; Gong et al., 2022). 
Based on this evidence, it is logical to hypothesize that the cognitive 
decline observed in individuals with insomnia is associated with 
dysfunction in the prefrontal cortex (PFC). Consequently, the 
integration of NIRS and the VFT task allows for the assessment of PFC 
function and identification of cognitive impairment in individuals 
with insomnia.

However, the majority of research conducted on insomnia thus far 
has primarily focused on patients with CID, whereas less attention has 
been directed towards SID and its underlying mechanisms remain 
unclear. In recent years, functional near-infrared spectroscopy 
(fNIRS), a non-invasive optical imaging technique used to monitor 
cerebral cortex oxygenation and dynamics, has been extensively 
employed to observe brain activity patterns in various diseases, 
leading to a better understanding of the mechanisms underlying 
neuropsychiatric impairments. Compared to other neuroimaging 
methods, fNIRS offers the advantages of portability, cost-effectiveness, 
and relative insensitivity to movement, making it suitable for assessing 
brain activity in different environments. By utilizing fNIRS to evaluate 
of PFC activity in individuals suffering from SID, it may be possible 
to explore the underlying mechanisms of SID and provide valuable 
insights for clinical interventions.

The present study aims to utilize fNIRS to investigate the changes 
in PFC activation and functional connectivity in patients with SID 
during a verbal fluency test (VFT) task. Additionally, the study seeks 
to explore the relationship between these alterations and impaired 
sleep quality.

2. Materials and methods

2.1. Participants

For this research, a total of 31 patients with SID and 31 gender-, 
age-and education-matched healthy controls (HC) were recruited 
from the community. The sleep quality of all participants in the past 
month was assessed using the Pittsburgh Sleep Quality Index (PSQI). 
Cognitive status was evaluated using the Montreal Cognitive 
Assessment (MoCA), while anxiety and depression levels were 
measured using the Hamilton Anxiety Rating Scale (HAMA) and 
Hamilton Depression Rating Scale (HAMD24), respectively.

The inclusion criteria for the SID group were as follows: (1) 
meeting the diagnostic criteria of short-term insomnia disorder 
outlined in third edition of the International Classification of Sleep 
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Disorders (ICSD-3; Medicine AAoS, 2014), with insomnia occurring 
at least 3 days per week for a duration of 1 week to 3 months; (2) PSQI 
score > 7 (Buysse et  al., 1989); (3) MoCA score > 26; (4) right-
handedness. The exclusion criteria included: (1) taking 
neuropsychiatric drugs within past 3 months; (2) presence of cognitive 
impairment, emotional disorders, neuropsychiatric disorders, or any 
serious physical illnesses. Control volunteers with similar social 
backgrounds and PSQI scores ≤7 were enrolled, except for left-
handers and individuals with neurological or psychiatric illnesses.

The study protocol was approved by the Ethics Committee of 
Jiangbin Hospital of Guangxi Zhuang Autonomous Region. All 
individuals involved in the study were fully informed about the study 
and provided written informed consent.

2.2. Verbal fluency test

The verbal fluency test (VFT) task was conducted to elicit the 
cerebral cortex activation. The entire test was conducted in a quiet and 
comfortable environment. Prior to initiating the formal test, all 
participants were provided with detailed instructions regarding the 
task procedure and were given an opportunity to practice. The VFT 
task consisted of three consecutive trials: a 30-s pre-task baseline, a 
60-s task period, and a 70-s post-task baseline (as illustrated in 
Figure 1A). During the pre-task baseline, participants were instructed 
to repeatedly count from 1 to 5. In the task period, participants were 
required to generate as many words as possible using the Chinese 
characters “白” (representing white), “北” (representing north), and 
“大” (representing big). Lastly, during the post-task baseline, 
participants again repeated the act of counting from 1 to 5 repeatedly. 
To prevent periods of silence, the given three characters were changed 

every 20 s during the 60-s task period. The total number of correct 
words generated was recorded as a measure of task performance.

2.3. NIRS measurement

The changes in hemoglobin (Hb) concentration were measured 
using a multi-channel NIRS instrument (NirScan-6000C, Danyang 
Huichuang Medical Equipment Co., Ltd., China) that utilized laser 
diodes emitting two wavelengths (730 and 850 nm) during the VFT 
task. The sampling frequency was set at 11 Hz. A total of 31 probes 
(comprising 15 sources and 16 detectors) were positioned at a fixed 
distance of 3 cm. The placement of these probes followed the 10/20 
international electrode placement system, with the FPz channel 
serving as the center of detector D3, and the lowest probes positioned 
along the Fp1-Fp2 line. Each pair of sources and detectors formed a 
channel, allowing for the observation of hemoglobin concentration 
information at a depth of 2–3 cm beneath the scalp. A total of 48 
channels were created, symmetrically distributed across the bilateral 
PFC and temporal cortex of each participant (Figures  1B,C). The 
channels and corresponding brain areas are detailed in 
Supplementary Table 1.

2.4. Data processing and analysis

The processing of near-infrared spectroscopy data was conducted 
using NirSpark software (Huichuang, China), which has been used in 
previous research (Li et al., 2020). Preprocessing steps involved an 
initial inspection of the raw data by an expert to identify and discard 
poor-quality signals. Participants with more than five bad channels 

FIGURE 1

fNIRS data acquisition. (A) The task procedure of verbal fluency test (VFT). (B) Measurement points of the 48-channel NIRS system. Red and blue circles 
represent light source and detector, respectively. Gray squares represent the location of each probes pair (channel). (C) Three-dimensional detection 
regions of 48 channels. L, left; R, right.
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were excluded from further analysis. Motion artifacts were addressed 
using a spline interpolation algorithm, a commonly employed method 
for correcting localized artifacts. Motion artifacts typically manifest as 
sudden jumps or cliff-like changes caused by the relative displacement 
of the scalp and the probe (Sutoko et al., 2020). Physiological noise, 
such as respiration, cardiac activity, and low-frequency signal drift, 
were mitigated through band-pass filtering set between 0.01 and 
0.1 Hz. The modified Beer–Lambert law was employed to calculate 
relative changes in both oxygenated hemoglobin (Oxy-Hb) and 
deoxygenated hemoglobin (Deoxy-Hb) concentrations (Xia et  al., 
2022). Among the two, Oxy-Hb has a higher signal-to-noise ratio and 
was analyzed as the primary index for observing hemodynamic 
changes (Hoshi et al., 2001).

The start time of the VFT task period was set as “0 s,” and the 
hemodynamic response function (HRF) was defined with an initial 
time of −10 s and an end time of 115 s (Liu et al., 2022). Specifically, 
“−10–0 s” represented the pre-baseline state, while “0–60s” 
corresponded to the duration of the block paradigm, and “60–115 s” 
represented the post-baseline period. For each channel, the integral 
value and centroid value were calculated to capture the time-course 
changes and quantitatively describe the waveform characteristics of 
the NIRS signal. The integral value indicated the magnitude of the 
signal changes during the 60s task period, while the centroid value 
represented the time point corresponding to half of the area under the 
positive change curve of the NIRS spectrum for the entire task period 
(from −10 to 115 s). Additionally, the average change in Oxy-Hb was 
analyzed for each channel during the 60s task period. By calculated 
hemoglobin concentration across all channels for each participant, 
we obtained the average hemoglobin concentration at the group level. 
Moreover, functional connectivity (FC) values were derived through 
Pearson correlation analysis of the time series data for each channel 
pair. And then Fisher’s r-to-z transformation was conducted for 
improving the normality (Li et al., 2023). This produced a correlation 
matrix of dimensions 48 × 48 for each participant.

2.5. Statistics analysis

Clinical data, neuropsychological test scores and VFT 
performance were analyzed using SPSS 17.0 (SPSS Inc., Chicago, IL, 
USA). Initially, the Kolmogorov–Smirnov test was employed to 
ascertain the normality of the quantitative data. Subsequently, inter-
group comparisons were carried out based on the distribution of data: 
data that followed a normal distribution underwent statistical analysis 
using independent t-tests, while data with a non-normal distribution 
were assessed using the Mann–Whitney U test. The gender variable, 
treated as binary, was evaluated using the chi-squared test. Statistical 
significance was defined as p < 0.05.

The Near-infrared spectroscopy data was analyzed using NirSpark 
software. GraphPad Prism 8.0, BrainNetViewer and Photoshop CS6 
were used for generating figures. A two-sample t-test was applied to 
compare the hemodynamic changes and FC values between the two 
groups, aiming to identify patterns brain activation and connection. 
False discovery rate (FDR) correction was applied to the fNIRS data. 
Statistical significance was defined as p < 0.05. Additionally, the mean 
Oxy-Hb changes or mean FC values were extracted from channels that 
exhibited statistical differences, and correlation analysis with PSQI 
scores was performed using Pearson’s method.

3. Results

3.1. Demographic and clinical 
characteristics

No significant difference was found in age, gender, years of 
education, VFT performance and MoCA total scores between the SID 
group and HC group (p > 0.05). However, the SID group exhibited 
significantly higher PSQI scores compared to the HC group (p < 0.05). 
Although the HAMA and HAMD scores of the SID group were also 
significantly higher than those of the HC group (p < 0.05), it is 
noteworthy that neither group met the criteria for clinical diagnosis 
of anxiety or depression. Please refer to Table 1 for a comprehensive 
summary of these findings.

3.2. Hemodynamic response during the 
VFT task

During the VFT task, no significant difference was observed in the 
integral values, centroid values or mean Oxy-Hb changes between the 
two groups (p > 0.05, FDR corrected).

Through FC analysis, two oxy-Hb correlation matrix maps were 
obtained for the SID group and HC group (Figures 2A,B). The mean 
strength of channel-to-channel connectivity was found to 
be significantly lower in the SID group compared to the HC group 
(0.217 ± 0.125 vs. 0.297 ± 0.142, p < 0.0001; Figure 2C). Furthermore, 
as shown in Figure 2D, the SID group exhibited significantly decreased 
FC strength in six pairs of channels compared to the HC group: 
Ch8-Ch27, Ch11-Ch14, Ch14-Ch27, Ch27-Ch38, Ch27-Ch39, and 
Ch27-Ch41 (p < 0.05, FDR corrected). Notably, channel 27 
(corresponding to the left frontopolar cortex) appeared most 
frequently (5 times) in the channels displaying differential 
connectivity. Conversely, no channel pair with significantly higher 
connectivity was observed in the SID group. Please refer to Table 2 for 
detailed information regarding the differential channel pairs and their 
corresponding brain regions.

TABLE 1 Comparison of clinical data and neuropsychological scores 
between the two groups.

Characteristics SID group HC group p value

Gender (M/F) 12/19 15/16 0.609a

Age (years) 43.74 ± 15.61 43.19 ± 14.91 0.888

Education (years) 12.23 ± 3.47 11.63 ± 3.54 0.510

Duration (months) 1.88 ± 0.69 / /

VFT performance 8.42 ± 2.23 9.26 ± 2.14 0.137

PSQI scores 10.03 ± 1.97 4.42 ± 2.14 <0.001

MoCA total scores 27.71 ± 1.37 27.84 ± 1.34 0.710

HAMA scores 1.13 ± 1.28 0.55 ± 0.85 0.040

HAMD24 scores 1.74 ± 1.63 0.48 ± 0.85 <0.001

SID, short-term insomnia disorder; HC, heathy control; VFT, verbal fluency test; PSQI, 
Pitsburgh sleep quality index; MoCA, Montreal Cognitive Assessment; HAMA, Hamilton 
Anxiety Rating Scale; HAMD24, Hamilton Depression Rating Scale. p < 0.05 indicates 
statistical significance. aχ2 test for sex (n). Independent t-test for the other data (means ± SD).
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3.3. Correlations with clinical 
characteristics

The FC values of the differential channel pairs for each 
participant were extracted and subjected to a Pearson correlation 
analysis with PSQI scores. As shown in Figure 3, the channel pair 
Ch27-Ch39, representing the left frontopolar cortex (LFPC) and 
right dorsolateral prefrontal cortex (RDPFC), exhibited a 
significant negative correlation with PSQI scores (r = −0.422, 
p = 0.018). This finding suggested that decreased connectivity 

between the LFPC and the RDPFC is associated with higher PSQI 
scores and poorer sleep quality.

4. Discussion

In order to unravel the pathophysiological mechanisms 
underlying short-term insomnia disorder, the present study utilized 
fNIRS to investigate the hemodynamic response and functional 
connectivity characteristics in the prefrontal cortex of patients with 

FIGURE 2

Functional connectivity between two groups. (A,B) The average functional connectivity strength of 48 channels in HC group and SID group, 
respectively. (C) Comparisons of mean connectivity strength of 48 channels between two groups. (D) Six channel pairs had significantly higher 
connectivity in HC group than SID group (FDR corrected p  <  0.05). HC, healthy control; SID, short-term insomnia disorder. ****p  <  0.0001.

TABLE 2 Channel pairs with significant differences in connectivity strength between groups (mean  ±  SD).

Channel pairs Brain regions Connectivity strength t p (FDR corrected)

SID group HC group

Ch8-Ch27 RFPC-LFPC 0.15 ± 0.39 0.52 ± 0.34 3.968 0.044

Ch11-Ch14 LOFC-LTPC −0.02 ± 0.35 0.34 ± 0.35 4.136 0.044

Ch14-Ch27 LTPC-LFPC 0.01 ± 0.37 0.37 ± 0.34 3.908 0.044

Ch27-Ch38 LFPC-RPMC/SMA 0.03 ± 0.43 0.50 ± 0.32 4.923 0.007

Ch27-Ch39 LFPC-RDPFC 0.22 ± 0.34 0.52 ± 0.26 3.964 0.044

Ch27-Ch41 LFPC-RDPFC 0.18 ± 0.40 0.54 ± 0.31 3.946 0.044

SD, standard deviation; SID, short-term insomnia disorder; HC, healthy control; RFPC, right frontopolar cortex; LFPC, left frontopolar cortex; LOFC, left orbitofrontal cortex; LTPC, left 
temporopolar cortex; RPMC/SMA, right pre-motor and supplementary motor cortex; RDPFC, right dorsolateral prefrontal cortex; FDR, false discovery rate.

80

https://doi.org/10.3389/fnins.2023.1277690
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org


Wu et al. 10.3389/fnins.2023.1277690

Frontiers in Neuroscience 06 frontiersin.org

SID during VFT task. Furthermore, we  observed whether these 
changes were correlated with poor sleep quality. To our knowledge, 
this study represents the first report to employ fNIRS combined with 
a cognitive task in the SID patients.

No significant differences in terms of integral values, centroid 
values, and mean Oxy-Hb variations were found between the SID 
group and the HC group in the VFT task, suggesting similar 
hemodynamic responses in both groups. However, our findings 
contrast with those of a previous study that reported significantly 
hypoactivated frontopolar cortex and right dorsolateral prefrontal 
cortex in individuals with chronic insomnia during the VFT task 
(Gong et al., 2022). This disparity may be attributed to variations in 
the severity of insomnia symptoms (as measured by PSQI scores: 
16.1 ± 2.4 vs. 10.03 ± 1.97) and the duration of insomnia 
(25.4 ± 23.2 months vs. 1.88 ± 0.69 months) within the populations 
under investigation. This could be  due to the fact that SID has a 
relatively smaller impact on brain activation patterns compared to 
chronic insomnia, which likely accounts for the similar performance 
of individuals with SID and healthy controls during the VFT task.

Insomnia has been recognized as a disorder associated with 
abnormal brain network connectivity (Nardone et al., 2020). Through 
functional connectivity analysis, we observed a notable decrease in 
connection strength between the left frontopolar cortex (LFPC) and 
several other brain regions in patients with SID. These regions include 
the right frontopolar cortex (RFPC), left temporopolar cortex (LTPC), 
right pre-motor and supplementary motor cortex (RPMC/SMA), and 
right dorsolateral prefrontal cortex (RDPFC). Similar to our research 
findings, Mukli et al. (2021) utilized fNIRS technology to investigate 
changes in prefrontal functional brain networks in 10 healthy young 
males following sleep deprivation, and reported a significant decrease 
in the number of functional connections in the overall network 
response. Additional investigations conducted using fNIRS (Bu et al., 
2017), functional magnetic resonance imaging (fMRI; Wang et al., 
2022) and electroencephalography (EEG; Verweij et al., 2014) have 
also reported diminished connectivity in the prefrontal cortex after 
sleep deprivation. These findings suggest that even short-term sleep 
disorder can exert adverse effects on the synchronized interactions 
among brain regions. The dorsolateral prefrontal cortex is a crucial 

region for maintaining working memory and executive function 
(Vartanian et al., 2014). The RPMC/SMA and temporopolar cortex 
also play a crucial role in executive function (Xu et al., 2020; Godefroy 
et  al., 2023). The functional connectivity abnormalities in these 
regions may indicate cognitive decline. In turn, it is possible that one 
of the functions of sleep is to autonomously regulate the connectivity 
of the prefrontal brain network, thereby optimizing 
cognitive performance.

Evidence derived from studies conducted on non-human primates 
suggests that the FPC possesses various outgoing connections, such as 
those with the cingulate gyrus and superior temporal gyrus, as well as 
incoming connections from regions like the amygdala, thalamus, and 
basal forebrain (Petrides and Pandya, 2007; Burman et  al., 2011). 
These connections provide support for the proposition that the FPC 
serves as a vital hub for integrating cognitive processes across multiple 
domains. In this study, we observed notable reduction in connectivity 
between the FPC and the other brain regions in SID patients. This 
finding suggest that lack of sleep may disrupt the functional network 
of the FPC, potentially leading to difficulties in maintaining normal 
cognitive activities.

Furthermore, our study revealed a negative correlation between 
FC values of the LFPC and the RDPFC with PSQI scores. This suggests 
that decreased connectivity between the LFPC and the RDPFC is 
associated with poorer sleep quality. Consistent with previous 
findings, patients with SID exhibit reduced activation in the FPC and 
the RDPFC during verbal fluency tasks, indicating a potential 
relationship between dysfunction in these regions and sleep disorders. 
Additionally, Hermesdorf et al. (2021) has observed that arousal might 
interfere with the transition to quiet slow-wave sleep and lead to a 
reduction in the volume of gray matter in the FPC. Therefore, it is 
plausible that the FPC not only plays a role in cognitive processes but 
also is involved in sleep maintenance.

The RDPFC has also been implicated in regulating normal sleep 
patterns. Jiang et al. (2013) used low-frequency repetitive transcranial 
magnetic stimulation (rTMS) to stimulate the dorsolateral prefrontal 
cortex (DLPFC) in the treatment of patients with SID and found 
significant improvements in stage III sleep and REM sleep cycles. One 
possible mechanism is that low-frequency rTMS stimulation of the 
DLPFC promotes the secretion of melatonin, brain serotonin, and 
norepinephrine, thereby maintaining normal sleep–wake cycles. 
We hypothesize that the decline in functional connectivity between 
the FPC and the RDPFC may lead to a reduction in reduced secretion 
of sleep-regulating hormones, ultimately resulting in the 
overactivation of the hypothalamic–pituitary–adrenal (HPA) and 
hypothalamic–pituitary-thyroid (HPT) axes, consequently causing a 
hyperarousal state in insomnia patients. Restoring this abnormal 
functional connection may help decrease arousal levels, improve sleep 
quality, and enhance daytime functioning. However, further 
investigation is required to determine the precise mechanisms through 
which these abnormal functional connectivity patterns contribute to 
sleep disorders.

This study utilizes fNIRS technology to evaluate the prefrontal 
cortex function in individuals diagnosed with SID, aiming to obtain a 
more comprehensive comprehension of the neural mechanisms and 
biomarkers implicated in insomnia. The utilization of fNIRS offers 
valuable insights into the underlying pathophysiological processes 
associated with insomnia, thereby facilitating the development of 
more precise and dependable diagnostic and assessment tools. The 

FIGURE 3

Correlation analysis between channel pair Ch27-Ch39 functional 
connectivity values and PSQI scores in short-term insomnia disorder 
group. FC, functional connectivity; Ch, channel; PSQI, Pitsburgh 
sleep quality index.
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abnormal prefrontal pathways identified in this study could potentially 
serve as new targets for further transcranial stimulation treatments. 
Future research could validate the effectiveness of these new targets, 
providing information for the development of personalized 
treatment approaches.

4.1. Limitations

Several limitations in our study should be acknowledged. Firstly, 
participant selection was solely based on subjective questionnaires, 
which may have introduced bias, as objective parameters such as 
polysomnography data were not included. Secondly, the absence of 
significant differences in brain activation patterns between the two 
groups may be attributed to the small sample size. Thus, future studies 
should consider expanding the sample size to enhance the robustness 
of our findings. Thirdly, it is important to note that fNIRS technology 
only measures cortical activity on the surface and is unable to detect 
subcortical structures that are beyond the reach of near-infrared light. 
Hence, combining fNIRS with complementary imaging techniques 
such as EEG and MRI would improve both the temporal and spatial 
resolution of our investigations. Fourthly, considering that SID may 
impact multiple cognitive domains, it would be beneficial to include 
other assessments in addition to the VFT task in future studies to 
achieve a more comprehensive cognitive evaluation.

5. Conclusion

Patients with short-term insomnia disorder showed aberrant 
functional connectivity pattern in the prefrontal cortex during VFT 
task. Notably, the disruption in connectivity strength between the 
LFPC and the RDPFC was found to be significantly correlated with 
the severity of sleep disturbances. By employing fNIRS technology, it 
becomes possible to detect and diagnose individuals with SID at an 
early stage, thereby mitigating the risk of disease progression effectively.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The studies involving humans were approved by Ethics Committee 
of Jiangbin Hospital of Guangxi Zhuang Autonomous Region. The 
studies were conducted in accordance with the local legislation and 
institutional requirements. Written informed consent for participation 
in this study was provided by the participants’ legal guardians/
next of kin.

Author contributions

PW: Conceptualization, Formal analysis, Methodology, 
Visualization, Writing – original draft. CW: Data curation, 
Investigation, Writing – original draft. MW: Data curation, 
Investigation, Writing – original draft. YL: Methodology, Software, 
Writing – original draft. YX: Data curation, Investigation, Writing – 
original draft. XL: Resources, Writing – original draft. JJ: Writing – 
original draft, Resources. YB: Investigation, Software, Writing – 
original draft. JD: Writing – review & editing, Resources. WJ: 
Conceptualization, Funding acquisition, Writing – review & editing.

Funding

The author(s) declare financial support was received for the 
research, authorship, and/or publication of this article. The study was 
supported by the grant from the Guangxi Medical and Health 
Foundation for Development and Application of Appropriate 
Technology (grant no. S2018092), the Guangxi science and 
Technology Base and special talents (Guike AD20238075), and the 
Nanning Qingxiu District Science and Technology Plan Project (grant 
no. 2018037).

Acknowledgments

We appreciate the assistance provided by Ying Zhao in 
data analysis.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fnins.2023.1277690/
full#supplementary-material

References
Anastasiades, P. G., de Vivo, L., Bellesi, M., and Jones, M. W. (2022). Adolescent sleep 

and the foundations of prefrontal cortical development and dysfunction. Prog. Neurobiol. 
218:102338. doi: 10.1016/j.pneurobio.2022.102338

Bin Heyat, M. B., Akhtar, F., Ansari, M. A., Khan, A., Alkahtani, F., Khan, H., et al. 
(2021). Progress in detection of insomnia sleep disorder: a comprehensive review. Curr. 
Drug Targets 22, 672–684. doi: 10.2174/1389450121666201027125828

82

https://doi.org/10.3389/fnins.2023.1277690
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/fnins.2023.1277690/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fnins.2023.1277690/full#supplementary-material
https://doi.org/10.1016/j.pneurobio.2022.102338
https://doi.org/10.2174/1389450121666201027125828


Wu et al. 10.3389/fnins.2023.1277690

Frontiers in Neuroscience 08 frontiersin.org

Bu, L., Zhang, M., Li, J., Li, F., Liu, H., and Li, Z. (2017). Effects of sleep deprivation 
on phase synchronization as assessed by wavelet phase coherence analysis of prefrontal 
tissue oxyhemoglobin signals. PLoS One 12:e0169279. doi: 10.1371/journal.
pone.0169279

Burman, K. J., Reser, D. H., Richardson, K. E., Gaulke, H., Worthy, K. H., and 
Rosa, M. G. (2011). Subcortical projections to the frontal pole in the marmoset monkey. 
Eur. J. Neurosci. 34, 303–319. doi: 10.1111/j.1460-9568.2011.07744.x

Buysse, D. J., Reynolds, C. F. 3rd, Monk, T. H., Berman, S. R., and Kupfer, D. J. (1989). 
The Pittsburgh sleep quality index: a new instrument for psychiatric practice and 
research. Psychiatry Res. 28, 193–213. doi: 10.1016/0165-1781(89)90047-4

Godefroy, O., Aarabi, A., Dorchies, F., Barbay, M., Andriuta, D., Diouf, M., et al. 
(2023). Functional architecture of executive processes: evidence from verbal fluency and 
lesion mapping in stroke patients. Cortex 164, 129–143. doi: 10.1016/j.cortex.2023.03.013

Gong, H., Sun, H., Ma, Y., Tan, Y., Cui, M., Luo, M., et al. (2022). Prefrontal brain 
function in patients with chronic insomnia disorder: a pilot functional near-infrared 
spectroscopy study. Front. Neurol. 13:985988. doi: 10.3389/fneur.2022.985988

Hermesdorf, M., Szentkiralyi, A., Teismann, H., Teismann, I., Young, P., and Berger, K. 
(2021). Sleep characteristics, cognitive performance, and gray matter volume: findings 
from the BiDirect study. Sleep 44:zsaa209. doi: 10.1093/sleep/zsaa209

Hoshi, Y., Kobayashi, N., and Tamura, M. (2001). Interpretation of near-infrared 
spectroscopy signals: a study with a newly developed perfused rat brain model. J. Appl. 
Physiol. 90, 1657–1662. doi: 10.1152/jappl.2001.90.5.1657

Jiang, C. G., Zhang, T., Yue, F. G., Yi, M. L., and Gao, D. (2013). Efficacy of repetitive 
transcranial magnetic stimulation in the treatment of patients with chronic primary 
insomnia. Cell Biochem. Biophys. 67, 169–173. doi: 10.1007/s12013-013-9529-4

LeBlanc, M., Mérette, C., Savard, J., Ivers, H., Baillargeon, L., and Morin, C. M. (2009). 
Incidence and risk factors of insomnia in a population-based sample. Sleep 32, 
1027–1037. doi: 10.1093/sleep/32.8.1027

Li, Q., Feng, J., Guo, J., Wang, Z., Li, P., Liu, H., et al. (2020). Effects of the multisensory 
rehabilitation product for home-based hand training after stroke on cortical activation 
by using NIRS methods. Neurosci. Lett. 717:134682. doi: 10.1016/j.neulet.2019.134682

Li, H., Fu, X., Lu, L., Guo, H., Yang, W., Guo, K., et al. (2023). Upper limb intelligent 
feedback robot training significantly activates the cerebral cortex and promotes the 
functional connectivity of the cerebral cortex in patients with stroke: a functional near-
infrared spectroscopy study. Front. Neurol. 14:1042254. doi: 10.3389/fneur.2023.1042254

Liu, X., Cheng, F., Hu, S., Wang, B., Hu, C., Zhu, Z., et al. (2022). Cortical activation 
and functional connectivity during the verbal fluency task for adolescent-onset 
depression: a multi-channel NIRS study. J. Psychiatr. Res. 147, 254–261. doi: 10.1016/j.
jpsychires.2022.01.040

Medicine AAoS International classification of sleep disorders. 3rd Darien, IL: American 
Academy of Sleep Medicine (2014).

Mukli, P., Csipo, T., Lipecz, A., Stylianou, O., Racz, F. S., Owens, C. D., et al. (2021). 
Sleep deprivation alters task-related changes in functional connectivity of the frontal 
cortex: a near-infrared spectroscopy study. Brain Behav. 11:e02135. doi: 10.1002/
brb3.2135

Muzur, A., Pace-Schott, E. F., and Hobson, J. A. (2002). The prefrontal cortex in sleep. 
Trends Cogn. Sci. 6, 475–481. doi: 10.1016/S1364-6613(02)01992-7

Nardone, R., Sebastianelli, L., Versace, V., Brigo, F., Golaszewski, S., Pucks-Faes, E., 
et al. (2020). Effects of repetitive transcranial magnetic stimulation in subjects with sleep 
disorders. Sleep Med. 71, 113–121. doi: 10.1016/j.sleep.2020.01.028

Nofzinger, E. A., Buysse, D. J., Germain, A., Price, J. C., Miewald, J. M., and 
Kupfer, D. J. (2004). Functional neuroimaging evidence for hyperarousal in insomnia. 
Am. J. Psychiatry 161, 2126–2128. doi: 10.1176/appi.ajp.161.11.2126

Patel, D., Steinberg, J., and Patel, P. (2018). Insomnia in the elderly: a review. J. Clin. 
Sleep Med. 14, 1017–1024. doi: 10.5664/jcsm.7172

Perrier, J., Clochon, P., Bertran, F., Couque, C., Bulla, J., Denise, P., et al. (2015). 
Specific EEG sleep pattern in the prefrontal cortex in primary insomnia. PLoS One 
10:e0116864. doi: 10.1371/journal.pone.0116864

Petrides, M., and Pandya, D. N. (2007). Efferent association pathways from the rostral 
prefrontal cortex in the macaque monkey. J. Neurosci. 27, 11573–11586. doi: 10.1523/
JNEUROSCI.2419-07.2007

Sun, J. J., Liu, X. M., Shen, C. Y., Zhang, X. Q., Sun, G. X., Feng, K., et al. (2017). 
Reduced prefrontal activation during verbal fluency task in chronic insomnia disorder: 
a multichannel near-infrared spectroscopy study. Neuropsychiatr. Dis. Treat. 13, 
1723–1731. doi: 10.2147/NDT.S136774

Sutoko, S., Monden, Y., Tokuda, T., Ikeda, T., Nagashima, M., Funane, T., et al. (2020). 
Atypical dynamic-connectivity recruitment in attention-deficit/hyperactivity disorder 
children: an insight into task-based dynamic connectivity through an fNIRS study. 
Front. Hum. Neurosci. 14:3. doi: 10.3389/fnhum.2020.00003

Vargas, I., Nguyen, A. M., Muench, A., Bastien, C. H., Ellis, J. G., and Perlis, M. L. 
(2020). Acute and chronic insomnia: what has time and/or hyperarousal got to do with 
it? Brain Sci. 10:71. doi: 10.3390/brainsci10020071

Vartanian, O., Bouak, F., Caldwell, J. L., Cheung, B., Cupchik, G., Jobidon, M.-E., et al. 
(2014). The effects of a single night of sleep deprivation on fluency and prefrontal cortex 
function during divergent thinking. Front. Hum. Neurosci. 8:214. doi: 10.3389/
fnhum.2014.00214

Verweij, I. M., Romeijn, N., Smit, D. J., Piantoni, G., Van Someren, E. J., and van der 
Werf, Y. D. (2014). Sleep deprivation leads to a loss of functional connectivity in frontal 
brain regions. BMC Neurosci. 15:88. doi: 10.1186/1471-2202-15-88

Wang, Y., Dai, C., Shao, Y., Wang, C., and Zhou, Q. (2022). Changes in ventromedial 
prefrontal cortex functional connectivity are correlated with increased risk-taking 
after total sleep deprivation. Behav. Brain Res. 418:113674. doi: 10.1016/j.
bbr.2021.113674

Xia, W., Dai, R., Xu, X., Huai, B., Bai, Z., Zhang, J., et al. (2022). Cortical mapping of 
active and passive upper limb training in stroke patients and healthy people: a functional 
near-infrared spectroscopy study. Brain Res. 1788:147935. doi: 10.1016/j.
brainres.2022.147935

Xu, S. Y., Lu, F. M., Wang, M. Y., Hu, Z. S., Zhang, J., Chen, Z. Y., et al. (2020). Altered 
functional connectivity in the motor and prefrontal cortex for children with Down's 
syndrome: an fNIRS study. Front. Hum. Neurosci. 14:6. doi: 10.3389/fnhum.2020.00006

Xu, H., Wang, Y., Wang, Y. M., Cao, Y. Q., Li, P. F., Hu, Y. X., et al. (2023). Insomniacs 
show greater prefrontal activation during verbal fluency task compared to non-
insomniacs: a functional near-infrared spectroscopy investigation of depression in 
patients. BMC Psychiatry 23:217. doi: 10.1186/s12888-023-04694-z

83

https://doi.org/10.3389/fnins.2023.1277690
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://doi.org/10.1371/journal.pone.0169279
https://doi.org/10.1371/journal.pone.0169279
https://doi.org/10.1111/j.1460-9568.2011.07744.x
https://doi.org/10.1016/0165-1781(89)90047-4
https://doi.org/10.1016/j.cortex.2023.03.013
https://doi.org/10.3389/fneur.2022.985988
https://doi.org/10.1093/sleep/zsaa209
https://doi.org/10.1152/jappl.2001.90.5.1657
https://doi.org/10.1007/s12013-013-9529-4
https://doi.org/10.1093/sleep/32.8.1027
https://doi.org/10.1016/j.neulet.2019.134682
https://doi.org/10.3389/fneur.2023.1042254
https://doi.org/10.1016/j.jpsychires.2022.01.040
https://doi.org/10.1016/j.jpsychires.2022.01.040
https://doi.org/10.1002/brb3.2135
https://doi.org/10.1002/brb3.2135
https://doi.org/10.1016/S1364-6613(02)01992-7
https://doi.org/10.1016/j.sleep.2020.01.028
https://doi.org/10.1176/appi.ajp.161.11.2126
https://doi.org/10.5664/jcsm.7172
https://doi.org/10.1371/journal.pone.0116864
https://doi.org/10.1523/JNEUROSCI.2419-07.2007
https://doi.org/10.1523/JNEUROSCI.2419-07.2007
https://doi.org/10.2147/NDT.S136774
https://doi.org/10.3389/fnhum.2020.00003
https://doi.org/10.3390/brainsci10020071
https://doi.org/10.3389/fnhum.2014.00214
https://doi.org/10.3389/fnhum.2014.00214
https://doi.org/10.1186/1471-2202-15-88
https://doi.org/10.1016/j.bbr.2021.113674
https://doi.org/10.1016/j.bbr.2021.113674
https://doi.org/10.1016/j.brainres.2022.147935
https://doi.org/10.1016/j.brainres.2022.147935
https://doi.org/10.3389/fnhum.2020.00006
https://doi.org/10.1186/s12888-023-04694-z


Frontiers in Neuroscience 01 frontiersin.org

Distinct resting-state effective 
connectivity of large-scale 
networks in first-episode and 
recurrent major depression 
disorder: evidence from the 
REST-meta-MDD consortium
Yao Zhu 1*†, Tianming Huang 2†, Ruolin Li 3, Qianrong Yang 4, 
Chaoyue Zhao 1, Ming Yang 1, Bin Lin 5, the DIRECT Consortium 
and Xuzhou Li 4*
1 School of Psychology and Cognitive Science, East China Normal University, Shanghai, China, 
2 Department of General Psychiatry, Shanghai Changning Mental Health Center, Shanghai, China, 
3 Department of Radiology, Children’s Hospital of Philadelphia, Philadelphia, PA, United States, 4 Faculty 
of Education, Yunnan Normal University, Kunming, Yunnan, China, 5 Department of Radiology, The 
Second Affiliated Hospital, Zhejiang University School of Medicine, Hangzhou, China

Introduction: Previous studies have shown disrupted effective connectivity in the 
large-scale brain networks of individuals with major depressive disorder (MDD). 
However, it is unclear whether these changes differ between first-episode drug-
naive MDD (FEDN-MDD) and recurrent MDD (R-MDD).

Methods: This study utilized resting-state fMRI data from 17 sites in the Chinese 
REST-meta-MDD project, consisting of 839 patients with MDD and 788 normal 
controls (NCs). All data was preprocessed using a standardized protocol. Then, 
we performed a granger causality analysis to calculate the effectivity connectivity 
(EC) within and between brain networks for each participant, and compared the 
differences between the groups.

Results: Our findings revealed that R-MDD exhibited increased EC in the fronto-
parietal network (FPN) and decreased EC in the cerebellum network, while FEDN-
MDD demonstrated increased EC from the sensorimotor network (SMN) to the 
FPN compared with the NCs. Importantly, the two MDD subgroups displayed 
significant differences in EC within the FPN and between the SMN and visual 
network. Moreover, the EC from the cingulo-opercular network to the SMN 
showed a significant negative correlation with the Hamilton Rating Scale for 
Depression (HAMD) score in the FEDN-MDD group.

Conclusion: These findings suggest that first-episode and recurrent MDD have 
distinct effects on the effective connectivity in large-scale brain networks, 
which could be potential neural mechanisms underlying their different clinical 
manifestations.

KEYWORDS

major depressive disorder, first-episode and recurrent, resting-state fMRI, brain 
networks, effective connectivity
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Introduction

Major depressive disorder (MDD) is a prevalent and debilitating 
psychiatric disorder that affects 4.7% of the global population and is 
the second leading cause of disability worldwide (Ferrari et al., 2013). 
Neuroimaging studies have made significant efforts to explore the 
pathology underlying MDD. Abnormal functional connectivity (FC) 
within and between large-scale intrinsic brain networks (Yan et al., 
2019; Liu et al., 2021; Sun et al., 2022a,b), such as the default mode 
network (DMN), executive control network (ECN), and salience 
network (SN), has been found in MDD using resting-state functional 
magnetic resonance imaging (rs-fMRI). This reflects that the 
synchronized spontaneous activity among anatomically distinct 
networks is potentially linked to rumination dysfunction (Hamilton 
et al., 2015), cognitive impairment (Clark et al., 2009), and emotional 
dysregulation (Zhao et al., 2021) in patients with MDD. However, 
inconsistencies in the FC of several networks like DMN, including 
increases, decreases, both increases and decreases, and no significant 
changes, have been reported in prior studies of brain networks in 
MDD (Yan et al., 2019). This may be related to low sensitivity and 
reliability, as well as limited statistical power due to small sample sizes 
(Button et al., 2013; Chen et al., 2018), leading to the pathophysiology 
of MDD remaining unknown.

According to the ICD-10, MDD can be classified as first-episode 
or recurrent depression (Hiller et al., 1994). The risk of relapse in 
MDD is directly proportional to the number of episodes (de Jonge 
et  al., 2018). Compared to first-episode MDD, recurrent MDD 
exhibits more severe depressive and somatic symptoms, greater 
impairments in verbal memory, executive function, and mental 
representation processing (Roca et al., 2011; Nigatu et al., 2015), as 
well as higher medical costs (Kamlet et al., 1995; Biesheuvel-Leliefeld 
et  al., 2012). Therefore, distinguishing the neuropathological 
mechanisms of first-episode and recurrent MDD is important for 
developing new and effective treatment protocols. A prior large-
sample study found FC reduction of DMN in recurrent but not in 
first-episode MDD, which was associated with duration of illness 
rather than medication usage, suggesting this alteration is related to 
symptom severity (Yan et  al., 2019). Another study revealed that 
compared with healthy controls, both first-episode and recurrent 
MDD showed reduced FC in the DMN and affective network, whereas 
the decrease in cognitive control network only occurred in first-
episode MDD (Sun et al., 2022a,b). Compared with recurrent MDD, 
first-episode MDD showed hypoconnectivity in the DMN, dorsal 
attention network (DAN), and somatomotor network (Liu et  al., 
2021). However, these FC findings did not consider the direction of 
information communication between networks.

Effective connectivity (EC) represents the direct or indirect causal 
effect of one brain region on another (Deshpande et  al., 2011; 
Deshpande and Xiaoping, 2012). In EC methods, Granger causality 
analysis (GCA) is a relatively data-driven analytical method that does 
not require the design of a complicated task. It is more convenient for 
clinical application than model-driven Structural equation modeling 
(SEM) and Dynamic causal modeling (DCM) (Seminowicz et al., 
2004; Schlösser et  al., 2008). GCA analyzes the direction of 
information flow between brain areas using time series of information 
processing and can depict resting-state directional brain networks 
(Jiao et al., 2014). A prior study has demonstrated that the EC measure 
may play a more important role than FC in exploring alterations in 

disease brains and afford better mechanistic interpretability (Geng 
et al., 2018). Studies on MDD have reported abnormal EC in several 
brain regions such as the amygdala (de Almeida et  al., 2009), 
prefrontal cortex (Hamilton et al., 2011), and insula (Iwabuchi et al., 
2014; Kandilarova et al., 2018), as well as in networks such as DMN, 
SN, and DAN (Guo et al., 2020; Li et al., 2020; Wang et al., 2022). 
However, the similarities and differences of EC between first-episode 
and recurrent MDD in large-scale networks have been less studied 
using GCA.

In this study, we  obtained resting-state fMRI data from 839 
patients with MDD and 788 matched normal controls (NCs) from the 
Chinese REST-meta-MDD project. We  used GCA to explore 
alterations in the EC within and between brain networks in first-
episode and recurrent MDD. We  also estimated the correlation 
between EC and clinical assessments. Our hypothesis was that the two 
MDD subgroups would show different changes in intra- and inter-
network EC.

Methods

Participants

We utilized rs-fMRI data from the REST-meta-MDD consortium 
(Chen et al., 2023), comprising 1,300 MDD patients and 1,128 NCs 
across 23 sites. Each participant underwent a T1-weighted structural 
scan and an rs-fMRI scan. The patient inclusion criteria, as reported 
in the study (Yan et  al., 2019), were as follows: (1) 18 years < 
age < 65 years; (2) education >5 years; (3) fulfillment of the Diagnostic 
and Statistical Manual of Mental Disorders-IV criteria for MDD; and 
(4) a total score of ≥8 on the 17-item Hamilton Depression Rating 
Scale (HAMD) at the time of scanning. The exclusion criteria 
included: (1) any contraindications for undergoing MRI; (2) poor 
spatial normalization, coverage, or excessive head motion; (3) 
incomplete information; and (4) sites with fewer than 10 patients in 
either group. Consequently, we obtained data from 839 MDD patients 
and 788 NCs across 17 sites. In terms of subgroups, we compared 227 
first-episode drug-naïve (FEDN) patients with 388 matched NCs from 
five sites, 189 recurrent MDD patients with 423 matched NCs from 
six sites, and 117 FEDN patients with 72 recurrent MDD patients 
from two sites. The HAMD and Hamilton Anxiety Rating Scale 
(HAMA) were employed to assess depression and anxiety symptoms 
in each patient, respectively.

All data were identified and anonymized. Local Institutional 
Review Boards approved all contributing studies, and participants 
signed a written informed consent at each local institution.

fMRI preprocessing

All rs-fMRI scans were preprocessed at each site utilizing the 
identical DPARSF protocol as reported in Yan et  al. (2019). 
Specifically, the initial 10 volumes were discarded and slice-timing 
correction was performed. Subsequently, a rigid body transformation 
was used to realign the time series of images for each subject. After 
that, individual T1-weighted images were co-registered to the mean 
functional image using a 6 degrees-of-freedom linear transformation 
without re-sampling, and then segmented into gray matter (GM), 
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white matter (WM), and cerebrospinal fluid (CSF). Following this, 
transformations from individual native space to MNI space were 
computed using the Diffeomorphic Anatomical Registration 
Through Exponentiated Lie algebra (DARTEL) tool (Ashburner, 
2007) and applied to individual functional images. The Friston 
24-parameter model, WM, and CSF signals were removed from 
normalized data through linear regression. Lastly, a linear trend was 
included as a regressor to account for drifts in the BOLD signal and 
temporal band-pass filtering (0.01–0.1 Hz) was applied to all 
time series.

Effective connectivity analysis

We used the DOS-160 atlas (Dosenbach et al., 2010) to segment 
the brain into 160 regions of interest (ROIs) involved in six networks: 
cingulo-opercular network (CON), FPN, DMN, sensorimotor 
network (SMN), visual network (VN), and cerebellum network (CN) 
(Figure 1). We extracted the averaged time series for each ROI and 
calculated the EC between any paired ROIs using the GCA method. 
Then, we computed intra- and inter-network EC by averaging the 
connectivities between ROIs belonging to the same or different 
networks, respectively, and the averaged EC with each ROI or network 
as a seed.

Statistical analysis

We employed a linear mixed model (LMM) (West et al., 2022) to 
compare differences in EC between MDD and NC, FEDN and NC, 
recurrent MDD and NC, and FEDN and recurrent MDD, respectively. 
The model was following: y ∼ 1 + Diagnosis + Age + Sex + Education +  
Motion + (1|Site) + (Diagnosis |Site), in which y represents the EC 
value. This yields t and p values for the fixed effect of Diagnosis (Yan 
et al., 2019). To test relationships between EC and clinical assessments, 
we  replaced the ‘y’ in the LMM with HAMD or HAMA scores, 
respectively. The multiple comparisons were corrected using false 
discovery rate (FDR) correction (p < 0.05).

Results

Characteristics of participants

As shown in Table 1, two MDD subgroups had no significant 
differences than NCs in age and gender (p > 0.05), but showed lower 
education than NCs (p < 0.001). Recurrent MDD showed a longer 
duration of illness than FEDN (p < 0.001). FEDN and recurrent MDD 
showed no significant differences in age, gender, and education 
(p > 0.05). Total MDD (mixture of FEDN and recurrent MDD) showed 
significant differences in education (p < 0.001) and gender (p = 0.005) 
but not age (p > 0.05) compared with NCs.

Between-group differences in EC of 
large-scale brain networks

As shown in Figures 2, 3, total MDD showed decreased afferent 
EC to the CN, increased efferent EC from the FPN, and increased EC 
from SMN to FPN compared with NCs. When MDD was divided into 
two subgroups, FEDN showed increased EC from SMN to FPN 
compared to NCs, and decreased EC from SMN to VN relative to 
recurrent MDD. Recurrent MDD showed stronger efferent EC in the 
ventral lateral prefrontal cortex (vlPFC) with all other regions in the 
whole brain relative to both NCs and FEDN, and decreased afferent 
to the CN and efferent EC from the SMN compared with NCs. The 
FEDN showed no significant difference in seed-based network EC 
compared to NCs, and the recurrent MDD showed no significant 
difference in inter-network EC compared to NCs.

Correlation

The EC from CON to SMN showed a significant negative 
correlation (p = 0.004, R = −0.20) with the HAMD score in the FEDN 
group (Figure 4). No significant correlations were observed in the total 
MDD and recurrent MDD groups. There was no significant 
correlations between EC and the HAMA score in all groups.

FIGURE 1

Brain networks from DOS-160 atlas used in the present study. DMN, default mode network; FPN, fronto-parietal network; CON, cingulo-opercular 
network; SMN, sensorimotor network; VN, visual network; CN, cerebellum network.
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Discussion

This study used GCA to explore alterations in EC within and 
between resting-state networks in FEDN and recurrent MDD patients 
in a large-sample Chinese population. We found that: (1) recurrent 
and total MDD showed altered EC in the FPN, SMN, and CN 
compared to NCs, while FEDN and total MDD showed altered inter-
network EC from SMN to FPN compared to NCs; (2) two MDD 
subgroups showed significant differences in intra-network EC of the 
vlPFC within the FPN and in inter-network EC from SMN to VN; (3) 
the EC from CON to SMN showed a significant negative correlation 
with the HAMD score in FEDN but not in recurrent MDD group. 
These findings suggest that the EC among large-scale brain networks 
at rest was disrupted in patients with MDD, and that recurrent MDD 
exhibited different effective connections from FEDN.

The previous studies demonstrated that repetitive transcranial 
magnetic stimulation to the vlPFC reduced individual 
depersonalization symptoms (American Psychiatric Association, 
2013; Jay et al., 2016). Increased activity in this region is linked with 
increased fronto-insula/limbic inhibitory regulation (Lemche et al., 
2007) and may represent an increased effort to regulate emotions or 
be  indicative of deficits in this area (Langenecker et  al., 2007). 
Compared with healthy controls and MDD patients, bipolar disorder 
(BD) patients showed increased ventral prefrontal cortical responses 
to both positive and negative emotional expressions (Lawrence et al., 
2004). A prior magnetic resonance spectroscopy study found that 
recurrent MDD showed more metabolite abnormalities in the ventral 
frontal cortex compared with both first-episode MDD and controls 
(Portella et al., 2011). A recent functional near-infrared spectroscopy 
study demonstrated different neurofunctional activity in frontal 
regions in FEDN and recurrent MDD, which linked between the level 
of complexity activation in these regions and cognitive impairment 
severity of patients (Yang et al., 2023). Another recent fMRI study 
reported that recurrent MDD had higher spontaneous brain activity 
in the prefrontal cortex compared to first-episode depression, which 
showed a positive correlation with depressive symptom severity (Sun 
et  al., 2022a,b). Effective connectivity analysis revealed mutually 
propagating activation in ventral prefrontal cortex in people with 
MDD, which predicted higher levels of depressive rumination 
(Hamilton et al., 2011). Consistently, our study found that recurrent 
MDD had increased EC in the vlPFC compared with both FEDN and 
NCs, suggesting more severe depressive symptoms in recurrent 
patients, possibly associated with depersonalization, emotional 
regulation, and rumination.

Recent studies have demonstrated that the cerebellum plays a 
significant role in motor control, cognition, and emotion 
(Balasubramanian et al., 2021; Su et al., 2021). For example, Liu et al. 
(2012) found disrupted FC of the CN in adults with major depression, 
which could be associated with emotional disturbances and cognitive 
deficits. Liu et al. (2022) reported altered EC of the CN in patients with 
MDD, which was correlated with deficits in spatial–visual attention 
and psychomotor disorders. The FPN, also referred to as the executive 
network, plays a pivotal role in control function, execution, and 
emotion processing. It is strongly associated with cognitive problems 
in depression, especially those concerning executive functions. 
Dysfunctions within the FPN are likely connected to ineffective 
transmission of information between parietal and prefrontal regions 
(Brzezicka, 2013). Studies also reported alterations in FC strengths in T
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the frontal and sensorimotor networks (Pang et  al., 2020) and 
disrupted interhemispheric coordination in SMN in MDD patients 
(Zhang et al., 2023). Moreover, individuals with long-duration MDD 
showed increased FC in the FPN compared to those with short-
duration MDD (Sheng et al., 2022). Similarly, the present study found 
altered EC of the FPN, CN, and SMN in total MDD and recurrent 
MDD but not in FEDN, which could be associated with functional 

impairments of cognitive processing, perception and information 
integration (Lu et al., 2020), and treatment response-related changes 
in depression (Dichter et al., 2015). These findings may serve as a 
potentially effective biomarker for recurrent MDD.

Many studies have found significantly altered connections in 
low-order networks such as the SMN and VN in MDD patients 
(Wei et  al., 2015; Sambataro et  al., 2017). The sensorimotor 

FIGURE 2

Differences between groups in effective connectivity of brain networks. FEDN, first-episode drug-naïve; RMDD, recurrent major depression disorder; 
vlPFC, ventral lateral prefrontal cortex; FPN, fronto-parietal network; SMN, sensorimotor network; CN, cerebellum network. **p < 0.05; ***p < 0.001.

FIGURE 3

Inter-network differences in effective connectivity between groups. FEDN, first-episode drug-naïve; RMDD, recurrent major depression disorder; FPN, 
fronto-parietal network; SMN, sensorimotor network; VN, visual network. **p < 0.05; ***p < 0.001.
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cortex is a brain region that has attracted much attention in 
depression research (Ray et  al., 2021). Several sensorimotor 
interventions, including light, music, and physical exercise are 
known to modulate mood and depressive symptoms (Canbeyli, 
2013). Depression gives rise to sensorimotor alterations such as 
psychomotor retardation or agitation and feelings of fatigue, 
which are part of the diagnostic criteria for depression (Guha, 
2014). Previous studies have found alterations of FC and cerebral 
blood flow in the SMN related to psychomotor retardation in 
patients with depression (Yin et al., 2018; Yu et al., 2019), while 
task-based fMRI studies showed differential reactions of the 
visual cortex in depression (Rosa et al., 2015; Le et al., 2017). Lu 
et al. (2020) found reduced between-network FC in auditory and 
visual networks associated with depression. Kang et al. (2018) 
demonstrated abnormal primary somatosensory area-thalamic 
FC in MDD. Moreover, abnormal ECs among the FPN, VN, and 
SMN networks have been reported to be  related to visual 
attention and cognitive behavior deficits in MDD patients (Kang 
et al., 2018). Therefore, the present study observed increased EC 
from SMN to FPN in both total MDD and FEDN compared to 
NCs, which may be  compensation for sensory impairments, 
psychomotor retardation, and cognitive dysfunction of patients. 
In addition, a recent study uncovered that the ECs in 
sensorimotor cortices may serve as a promising and quantifiable 
candidate marker of depression severity and treatment response 
(Ray et  al., 2021). Another study found that changes in 
information flow direction from SMN before and after 
electroconvulsive therapy were significantly correlated with 
improvement in depressive symptoms in MDD patients (Kyuragi 
et  al., 2023). A small-sample study found that patients with 
recurrent MDD showed remarkably different effective 
connections compared to patients with first-episode MDD, 
especially related to the attention network (Wang et al., 2022). 

Thus, the increased EC from the SMN to the VN in recurrent 
MDD relative to FEDN in the present study may be associated 
with depression severity and treatment of patients. Furthermore, 
the EC from CON to SMN negatively correlated with the HAMD 
score may serve as a biomarker to predict the severity of MDD.

Limitations

The present study has several limitations. First, the 
correlation analysis relied solely on HAMD scores of depression. 
There are a large number of rating scales for assessing depression 
severity, and each with its own advantages and limitations. Thus, 
the present neuroimaging findings could be  further validated 
with a combination of observer rating scales and objective 
behavioral measures of depression (Lahnakoski et  al., 2020). 
Second, we  were unclear about the medication history of the 
recurrent MDD patients, and therefore the present findings are 
in need of replication. Third, MDD patients in the present study 
were the Chinese populations, which might not be generalized to 
other regions or populations. Fourth, the use of LMM should 
be discussed with regard to its potential limitations, such as its 
comparison to other methods or its applicability to this specific 
study. Finally, as a cross-sectional study, changes in connections 
with disease progression cannot be thoroughly reflected by the 
limited nodes. Further efforts, such as intervention studies with 
comparisons before and after medication, are required to draw 
valid conclusions on the impact of EC.

Conclusion

The present study used the GCA method to investigate 
differences in EC of large-scale brain networks in FEDN and 
recurrent MDD patients. We found that recurrent MDD showed 
altered EC in the FPN, SMN, and CN, while FEDN showed 
altered inter-network EC from SMN to FPN compared with NCs. 
Meanwhile, the ECs within FPN and from SMN to VN displayed 
significant differences between two MDD subgroups. Moreover, 
the EC from CON to SMN showed a significant negative 
correlation with HAMD scores in FEDN but not recurrent MDD 
group. These findings suggest that first-episode and recurrent 
MDD may have different effective connectivity patterns among 
large-scale brain networks, which may serve as potential 
biomarkers for diagnosing MDD.
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A cross-sectional study 
exploring the relationship 
between symptoms of anxiety/
depression and P50 sensory 
gating in adult patients 
diagnosed with chronic fatigue 
syndrome/myalgic 
encephalomyelitis
Xinyi Liu 1, Sitong Liu 1, Runtao Ren 1, Xue Wang 2, 
Chunyu Han 2 and Zhandong Liu 1*
1 Department of Neurology, Health Care Centre, Beijing Friendship Hospital, Capital Medical 
University, Beijing, China, 2 Department of Neurology, Beijing Friendship Hospital, Capital Medical 
University, Beijing, China

Introduction: Chronic fatigue syndrome (CFS) is a clinical disease that affects 
multiple body systems. It is characterized by persistent or recurring fatigue, 
which may be  linked to immune, neuroendocrine, and energy metabolism 
dysfunctions. Individuals with CFS may experience pain, sleep disorders, 
anxiety, and depression. This research analyzed the fundamental characteristics 
of anxiety/depression symptoms in patients with CFS and investigated the 
association between these symptoms and the P50 SG (sensory gate) ratio.

Methods: Two hundred and forty-nine subjects fulfilled the CDC-1994 
criteria for CFS and were included in the study. The subjects successively 
completed the Symptom CheckList-90-Revised (SCL-90-R), Hamilton 
Anxiety Rating Scale-14 (HAMA-14), and Hamilton Depression Rating 
Scale-24 (HAMD-24). Auditory-evoked potential P50 were measured using 
the 128-lead-electroencephalograph.

Result: According to HAMA and HAMD, 17.3% (n  =  43) of the patients did not 
exhibit anxiety/depression, with a threshold score of 7 and 7 for HAMA and 
HAMD. When the threshold score was 14 and 20 respectively, 43.3% (n  =  108) 
of the patients did not exhibit anxiety/depression. The SCL-90-R results 
indicated that 69.5% (n  =  173) of these individuals with the score arranging 
from 0 to 160 did not present mental problems. There was a correlation 
between somatization scores and P50 SG ratio in the overall sample and no 
anxiety or depression (NAOD) group delimited by 14 and 20, respectively, 
(p  <  0.05). Regression analysis showed that anxiety and depression were risk 
factors associated with an abnormal P50 SG ratio.

Discussion: A significant correlation exists between the P50 SG ratio and 
clinical symptoms such as fatigue, anxiety, and depression. Abnormalities 
in brain function among patients with CFS may play a crucial role in the 
pathogenesis of the condition, leading to their classification as being prone 
to functional neurological disorders. The P50 SG ratio cannot be used as a 
diagnostic marker for CFS but show some significance on the mechanism, 
classification, treatment, and prognosis of CFS.

OPEN ACCESS

EDITED BY

Takao Yamasaki,  
Minkodo Minohara Hospital, Japan

REVIEWED BY

Naoya Oribe,  
Hizen Psychiatric Center (NHO), Japan 
Jamie Hershaw,  
Traumatic Brain Injury Center of Excellence,  
United States

*CORRESPONDENCE

Zhandong Liu  
 zhandongliu@ccmu.edu.cn

RECEIVED 31 August 2023
ACCEPTED 07 December 2023
PUBLISHED 05 January 2024

CITATION

Liu X, Liu S, Ren R, Wang X, Han C and 
Liu Z (2024) A cross-sectional study exploring 
the relationship between symptoms of 
anxiety/depression and P50 sensory gating in 
adult patients diagnosed with chronic fatigue 
syndrome/myalgic encephalomyelitis.
Front. Neurosci. 17:1286340.
doi: 10.3389/fnins.2023.1286340

COPYRIGHT

© 2024 Liu, Liu, Ren, Wang, Han and Liu. This 
is an open-access article distributed under 
the terms of the Creative Commons 
Attribution License (CC BY). The use, 
distribution or reproduction in other forums is 
permitted, provided the original author(s) and 
the copyright owner(s) are credited and that 
the original publication in this journal is cited, 
in accordance with accepted academic 
practice. No use, distribution or reproduction 
is permitted which does not comply with 
these terms.

TYPE Original Research
PUBLISHED 05 January 2024
DOI 10.3389/fnins.2023.1286340

92

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fnins.2023.1286340﻿&domain=pdf&date_stamp=2024-01-05
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
https://www.frontiersin.org/articles/10.3389/fnins.2023.1286340/full
mailto:zhandongliu@ccmu.edu.cn
https://doi.org/10.3389/fnins.2023.1286340
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://www.frontiersin.org/journals/neuroscience#editorial-board
https://doi.org/10.3389/fnins.2023.1286340


Liu et al. 10.3389/fnins.2023.1286340

Frontiers in Neuroscience 02 frontiersin.org

KEYWORDS

chronic fatigue syndrome/myalgic encephalomyelitis, anxiety, depression, 
auditory evoked potential P50, functional neurological disorder

1 Introduction

Chronic fatigue syndrome/myalgic encephalomyelitis (CFS/ME) 
is a debilitating disease involving persistent or recurrent fatigue. The 
persistent and unmitigable symptoms of CFS have seriously affected 
the daily life and work of patients. Although many clinicians consider 
CFS a neurological disease, its complex features intersect with those 
of other systemic diseases, such as irritable bowel syndrome, 
hyperventilation syndrome, and polymyalgia rheumatica (Teodoro 
et al., 2018). There is considerable controversy over CFS/ME, as some 
scholars consider it a mental disorder similar to anxiety and 
depression (Manu et al., 1988; Roy-Byrne et al., 2002). This controversy 
stems from the fact that it is primarily diagnosed based on symptoms, 
and the United States CDC 1994 diagnostic criteria are most widely 
used (Fukuda et al., 1994). According to research reports, the global 
incidence rate of CFS has shown a rapid upward trend approximate to 
1% in recent years (Prins et al., 2006). CFS is challenging to treat and 
highly disabling, severely impacting patients’ quality of life. With the 
increase in social pressure and the influence of the environmental, 
infectious diseases, and other factors, the incidence of CFS in China 
has significantly increased (Haider et al., 2023), with its persistent and 
unmitigable symptoms affecting people’s daily activities and work. 
Hence, CFS is a significant problem endangering social public health.

The fatigue dimension shown by patients with CFS has physical and 
mental implications. The main manifestations are anxiety, depression, 
irritability, and emotional instability. Its mechanisms may be related to 
immunity, neuroendocrine, and energy metabolism (Carruthers et al., 
2011; Clayton, 2015). For a long time, the relationship between CFS and 
anxiety/depression could not be explained, as the three have differences 
and similarities (Sáez-Francàs et al., 2012; Wright et al., 2021). Studies 
have shown that CFS, anxiety, and depression may show the same trend 
of oxidative stress immunity, inflammation, and endocrine changes 
(Kennedy et al., 2005). However, the degree of biological changes in 
CFS, anxiety, and depression significantly differ (Shungu et al., 2012). 
Cockshell et al. reported that fatigue in patients with CFS was not 
associated with depression (Cockshell and Mathias, 2013). However, 
these conditions undergo dynamic changes throughout their course, 
necessitating the need for ongoing patient monitoring. The underlying 
mechanism linking fatigue with anxiety and depressive symptoms in 
patients with CFS warrants further investigation.

Abnormal brain function has been reported in both anxiety/
depression and CFS, and significant progress in this aspect has been 
made with the development of neuroimaging technology (Barnden 

et al., 2015; Klumpp and Shankman, 2018). Some scholars believe that 
“cortical diencephalic syndrome,” a stress-induced abnormality in brain 
function, can be classified as a subtype of CFS. CFS patients exhibit 
distinct cerebral morphology, cerebral blood flow (CBF), cerebral 
functional connectivity, and cerebral metabolism on MRI. Numerous 
imaging studies have confirmed reduced CBF and abnormalities in 
gray and white matter signals among CFS patients. Currently, several 
scholars employ multimodal MRI technology to investigate the 
correlation between symptoms and changes in brain function, as well 
as systematically evaluate the effects of pharmacological, cognitive, 
physical, and other treatments. Above those have laid the groundwork 
for further research on whether the pathogenesis of CFS is associated 
with abnormal brain function (Xue and Liu, 2015).

Therefore, using objective indicators closely related to brain function 
to measure CFS and anxiety/depression symptoms is reasonable. 
Information processing by the human brain is regularly transmitted from 
the lower to the higher central nervous system, and the average human 
brain has a selection and filtering process for external stimulus 
information called sensory gating (SG). The P50 auditory evoked 
potential is a widely used neuroelectrophysiological examination method 
in research for the detection of SG, especially related with cognitive 
domain and emotional disorders (Harrison et al., 2019). However, there 
is still a lack of using P50 SG in the research field of CFS. Therefore, 
we are interested in checking abnormal brain function in CFS patients 
by examining the correlation between symptoms of anxiety or depression 
with the P50 SG ratio. Furthermore, we aim to explore the usage of this 
indicator for diagnosis and prognostic assessment. The findings of this 
study may provide more information for the potential of the P50 SG ratio 
as an objective, non-invasive diagnostic tool.

2 Materials and methods

2.1 Participants and inclusion/exclusion 
criteria

For this three-year cross-sectional study (from August 2019 to 
August 2022), data from patients with CFS at the Neuroscience Clinic 
of the Department of Neurology at Beijing Friendship Hospital was 
collected. The Human Research Ethics Committee of Beijing 
Friendship Hospital, affiliated with Capital Medical University, 
approved the study. Written informed consent was obtained from all 
eligible and enrolled patients.

The inclusion criteria were (Teodoro et  al., 2018) individuals 
14–70 years old (Roy-Byrne et al., 2002) CFS diagnosed according to 
the CDC-1994 criteria (Manu et al., 1988) absence of fatigue due to 
other causes, including encephalitis, stroke, brain tumor, diabetes or 
metabolic syndrome (Fukuda et  al., 1994) no history of anxiety, 
depression, or other psychiatric or neurological disorders (Prins et al., 
2006) no prior use of antipsychotic medication (Haider et al., 2023) 
demonstrated ability to read and understand research documents as 

Abbreviations: CFS, chronic fatigue syndrome; ME, myalgic encephalomyelitis; 

SCL-90-R, Symptom CheckList-90-Revised; HAMA-14, Hamilton Anxiety Rating 

Scale-14; HAMD-24, Hamilton Depression Rating Scale-24; CZ, central zero; 

NAOD, no anxiety or depression; OA, only anxiety; OD, only depression; AAD, 

anxiety and depression; NA, no anxiety; MHA, may have anxiety; TMBA, there must 

be anxiety; MBSA, may be severe anxiety; TMBOA, there must be obvious anxiety.
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assessed by researchers; and (Clayton, 2015) have no prior diagnosis 
of hearing impairment or demonstrate no abnormalities in 
preliminary hearing tests. The exclusion criteria were (Teodoro et al., 
2018) schizophrenia diagnosis (Roy-Byrne et al., 2002) previously 
diagnosed emotional disorders with or without clinical treatment 
(Manu et al., 1988) drug addiction (Fukuda et al., 1994) severe organ 
dysfunction, and (Prins et  al., 2006) diagnosed with hearing 
impairment or demonstrate abnormalities in preliminary hearing 
tests. Three hundred and thirty-five individuals were assessed for 
eligibility; 249 met the inclusion criteria and were enrolled (Figure 1).

2.2 Measures

The participants’ sociodemographic data were collected. Age, sex, 
and educational level were obtained at the first visit. All participants 
voluntarily sought treatment for the first time at the Neurology 
Department’s Fatigue and Depression Clinic. Participants were asked 
if they had had any infectious diseases such as colds, flu, and bacterial 
or viral infections before becoming ill, to which they answered “yes” 
or “no.” All eligible participants completed the following questionnaires.

2.2.1 Symptom CheckList-90-Revised
Derogatis’ Symptom CheckList-90-Revised (SCL-90-R) is one of 

the most widely used measures of psychological distress (Derogatis, 

1994). The inventory assesses a wide range of self-reported 
psychological problems and symptoms of psychopathology. SCL-90-R 
programs are simple, less invasive, and readily acceptable by patients 
early in the visit (Preti et al., 2019). Another advantage of SCL-90-R is 
its ability to distinguish and quantify psychosomatic symptoms from 
clinical manifestations (Achenbach et al., 2016). Each questionnaire 
item (90 in total) is scored on a five-point scale (0–4). It is then scored 
and interpreted based on nine primary symptom domains and three 
general indicators of psychological distress. The primary symptom 
dimensions include anxiety, depression, hostility, interpersonal 
sensitivity, obsessive-compulsive, paranoid ideation, phobic anxiety, 
psychotics, and somatization. The global indices comprise the global 
severity index, overall positive symptoms, and the positive symptom 
distress index. A total score exceeding 160 points suggests mild 
psychological distress, scores surpassing 200 points indicate moderate 
psychological issues, and scores exceeding 250 points demonstrate 
significant psychological difficulties.

2.2.2 Hamilton Anxiety Rating Scale-14
The Hamilton Anxiety Rating Scale (HAMA) was presented 

as a rating scale for the severity of anxiety neurosis (Hamilton, 
1959). The HAMA is a clinician-based questionnaire comprising 
14 symptom-defined elements; it covers psychological and 
somatic symptoms, comprising anxious mood, tension, fears, 
insomnia, ‘intellectual’ (poor memory/difficulty concentrating), 

FIGURE 1

Web diagram of the study sample. CFS, chronic fatigue syndrome; HAMA, Hamilton Anxiety Rating Scale; HAMA, Hamilton Depression Rating Scale; 
SCL-90-R, Symptom CheckList-90-Revised Scale.
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depressed mood (including anhedonia), somatic symptoms 
(including aches and pains, stiffness, bruxism), sensory (tinnitus, 
blurred vision), cardiovascular, respiratory symptoms (chest 
tightness, choking), gastrointestinal symptoms, genitourinary 
symptoms, autonomic symptoms (dry mouth, tension headache), 
and observed behavior during the interview (restless, fidgety). 
Each item is scored on an essential numeric scoring of 0 (not 
present) to 4 (severe); a score > 29 points is considered severe 
anxiety, >21 points indicates significant anxiety, >14 points 
indicates anxiety, 8–14 points indicates a tendency for anxiety, 
and ≤ 7 points indicates no anxiety. The general boundary value 
for the HAMA-l4 is 14 points.

2.2.3 Hamilton Depression Rating Scale-24
The Hamilton Depression Rating Scale (HAMD), developed by 

Hamilton in 1960, is the most commonly used scale in the clinical 
evaluation of depression (Hamilton, 1960; Addington et al., 1996). The 
HAMD can be  summarized into seven-factor structures: anxiety/
somatization, weight, cognitive impairment, day and night change, 
blockage, sleep disorder, and sense of despair. We utilize the following 
severity ranges for the HAMD: no depression (0–7), a tendency for 
mild depression (Derogatis, 1994; Kennedy et al., 2005; Carruthers 
et al., 2011; Sáez-Francàs et al., 2012; Shungu et al., 2012; Cockshell 
and Mathias, 2013; Barnden et al., 2015; Xue and Liu, 2015; Achenbach 
et al., 2016; Klumpp and Shankman, 2018; Harrison et al., 2019; Preti 
et al., 2019; Wright et al., 2021), moderate depression (Hamilton, 1959, 
1960; Addington et al., 1996; Wang et al., 2002, 2010; Cella et al., 2013; 
Frémont et al., 2013; Crawley, 2014; Faro et al., 2016; Jackson and Mac 
Leod, 2017; Salk et al., 2017; Herrera et al., 2018; Zhao, 2018; Qin 
et al., 2020), and severe depression (≥35).

2.3 SG P50 acquisition

Auditory evoked potentials were recorded using a 128-lead high-
density electrophysiological EEG recorder MagstimEGI GES 300 
provided by Magstim Inc. The recording electrodes were positioned 
according to the GSN-HydroCel-128, specifically targeting the Cz 
point. The impedances of all electrodes are below 50 kΩ. The 
experiment was conducted at a sampling frequency of 500 Hz. The 
experiment employed an auditory conditioned stimulus (S1) - test 
stimulus (S2) paradigm. The test took place in a shielded, soundproof 
room where participants sat in a relaxed, awake, and focused state. 
The background illumination was set to 2 lux. Prior to the test, 
participants received uniform instructions. A microcomputer 
program delivered groups of sound stimuli as conditioned stimulus 
S1 and test stimulus S2, with a 500 ms interval between stimuli and an 
intensity of 80 dB. Fifty groups were presented, separated by 10-s 
intervals. The input signal was amplified using an amplifier. The P50 
component induced by the S1 stimulus was referred to as the 
conditioned stimulus wave (S1-P50), while the P50 component 
induced by the S2 stimulus was labeled as the test stimulus wave 
(S2-P50). Collected indicators included the amplitude (μV), and the 
amplitude difference and ratio between S1-P50 and S2-P50. 
Amplitude refers to the difference between the peak of the P50 wave 
and the preceding trough. The amplitude of both S1 and S2 is 
measured using this method. Previous studies have confirmed that 
the P50 SG ratio among healthy people typically falls below 50% 

(Wang et al., 2002). In this study, we chose a threshold of 50% to 
analyze the EEG changes in CFS patients based on this 
established norm.

MATLAB and the Net Station 4.3 version toolbox, an open-source 
software, were utilized for data pre-processing, which involved 
bandpass filtering from 0.1 to 30 Hz. Re-referencing was performed 
by averaging the values of all recording electrodes. Independent 
component analysis (ICA) was used to eliminate eye movements, and 
motion artifacts were manually removed. The epoch was extracted 
from 100 ms prior to the onset of S1 to 400 ms after the onset of S2. 
The initial 100 ms was utilized for baseline correction. The EEG data 
from each participant were averaged across all trials. The maximum 
positive peak, representing the P50 amplitude, was automatically 
extracted 30–90 ms after the onset of stimulation (Wang et al., 2010).

2.4 Statistical analysis

Statistical analyses were performed using SPSS V.26 (IBM, 
Armonk, NY, United  States) and GraphPad Prism (version 9; 
GraphPad Software, San Diego, CA). Descriptive analyses were used 
to assess the demographic and clinical characteristics. General 
characteristics and P50 SG information were expressed as means and 
standard deviation. Spearman test was employed to assess correlations 
between variables. Furthermore, binary logistic regression analysis 
was performed for confirming the influence of various factors on P50 
SG. All items on the scale were utilized, and various anxiety/
depression groups were considered as factors of exposure to investigate 
their influence on the ratio of P50 SG. p < 0.05 were 
considered significant.

2.5 Grouping and abbreviations

2.5.1 Grouping
In the subsequent subgroup analysis, anxiety and depression are 

assessed using HAMA and HAMD scales. Scores ranging from 0 to 7 
on both scales indicate the absence of anxiety or depression. In 
HAMA, scores between 8 and 14 indicate the presence of anxiety, 
while in HAMD, scores between 8 and 20 indicate mild depression 
(Qin et al., 2020). Neither score can definitively indicate the presence 
of anxiety or depression; thus, we assign them similar interpretations 
within our subgroup analysis.

2.5.2 Abbreviations
Only in HAMA: NA (0–7) - no anxiety; MHA (8–14) - may have 

anxiety; TMBA (15–20) - there must be anxiety; MBSA (21–28) - may 
be severe anxiety; TMBOA (≥29) - there must be obvious anxiety.

Combine HAMA and HAMD delimited by 7/7: NAOD (0–7 in 
both HAMD and HAMA) - no anxiety or depression; OA (0–7 in 
HAMD and ≥ 8 in HAMA) - only anxiety; OD (≥8 in HAMD and 
0–7  in HAMA) - only depression; AAD (≥8  in both HAMD and 
HAMA) - anxiety and depression.

Combine HAMA and HAMD delimited by 14/20: NAOD 
(0–20 in HAMD and 0–14 in HAMA) - no anxiety or depression; OA 
(0–20 in HAMD and ≥ 15 in HAMA) - only anxiety; OD (≥21 in 
HAMD and 0–14 in HAMA) - only depression; AAD (≥21 in HAMD 
and ≥ 15 in HAMA) - anxiety and depression.
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3 Results

3.1 General characteristics of participants

We describe the basic information and give a preliminary 
description of the degree of anxiety and depression and whether the 
P50 SG ratio is >50% (Table 1). The mean age of all subjects was 
43.88 ± 15.47 years, and older patients (≥50 years old) accounted for 
the highest proportion (40.2%) during the age subgroups. A total of 
43.8% of the subjects were male. Of the participants, 247 (99.1%) 
received education. Of these, 129 (51.8%) participants received 
undergraduate education or above. More than half of the subjects 
(56.6%) had an abnormal P50 SG ratio. All the participants were right-
handed, and the EEG data was collected at the CZ (Central Zero) 

point; therefore, the results of P50 SG ratio in this study were not 
affected by this factor. The CFS patients were classified into two groups 
based on their P50 SG ratio: P50% ≤ 50and P50% > 50. We compiled 
the mean and standard deviation of S1 and S2 for both groups 
(Figure  2). The data from both groups was averaged and used to 
generate waveform and energy spectrum maps that highlighted 
significant differences between the two groups (Figures 3, 4). The 
spectrum graphs shows that different P50 SG ratio characteristics of 
the two groups in certain brain regions (bilateral occipital, 
central parietal).

Since in this version of HAMA and HAMD, 0–7 points both 
represent absolute absence of anxiety/depression, 8–14 points may 
have anxiety in HAMA, 8–20 may have depression in HAMD, 
we choose 7/7 for the first and 14/20 for the second analysis. With 
the score of 7/7 as the threshold for anxiety/depression, there were 
43 patients without anxiety or depression, accounting for 17.3%. If 
we saw reference to score of 14/20, there were 108 patients without 
anxiety/depression, accounting for 43.4%. However, based on the 
results of SCL-90-R, among those 173 people here, 69.5% showed 
no mental problems (Figure 5). Then, we did a grouping analysis. 
Before this step, we conducted normality analysis on all continuous 
variables, and all continuous variables did not satisfy 
normal distribution.

We also conducted non-parametric tests on the P50 SG ratio 
of different variable groups (Table 2). Normal distribution was 
not met after grouping owing to the small sample size of some 
groups and subgroups. We chose the Kruskal–Wallis test of the 
non-parametric tests for comparisons of significant differences 
in the P50 SG ratio between different groups. The results showed 
no significant difference in P50 SG ratio between age, sex, 
HAMD, SCL-90, and anxiety/depression groups divided by 7/7 
(p > 0.05, Table 2).

However, in the HAMA and anxiety/depression groups divided 
by 14/20, some groups had significant differences in the P50 SG ratio 
(p < 0.05, Table  2). The P50 SG ratio of the HAMA group were 
significantly different between the NA and TMBOA groups (p < 0.05, 
Table 3). There was a significant difference in the P50 SG ratio between 
the NAOD and AAD groups with the threshold of 14/20 (p < 0.05, 
Table 4).

Finally, we conducted a correlation analysis, which analyzed the 
correlation between the P50 SG ratio and the variables of each scale 
(Table  5). We  also conducted multi-angle analysis by grouping 
(Table 5). We discussed the correlation between the P50 SG ratio and 
other variables from the total sample, the normal P50 SG ratio sample, 

TABLE 1 Demographic and clinical characteristics of participants.

Individual characteristics n %

Gender

Male 109 43.8

Female 140 56.2

Age

≤30 58 23.3

31–40 54 21.7

41–50 37 14.9

≥50 100 40.2

Educational level

Illiteracy 2 0.8

Primary school 8 3.2

Junior high school 32 12.8

Senior high school 36 14.5

Junior college 42 16.9

Undergraduate course 93 37.3

Postgraduate course 34 13.7

Doctor’s degree or above 2 0.8

SCL-90

0–160 173 69.5

161–200 29 11.6

201–249 27 10.8

>250 20 8.0

HAMD

0–7 52 20.9

8–20 83 33.3

21–34 88 35.3

>35 26 10.4

HAMA

0–7 48 19.3

8–14 60 24.1

15–20 61 24.5

21–28 52 20.9

>29 28 11.2

P50 SG ratio

≤50 108 43.4

>50 141 56.6

FIGURE 2

The mean and standard deviation of both sets of S1 and S2.
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FIGURE 4

Brain activities in both normal and abnormal P50 SG ratio groups of CFS patients. A representation of “topographies” at the peak of P50 response 
illustrates the spatial distribution of brain activity, displays differences in mean energy spectral density. The diagram depicts the disparity in brain energy 
levels between the two groups. The figure showed that the energy accumulation in brain lobes may be different in both normal and abnormal P50 SG 
ratio groups of CFS patients.

the abnormal P50 SG ratio sample, and the anxiety/depression sample 
divided by 7/7 and 14/20. In the overall sample, the somatization 
scores in the HAMA and HAMD were correlated with the P50 SG 
ratio, and the somatization scores in HAMD were associated with P50 
SG ratio in the OD group delimited by 14/20 and the AAD group 
delimited by 7/7 and 14/20 (p < 0.05, Table 5). In the NAOD group 
delimited by 14/20, the somatization scores in HAMA are also 
associated with the P50 SG ratio. Among the general population, sense 
of despair, hostility, and paranoid ideation were correlated with the 
P50 SG ratio (p < 0.05, Table 5). Regarding the correlation between 
P50 SG ratio and anxiety and depression symptoms that this study 
focuses on, the overall characteristics of the results of other groups are 
as follows: the greater the levels of anxiety and depression symptoms, 
the greater the correlation is. When comparing the 14/20 groups with 

the 7/7 groups, the correlation is greater with the group exhibiting 
more symptoms (Table 5).

In the regression analysis of each item on the three scales, solely 
the hopelessness score in HAMD emerged as a risk factor for an 
abnormal P50 SG ratio. However, other factors showed no significance. 
The following binary logistic regression analysis of P50 SG ratio 
showed that the OA and AAD groups delimited by 14/20 in different 
groups significantly influenced the P50 SG ratio (p < 0.05, Table 6).

4 Discussion

The concept of CFS continues to receive widespread attention, 
and fatigue is becoming a major public health problem. Its 

FIGURE 3

CFS patients were classified into two groups, normal and abnormal, based on their P50 SG ratio. The displayed graph illustrates the average S1 and S2 
waveform for both groups. A, abnormal (P50 SG ratio  >  50%); N, normal (P50 SG ratio  ≤  50%).
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FIGURE 5

The characteristics of the three scales in the total population were compared with the data differences obtained from different scales. (A) Number of 
HAMA and HAMD patients with different dividing lines (B) number of patients with different SCL-90 scores (C) proportions of different parts of SCL-90 
(D) the proportion of patients with different degrees of HAMA and HAMD scales divided by 7 (E) the proportion of patients with different degrees of 
HAMA and HAMD scales divided by 14.

TABLE 2 Non-parametric tests for differences in P50 values between different variable groups.

The K-W test Total  =  249 N (%) Degrees of freedom p value

Age The youth 58 (23.3) 3 0.764

Young and middle-aged 54 (21.7)

The middle-aged 37 (14.9)

The middle-aged and elderly 100 (40.2)

Gender Male 109 (43.8) 1 0.079

Female 140 (56.2)

Anxiety (HAMA) No anxiety 48 (19.3) 4 0.032

May have anxiety 60 (24.1)

There must be anxiety 61 (24.5)

There must be obvious anxiety 52 (20.9)

May be severe anxiety 28 (11.2)

Depression (HAMD) No depression 52 (20.9) 3 0.055

Maybe mild depression 83 (33.3)

Must be depressed 88 (35.3)

Severe depression 26 (10.4)

SCL-90 No problem 173 (69.5) 3 0.353

Further tests should be done 29 (11.6)

Obvious psychological problems 27 (10.8)

Serious psychological problems 20 (8.0)

Anxiety/depression(divided by 7) No anxiety and depression 43 (17.3) 3 0.092

Only anxiety 9 (3.6)

Only depression 9 (3.6)

Anxiety with depression 188 (75.5)

Anxiety/depression (divided by 

14/20)

No anxiety and depression 108 (43.4) 3 0.024

Only anxiety 31 (12.4)

Only depression 13 (5.2)

Anxiety with depression 97 (39.0)

p < 0.05 in italics was considered to be different between groups.
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TABLE 3 Pairwise comparison for the P50 SG ratio of anxiety degree groups.

Sample 1-sample 2 Test statistics Standard error Standard test statistics Significance Adj. significancea

NA-MHA −16.796 13.946 −1.204 0.228 1.000

NA-TMBA −16.973 13.895 −1.222 0.222 1.000

NA-MBSA −32.926 17.126 −1.923 0.055 0.545

NA-TMBOA −44.037 14.415 −3.055 0.002 0.023

MHA-TMBA −0.177 13.094 −0.014 0.989 1.000

MHA-MBSA −16.130 16.483 −0.979 0.328 1.000

MHA-TMBOA −27.241 13.645 −1.996 0.046 0.459

TMBA-MBSA −15.953 16.439 −0.970 0.332 1.000

TMBA-TMBOA −27.064 13.593 −1.991 0.046 0.465

MBSA-TMBOA 11.111 16.881 0.658 0.510 1.000

Each row tests the null hypothesis that sample 1 and sample 2 have the same distribution. Progressive significance was shown (two-sided test). The significance level was 0.05. aSignificance 
values have been adjusted by Bonferroni correction for a number of tests. NA, no anxiety; MHA, may have anxiety; TMBA, there must be anxiety; MBSA, may be severe anxiety; TMBOA, 
there must be obvious anxiety. p < 0.05 in italics was considered to be different between groups.

TABLE 4 Pairwise comparison for the P50 SG ratio of anxiety and depression groups (divided by 14/20).

Sample 1-sample 2 Test statistics Standard error Standard test statistics Significance Adj. significancea

NAOD-OD −16.220 14.674 −1.105 0.269 1.000

NAOD-AAD −29.949 10.074 −2.973 0.003 0.018

NAOD-OA −30.307 21.142 −1.433 0.152 0.910

OD-AND −13.729 14.859 −0.924 0.356 1.000

OD-OA −14.087 23.796 0.423 0.554 1.000

AAD-OA 0.358 21.270 0.335 0.987 1.000

Each row tests the null hypothesis that sample 1 and sample 2 have the same distribution. Progressive significance was shown (two-sided test). The significance level was 0.05. aSignificance 
values have been adjusted by Bonferroni correction for a number of tests. NAOD, no anxiety or depression; OA, only anxiety; OD, only depression; AAD, anxiety and depression. p < 0.05 in 
italics was considered to be different between groups.

etiology and pathogenesis remain unclear, resulting in a lack of 
specific treatments, possibly due to the involvement of multiple 
systems and difficulty distinguishing CFS symptoms from those 
of anxiety and depression (Zhao, 2018). To our knowledge, few 

studies have investigated the relationship between fatigue and 
anxiety/depression. This cross-sectional study analyzes anxiety/
depression in a population of patients with CFS. It explores the 
distribution characteristics of anxiety/depression symptoms in 

TABLE 5 The correlation analysis results of P50 value and various variables.

Spearman 
nonparametric 
test

Total 
(N  =  249)

P50 
normal 

(N  =  108)

P50 
abnormal 
(N  =  141)

AAD 
delimited by 
7 (N  =  188)

NAOD on 
delimited by 

14/20 
(N  =  108)

OD 
delimited by 

14/20 
(N  =  13)

AAD 
delimited 
by 14/20 
(N  =  97)

Somatic symptoms Sig. (Double tail) 0.012* 0.022*

Psychological symptoms Sig. (Double tail) 0.003** 0.035* 0.023* 0.030*

HAMA total points Sig. (Double tail) 0.002** 0.025* 0.013* 0.040*

Anxiety/somatization Sig. (Double tail) 0.002** 0.004** 0.048* 0.016*

Weight Sig. (Double tail) 0.033*

Cognitive impairment Sig. (Double tail) 0.003** 0.009** 0.006**

Day and night change Sig. (Double tail) 0.032* 0.038*

Blockage Sig. (Double tail) 0.039* 0.002** 0.017* 0.003**

Sense of Despair Sig. (Double tail) 0.001** 0.002** 0.044* 0.013*

HAMD total points Sig. (Double tail) 0.001** 0.001** 0.003**

Interpersonal sensitivity Sig. (Double tail) 0.038*

Depression Sig. (Double tail) 0.036*

Hostility Sig. (Double tail) 0.018* 0.048*

Paranoid ideation Sig. (Double tail) 0.019*

*At level 0.05 (two-tailed), the correlation was significant. **At level 0.01 (two-tailed), the correlation was significant. NAOD, no anxiety or depression; OA, only anxiety; OD, only depression; 
AAD, anxiety and depression.
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this population and the correlation of the P50 SG ratio with 
different symptoms.

The incidence rate of CFS varies significantly according to 
country, sex, age, and educational background (Crawley, 2014; Faro 
et al., 2016; Herrera et al., 2018). Our results show that CFS is more 
common in women (56.2%), people older than 50 years old (40.2%), 
and people with relatively high education levels, similar to the 
characteristics of previous findings (Frémont et  al., 2013). The 
participants were highly educated and more concerned about their 
health, which may explain why they actively sought help in the fatigue 
clinic of the general hospital.

The fatigue dimension of CFS patients exists in the physical and 
mental aspects, mainly manifested as anxiety, depression, irritability, 
and emotional instability (Cella et al., 2013; Jackson and Mac Leod, 
2017; Salk et al., 2017). We first evaluated the SCL-90 scale for this 
population. SCL-90 has a comprehensive dimension and a specific 
ability to distinguish physical and mental symptoms, which has good 
reliability and validity in Chinese populations (Chen and Li, 2003; Sun 
et al., 2017; Dang et al., 2021). The results of the SCL-90 scale among 
the outpatient population indicated a comparatively low prevalence of 
psychological issues and a comparatively high prevalence of physical 
or somatic symptoms. These findings prompt our hypothesis that CFS 
may manifest as a distinct condition, separate from anxiety, 
depression, and other emotional disorders. Some patients with CFS 
may solely experience physical symptoms without comorbid 
emotional symptoms. After checking the widely used the HAMA and 
HAMD (Zhang et al., 2020; Zimmerman et al., 2020), we observed 
that the data from the HAMA, HAMD, and SCL-90 exhibited distinct 
trends regarding the assessment of emotional disorders (Figure 5). 
This confirmed that most patients with CFS had anxiety (69.5%) and 
depression (79%) according to HAMA and HAMD, suggesting that 
people with CFS have a high rate of comorbidity with anxiety/
depression (Leong et  al., 2022). While many patients experience 
noticeable mental symptoms like anxiety or depression, they tend to 
perceive their condition primarily in terms of physical problems. This 
perception aligns with the clinical profile of most of these patients, 
who initially seek treatment at non-psychiatric hospitals. The SCL-90 
results reflect that most patients present for physical symptoms such 
as fatigue without revealing obvious psychiatric problems, which is 
not inconsistent.

We now discuss the possible reasons for this different trend 
between those scales. The HAMA and HAMD are rating scales of the 
physician’s assessment, while the SCL-90 is a self-rating scale. There 
are differences in the evaluation subjects. In addition, the scales have 
specific differences in the classification of different symptoms, which 
may be one of the reasons for the difference in results (Carrozzino 
et al., 2020). Moreover, the characteristics of our outpatients are, the 
general hospital neurology outpatients some clinicians consider 
psychological problems, patients do not recognize, they usually feel 
that they are the existence of physical disease. This phenomenon has 
been reported in the literature (Wang et al., 2022).

Although the exact underlying mechanism of fatigue in 
individuals with CFS remains unclear, it is believed to involve the 
central fatigue predominantly, as this is primarily associated with 
stress (Aleksandrov et al., 2016). However, the pathogenesis of 
CFS in cases associated with other factors, such as viral infection, 
may be  more intricate. Some studies have demonstrated that 
muscle fatigue affecting the central fatigue will further weaken 

the SG (Evstigneeva et al., 2010; Aleksandrov et al., 2016). The 
normal brain filters out non-important information and selects 
useful information. Through this gating, valuable information is 
absorbed and transmitted to the higher brain to avoid an overload 
of information intake (Wang et al., 2009). The S2 to S1 ratio is the 
commonly used metric to separate patients from controls (Smith 
et al., 1994; Jiang et al., 2015; Xie and Liang, 2015). In the present 
study, more than half of the population (56.6%) had an abnormal 
P50 SG ratio. In our total sample, correlation analysis revealed 
that the P50 SG ratio was associated with somatization symptoms 
in HAMA and HAMD, suggesting a potential correlation between 
P50 SG and fatigue (p < 0.05, Table 5). Patients with CFS with no 
anxiety/depression delimited by 7/7 showed no apparent 
correlation between P50 SG and somatic symptoms. However, 
when the grouping method was modified by adjusting the cutoff 
to 14/20 and adding patients with potential symptoms of anxiety/
depression, a correlation was observed. These findings suggest 
that as the symptoms of anxiety/depression worsen in CFS 
patients, the degree of brain function abnormalities becomes 
increasingly apparent. This was initially attributed to an 
association with anxiety/depression, but it is more reasonable to 
associate it with physical symptoms. Since there is no reliable 
measure for evaluating fatigue, the data in this study cannot 
provide further insights into the relationship between fatigue and 
physical symptoms. However, in scale classification, fatigue is 
categorized as a physical symptom. Therefore, the presence of 
P50 SG ratio abnormalities in these patients should be interpreted 
as an indication of increasingly pronounced brain function 
abnormalities as anxiety/depression and fatigue worsen in 
patients with CFS.

Previous studies have reported that abnormalities in P50 SG ratio 
are likely associated with anxiety and depression in patients (Xie and 
Liang, 2015). Our data further support these findings. The P50 SG 
ratio in patients with schizophrenia is influenced by depression (Li 
et al., 2023). The literature has shown that P50 SG ratio levels are 
correlated with anxiety, depression, and cognitive function (Sussman 
et al., 2014). In our study, regression analysis showed that among the 
influencing factors in different anxiety/depression groups, the OA and 
AAD groups delimited by 14/20 impacted P50 SG ratio. The abnormal 
influence of P50 SG ratio may contribute to dysregulated brain 
function, potentially leading to heightened anxiety/depression in 
certain patients. This study revealed additional dimensions of the 
HAMA and HAMD, including cognition, fear, hostility, and paranoia 
(Table 5). With the subgroup of NAOD going from 7/7 with no anxiety 
and depression symptoms at all to 14/20 with possible anxiety and 
depression symptoms, the percentage of patients with abnormal P50 
SG ratio responses increased from 17.3 to 43.4%, the symptoms of 
anxiety and depression were significantly intensified, and a significant 
correlation was observed. It is plausible that with the progression of 
the disease, abnormal brain function manifests an increasing number 
of psychiatric symptoms. Furthermore, among the 43 patients in the 
NAOD group delimited by 7/7, 20 tested positive for P50 SG ratio 
(data not provided in Table 2), the differences in P50 SG ratio degree 
observed may not solely be attributable to anxiety and depression, but 
may also be significantly associated with the sleep problems among 
patients suffering from CFS, which this study was not addressed. 
These previously unexplored characteristics of the NAOD groups offer 
new avenues for investigation. Our findings demonstrate the possible 
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TABLE 6 Binary logistic regression analysis.

Variable in the equation

B Standard 
error

Wald Degree of 
freedom

Significance Exp(B) 95% confidence 
interval for EXP(B)

The 
upper 
limit

The 
floor 
limit

Step 1a NAOD 8.155 3 0.043

OA −0.802 0.287 7.793 1 0.005 0.448 0.255 0.787

OD −0.552 0.418 1.748 1 0.186 0.576 0.254 1.305

AAD −0.147 0.609 0.058 1 0.809 0.863 0.262 2.846

Constant 0.617 0.213 8.400 1 0.004 1.853

NAOD, no anxiety or depression; OA, only anxiety; OD, only depression; AAD, anxiety and depression. aVariables entered in step 1: anxiety and depression group. p < 0.05 in italics was 
considered to be different between groups.

application of the objective P50 SG test to differenate CFS patients 
with anxiety or depression (Figure 4).

SG of P50 auditory-evoked potentials has been previously suggested 
in other literature to contribute to stimulus selection and information 
processing and may further affect cognition and emotion. The specific 
mechanism may be related to cholinergic regulation and hippocampal-
mediated preattention channels (Adler et al., 1993; Freedman et al., 1994, 
1996). P50 SG inhibition may involve activity across brain networks. 
Previous experiments have found that P50 SG ratio can change the 
rhythm of the entire cerebral cortex with the reduction of beta waves 
(Javitt and Freedman, 2015), and a higher P50 SG ratio than normal 
indicates a weaker ability to process information. This could be  the 
underlying pathophysiological mechanism responsible for the abnormal 
P50 SG ratio observed in patients with CFS.

This study had some limitations. First CSF patients with anxiety/
depression history (diagnosed and treated before they were recruited 
in our study) were not enrolled. All of them were treated with certain 
kinds of medications for their symptoms, which could disturb the 
measurement of P50 SG (Oranje et al., 2011). In addition, we only got 
few patients of this kind (total number was less than 5). However, 
excluding these patients may affect the evaluation of 
correlation coefficient.

The jumpy nature of the scale scoring method hampers accurate 
grading of symptom severity, leading to a decrease in grouping accuracy. 
Moreover, the data exhibited poor normality, thereby impacting the 
analysis of the results to an extent. Furthermore, This study employs a 
cross-sectional design, focusing on symptoms and EEG physiological 
markers among individuals diagnosed with CFS. Further exploration of 
their precise relationships necessitates additional cohort studies. The 
absence of reliable fatigue symptom scales or other measurement tools 
also hinders further research on CFS.

Considering the intricate etiology of CFS and the nature of 
symptom-based diagnostic criteria, some heterogeneity among the 
patients included in this study was expected. Nevertheless, most 
patients exhibited discernible abnormalities in P50 SG ratio that were 
closely associated with clinical symptoms, encompassing fatigue, 
emotion, cognition, and overall well-being.

The findings of this study indicate that abnormal brain 
function potentially plays a vital role in CFS pathogenesis. 
Furthermore, a positive correlation between the number of 
symptoms exhibited by the P50 index and clinical symptoms was 

observed, reinforcing the significance of this association. 
Consequently, in light of the study findings, we posit that CFS 
patients exhibiting the higher P50 SG ratio should be categorized 
into distinct subtypes or subgrouped within the functional 
neurological disorders spectrum to promote additional 
exploration of their central fatigue mechanisms.
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Radiation encephalopathy (RE) refers to radiation-induced brain necrosis and is a 
life-threatening complication in patients with nasopharyngeal carcinoma (NPC) 
after radiotherapy (RT), and radiation-induced pre-symptomatic glymphatic 
alterations have not yet been investigated. We  used diffusion tensor image 
analysis along the perivascular space (DTI-ALPS) index to examine the pre-
symptomatic glymphatic alterations in NPC patients following RT. A total of 109 
patients with NPC consisted of Pre-RT (n  =  35) and Post-RT (n  =  74) cohorts were 
included. The post-RT NPC patients, with normal-appearing brain structure at 
the time of MRI, were further divided into Post-RT-RE- (n  =  58) and Post-RT-RE+ 
(n  =  16) subgroups based on the detection of RE in follow-up. We observed lower 
DTI-ALPS left index, DTI-ALPS right index and DTI-ALPS whole brain index in post-RT 
patients than that in pre-RT patients (p  <  0.05). We  further found that post-RT-
RE+ patients demonstrated significantly lower DTI-ALPS right (p  =  0.013), DTI-ALPS 

whole brain (p  =  0.011) and marginally lower DTI-ALPS left (p  =  0.07) than Post-RT non-RE 
patients. Significant negative correlations were observed between the maximum 
dosage of radiation-treatment (MDRT) and DTI-ALPS left index (p  =  0.003) as well 
as DTI-ALPS whole brain index (p  =  0.004). Receiver operating characteristic (ROC) 
curve analysis showed that DTI-ALPS whole brain index exhibited good performance 
(AUC  =  0.706) in identifying patients more likely developing RE. We  concluded 
that glympathic function was impaired in NPC patients following RT and DTI-
ALPS index may serve as a novel imaging biomarker for diagnosis of RE.
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radiation encephalopathy, glymphatic function, DTI-ALPS index, nasopharyngeal 
carcinoma, imaging biomarker radiation encephalopathy
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Introduction

Nasopharyngeal carcinoma (NPC) is a malignancy of the 
nasopharynx cavity; it has a distinctive geographical distribution in 
east and Southeast Asia (Chen et al., 2019). Radiotherapy (RT) is one 
of the most important treatments for locally advanced NPC, which is 
highly sensitive to ionizing radiation (Kang et al., 2022). Although RT 
has led to great improvements in disease control and survival (Chua 
et al., 2016), radiation-related complications inevitably occur months, 
or even years, after RT treatment (Chen et  al., 2019). Radiation-
induced brain injury (RBI) is one of the most common radiation-
induced complications. It has recently become a research focus for 
physicians because of its unclear pathological mechanisms and wide 
range of neuropsychiatric symptoms (such as cognitive decline and 
epilepsy) that worsen over time (Kang et  al., 2022). RBI is 
pathophysiologically divided into three phases including acute 
reaction period (few days to few weeks), early delayed radiation 
period (1–6 months), and late delayed radiation period (6 months to 
few years) (Lin et al., 2017), while its clinical course is largely consisted 
of reversible (brain structures are normal-appearing after RT) and 
irreversible stages (MRI-detected brain necrosis, also known as 
radiation encephalopathy [RE]). Given that the progress of RBI into 
the irreversible phase leads to serious brain necrosis, more severe 
clinical symptoms and poor treatment outcomes, an investigation into 
the pathogenesis of RBI during the reversible phase is crucial for the 
early prevention of RE.

Many pre-symptomatic studies have reported that RBI is 
characterized by structural and functional alterations throughout 
the whole brain, rather than being confined to the temporal lobes 
only. For example, using advanced magnetic resonance imaging 
(MRI) sequences, several morphological and functional studies 
have reported altered gray matter volume, cortical thickness, local 
brain activity, and functional connectivity in brain regions not only 
within the temporal lobes (such as the inferior temporal gyrus and 
medial temporal lobe), but also outside the radiation field (such as 
the precentral gyrus and regions in the default mode network) (Lv 
et al., 2014; Lin et al., 2017; Ding et al., 2018; Zhang et al., 2020; 
Zhang W. et al., 2021). Moreover, numerous animal studies 
investigating the potential molecular substrates of RBI have 
reported that ionizing radiation-related inflammatory factors 
(including interleukin-1β, interferon-γ, and tumor necrosis 
factor-α) play an important role in blood–brain barrier (BBB) 
permeability, microvascular diameter, neuronal apoptosis, and glial 
proliferation (Raju et al., 2000; Yuan et al., 2003; Hwang et al., 2006; 
Wilson et al., 2009; Stielke et al., 2012; Yang et al., 2017), which in 
turn result in macroscopic structural and functional abnormalities. 
An excessive accumulation of inflammatory waste and the resulting 
neuroinflammatory pathology suggest that the removal of brain 
waste may be impeded (Lv et al., 2021). The glymphatic system—a 
perivascular network that exchanges brain metabolites between 
interstitial fluid and cerebrospinal fluid—is an emerging system 
responsible for the clearance of brain metabolic waste. Together 
with the well-known function of the glymphatic system, the 
presence of altered macroscopic brain structure and function and 
microscopic inflammatory waste accumulation in RBI suggests that 
an in-depth investigation into radiation-induced glymphatic system 
dysfunction may help our understanding of the potential neural 
mechanisms of this injury.

Diffusion tensor image analysis along the perivascular space 
(DTI-ALPS) is a non-invasive imaging method for quantitatively 
measuring the capacity of the glymphatic system (Taoka et  al., 
2017). This real-time method can evaluate glymphatic changes 
without using contrast agent, and is based on the knowledge that 
the direction of the perimedullary vein space is perpendicular to 
association and projection fibers (Taoka et al., 2017; Chen et al., 
2021). Experimental evidence shows that DTI-ALPS findings are 
strongly correlated with results using the intrathecal method of 
glymphatic measurement, and a lower DTI-ALPS index is 
associated with poorer glymphatic clearance of waste products 
(Taoka and Naganawa, 2020; Shen et  al., 2022). The DTI-ALPS 
index has thus been used to assess glymphatic system alterations in 
disorders such as neurodegenerative conditions, sleep disorders, 
and cerebrovascular disease (Chen et  al., 2021; Lee et  al., 2022; 
Zhang et  al., 2022; Qin et  al., 2023). However, few DTI-APLS 
studies have been conducted to investigate the alterations in activity 
of glymphatic system in RBI.

Given that neuroinflammatory pathology, vascular vulnerability, 
and the resulting deposits of neurotoxic agents in brain tissue have 
been reported after RT, we hypothesized that the glymphatic drainage 
system would be  impaired in RT-treated patients with 
NPC. Furthermore, we predicted that these glymphatic impairments 
would be  independent of radiation dose. To test our hypotheses, 
we first used DTI-APLS to measure glymphatic activity alterations in 
patients with NPC after RT, using DTI data. We then assessed the 
associations between the DTI-APLS index and radiation dose to 
confirm that glymphatic functional changes were likely induced by RT.

Materials and methods

Subjects

In the present study, 109 patients with NPC were included (74 in 
the post-RT group and 35 in the pre-RT group). The post-RT group 
was further divided into two subgroups based on the occurrence of 
RE in the follow-up (interval between RT and DTI examination 
<12 months): post-RT without RE (post-RT-RE−, n = 58) and post-RT 
with RE (post-RT-RE+, n = 16). Notably, NPC patients displayed 
normal-appearing brain morphology on the MRI scans at the 
beginning of our study. They were diagnosed with RE in the years of 
MRI follow-up after DTI examinations.

Figure 1 illustrates the whole technical route and main research 
contents of the present study. This study was approved by the Medical 
Research Ethics Committee of our hospital, and written informed 
consent was obtained from all subjects.

The RT and chemotherapy treatment information has been 
documented in our previous work (Zhang et  al., 2018; Zhang 
Y. M. et al., 2021; Kang et al., 2022). In brief, intensity-modulated 
RT and two-dimensional conventional RT were applied to the 
post-RT patients. For patients staged IIb to IVa–b, concurrent 
chemoradiotherapy with/without neoadjuvant/adjuvant 
chemotherapy were administered. Detailed RT and chemotherapy 
information (Zhao et al., 2021) is provided in the 
Supplementary material. The 8th edition of the Union for 
International Cancer Control/American Joint Committee on 
Cancer Tumor, Node, Metastasis (TNM) system was used to 
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determine the clinical stages of NPC lesions (Pan et al., 2016). 
Patients were enrolled if they met the following criteria: (1) 
pathologically confirmed NPC; (2) MRI detection of normal-
appearing brain imaging; (3) right-handedness; (4) age < 68 years; 
and (5) Karnofsky Performance Status score > 80. Patients were 
excluded if they had: (1) MRI detection of brain invasion, orbital 

apex involvement or intracranial cranial nerve extension; (2) 
brain tumors or infectious disease (such as abscess); (3) history of 
head trauma or surgery; (4) history of neurological or psychiatric 
diseases; (5); severe brain atrophy (specific definition can 
be found in the supplementary materials); (6) contraindications 
(such as claustrophobia) for MRI scanning; (7) severe small vessel 

FIGURE 1

Skeleton diagram for grouping and analysis of the enrolled NPC patients. NPC, nasopharyngeal carcinoma; DTI, diffusion tensor imaging; RT, 
radiotherapy; RE, radiation encephalopathy; DTI-ALPS, diffusion tensor image analysis along the perivascular space; ROI, region of interest; ROC, 
receiver operator characteristic curve.
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FIGURE 2

ROI selections for the DTI-ALPS index calculation. The placement of the ROIs (circles with a diameter of 5  mm) was determined on the color-coded 
fractional anisotropy (FA) maps, and these ROIs were placed in the bilateral projection fibers (blue circles) and association fibers (red circles) in FA atlas, 
respectively (A). Then, these ROIs were placed on the diffusivity maps (spatially normalized) in the direction of the x-axis (B), y-axis (C), and z-axis (D).

disease (deep and periventricular white matter hyperintensities, 
Fazekas score > 1); or (8) other substantial intracranial diseases 
(such as cerebral hemorrhage or stroke).

MRI acquisition

MRI data were obtained on a Siemens Magnetom Tim Trio 
3 T scanner. The DTI sequence was included in the present study 
for the subsequent DTI-ALPS data analysis. DTI data were 
collected transversely with an echo-planar imagingsequence 
using the following parameters: field of view = 256 mm × 256 mm, 
number of axial slices = 85, acquisition matrix = 128 × 128, slice 
thickness/gap = 2/0 mm, voxel size = 2 mm × 2 mm × 2 mm, 
repetition time = 10,800 ms, echo time = 87 ms, one image with 
b = 0 s/mm2, 30 images with b = 1,000 s/mm2, and number of 
excitations = 1.

DTI data preprocessing

The main steps for DTI data preprocessing were as follows. First, 
we evaluated the artifacts (such as total geometric distortion, signal 
loss, and volume motion) and corrected the origin positions of all 
diffusion-weighted images. All diffusion-weighted image 
preprocessing was performed using FSL (FMRIB Software Library 
Package 6.0.1) (Smith et al., 2004).1 Non-brain voxels were extracted 
using BET and underwent motion correction and eddy current 
correction using FSL. The resulting data were then DTI fitted using 
FMRIB’s Diffusion toolbox to generate fractional anisotropy (FA) and 
mean diffusivity maps. Next, diffusivity maps of each subject were 
obtained using FSL software in the direction of the x-axis (right–left; 
Dxx), y-axis (anterior–posterior, Dyy), and z-axis (inferior–
superior, Dzz).

1 http://www.fmrib.ox.ac.uk/fsl

DTI-ALPS calculation

The DTI-ALPS index is widely used in neurological disorders, 
including brain injury. An improved ALPS calculation method 
(Zhang W. et  al., 2021) was used to calculate the ALPS index. 
Specifically, we first registered the diffusion maps obtained in the 
x-axis (right–left; Dxx), y-axis (anterior–posterior, Dyy), and z-axis 
(inferior–superior, Dzz) directions into the standard FA map 
template of the ICBM-DTI-81 Atlas.2 Previous studies have 
generally used susceptibility-weighted imaging to assist in selecting 
the position of the uppermost layer of the lateral ventricle body 
perpendicular to the medullary vein, to obtain different diffusion 
coefficients to calculate the ALPS. However, because most patients 
have the same direction of medullary veins in the uppermost layer 
of the lateral ventricle body, regions of interest (ROIs) can be placed 
using DTI images only, without relying on susceptibility-weighted 
imaging. Using a standard color-coded FA map, spherical ROIs 
measuring 5 mm in diameter were placed in the projection and 
association areas at the level of the bilateral lateral ventricle body 
(Figure  2). The ROI positions were visually confirmed for each 
patient. If needed, manual corrections were performed by slightly 
moving the ROIs. Subsequent extractions of the diffusion 
coefficients of these ROIs on the x-, y-, and z-axes were performed 
in the subsequent analysis. In the projection fiber area, the main 
fibers run along the z-axis direction, while the x-and y-axes are 
perpendicular to the main fibers. By contrast, in the association 
fiber area, the main fibers run in the direction of the y-axis, and the 
x-and z-axes are perpendicular to the main fibers. The ALPS index 
was therefore derived from the ratio of the average values of x-axis 
diffusivity in the projection fiber area (Dx_proj) and the x-axis 
diffusivity in the association fiber area (Dx_assoc) to the average 
values of the y-axis diffusivity in the projection fiber area (Dy_proj) 
and the z-axis diffusivity in the association fiber area (Dz_assoc), 
as follows:

2 https://www.loni.usc.edu/research/atlases
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ALPS index meanDx proj Dx assoc

meanDy proj Dz assoc
− =

_ , _

_ , _

In the present study, the left, right, and the average ALPS index 
values across hemispheres (DTI-ALPSwholebrain) were evaluated separately.

Statistical analysis

Clinical data analysis

We used a number of statistics to depict different data types. 
Specifically, we used the mean and standard deviation to describe 
quantitative clinical data with normal distribution; the median and 
interquartile range were reported when clinical data were 
non-normally distributed. Qualitative clinical data were presented 
using frequencies. We compared intergroup differences in clinical 
stage, sex, and RT technique using the chi-squared test, and compared 
intergroup differences in age using one-way analysis of variance. For 
the post-RT subgroups, we  compared intergroup differences in 
maximum temporal lobe RT dosage and the interval between RT and 
DTI examination using a two-sample t-test. For all analyses, p < 0.05 
was considered significant.

DTI-ALPS analysis

Intergroup differences in the DTI-ALPS index were compared 
at three levels: the DTI-ALPS index in the left hemisphere 
(DTI-ALPSleft), the DTI-ALPS index in the right hemisphere 
(DTI-ALPSright), and the average DTI-ALPS index across 
hemispheres (DTI-ALPSwholebrain). We  compared the intergroup 
differences in DTI-ALPSleft, DTI-ALPSright, and DTI-ALPSwholebrain 
using one-way analysis of variance. Post hoc tests were performed 
using the least significant difference method. For all analyses, 
p < 0.05 was considered significant.

A correlation analysis was used to explore the relationship 
between the DTI-ALPS index (including DTI-ALPSleft, DTI-ALPSright, 
and DTI-ALPSwholebrain) and the ipsilateral maximum dosage of 
radiation-treatment (MDRT); p < 0.05 was considered significant.

A receiver operating characteristic (ROC) curve was used to assess 
the RE diagnostic performance of the DTI-ALPS index. In terms of 
diagnostic performance, area under the curve (AUC) values between 
0.9 and 1.0 are considered excellent, values between 0.7 and 0.9 are 
considered good, and values between 0.6 and 0.7 are considered fair (El 
Khouli et al., 2009). The cut-off value was equal to the maximum of 
Youden’s index, which was calculated as (sensitivity + specificity) − 1.

Results

Clinical parameters

This study consisted of 86 male and 23 female patients with 
NPC. Ages ranged from 22 to 67 (mean 45.61) years. Tumor stage 
ranged from T1N1M0 to T4N3M0 in the pre-RT and post-RT-RE− 
groups, and from T1N0M0 to T4N2M0 in the post-RT-RE+ group. 

No significant differences were observed between the pre-RT, post-
RT-RE−, and post-RT-RE+ groups in age (p = 0.091), sex (p = 0.211), 
or clinical stage (p = 0.304). In the post-RT group, there were no 
significant differences between the post-RT-RE− and post-RT-RE+ 
subgroups in the time interval between RT and DTI examination 
(p = 0.278), RT technique (p = 0.955), or MDRT to the left (p = 0.744) 
or right (p = 0.683) temporal lobes. In the post-RT-RE+ group, brain 
necrotic lesions in the left, right, and bilateral temporal lobes were 
observed in seven, four, and five patients, respectively (Table 1). The 
time interval between DTI examination and the diagnosis of RE is 
34.37 ± 14.68 months.

DTI-ALPS index

For DTI-ALPSwholebrain, significant intergroup differences were 
observed between the pre-RT, post-RT-RE−, and post-RT-RE+ groups 
(p < 0.001). Subsequent post hoc testing revealed that DTI-ALPSwholebrain 
was significantly lower in the post-RT-RE+ group than in the pre-RT 
(p < 0.001) and post-RT-RE− (p = 0.011) groups. Moreover, 
DTI-ALPSwholebrain was significantly lower in the post-RT-RE− group 
than in the pre-RT group (p = 0.002) (Figure 3A).

For DTI-ALPSleft, significant intergroup differences were 
observed between the pre-RT, post-RT-RE−, and post-RT-RE+ 
groups (p = 0.021). Subsequent post hoc testing revealed that 
DTI-ALPSleft was significantly lower in the post-RT-RE+ group than 
in the pre-RT group (p = 0.006). Furthermore, a marginally 
significant difference in DTI-ALPSleft was observed between the 
post-RT-RE+ and post-RT-RE− groups (p = 0.07). No significant 
differences were observed between the pre-RT and post-RT-RE− 
groups (p = 0.133) (Figure 3B).

For DTI-ALPSright, significant intergroup differences were 
observed between the pre-RT, post-RT-RE−, and post-RT-RE+ groups 
(p < 0.001). Subsequent post hoc testing revealed that DTI-ALPright was 
significantly lower in the post-RT-RE+ group than in the pre-RT 
(p < 0.001) and post-RT-RE− (p = 0.013) groups. Moreover, 
DTI-ALPSright was significantly lower in the post-RT-RE− group than 
in the pre-RT group (p = 0.001) (Figure 3C).

Correlation analysis

In the post-RT group, there was a significant negative correlation 
between DTI-ALPSleft and ipsilateral MDRT (r = −0.472, 95% 
confidence interval [−0.688, −0.179], p = 0.003). There was also a 
significant negative correlation between DTI-ALPSwholebrain and left-
side MDRT (r = −0.460, 95% confidence interval [−0.680, −0.164], 
p = 0.004). No significant correlations were observed between 
DTI-ALPSright or DTI-ALPSwholebrain and right-side MDRT (p = 0.854 
and 0.150, respectively).

ROC analysis

The mean, left, and right ALPS indexes were used to evaluate the 
diagnostic performance of RE. The AUC value was 0.706 for the mean 
ALPS index (p = 0.009), 0.616 for the left ALPS index (p = 0.139), and 
0.685 for the right ALPS index (p = 0.018). The AUC value of the 
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ALPSwholebrain index was the highest, with a cut-off value of 1.22, 
sensitivity of 67.2%, and specificity of 72.2% (Figure 4).

Discussion

To our knowledge, the present report details the first attempt to 
use the DTI-ALPS index to examine the effects of RT on the 
glymphatic clearance system in patients with NPC. Patients with NPC 
in the post-RT group (comprising both the post-RT-RE− and post-
RT-RE+ subgroups) had a significantly lower DTI-ALPS index than 
those in the pre-RT group, suggesting that glymphatic function is 
impaired in NPC patients following RT. Notably, patients with NPC 
in the post-RT-RE+ subgroup had significantly lower DTI-ALPSright 
and DTI-ALPSwholebrain values and marginally lower DTI-ALPSleft values 
than post-RT-RE− patients; further ROC analysis revealed that the 
DTI-ALPSwholebrain index was able to effectively differentiate NPC 
patients who developed RE in the follow-up from those who did not. 
These findings suggest that the DTI-ALPS index may serve as a 
potential biomarker for the early diagnosis of RE. In addition, the 
significant correlations between the MDRT and the DTI-ALPS index 
indicate that the insufficient clearance system function was likely 

induced by RT. Together, these findings may contribute to a better 
understanding of the underlying neural mechanisms of RE.

Compared with patients in the pre-RT group, those in the post-RT 
group had a significantly lower DTI-ALPS index. This finding is 
consistent with that of a recent diffusion-weighted imaging study in 
which the diffusion-weighted imaging-ALPS index was significantly 
lower in the post-radiation group than in the control group (Taoka 
et  al., 2023). A decreased DTI-ALPS index may thus indicate 
glymphatic system insufficiency in patients with NPC following 
RT. Anatomically and physiologically, the glymphatic system runs 
parallel to central nervous system vasculature in a perivascular space 
that is enclosed by astrocytic endfeet; it mediates substrate exchange 
between cerebrospinal fluid and interstitial fluid (ISF) to remove 
extracellular waste (Radford et al., 2015; Plog and Nedergaard, 2018; 
Hablitz and Nedergaard, 2021). Any pathophysiological processes or 
molecular events that affect structural components of the glymphatic 
system can result in the decreased removal of neurotoxic metabolites 
(Iliff et al., 2013; Radford et al., 2015; Mogensen et al., 2021; Wei et al., 
2023). Interestingly, the pathophysiological hallmark of RBI is tightly 
linked to an altered tissue microenvironment consisting of overloaded 
inflammatory factors (such as tumor necrosis factor-α, cell adhesion 
molecules, and cytokines), BBB disruption, glial cell apoptosis, and 

TABLE 1 Demographic and clinical data of patients with NPC.

Clinical features Pre-RT group (n  =  35) Post-RT-RE-group (n  =  58) Post-RT-RE+ group (n  =  16) p value

Age (years) mean ± SD 46.71 ± 9.02 43.95 ± 8.43 49.19 ± 10.04 0.079

Sex, n

Male 26 45 15
0.269

Female 9 13 1

Clinical staging #

I/II, n 3a 7b 4c

0.240
III/IV, n 25a 42b 9c

Cervical lymphatic involvement

N0 4a 2b 1c

0.290
N1-3 24a 47b 13c

Time intervals between RT and DTI 

examinations (month)
NA 6.81 ± 4.47 9.00 ± 9.81 0.397

RT technology

IMRT, n NA 48 13
0.888

others, n NA 10 3

Chemotherapy or not

No NA 2b 1c

0.662
Yes NA 46b 13c

Maximum dosage of RT for temporal lobes (Gy)

Left NA 66.91 ± 7.56# 68.89 ± 6.79* 0.268

Right NA 66.84 ± 7.59# 67.82 ± 10.26* 0.789

The location of RE

Right, n NA NA 4 (25.00)

NALeft, n NA NA 7 (43.75)

Bilateral, n NA NA 5 (31.25)

NA denotes not available; a–c denote 7, 9, and 3 patients’ clinical stageing were not available from medical records; #denotes radiation dose of 35 patients were available; *denotes radiation 
dose of 7 patients were available.
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varying degrees of vascular damage (Raju et al., 2000; Yuan et al., 2003; 
Wilson et al., 2009; Yang et al., 2017). These factors are related to 
pathological reactions, such as the perivascular accumulation of 
superfluous inflammatory substances, endothelial apoptosis-related 
BBB leakage, and vascular defect-induced pulse pressure disruption, 
and are reportedly the key contributors to insufficient glymphatic 
clearance (Kress et al., 2014; Verheggen et al., 2018; Ekenze et al., 2023; 
Kern et  al., 2023). Together with the observation that pathogenic 

factors are interrelated in RBI, it is therefore tempting to speculate that 
the impaired glymphatic function in post-RT patients in the present 
study may be the result of multiple superimposed insults from diverse 
molecular events or pathological processes.

Our findings of the lowest DTI-ALPS index in post-RT-RE+ 
patients, and of its impressive predictive performance for RE, are of 
particular interest. Such findings indicate that the DTI-ALPS index 
may serve as a potential biomarker for the early diagnosis of RE/brain 
necrosis (if glymphatic function worsens) in post-radiation NPC 
patients. Early RBI may be  regarded as a pathological state 
characterized by a dynamic balance of damage and repair; brain 
necrosis can occur when this balance is disrupted (Steel et al., 1986; 
Yang et al., 2017). Findings from numerous animal models indicate 
that self-healing systems can be activated immediately after RT to 
protect against neurological deterioration through the inhibition or 
reduction of RT-related oxidative stress and apoptosis (Wang et al., 
2016; Soria et  al., 2019). As a self-healing system, the glymphatic 
system may exert its neuroprotective effects on damaged brain tissue 
by enhancing its drainage function, to remove metabolic neurotoxic 
products (Dai et al., 2023). Such a role may also be supported by a 
study of a healthy population showing that increased glymphatic 
clearance, driven by physical activity, plays an essential role in 
maintaining a healthy brain throughout aging (Vecchio et al., 2018). 
It is thus reasonable to speculate that progressive glymphatic 
impairments might be the key drivers for the phenoconversion from 
reversible RBI to clinically irreversible radiation-induced brain 
necrosis/RE. However, the probable reasons for our observation of the 
most severe glymphatic impairments in post-RT-RE+ patients remain 
unknown and require further investigation. Nonetheless, the 
glymphatic system may be a novel therapeutic target for alleviating the 
neuropsychiatric symptoms of RE.

Our findings of significant negative correlations between the 
MDRT and the DTI-ALPS index indicate that a higher ipsilateral 
maximum RT dosage is associated with a lower DTI-ALPS index. This 
expected finding implies that glymphatic functional impairments are 
mainly induced by RT, and is in line with one recent whole-brain 
radiation study showing that the ALPS index has a weak negative 
correlation with biologically equivalent RT doses (Taoka et al., 2023). 
Moreover, using rat models, several studies have reported that 
increased single or total radiation doses result in elevated 
inflammatory factors (such as tumor necrosis factor-α, interferon-γ, 
and interleukin-1β), cellular debris, and BBB permeability, and have 
a negative effect on perivascular astrocyte survival (Chiang et al., 1993; 
Raju et al., 2000; Yuan et al., 2003; Yang et al., 2017). Coincidentally, 
as reported in previous studies, these RT-related pathological events 
can in turn aggravate glymphatic system dysfunction through possible 
mechanisms that include inadequate competence in dealing with 
overloaded waste, turbulent convective flux through the interstitium 
along the central nervous system vasculature, and aquaporin-4 
depolarization in damaged astrocytic endfeet (Kress et al., 2014; Jessen 
et al., 2015; Radford et al., 2015). The proposed hypothesis, that the 
observed glymphatic dysfunction is mainly driven by ionizing 
radiation exposure in patients with NPC, is therefore both etiologically 
and pathologically reasonable.

Several limitations of the present study should be mentioned. 
First, the DTI-ALPS index cannot assess whole-brain glymphatic 
function because it is based on the orthogonal geometric relationship 
between projection and association fibers and medullary arteries 

FIGURE 3

Between-group differences in DTI-ALPS index. Significant reductions 
of DTI-ALPS whole brain index were observed in the pairwise 
comparisons of Post-RT-RE+ vs. Pre-RT (p  <  0.001), Post-RT-RE-vs. 
Pre-RT (p  <  0.001), and Post-RT-RE+ vs. Post-RT-RE- (p  =  0.011) (A). 
Compared with the Pre-RT group, patients in Post-RT-RE+ displayed 
significant reduction of DTI-ALPS left index (p  =  0.006). Compared 
with the Post-RT-RE-group, patients in Post-RT-RE+ group showed 
marginally significant reduction of DTI-ALPS left index (p  =  0.07) (B). 
Significant reductions of DTI-ALPS right index were observed in the 
pairwise comparisons of Post-RT-RE+ vs. Pre-RT (p  <  0.001), Post-
RT-RE-vs. Pre-RT (p  =  0.001), and Post-RT-RE+ vs. Post-RT-RE- 
(p  =  0.013) (C).
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and veins in the lateral ventricle body (Taoka et al., 2017; Kamagata 
et  al., 2022). The DTI-ALPS index thus warrants cautious 
interpretation and further investigation. Nevertheless, considering 
that RBI can occur not only in the temporal lobe, but also in almost 
all areas of the brain, the DTI-ALPS index measured at the lateral 
ventricle level may reflect—at least to some extent—important 
RT-related pathological processes. Second, several confounding 
factors (such as chemotherapeutic agents, varying radiation fields 
and potential small vessel disease) were present in the present study. 
Because their negative confounding effects were unable to 
be  completely eliminated, the reliability of our results may 
be compromised. Third, the lack of sufficient biological and cognitive 
data weakens the interpretability of our findings. Fourth, a relatively 
small sample size, such as that of the current study, may lower the 
statistical power and result in false-negative error, which then lowers 
our confidence to reach a definitive conclusion. Fifth, although the 
between-group difference of cervical lymphatic metastases in 
post-RT NPC patients were not significant, their potential 
confounding effects on glymphatic changes could not be ruled out. 
Finally, the cross-sectional study design impeded investigations into 

temporal alterations in the glymphatic clearance network at different 
stages of RBI. Given the aforementioned limitations of our study, 
future longitudinal investigations with large sample sizes and 
comprehensive multimodal data are warranted to further validate 
our findings.

Conclusion

A radiation-induced reduction in the DTI-ALPS—a potential 
biomarker for the early diagnosis of RE—was observed in patients 
with NPC, indicating that glymphatic dysfunction may contribute to 
the pathogenesis of RBI.
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FIGURE 4

ROC curves for prediction of RE. The AUC value is 0.706 for the whole brain ALPS index (p  =  0.009), 0.616 for the left ALPS index (p  =  0.139), and 0.685 
for the right ALPS index (p  =  0.018).
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Introduction:Neurofeedback using near-infrared spectroscopy (NIRS) has been

used in patients with stroke and other patients, but few studies have included

older people or patients with cognitive impairment.

Methods: We constructed a NIRS-based neurofeedback system and used

finger tapping to investigate whether neurofeedback can be implemented

in older adults while finger tapping and whether brain activity improves in

older adults and healthy participants. Our simple neurofeedback system was

constructed using a portable wearable optical topography (WOT-HS) device.

Brain activity was evaluated in 10 older and 31 healthy young individuals by

measuring oxygenated hemoglobin concentration during finger tapping and

neurofeedback implementation.

Results: During neurofeedback, the concentration of oxygenated hemoglobin

increased in the prefrontal regions in both the young and older participants.

Discussion: The results of this study demonstrate the usefulness of

neurofeedback using simple NIRS devices for older adults and its potential to

mitigate cognitive decline.

KEYWORDS

near-infrared spectroscopy, neurofeedback, portable wearable optical topography

device, finger tapping, prefrontal cortex

1 Introduction

Neurofeedback is a form of biofeedback that allows individuals to control their brain

function by measuring neural activity and presenting this information in real-time (Ehlis

et al., 2018; Sitaram et al., 2019). The method is typically used to record brain waves and

provide feedback (Marzbani et al., 2016), and near-infrared spectroscopy (NIRS) devices

are new tools for neurofeedback training (Ehlis et al., 2018). As confirmed in healthy

people, it is possible to control hemodynamic responses in prefrontal brain regions even

after several training sessions of NIRS feedback (Barth et al., 2016). Neurofeedback using

a small NIRS device has also been performed (Nouchi et al., 2021) and has been shown to

be useful.

Neurofeedback using NIRS is free of cumbersome restrictions on participants’

movement and can improve cognitive domains in patients with stroke (Renton et al., 2017).

Furthermore, the method has been shown to enhance gait and balance recovery after stroke

(Mihara et al., 2021). Neurofeedback approaches based on electroencephalography (EEG)
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and functional magnetic resonance imaging (fMRI) have been

studied in older populations (Trambaiolli et al., 2021), but there are

few reports on NIRS neurofeedback in this group. Neurofeedback

can potentially improve cognitive function in dementia and mild

cognitive impairment (Trambaiolli et al., 2021), and neurofeedback

in older people using small NIRS devices can contribute to

improvements in cognitive dysfunction.

Finger-tapping performance has been shown to decline among

older individuals as the brain and cognitive functions deteriorate

(Suzumura et al., 2021; Sugioka et al., 2022). In addition, finger

tapping is effective in improving the activities of daily living (ADL)

(Liu et al., 2018), and hand training may improve dexterity and

executive function and, over the long term, cognitive function (Seol

et al., 2023). In general, older adults have been shown to engage

a broader range of brain regions for motor control than younger

adults, particularly prefrontal regions and basal ganglia networks,

and motor control becomes more dependent on cognition and the

prefrontal cortex (PFC) with aging (Seidler et al., 2010). These

findings suggest that finger tapping may be assessed within the

framework of cognitive decline in older individuals.

In this study, we constructed a simple neurofeedback system

using finger tapping andNIRS and examined whether brain activity

improves after training. Our objectives were as follows: (1) we

tested whether neurofeedback can be performed using a portable

NIRS device; (2) we tested whether older participants can perform

neurofeedback training during finger tapping; and (3) we tested

whether prefrontal activation occurs.

2 Materials and methods

2.1 Participants and methods

In this cross-sectional study, we constructed a simple

neurofeedback system and evaluated brain activity during

neurofeedback implementation using a finger-tapping task. Ten

older community members (four males, six females, age: 76.6 ±

5.8, 10 right-handed) and 31 healthy young adults (13 males, 18

females, age: 20.3 ± 1.3, 30 right-handed and one left-handed)

were recruited to assess brain activity using the proposed system.

Patients were verbally asked if they had been diagnosed with

diagnosed dementia, neurodegenerative diseases, or complications,

and cases, where applicable, were considered for exclusion. Patients

with orthopedic, cerebrovascular, neurologic, motor, limb or

finger disorders were also considered for exclusion; however,

no participants were excluded. Based on the results of previous

studies, a sample size of at least 15 participants was required

(Takahashi et al., 2018, 2022). This sample size could not be met

for the older population.

Data from a wearable optical topography system (WOT-

HS, NeU) was analyzed during neurofeedback implementation

Abbreviations: ADL, activities of daily living; BA4, primary motor cortex;

BA6, supplementary motor area; CH, channels; CI, confidence interval;

DLPFC, dorsolateral prefrontal cortex; EEG, electroencephalogram; fMRI,

functional magnetic resonance imaging; NIRS, near-infrared spectroscopy;

PFC, prefrontal cortex; SD, standard deviation; WOT-HS, wearable optical

topography system.

to assess brain activity during neurofeedback implementation.

For neurofeedback execution and measurement, we used a three-

block design with 15-s rest, 15-s tasks (neurofeedback), 15-s

rest periods, and 15-s rest periods before and after the block

design (Figure 1). For neurofeedback training, visual feedback

based on the participant’s real-time brain activity was presented

on screen and finger tapping was performed with alternating

hands to increase brain function (Hou et al., 2021; Nouchi et al.,

2021). In the rest period, the participants were instructed to

rest, with only a cross-shaped symbol appearing on the monitor

during measurement.

This study was conducted in accordance with the Declaration

of Helsinki. All participants were informed of the study before

participation, and written informed consent was obtained. The

Ethical Review Committee of Takasaki University of Health and

Welfare approved the study.

2.2 NIRS-mediated neurofeedback system

We constructed a simple neurofeedback system that uses

a portable WOT system and presents brain activity using a

programming language (Python). In detail, we created a program

to present a brain activity screen using Python from the WOT-

HSmeasurement software and constructed a simple neurofeedback

method using NIRS. This system consisted of a NIRS-based

measurement device, a computer for presenting brain activity, and

a monitor for visualizing feedback. A schematic of the system

is shown in Figure 2. NIRS captures hemoglobin signal changes

derived from local vascular responses due to neuronal activation

in the brain (Hoshi and Tamura, 1993; Villringer et al., 1993), and

these changes were used to provide feedback on brain activity.

The WOT-HS comprises a headset, a data processing unit, and

measurement software. Each participant wore a headset and sat

on a chair for the experiment. The headset was worn according

to the instructions in the WOT-HS manual, and the participants

were instructed not to move their heads during measurement. The

34 measurement channels of the WOT-HS can measure changes

in oxygenated hemoglobin, deoxygenated hemoglobin, and total

hemoglobin levels in the frontal and temporal regions (Figure 3).

The light sources were 730 and 850 nm, and the sampling rate

was 100ms, allowing removal of signals related to skin blood flow.

A dedicated application software was used for measurement, and

the waveform data and mapping images were displayed in real-

time. The mapped brain activity was presented to the participants

as feedback.

2.3 Finger-tapping task

Finger tapping took the form of alternating tapping with both

hands, using the thumb and index finger, with one finger closed on

the left and right side and the other finger open on the left and right

side (Suzumura et al., 2016; Tomita et al., 2020; Sugioka et al., 2022).

The participants were instructed to place their forearms on a desk

before them and tap as quickly as possible in an alternating finger

opening and closing motion using their index finger and thumb for

Frontiers inNeuroimaging 02 frontiersin.org115

https://doi.org/10.3389/fnimg.2024.1361513
https://www.frontiersin.org/journals/neuroimaging
https://www.frontiersin.org


Takahashi et al. 10.3389/fnimg.2024.1361513

FIGURE 1

A schematic of the system. Data measured using the wearable optical topography system (WOT-HS) can be presented to the participants in real time.

Changes in hemoglobin concentration (a proxy for brain activity) measured in the WOT-HS headset (34 channels) are presented on a screen. The

figure at the top of the image (mapping of brain activity) is the actual screen presented to the participant. Increased and decreased hemoglobin

concentrations are mapped in red and blue, respectively, while unchanged levels are shown in white.

15 s. In the open-finger configuration, they were instructed to open

their fingers ∼4 cm apart to reduce inter-participant variability in

movement amplitude (Tomita et al., 2020).

2.4 Data preprocessing in NIRS and data
analysis

First, the NIRS signal was bandpass filtered at 0.01–0.90Hz

from the settings at the time of measurement (Klein and

Kranczioch, 2019). Next, linear fitting was performed using the

values at the first and last 30 s of rest to remove drift. In this

correction, a least squares method was used to estimate a linear

trend from the first and last rests, and the estimated value was

subtracted from the data (Xu et al., 2015; von Lühmann et al.,

2020). The NIRS signal was then normalized using a z-score

transformation for inter-participant comparison (Megumi et al.,

2023); for the z-score, the signal at each time point was divided by

the mean value during the 10 s before the first task and then by the

standard deviation during the 10 s before the task. Values outside

±2 times the standard deviation of the mean were excluded as

outliers (Takahashi et al., 2022). To evaluate prefrontal activation,

channels (CH)10–13 were analyzed as right PFC, CH16–19 as

middle PFC, and CH22–25 as left PFC. The Shapiro–Wilk test was

used to verify the normal distribution of the data and perform

each analysis. Since the block design was such that each participant

repeated each task’s conditions thrice to assess the brain activity,

the data between each block were added and averaged, and the two

conditions of rest and task were compared. For the comparison of

rest and tasks in older adults and young participants, the Wilcoxon

rank-sum test was performed. We used the SPSS software (version

27.0 forWindows; IBMCorp., Armonk, NY, USA) for the statistical

analyses. For multiple comparisons, the Bonferroni correction set

the significance level at < 0.0167%.

3 Results

Figure 4 shows the time course of changes in oxygenated

hemoglobin levels in the older participants (One typical example of

significant brain activation). The signal tended to increase during
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FIGURE 2

Probe placement in the WOT-HS headset. The arrangement consists of a light-emitting center and a light-receiving sensor (the sensor receives light

emitted from the adjacent light-emitting center). Green numbers indicate measurement channels, red and white numbers indicate light source and

detector. PFC, prefrontal cortex.

FIGURE 3

Block design. During the resting phase, a cross symbol was presented on the monitor and the participant was instructed to rest. During the task,

finger tapping and neurofeedback were performed.

the implementation of the task (neurofeedback), as observed in

the younger participants. At rest, after the implementation of the

task, the oxygenated hemoglobin levels decreased. During the task

implementation, there was an increasing trend in all left, central,

and right PFC regions. Table 1 presents a comparison of the mean

values in the older adults at rest before the task and during the task.

The rest of the Right PFC in older adults had a mean of 0.1078 with

a standard deviation of 0.2831, and the task had a mean of 1.0486

with a standard deviation of 1.1158. The z-value of the test was

2.497, and the p-value was 0.013, indicating a significant difference

between rest and task. InMiddle PFC, the rest had a mean of 0.1209

with a standard deviation of 0.1777, and the task had a mean of

0.7175 with a standard deviation of 1.7076. The test resulted in a

z-value of 1.274 and a p-value of 0.203, indicating no significant

difference between rest and task. In the Left PFC, the rest had a

mean of 0.0247 and a standard deviation of 0.2904, while the task

had a mean of 0.4243 and 1.3741. The test resulted in a z-value of

1.172 and a p-value of 0.241, indicating no significant difference

between rest and task.

Figure 5 shows the time course of the changes in oxygenated

hemoglobin levels in healthy young participants (one typical

example of significant brain activation). Oxidized hemoglobin

levels tended to increase from before the task to when

neurofeedback was implemented, followed by a decrease from

neurofeedback implementation to the resting state. All left, central,

and right prefrontal regions showed an increasing trend during
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FIGURE 4

Changes in oxyhemoglobin levels recorded from right, middle, and left channels in older participants. It shows one representative person who

showed significant activation. The blue line shows the values for the right, the yellow line for the central, and the gray line for the left prefrontal

region.

TABLE 1 Oxyhemoglobin concentration values during each task period in older participants.

Rest Task (neurofeedback and finger tap) z-value p-value

Average (95% CI) SD Average SD

Right PFC 0.1078 (−0.0606-0.2691) 0.2831 1.0486

(0.5102-1.7592)

1.1158 2.497 0.013∗

Middle PFC 0.1209 (0.0135-0.2235) 0.1777 0.7175

(0.0665-1.8358)

1.7076 1.274 0.203

Left PFC 0.0247 (−0.1668-0.1814) 0.2904 0.4243

(−0.2648-1.2998)

1.3741 1.172 0.241

∗p < 0.0167%. CI, confidence interval; PFC, prefrontal cortex; SD, standard deviation.

neurofeedback implementation. Table 2 compares the mean values

at rest before the task and during neurofeedback. The rest of the

Right PFC for young adults had a mean of 0.0004 with a standard

deviation of 0.002, and the task (neurofeedback and finger tap) had

a mean of 2.4799 with a standard deviation of 4.3473. In Middle

PFC, Rest had a mean of 0.0033 and a standard deviation of 0.0183,

while the task had a mean of 0.7957 and a standard deviation of

6.446. The test resulted in a t-value of−0.685 and a p-value of 0.498,

indicating no significant difference between rest and task. In the

Left PFC, the rest had a mean of −0.0023 and a standard deviation

of 0.0151, while the task had a mean of 1.2267 and a standard

deviation of 4.2893. The test resulted in a t-value of −1.595 and

a p-value of 0.121, indicating no significant difference between rest

and task. From Tables 1, 2, both older and young adults, there were

no significant differences between the pre-task resting period and

the neurofeedback period in the left and central prefrontal regions,

while significant differences in the right prefrontal region were

demonstrated.

4 Discussion

In this study, we developed a simple NIRS-based neurofeedback

system and evaluated brain activity during its implementation.

Neurofeedback using NIRS can either increase or decrease brain

activity (Hosseini et al., 2016; Kinoshita et al., 2016; Kohl et al.,

2022), and this system can respond to both types of feedback.

The presentation screen can also show brain activity using

mapping, waveforms, or bars. In our system, brain activity was

indicated using mapping. The measurement screen can also display

waveforms, allowing visualization of both maps and waveforms.

In a previous study that developed an NIRS neurofeedback

system, activation in cerebral regions, including PFC, was assessed

during real-time neurofeedback (Kinoshita et al., 2016). In the

previous study, using a smaller device, we also found that

neurofeedback altered brain activity bilaterally in dorsolateral

(DL)PFC during cognitive training (Nouchi et al., 2021). In our

study, we observed a significant difference between rest and task in

the right PFC, as well as increasing trends in other areas. However, a

degree of variation was noted. We found an increase in oxygenated

hemoglobin concentration during neurofeedback, suggesting that

our results are similar to those of previous studies. Furthermore,

the present results suggest that neurofeedback can be effective, even

with this simple system. Our results showed a significant difference

only in the right PFC. This may be because the present method

involved visuospatial cognitive abilities, which are related to the

ability to grasp and visualize own brain activity based on brain

activity mapping images. Since visuospatial processing ability is
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FIGURE 5

Changes in oxyhemoglobin levels recorded from right, middle, and left channels in young participants. It shows one representative person who

showed significant activation. The blue line shows the values for the right, the yellow line for the central, and the gray line for the left prefrontal

region.

TABLE 2 Oxyhemoglobin concentration values during each task in young.

Rest Task (neurofeedback and finger tap) z-value p-value

Average (95% CI) SD Average SD

Right PFC 0.0004 (−0.0003-0.0012) 0.0020 1.9770

(0.775-3.1789)

3.2769 4.056 < 0.001∗

Middle PFC 0.0033 (−0.0034-0.01) 0.0183 0.4454

(−1.5363-2.4272)

5.4028 1.431 0.153

Left PFC −0.0023

(−0.0078-0.0032)

0.0151 0.9188

(−0.2394-2.077)

3.1574 1.352 0.176

∗p < 0.0167%. CI, confidence interval; PFC, prefrontal cortex; SD, standard deviation.

dominant in the right hemisphere (Kwon et al., 2002; Corballis,

2003; Suzuki et al., 2018), a greater activation was observed in

the right PFC than in other regions, which may have resulted in

a significant difference. Other than this, we could not show any

other influence directly related to the significant difference in the

right PFC.

Circuits involving DLPFC, PFC, and the cerebellum have

been reported to control motor accuracy (Torriero et al., 2007;

Abiru et al., 2016). Since finger tapping in the present study

involved alternating movements, prefrontal regions were likely

involved. However, the areas that control finger movement

traditionally include the primary motor cortex (BA4), premotor

cortex, supplementary motor area (BA6) (Sugioka et al., 2022),

primary sensorimotor cortex, and the cerebellum (Turesky et al.,

2018). Activation in prefrontal regions during alternating finger

tapping has not been confirmed in young individuals (Takahashi

et al., 2022). In our paradigm of finger tapping with neurofeedback,

the concentration of oxygenated hemoglobin increased, which may

also be due to the effect of this system. We believe the proposed

method, which seeks to increase brain activity while performing

alternating finger tapping, has a double-task element. Dual tasks

that involve exercise and cognitive paradigms, such as walking,

activate PFC (Holtzer et al., 2011; Kvist et al., 2023), and even in

older people with mild cognitive impairment, PFC activation has

been observed during dual-task walking (Doi et al., 2013). Since

the method in this study may comprise a dual-task element, brain

activity is expected to increase during neurofeedback.

Neurofeedback with NIRS has been shown to have strong

effects, avoiding non-trivial restrictions on participants’

movements, and neurofeedback therapy in patients with stroke

has been shown to improve cognitive domains in these patients

(Renton et al., 2017). DLPFC activation can enhance the benefits

of cognitive training (Nouchi et al., 2020); in other words, it is

important to increase DLPFC activity during cognitive training to

enhance cognitive function (Nouchi et al., 2021). The results of this

study show that neurofeedback during finger tapping enhances

brain activity even in older adults. Therefore, there is potential for

the prevention of dementia, and future studies are needed for more

in-depth evaluations.

This study had three notable limitations. The first issue is

the number of older participants. Comparisons should be made

between groups of younger and older adults, as well as between

older adults and cognitively impaired participants; it will be

necessary to increase the number of participants and conduct
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additional surveys in the future. Second, this was a cross-sectional

study. Previous studies on neurofeedback have evaluated function

before and after intervention and reported improvements in

motor function. Although other cross-sectional studies have been

performed, it is desirable to conduct longitudinal measurements

to evaluate improvements in brain, cognitive, and motor function.

Third, we used a specific task and measurement site: we focused

only on the finger-tapping task and on recording changes in

prefrontal regions, but neurofeedback may be effective using other

tasks and measurements in other brain regions. It is also necessary

to measure task performance to further verify the effectiveness

of neurofeedback.

In conclusion, a simple neurofeedback system using finger taps

and NIRS was constructed to measure oxygenated hemoglobin

concentration during finger taps and neurofeedback in older

participants and young. In this system, the concentration of

oxygenated hemoglobin during neurofeedback implementation in

the two groups of participants increased. Further studies are needed

to investigate the usefulness of this system in older populations.
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A new transfer entropy method 
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connectivity from 
complex-valued fMRI data
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Background: Inferring directional connectivity of brain regions from functional 
magnetic resonance imaging (fMRI) data has been shown to provide additional 
insights into predicting mental disorders such as schizophrenia. However, 
existing research has focused on the magnitude data from complex-valued fMRI 
data without considering the informative phase data, thus ignoring potentially 
important information.

Methods: We propose a new complex-valued transfer entropy (CTE) method to 
measure causal links among brain regions in complex-valued fMRI data. We use 
the transfer entropy to model a general non-linear magnitude–magnitude 
and phase–phase directed connectivity and utilize partial transfer entropy to 
measure the complementary phase and magnitude effects on magnitude–phase 
and phase–magnitude causality. We also define the significance of the causality 
based on a statistical test and the shuffling strategy of the two complex-valued 
signals.

Results: Simulated results verified higher accuracy of CTE than four causal 
analysis methods, including a simplified complex-valued approach and three 
real-valued approaches. Using experimental fMRI data from schizophrenia and 
controls, CTE yields results consistent with previous findings but with more 
significant group differences. The proposed method detects new directed 
connectivity related to the right frontal parietal regions and achieves 10.2–
20.9% higher SVM classification accuracy when inferring directed connectivity 
using anatomical automatic labeling (AAL) regions as features.

Conclusion: The proposed CTE provides a new general method for fully 
detecting highly predictive directed connectivity from complex-valued fMRI 
data, with magnitude-only fMRI data as a specific case.

KEYWORDS

complex-valued fMRI data, transfer entropy, partial transfer entropy, directed 
connectivity, functional connectivity
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1 Introduction

To date, a huge number of studies have investigated directed 
functional connectivity (FC) or functional network connectivity 
(FNC) using fMRI data (Demirci et al., 2009; Stevens et al., 2009; 
Lizier et al., 2011; Ursino et al., 2020; Crimi et al., 2021). Directed FC/
FNC refers to the statistical causality between different time series 
from brain regions of interest (ROIs) or time courses of brain networks 
extracted by data-driven methods from fMRI data (Stevens et al., 
2009; Ursino et al., 2020; Mahmood et al., 2022). The directed FC/
FNC results have been widely used as putative biomarkers to identify/
predict brain function changes linked to mental disorders such as 
schizophrenia (Fogelson et al., 2014; Bastos-Leite et al., 2015; Dietz 
et al., 2020).

Directed FC/FNC analyses can be generally classified into model-
based and model-free methods. Typical model-based methods include 
dynamic causal modeling (DCM) (Friston et al., 2019), structural 
equation modeling (Bielczyk et  al., 2019), and dynamic Bayesian 
network (Wu et  al., 2014). Regarding model-free methods, the 
Granger causal test is frequently used to determine whether there is a 
linear causal relationship between ROIs and brain networks (Demirci 
et al., 2009; Crimi et al., 2021). Demirci et al. (2009) exploited the 
Granger causal test to calculate directed FNC of fMRI data and found 
abnormal connections from frontal areas to visual areas for patients 
with schizophrenia. Crimi et al. (2021) used Granger connections to 
classify patients with autism spectrum disorder and healthy controls.

Real-valued transfer entropy is utilized to identify the underlying 
non-linearly directed information between ROIs or between brain 
networks (Lizier et al., 2011; Ursino et al., 2020; Liu et al., 2022). 
Ursino et  al. (2020) verified that transfer entropy is a promising 
method to estimate the causality of connections between regions with 
long time delays. Lizier et  al. (2011) presented a transfer entropy 
method to detect causality between brain regions in cognitive tasks 
and showed task difficulty being related to causal strength for the 
motor cortex. Following this, Liu et  al. (2022) proposed a scored 
function based on transfer entropy and conditional entropy to 
quantify directed FC, which accurately inferred directed connectivity 
networks of time series. The most commonly used method for 
estimating real-valued transfer entropy is the histogram-based transfer 
entropy (HTE), which estimates the joint probability density function 
via a histogram-based function. Other transfer entropy algorithms 
were proposed to improve the accuracy of causal inference or noise 
robustness, including symbolic transfer entropy (STE) (Li and Zhang, 
2022), effective transfer entropy (Behrendt et al., 2019; Caserini and 
Pagnottoni, 2022), Renyi transfer entropy (Jizba et al., 2022; Zhang 
et al., 2023), and phase transfer entropy (Wang and Chen, 2020; Gu 
et al., 2021).

Our study is motivated by two key points. First, previous studies 
show non-linear FC/FNC properties in fMRI (Li et al., 2010, 2011; 
Motlaghian et al., 2023). The transfer entropy approach is designed to 
forecast non-linear causality (Schreiber, 2000), while the Granger 
causal test may fail as a linear model-free approach (Bastos and 
Schoffelen, 2016). Second, fMRI data are initially acquired as complex-
valued image pairs including both magnitude and phase data 
(Calhoun et al., 2002; Rowe and Logan, 2004; Adali and Calhoun, 
2007). A new transfer entropy approach is needed to incorporate 
unique and additional information from the phase data in addition to 
the magnitude-only fMRI data (Yu et al., 2015). The simple sum of the 

separate real-valued results from the magnitude and the phase data 
suffers from a loss of accuracy as there is also a correlation between 
the magnitude and the phase. As such, we propose a new complex-
valued transfer entropy (CTE) to detect full causality between two 
complex-valued signals.

The main contributions of this study are 3-fold:

 1. We propose a new CTE method to measure non-linear causal 
(directed) connectivity among two complex-valued signals by 
incorporating complementary causality between magnitude 
and phase using the partial transfer entropy, in addition to 
detecting magnitude–magnitude and phase–phase causality 
using transfer entropy. Simulated data verify the high accuracy 
of CTE compared to a simplified CTE (sCTE) without 
magnitude–phase causality and the three real-valued methods, 
including STE, HTE, and Granger causal test.

 2. We evaluate the significance of the non-linear directed 
connectivity via a one-sample t-test by using a shuffling 
strategy of two complex-valued signals. The statistical test 
assists in eliminating spurious causality, ensuring the stability 
and accuracy of the causality measurement.

 3. We analyze directed FC using experimental resting-state 
complex-valued fMRI data from 40 schizophrenia patients and 
40 healthy controls. CTE yields results consistent with previous 
findings but with more significant group differences, detects 
new directed connectivity, and achieves higher SVM 
classification accuracy, compared to sCTE, STE, HTE, and 
Granger causal test.

2 Methods

2.1 Modeling and deviation of CTE

Figure 1 shows the framework diagram for measuring directed FC 
using CTE. Take two AAL regions AAL_n1 and AAL_n2 for example, 
each region can obtain an average complex-valued time series 
involving magnitude and phase. To quantify complete complex-valued 
causality, CTE measures magnitude–magnitude and phase–phase, and 
two parts of magnitude and phase causality. To guarantee the reliability 
of causality measurement, a causal significant test is performed. The 
direction of FC can be judged by the polarity of CTE. If the CTE value 
is positive, the direction FC points from AAL_n1 to AAL_n2; if the 
CTE value is negative, the direction is the opposite; if CTE equals zero, 
there is no directed FC between the two AAL regions.

We denote two complex-valued signals as 
z1 � � �� � � � � � � ��� ��z t z z T1 1 11 , ,

T, z2 � � �� � � � � � � ��� ��z t z z T2 2 21 , ,
T, 

t T� �1, , , and T is the data length. The two signals are represented 
with magnitude and phase in Eq. (1) as follows:

 

z a
z b
1

2

� � �
� � �

exp

exp

j
j
��
��  

(1)

where a∈T  and �� �T  are the magnitude and phase of z1, and 
b∈T  and �� �T  are the magnitude and phase of z2.

Based on the relationship between the magnitude and phase of the 
brain networks (Yu et  al., 2015), we  propose a definition of CTE 
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considering complete causality between two complex-valued signals. 
Motivated by the complex-valued mutual information introduced by 
Goebel et al. (2011), CTE combines the magnitude and phase to make 
causality inference and is represented as follows:

 
C R R R Rz z a b a b a1 2� � � � �� � � ��� �� �� �� ��  (2)

where a b→  and �� ���  are real-valued transfer entropy from the 
magnitude and the phase of the two signals, respectively. a b� ��  and 
�� ��� a  are partial transfer entropy (Papana et al., 2012), which 
extends transfer entropy to account for the presence of the third 
variable. We  extend to quantify the complementary phase and 
magnitude effects on the causality a b→  and �� ��� .

Real-valued transfer entropy a b→  and �� ���  in Eq. (2) can 
be calculated as follows (Schreiber, 2000):
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(3)

where a b→  denotes causal direction from a  to b, p �� �  is a marginal 
probability density function, " "p � �� �  represents a condition 
probability density function, τ  is the parameter of time delay, and at��  
and bt��  are delayed a  and b by τ  time points. By calculating the 
Pearson correlation coefficient between the two signals with different 
time delays, the time delay corresponding to the maximum correlation 
coefficient is selected as the value of τ .

Real-valued partial transfer entropy a b� ��  in Eq. (2) is 
determined as follows:

 

a b b b b b

b a b
� � � � �

� �
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��
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� � � �

� �

, log ,

, ,, log , ,�� ��t t t t tp� � � �� � � �� �� � � �b a b|
 

(4)

In Eq. (4), it can be observed that phase θθ  and magnitude a  are 
jointly used to determine the causal direction to magnitude b. In other 
words, a b� ��  incorporates magnitude–phase causality between θθ  

and b by quantifying the complementary magnitude effects of a  on the 
causality. Similarly, �� ��� a  can be calculated as follows:
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(5)

In Eqs. (2)–(5), we need to estimate condition probability density 
functions and joint probability density functions. We represent the 
condition probability density function with joint probability density 
functions and then estimate joint probability density functions. Taking 
p t t tb b| � �� �� �,��  as an example, we have the following:

 
p

p
pt t t
t t t
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� �

� �
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(6)

where p t t t�� � �� �� �, ,b b  and p t t�� � �� �� �,b  are joint probability 
density functions. To estimate the joint probability density functions, 
we  perform symbolic processing on each of the variables. The 
symbolic process helps to improve the noise robustness to traditional 
transfer entropy and helps capture more non-linear causality proved 
by the previous study (Gu et  al., 2021). Taking the phase 
�� � � � � � ��� ��� �1 , ,

TT  as an example, where superscript “T” 
represents the matrix transpose, the symbolic � t� �, 1≤ ≤t T , denoted 
as �� � �t  is computed as follows (Wessel et al., 2000):
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(7)
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(8)
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FIGURE 1

Framework diagram for directed FC measured by CTE. First, average complex-valued time series from two AAL regions are obtained. Each average 
time series involves magnitude and phase. To quantify complete complex-valued causality, CTE considers four parts of causality, including 
magnitude–magnitude, phase–phase, and two magnitude–phase causality. After the causal significant test, the directed FC between two regions is 
measured by CTE.
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where β  is a control parameter and set to be 0.05 according to the 
previous study (Wessel et al., 2000), and µ p and µn are the mean of 
positive and negative variables of θθ ,  respectively. As such, we obtain 

the symbolic variable vector of θθ  as ��� � �� � � � � ��
�

�
�� �1 , ,

T

T .  For 
simplicity, superscript “*” is omitted. ϕϕ  can be symbolized in the 
same way. Magnitude a , b is symbolized only using Eq. (7) with 
non-negative values.

Then, we exploit a histogram-based method to estimate the joint 
probability density function by counting the number of common 
elements in segmented bins between vectors. Take p t t�� � �� �� �,b  in 
Eq. (6), for example, ��t��  is divided into kθ  equal bins with the bin 
index denoted as i, and bt��  is divided into kθ  equal bins with the bin 
index as j. Denoting the segmented bin of ��t��  and bt��  as ��  and 
∆b,  the joint probability density function p t t¸ b� �� �� �,  is estimated 
by counting the elements number of ��t��  and bt��  within the 
segmented bin [ , ].� �� b  The parameters of bin width ��  and ∆b  
are determined by the number of segmented bins and data length. For 
simplicity, the parameters ��  or ∆b  are equal and can be selected 
as follows:

 
�� � � � �

�
� �� � � � �� �� � � �max min�� ��t t t t

T
; ;b b

 
(9)

Thus, the joint probability density function p t t�� � �� �� �,b  located 
around the point i j,� � is represented as follows:

 
p

num i j
Tt t�� � �� � � � �
�

� � �
,

,
b

 
(10)

where num b� �� ,� �  is the number of elements between ��t��  and 
bt��  within the segmented bin [ , ]� �� b  around i j,� �.

2.2 Significance test of causality

The complex-valued transfer entropy z z1 2→  quantifies causality 
from z1 to z2 but cannot measure the significance of the causality. As 
such, we  define the causality significance using a statistical test 
together with a shuffling strategy, which has been previously used in 
real-valued transfer entropy studies (Bossomaier et al., 2016). The 
shuffling process assists in eliminating spurious causality between z1 
and z2 , ensuring the stability and accuracy of the causality 
measurement. Various transfer entropy differences between the 
original and shuffled signals are obtained by repeating the shuffling 
process (R times). Here, the number of times we perform shuffling, 
i.e., R, is set to 100. Then, one-sample t-test on the R causality 
differences is performed to detect the causality significance 
from z1 to z2.

If we denote the shuffled transfer entropy as z z1 2→
shuffled, the transfer 

entropy difference z z1 2�
�  is obtained in Eq. (11) as follows:

 
  z z z z z z1 2 1 2 1 2�
�

� �� � shuffled

 (11)

Similarly, z z2 1�
�  is obtained in Eq. (12) as follows:

 
  z z z z z z2 1 2 1 2 1�
�

� �� � shuffled

 (12)
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�
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�
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� � � � 1
, ,

TR includes 

all the transfer entropy differences between z z1 2�
�  and z z2 1�

� , 
we perform one sample t-test with the false discovery rate (FDR) 
correction as follows (Guo and Bhaskara, 2008):
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where ∆  is the mean of ∆,  pth =0.05. We  define the causal 
direction by the sign of ∆  as follows:
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(14)

3 Experimental methods

3.1 Simulated signals

To evaluate the efficacy of CTE, we generate two sets of simulated 
complex-valued signals with linear and non-linear causality, 
respectively. Each set has three types of causal directions and is 
randomly generated 1,000 times and divided into 10 groups.

The baseline signals are generated using a widely used MATLAB 
toolbox named Granger causal connectivity analysis (GCCA) (Seth, 
2010). The signals are generated with real-valued linear causality via 
an AR model as Seth (2010):

 

x t x t x t w t
x t x t w t

1 1 1 1

2 1 2

0 95 2 1 0 9025 2

0 5 1

� � � �� � � �� � � � �
� � � �� � �

. .

. �� �  
(15)

where 3 ≤ ≤t T , T is the data length and set to be 146 to keep the 
same data length as in the fMRI data. w t1 � � and w t2 � �  are random 
variables with zero mean and unit variance satisfying normal 
distribution. The linear and non-linear causality with different 
causality cases can be  obtained by exploiting and modifying the 
baseline signals defined in Eq. (15).

When generating simulated signals with linear causality, the three 
types of simulated complex-valued signals are denoted as type L1, L2, and 
L3, respectively. The magnitude and phase of the two signals z1 and z2  
from the three linear types are generated using Eqs. (16)–(18) as follows::

 1. type L1:

 

a t a t a t w t
b t a t w t
t
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(16)
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 2.  type L2:
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 3.  type L3:
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where r t1 � �  and r t2 � �  are randoms without causality.
The non-linear causality can be obtained by adding quadratic and 

three-order terms to (Eq. 15). The magnitude and phase of the three 
types (N1, N2, and N3) can be generated using Eqs. (19)–(21) as follows:

 1.  type N1:
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 2. type N2:
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 3. type N3:
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where w t1 � �, w t2 � �, w t3 � �, and w t4 � � are variables with zero-valued 
mean, unit variance satisfying normal distribution, and 
without causality.

Figure 2 shows the ground truth causal directions for the three 
types of two simulated complex-valued signals with non-linear and 
linear causality. Specifically, type L1/N1 has the complete complex-
valued causality including magnitude–magnitude, phase–phase, and 
magnitude–phase; type L2/N2 has the incomplete complex-valued 
causality including magnitude–magnitude and phase–phase; type L3/
N3 only has magnitude–magnitude causality.

Figure 3 presents example waveforms of simulated signals z1 and 
z2 from type L1 and type N1. The ground-truth causal direction for 

the magnitude and phase is shown in Figure 2A. We observe the peaks 
of the cause signals (z1 magnitude and z1 phase, in red) are ahead of 
the effect signals (z2 magnitude and z2 phase, in blue) in all cases, 
which are consistent with the causal direction of Figure 2. To test the 
noise effects on CTE, we also add Gaussian noise to the simulated 
signals with the signal-to-noise ratio (SNR) ranging from −10 dB 
to 10 dB.

3.2 Experimental fMRI data

The resting-state complex-valued fMRI data were a self-collected 
dataset from 80 subjects, including 40 healthy controls (HCs) and 40 
patients with schizophrenia (SZs) with written subject consent 
overseen by the University of New Mexico Institutional Review Board. 
Specifically, there are 28 men and 12 women for HCs (mean 
age ± standard deviation: 36.25 ± 11.40) and 33 men and 7 women for 
SZs (mean age ± standard deviation: 40.73 ± 14.43). During the scan, 
all the participants were instructed to rest quietly in the scanner and 
keep their eyes open without sleeping and not to think of anything in 
particular (Lin et al., 2022). fMRI scans were acquired by a Siemens 
3 T TIM Trio scanner equipped with a 12-channel head coil. The 
functional scan was acquired with the following parameters: TR = 2 s, 
TE = 29 ms, field of view = 24 cm, acquisition matrix = 64 × 64, flip 
angle = 75°, slice thickness = 3.5 mm, and slice gap = 1 mm. Data 
preprocessing was performed using the SPM software package.1 
Functional images were motion-corrected and then spatially 
normalized into the standard Montreal Neurological Institute space. 
Following spatial normalization, the data were resampled to 
3 × 3 × 3 mm3, resulting in 53 × 63 × 46 voxels. Both magnitude and 
phase images were spatially smoothed with an 8 × 8 × 8 mm3 full-width 
half-maximum (FWHM) Gaussian kernel. Phase images were first 
motion corrected using the transformations computed from 
magnitude-only data; then, complex division of phase data by the first 
time point reduced the need for phase unwrapping; and spatial 
normalization of phase images used the warp parameters computed 
from magnitude-only data.

3.3 Complex-valued time series of ROI

Brodmann area (BA) and anatomical automatic labeling (AAL) 
atlas are two commonly used references to divide the brain into ROIs 
for FC analysis. Compared with BA, AAL obtains more ROIs and 

1 Available at: http://www.fil.ion.ucl.ac.uk/spm.
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FIGURE 2

Ground truth casual direction for three types of simulated linear and 
non-linear signals. The arrow represents the causal direction.

126

https://doi.org/10.3389/fnins.2024.1423014
https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
http://www.fil.ion.ucl.ac.uk/spm


Li et al. 10.3389/fnins.2024.1423014

Frontiers in Neuroscience 06 frontiersin.org

involves the cerebellum regions. To achieve a more comprehensive 
and detailed segmentation of the brain regions, we used AAL to obtain 
116 ROIs (Tzourio-Mazoyer et al., 2002) and divided the 116 ROIs 
into 10 brain networks proposed by Smith et al. (2009), consisting of 
medial visual areas (MV), occipital pole visual areas (OPV), lateral 
visual areas (LV), default mode network (DMN), cerebellum (CER), 
sensorimotor (SEM), temporal lobe (TEM), anterior DMN (ADMN), 
left frontal parietal area (LFP), and right frontal parietal area (RFP). 
By dividing the 116 ROIs into these 10 networks, it is better to reveal 
the regularities of connections and establish relationships between FC 
and FNC.

The complex-valued time series for each ROI is expressed in 
Eq. (22) as follows:

 
x x xn n nt j t� � � � �� �� �exp �

 (22)

where xn t� � � xn t n t T� �� � � �, ,.., , ,..,1 116 1  are the averaged 
magnitude and phase time series across all voxels within each ROI, 
and T denotes the total number of time points. The causality between 
any two ROIs can be  quantified by CTE as � x xn n1 2,� �  using 
Eqs. (2), (13), and (14).

3.4 Performance measures

In order to evaluate the proposed CTE, we compare it with the 
three real-valued causal analysis methods STE, HTE, and Granger, 
and one complex-valued approach, i.e., sCTE without considering 
magnitude and phase causality defined in Eq. (23) as follows:

 
C R Rz z a b1 2� � �� � �� ��  (23)

For the real-valued causal methods, both STE and HTE calculate 
real-valued TE a b→  between magnitudes in Eq. (3). Specifically, STE 
utilized the symbolic process in Eqs. (7) and (8) before estimating 

joint PDF using Eqs. (9) and (10), while HTE estimates joint PDF 
without symbolic process.

Granger causal test is based on utilizing linear regression models 
to perform a statistical causality inference. Given two variables a and 
b, the autoregressive (AR) model of the Granger causal test is 
represented in Eq. (24) as follows:
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(24)

where u j, v j, and c j are the regression coefficients for the model, J is 
the estimated time delay between a  and b, and µt and ηηt  are two 
independent series satisfying Gaussian distribution. The fitting 
variances of using at j− , bt j−  to fit at , and only using at j−  are denoted 
as � 2 a a bt t j t j|, |,� �� �  and � 2 a at t j| �� � , respectively. The causal 
direction between a  and b is judged by comparing the fitting variance 
using Eq. (25) as follows:

 
b a a a a a b� � � � � �� � �,if t t j t t j t j� �2 2

| |, |,
 (25)

As such, the causal direction is evaluated by Granger causality.
For simulated signals, we  calculate the accuracy of directed 

inference in Eq. (26), denoted as AOC, as follows:

 AOC correct total= N N/  (26)

where Ncorrect  is the number of correct causal direction judgments 
and Ntotal  is the total number of causality evaluations between 
two signals.

For experimental fMRI data, we first calculate the average Pearson 
correlation coefficient between the magnitude and phase from two 
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different ROI signals in HCs or SZs, to validate magnitude and phase 
dependence in Eq. (27) as follows:
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(27)

Second, we perform two-sample t-tests (pth = 0.05) on connections 
from HCs and SZs with the FDR correction (Guo and Bhaskara, 2008) 
to obtain significant intergroup differences in Eq. (28) as follows:
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where n and m represent two different ROIs or two brain 

networks, � � �n m n m n m
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Third, we  compare the number of common and unique 
connections detected by each method. Finally, we compare the efficacy 
of the common and unique connections as features to classify HCs 
and SZs using support vector machine (SVM). The multilayer 
perceptron kernel is selected, and SVM is repeated 1,000 times. Given 
a training dataset of K1 subjects as x x1 1 1 1, , , ,y yK K� � � � ��� �� , where 
xk M k K� � � 1

1 1,  represents the connectivity vector from the kth 
subject, M1 is the vector length, and yk  is the label denoted as either 
1 or − 1, indicating which class of xk belongs to. SVM aims to find a 
hyperplane to maximize the distance between the dataset and the 
hyperplane. The hyperplane can be represented in Eq. (29) as follows:

 
f bk kx x� � � � � ���T�

 (29)

where É and b are parameters of the hyperplane, and � xk� � is the 
kernel function. Multiple kernel functions can be used, e.g., the linear 
kernel, quadric kernel, and sigmoid kernel. By comparing the 
clustering performance, we select the multilayer perceptron (MLP) 
kernel for SVM and there are three layers including the input, hidden, 
and output layers. The input is the connectivity vectors xk , the 
non-linear activation function is tanh{},⋅  and the 
output of the MLP kernel is represented in Eq. (30) as follows (Suykens 
and Vandewalle, 1999):

 
� x x xk k

T
k b� � � � � � � �� �tanh �1 1

 
(30)

where É1 and b1 are weights and biases and are initially set to be 1 and 
−1, respectively. As such, the SVM classifier is built based on MLP 
kernel and can be  realized by MATLAB built-in function named 
“mlp_kernel.”

The results are evaluated in terms of accuracy (ACC), 
sensitivity (SEN), and specificity (SPEC) defined in Eq. (31) as follows 
(Lin et al., 2022):
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(31)

where TP, TN, FP, and FN denote true positive, true negative, false 
positive, and false negative, respectively. To mitigate overfitting and 
guarantee reliability, leave one out cross-validation (LOOV) is 
performed. Specifically, LOOV leaves out the data from one subject as 
test data and exploits the data from the rest of the selected subjects for 
training. Given that, the test data are independent of the training data 
in each LOOV loop. LOOV is used for cross-validation purposes, 
given we  have limited data. As such, we  repeat the validation 
1,000 times.

4 Results

4.1 Simulated signals

Table 1 shows the accuracy of linear/non-linear directed inference 
for the three types of simulated signals without noise. Five types of 
directed analysis methods are compared including the proposed CTE, 
sCTE, and three real-valued methods: STE, HTE, and Granger. 
Compared with the other three transfer entropy methods (sCTE, STE, 
and THE), CTE obtains higher accuracy for causality inference, 
especially when having complete complex-valued causality (type L1/
N1). Specifically, for type N1 (non-linear signals containing complete 
complex-valued causality), CTE achieves slightly higher accuracy than 
the sCTE and 18.7–85.9% higher accuracy than the three real-
valued algorithms.

TABLE 1 Comparison of the mean and standard deviation of the accuracy of causality inference by five methods for simulated signals without noise.

CTE (%) sCTE (%) STE (%) HTE (%) Granger (%)

Linear Type L1 94.1 ± 1.5 88.4 ± 2.5 84.3 ± 4.7 52.7 ± 3.9 86.8 ± 1.7

Type L2 89.2 ± 1.7 87.7 ± 2.8 83.5 ± 4.3 51.9 ± 4.3 89.1 ± 2.4

Type L3 86.3 ± 3.3 85.8 ± 2.9 82.9 ± 4.1 50.3 ± 4.5 86.1 ± 2.6

Non-linear Type N1 95.3 ± 1.3 87.5 ± 2.8 76.6 ± 3.5 66.1 ± 4.7 9.4 ± 2.9

Type N2 91.3 ± 1.1 86.8 ± 2.6 74.2 ± 3.9 65.7 ± 4.4 8.1 ± 2.1

Type N3 85.4 ± 3.7 83.3 ± 3.1 74.1 ± 4.1 64.3 ± 4.2 8.5 ± 2.6
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Figure 4 shows the estimated causality accuracy for simulated 
signals with different SNRs. CTE achieves the highest accuracy and 
noise robustness for type L1/N1, due to the consideration of complete 
complex-valued causality. For type L2/N2, CTE and sCTE yield higher 
accuracy than three real-valued methods, including STE, HTE, and 
Granger, especially with low SNR (<-6 dB), due to the inclusion of 
phase causality. Regarding type L3/N3, CTE and the other transfer 
entropy algorithms have similar accuracy with high SNR (> 6 dB) as 
there only has magnitude causality. In this case, CTE is a general 
method suitable for measuring linear and non-linear causality for 
both complex-valued and real-valued signals. For type L3, note that 
Granger shows higher directed accuracy than CTE with SNR being 
-4 dB–4 dB. The reason is that Granger is built on the AR model for 
linear causality, making it optimal when only magnitude causality 
exists. However, Granger fails to detect non-linear causality. Therefore, 
considering both linear and non-linear scenarios, the proposed CTE 
is the optimal-directed algorithm in most cases.

4.2 Experimental fMRI data

After performing a two-sample t-test (p < 0.05, df = 78, FDR 
corrected) for the connections between HCs and SZs, we compare the 
numbers of common and unique connections detected by two 
different methods with significant HC-SZ differences. We select sCTE 
and STE as comparison methods since they have better performance 
for the simulated signals (refer to Figure 4).

Figure 5 shows the number of common and unique connections 
in terms of ten brain networks. In total, CTE obtains more common 
connections with sCTE than with STE (505 vs. 344), while detecting 
fewer unique connections with sCTE than with STE (105 vs. 266). The 
reason is that sCTE is closer to CTE by considering additional phase–
phase causality relative to STE. Most of the common and unique 
connections belong to CER, which has been reported by previous 
studies to identify schizophrenia (Su et al., 2013; Watanabe et al., 
2014). Other biomarker regions such as TEM, RFP, and visual areas 
(LV and MV) also show larger numbers of common and unique  
connections.

Table 2 shows common and unique connections between CTE 
and sCTE/STE with the top five significant HCs-SZs differences. These 
connections are mainly related to the brain networks including CER, 
RFP, and TEM, which are consistent with the abnormal connections 
of schizophrenia obtained by previous studies (Su et  al., 2013; 

Watanabe et al., 2014; Oestreich et al., 2016; Maher et al., 2019; Dietz 
et  al., 2020; Rashidi et  al., 2021). Moreover, CTE detects unique 
connections with highly significant HCs-SZs differences related to 
RFP (vs. sCTE), DMN, and TEM (vs. STE). Considering the numbers 
and t-values of the connections with significant intergroup differences 
in Figure 5 and Table 2, CER, TEM, and RFP may be regarded as the 
biomarker brain networks for identifying schizophrenia (Su et al., 
2013; Nenadic et al., 2014; Watanabe et al., 2014; Oestreich et al., 2016; 
Zhuo et al., 2018; Rashidi et al., 2021; Sklar et al., 2021).

Figure 6 shows the SVM classification accuracy. The features are 
the unique or common connections obtained by CTE, sCTE, and 
STE. CTE exhibits the highest accuracy (92.8%) using unique 
connections relative to sCTE, followed by STE. As these unique 
connections of CTE are mainly related to RFP and CER shown in 
Table 2, it suggests that RFP- and CER-related connections helps to 
classify HCs and SZs. After verifying CTE unique connections are 
helpful in classification, exploiting all the significant connections 
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including common and unique connections for classification is 
evaluated in Table 3.

For all the connections with significant intergroup differences, 
Table  3 shows the SVM performance measures (ACC, SEN, and 
SPEC) from five causality algorithms. As expected, the proposed 
complex-valued transfer entropy methods (CTE and sCTE) achieve 
better performance than real-valued directed analysis methods. CTE 
shows the best classification performance among all the five directed 
analysis methods; e.g., it improves higher ACC with 10.2% (95.5% vs. 
85.3%) to sCTE, 13.6% (95.5% vs. 81.9%) to STE, 18.7% (95.5% vs. 
76.8%) to HTE, and 20.9% (95.5% vs. 74.6%) to Granger, respectively. 
The proposed CTE obtains all the highest values of the three 
classification measures, especially for SEN reaching to 96.3%. This 

suggests that CTE captures meaningful and discriminative features to 
identify HCs and SZ.

Several studies have employed SVM for classifying HCs and SZs, 
especially using FC as features. In terms of using SVM for HCs and SZs 
classification, we select the previous studies with similar data sizes of the 
dataset in the paper (40 HCs and 40 SZs) for comparison. Su et al. (2013) 
performed SVM to FC quantified by an extended maximal information 
coefficient and obtained 82.8% clustering accuracy (32 HCs and 32 SZs). 
By analyzing the coherence regional homogeneity value, Liu et al. (2018) 
demonstrated that the abnormal connections related to TEM, insula, 
precentral gyrus, and precuneus can be used as psychosis biomarker of 
schizophrenia and achieved 89.9% accuracy (31 HCs and 48 SZs). 
Following this, Bae et al. (2018) pointed to decreased connections in the 
global and local network connectivity in SZs compared with HCs, 
especially in DMN, left parietal region, and TEM with an accuracy of 
92.1% (31 HCs and 48 SZs). Instead of using FC of magnitude data for 
classification, Li et al. (2024) utilized dynamic connectivity features of 
phase maps as features for classification and obtained 87.5% accuracy (24 
HCs and 24 SZs). As mentioned above, the existing studies of real-valued 
connections achieved 82.8–92.1% SVM accuracy for classifying HCs and 
SZs. Due to making full use of both magnitude and phase fMRI data, 
directed FC quantified by CTE shows higher classifying accuracy 
(95.5%) than the previous studies with similar data sizes.

5 Discussion

To our knowledge, few studies have explored directed FC based 
on complex-valued fMRI data, although directed FC has been 

TABLE 2 Common and unique connections with the top five HCs-SZs significance.

Top five significant connections (AAL) Networks p-values (CTE)

Common (CTE and sCTE) (1) No.64-No.100 RFP, CER 5.50 × 10−5

(2) No.30-No.80 TEM 6.42 × 10−5

(3) No.52-No.100 MV, CER 1.76 × 10−4

(4) No.3-No.20 ADMN, SEM 4.59 × 10−4

(5) No.92-No.111 CER 4.98 × 10−4

Common (CTE and STE) (1) No.64-No.100 RFP, CER 5.50 × 10−5

(2) No.52-No.100 MV, CER 1.76 × 10−4

(3) No.80-No.100 TEM, CER 2.73 × 10−4

(4) No.67-No.92 DMN, CER 5.59 × 10−4

(5) No.18-No.92 TEM, CER 6.33 × 10−4

Unique (CTE vs. sCTE) (1) No.14-No.28 RFP, LFP 0.0147

(2) No.56-No.86 CER, LV 0.0167

(3) No.37-No.64 MV, RFP 0.0173

(4) No.20-No.102 SEM, CER 0.0178

(5) No.66-No.78 RFP, OPV 0.0178

Unique (CTE vs. STE) (1) No.25-No.29 DMN, TEM 0.0022

(2) No.27-No.109 DMN, CER 0.0027

(3) No.16-No.103 RFP, CER 0.0033

(4) No.108-No.113 CER 0.0033

(5) No.20-No.100 SEM, CER 0.0036
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SVM classification accuracy for using unique/common connections 
obtained by CTE, sCTE, and STE, respectively. Unique connections of 
CTE achieve higher accuracy than others.
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increasingly studied using magnitude-only fMRI data. In this study, 
we propose a non-linear complex-valued directed analysis method 
based on transfer entropy to make full use of complex-valued fMRI 
data in highlighting differences between HCs and SZs. Simulated 
results show that our method has the highest accuracy and noisy 
robustness, especially for the non-linear model with complete 
complex-valued causality containing magnitude–magnitude, phase–
phase, and magnitude–phase relationship. Experimental results show 
that CTE detects more unique connections with higher significant 
intergroup differences, thus leading to better performance in 
classifying HCs and SZs.

Instead of directly quantifying magnitude–phase causality, 
we  propose to introduce partial transfer entropy to exploit the 
complementary phase/magnitude effects on magnitude–phase and 
phase–magnitude causality. This is because partial CTE can 
simultaneously utilize both magnitude and phase to assess causality in 
Eqs. (4) and (5), while transfer entropy only considers magnitude–
phase or phase–magnitude dependence without the complementary 
phase/magnitude effects in Eqs. (32) and (33) as follows:
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As such, we use transfer entropy b���  and a���  to replace partial 
entropy a b� ��  and �� ��� a  for comparison when calculating the 
proposed CTE.

Figure 7 shows directed accuracy for the simulated signals with 
linear and non-linear complete complex-valued causality (type L1 and 
N1). It presents that using partial transfer entropy (shorted as partial 
TE) to measure the complementary phase and magnitude effects on 
magnitude–phase causality shows better performance than those 
directly quantifying magnitude–phase causality using transfer entropy 
(TE), especially for quantifying the linear causality. When measuring 
the causality between magnitude and phase, partial TE considers more 
information, thus partial TE enhancing CTE noise robustness. It 
verifies the effectiveness of introducing partial TE in the proposed 
CTE definition.

To evaluate the data length effects on CTE, we  change the 
simulated data length from 100 to 1,000 time points. CTE can keep 
high causality inference accuracy, especially for the signals with 
complete complex-valued causality (type L1 and N1). Because CTE 
keeps high causality inference accuracy to different data lengths, 

we can combine CTE and a sliding window approach for dynamic 
analysis. By performing causality analysis on the segmented time 
series, directed FC from different windows can be obtained. As such, 
dynamic statistical analysis can be exploited to analyze dynamics from 
the directed FC.

Figure  8 shows the average Pearson correlation coefficients 
between magnitude and phase from two different ROI signals across 
all the subjects in each group. The magnitude–phase correlation 
coefficients range from −0.2 to 0.2. This supports the magnitude–
phase causality considered in the proposed method. Specifically, 
CER-related connections are marked with black boxes and locally 
magnified. There are polarity and strength differences between HCs 
and SZs in both magnitude–phase and phase–magnitude correlation 
coefficients. This suggests that the proposed complex-valued transfer 
entropy considering causality between magnitude–phase and phase–
magnitude is essential and can capture more intergroup differences.

CER-related connections show more and higher significant 
intergroup differences obtained by the proposed CTE. Although the 
cerebellum has been reported to be associated with the motor system, 
a growing number of studies have found that the cerebellum is critical 
to processing complex functions, e.g., attention, cognition, and 
language (Lungu et al., 2013). Lungu et al. reviewed 234 fMRI studies 
published from 1997 to 2010 related to SZs and pointed out that 
41.02% of the articles reported cerebellar activity related to cognitive, 
emotional, and executive processes in schizophrenia. In conclusion, 
the results of their analyses suggest that the cerebellum plays an 
essential functional role in schizophrenia, especially in the cognitive 
and executive domains. Following this, we performed searches in the 
abstracts of articles indexed in Scopus from 2011 to 2023 and found 
218 articles that reported abnormal cerebellum-related connections 
in schizophrenia. These studies proved that the cerebellum is a 
functional hub involved in cognition, language, and emotional 
processing with regions, including TEM, DMN, and visual areas. For 
instance, Table  2 highlights Cerebelum_6_R (AAL No.100) has 
connections with significant HC-SZ difference, which is also 
consistent with previous studies. Su et al. (2013) quantified non-linear 
undirected connections and pointed out that cerebellum-related ROIs, 
especially CRBL6.R, were important in identifying schizophrenia. 
Zhuo et  al. (2018) calculated FC density to investigate cerebellar 
connectivity changes of SZs and found abnormal connectivity strength 
of Cerebelum_6_R with visual areas (Zhuo et al., 2018).

TABLE 3 SVM classification is performed by combining unique 
connections and common connections.

ACC (%) SEN (%) SPEC (%)

CTE 95.5 ± 2.8 96.3 ± 1.4 94.7 ± 5.1

sCTE 85.3 ± 7.2 90.5 ± 11.9 80.1 ± 9.6

STE 81.9 ± 10.1 85.0 ± 13.4 78.8 ± 12.3

HTE 76.8 ± 9.7 83.2 ± 11.2 70.4 ± 8.7

Granger 74.6 ± 8.6 77.1 ± 15.7 72.1 ± 10.9
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FIGURE 7

Causal inference accuracy comparison for CTE that using partial 
transfer entropy (shorted as partial TE) and TE, respectively. The 
proposed CTE using partial TE shows higher accuracy than the CTE 
that uses TE to directly quantify magnitude–phase causality.
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Apart from CER, CTE also detects common connections related to 
visual areas (MV and LV), and temporal lobe (TEM) in Table 2. These 
two nodes have brain functions of vision and auditory, respectively. As 
hallucinations are a frequent symptom of schizophrenia including visual 
and auditory hallucinations occupying 70% of patients with 
schizophrenia (Demirci et al., 2008), it is expected that MV and TEM are 
schizophrenia-related in terms of pathology mechanisms (Fogelson et al., 
2014; Dietz et al., 2020). For unique connections detected by CTE in 
Table 3, abnormal connectivity mainly related to RFP is verified by 
previous studies. Frontal parietal regions have been shown involved in 
the cognitive and perceptive process (Smith et al., 2009) and are highly 
related to the impaired cognitive function of SZs (Roiser et al., 2013). 
Roiser et  al. pointed out that connective abnormality related to the 
frontal–parietal areas may link to cognitive impairment for SZs (Roiser 
et  al., 2013), given that the unique abnormal connectivity patterns 
obtained by CTE may provide additional evidence for the cognitive and 
perceptive impairments of schizophrenia.

In addition to FC between ROI, CTE can also measure the FNC 
of brain networks. We use CTE to quantify the FNC of brain networks. 
Table 4 shows the SVM performance of the five directed analysis 
methods. Similar to FC results, CTE also shows the best performance 
among these methods. Compared with other directed analysis 
methods, CTE shows better classification performance, e.g., improves 
higher accuracy with 5.1% (88.2% vs. 83.1%) to sCTE, 9.9% (88.2% vs. 
78.3%) to STE, 17.5% (88.2% vs. 70.7%) to HTE, and 16.9% (88.2% vs. 
71.3%) to HTE, respectively.

In future, our CTE approach can be extended to analyzing causal 
FNC of time courses extracted by blind source separation, e.g., ICA, 
sparse representation, and tensor decomposition. Second, 

dynamic-directed FC/FNC can be  performed to further improve 
classification performance. Finally, CTE can be exploited for other 
mental disorders such as depressive disorder or further extended to 
other applications for evaluating complex-valued causality.
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