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Most adults attempt to learn a second or even third language at some point in their life. Since language exposure is one of the most intense cognitive training regimes one can encounter, it is not surprising that previous research has shown that multilingualism can induce profound change in the brain or ‘neuroplasticity’. What remains unclear is the scope of such adult language learning induced neuroplasticity. In other words, much is yet to be investigated about the factors that limit or promote adult language learning induced neuroplasticity.

On the one hand, the present research topic discusses research that sheds light on neural mechanisms that limit adult language learning induced neuroplasticity such as: neural mechanisms of first language interference in the acquisition of a second language and reduced opportunity for language induced neuroplasticity due to aging.

On the other hand, the Research Topic discusses factors that could enhance non-native language learning (and underlying neuroplastic mechanisms), such as the duration of the training regime, language aptitude, and meta-linguistic awareness. Therefore, the goal of the present Research Topic is to examine both the limits of neuroplasticity in adult language learning and the ways to push beyond those limits. Understanding of such limits and frontiers to push beyond the limits is not only theoretically fundamental but could also have practical implications for enhancing language training programmes.
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Editorial on the Research Topic
 (Pushing) the Limits of Neuroplasticity Induced by Adult Language Acquisition



Many individuals attempt to learn a second (L2) or even third language (L3) at some point in their life. Since language exposure is one of the most intense cognitive training regimes one can encounter, it is not surprising that previous research has shown that multilingualism can induce profound neural changes or “neuroplasticity” (Costa and Sebastián-Gallés, 2014). Despite the general consensus that learning a new language in adulthood can change the brain, what remains unclear is the scope of such neuroplasticity. In other words, what limits vs. promotes neurocognitive change as a result of second language acquisition in adulthood?

On the one hand, there are factors that may limit such change of the neurocognitive system due to L2 (or L3) acquisition. For instance, models of adult L2 learning assume that acquisition of the mother tongue (L1) has sculpted neural circuits to discriminate between L1 linguistic elements which in turn limits the ability to distinguish between L2 elements (e.g., van Leussen and Escudero, 2015). On the other hand, there might be factors that enhance L2 induced neurocognitive change, such as language aptitude (Hu et al., 2013; Chai et al., 2016) and the intensity (Tremblay et al., 1997; Thomson and Derwing, 2015) and quality (Zhang et al., 2009; Ylinen et al., 2010; Morgan-Short et al., 2012; Grimaldi et al., 2014) of the L2 acquisition regime. Hence, much is yet to be investigated about the factors that limit vs. promote adult language learning induced neuroplasticity as well as the mediating underlying neurocognitive mechanisms. The present research topic therefore aimed to identify some of the factors that limit or promote adult L2 learning induced neurocognitive plasticity and the underlying neurocognitive mechanisms.

What factors then, might limit neurocognitive change due to adult L2 acquisition? The two reviews presented in the current research topic (Birdsong; Antoniou and Wright) both suggest that having reached adult age itself might be a limiting factor because adult age represents a period of relatively (as compared to childhood) low susceptibility to L2 exposure, limiting the degree to which L2 proficiency can be gained. Additionally, the mismatch of L1-L2 typology was suggested to limit L2 acquisition, with a relatively large mismatch delaying successful L2 acquisition (Antoniou and Wright). Indeed, a cross-linguistic priming study with concurrent ERP recordings presented in the current research topic showed that already early in the L2 acquisition process there is interaction between L1 and L2 at the semantic level (Meade et al.). Another study (Yang et al.), showed that a large typological difference between L1 and an L3 makes switching between languages in bilinguals more difficult with different underlying cognitive control networks being engaged in switching between balanced vs. unbalanced languages.

Acquisition of L2 (and underlying neurocognitive change) may additionally vary between domains of the language or even within a domain. Indeed, a study presented in the current research topic showed that while learning an artificial language, words that correspond to relatively concrete concepts are more easily integrated into existing semantic networks than words that refer to relatively abstract concepts (Ding et al.).

Finally, as outlined above (adult) age may itself limit neuroplastic change due to L2 learning. Indeed, a structural white matter imaging study presented in the current research topic suggests that white matter bundles critical for obtaining syntactic abilities are still developing in adolescence but may have reached maturation in adults (Yamamoto and Sakai), perhaps limiting acquisition of L2 syntax at adult age. On the other hand, the limiting effect of age of acquisition on L2 induced structural neuroplasticity may in itself be limited, as shown by a study presented in the current research topic, demonstrating white matter differences purportedly due to L2 learning between mono- and bilinguals, despite of L2 learners having reached adulthood (Rossi et al.).

Having discussed the factors that may limit neuroplasticity due to adult L2 acquisition, what factors may promote it? One of the reviews of the present research topic (Birdsong) mentions some possible factors such as: high working memory capacity, motivation to learn and meta-linguistic awareness (which could be promoted by having successfully acquired a previous non-native language). Indeed, a study in the present research topic examining predictors of L2 acquisition success found evidence that high working memory capacity predicts L2 acquisition success (Blumenfeld et al.). Furthermore, the general ability to learn or “language aptitude” may enhance neurocognitive change induced by L2 or L3 learning. Indeed, a study presented in our research topic investigating the morphology of Heschl's gyrus (HG), the primary auditory cortex, suggests that the number of complete duplications of HG in the right hemisphere might be a structural correlate of language aptitude, that may enhance L2 acquisition success (Turker et al.). Finally, in an interesting study examining the effects of L2 acquisition on L1 processing presented in the current research topic (Kasparian and Steinhauer), very extended exposure to L2 and resulting high L2 proficiency emerged as an important factor in determining (abnormal) morphosyntactic L1 processing, suggesting that the intensity of L2 exposure is a critical determinant of neuroplastic change in the underlying neurocognitive architecture of the language processing system.

In sum, the studies presented in the current research topic suggest that neuroplastic change due to acquisition of another language (L2, L3, etc.) seems to be limited by adult age, typological mismatch between the already acquired and to be acquired languages, and limited exposure to the to be acquired language. On the other hand, high working memory capacity, high “language aptitude,” and a high level of exposure to the to be acquired language seem to promote neuroplastic change. Together, we have aimed with the studies presented in the current research topic to provide a fresh look at the scope of neuroplastic change due to adult second language acquisition.
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Much of what is known about the outcome of second language acquisition and bilingualism can be summarized in terms of inter-individual variability, plasticity and age. The present review looks at variability and plasticity with respect to their underlying sources, and at age as a modulating factor in variability and plasticity. In this context we consider critical period effects vs. bilingualism effects, early and late bilingualism, nativelike and non-nativelike L2 attainment, cognitive aging, individual differences in learning, and linguistic dominance in bilingualism. Non-uniformity is an inherent characteristic of both early and late bilingualism. This review shows how plasticity and age connect with biological and experiential sources of variability, and underscores the value of research that reveals and explains variability. In these ways the review suggests how plasticity, variability and age conspire to frame fundamental research issues in L2 acquisition and bilingualism, and provides points of reference for discussion of the present Frontiers in Psychology Research Topic.

Keywords: second language acquisition, bilingualism, plasticity and learning, variability, age factors, individual differences, critical period, dominance

INTRODUCTION

This review article examines a range of features of second-language (L2) acquisition and bilingualism from the intersecting perspectives of plasticity, variability and age. In the simplest terms, for the L2 context plasticity is a property of the neuro-cognitive mechanisms, structures and systems that enable and constrain L2 learning. Variability in L2 attainment at the individual level is conditioned by factors that may be experiential, biological, intellectual, linguistic, conative, educational, and identificational in nature.

Both variability and plasticity are modulated by the age when L2 learning begins [Age of Acquisition (AoA); see below]. Both main and interactive AoA effects on plasticity have been attributed to neurological maturation, to neurochemical and hormonal fluctuations, to decrements of cognitive function over time, to decreases in regional brain volume, to the degree of first- language (L1) entrenchment at the initial state of L2 acquisition, and to the relative use and maintenance of the L1 vs. the L2 (e.g., Birdsong, 2006; Muñoz and Singleton, 2011). AoA may also indirectly condition learner variables such as the extent to which an individual is motivated to acquire an L2 to high levels of proficiency, to engage in the L2 culture, and to identify with L2 speakers (e.g., Dörnyei and Skehan, 2003; Moyer, 2014).

A comprehensive synthesis of relevant research is beyond the scope of this article. Rather, by use of selected examples, the goal is to expose the essential nature of L2 acquisition and bilingualism from the perspectives of age, plasticity and variability. From these perspectives, we can conceive of linguistic attainment in terms of factors that make L2 learners and bilinguals different from monolinguals, and perhaps get a sense of why these differences are not necessarily deficiencies.

After a brief orientation to the developmental neurobiology of age and plasticity in language learning, I consider the evidence for critical periods in L2 acquisition, taking into account the shape of the function that relates AoA to attainment and the (im)probability of nativelike attainment. The next section offers two illustrations of sources of variation in learning outcomes, which include not only AoA, but also the particular linguistic features under investigation and individuals’ cognitive styles and capacities. In the next section I examine possible sources of greater heterogeneity of attainment of L2 morphosyntax with increasing AoA. This is followed by consideration of inter-individual differences, first with respect to exceptional L2 learners and polyglots, then in terms of neurogenetically based talent and trainability, then as a function of idiosyncratic construction of categories for representing linguistic form. In the final section I look at several ways in which linguistic dominance instantiates concerns about plasticity and age, and at how the dominance factor can account for variability in pronunciation and language learning among individual bilinguals.

The works reviewed here converge on the conclusion that studying non-uniformity in language learning outcomes is not so much about sifting through noise and scatter in the data, as it is about illuminating an inherent characteristic of both early and late language acquisition. To this end, it is important to show how plasticity and age connect with biological and experiential sources of variability, and to orient research questions in ways that expose and exploit variability.

A basic motivation of this review is to provide points of reference and theoretical and empirical foundations for readers of the other contributions to the present Frontiers in Psychology Research Topic. In so doing I hope to give a sense of how plasticity, variability and age conspire to frame fundamental research issues in L2 acquisition and bilingualism.

Notes on Terminology and Concepts

In this review, the relationship between age and L2 attainment will be considered with respect to the time at which learning of the L2 begins, be it from birth or at any time thereafter. The term AoA refers to the age at which L2 learning begins in earnest and continues with little or no interruption, most often in immersion contexts such as immigration, but not to limited acquaintance with the L2 that takes place in on trips or in the foreign-language classroom. Note that some studies use the terms Age of Exposure, Age of Immersion or Age of Arrival.

The point at which L2 learning begins is conceptualized as the initial state of L2 acquisition: the sum of an individual’s cognitive, neurological, and linguistic development, along with motivational, identificational, attitudinal and experiential characteristics. Since this cluster of features is difficult to quantify, AoA is taken to be a proxy for the L2 acquisition initial state. In this sense, L2 AoA is understood not as the “age factor” but rather as a “meta-variable” (Flege, 1999). As a predictor variable in statistical analyses, AoA can be applied to both bilingual (simultaneous or sequential) development in childhood, and to immersion and immigration contexts later in life.

In this review, bilingualism is understood to mean routine use of two languages, at whatever level of proficiency in either language. Bilinguals who are immigrants or migrant workers may have acquired their two languages naturalistically only, or they may have had some classroom experience followed by immersion and frequent use. Over the past decade, a disciplinary “bilingual turn” (Ortega, 2009; May, 2014) in language studies recognizes that “L2 learners” and “bilinguals” are not always distinct populations. Obviously, this conflation does not apply to training studies where, for example, participants are taught an artificial language, Mandarin tone contrasts, or the /r/-/l/ distinction in English. Nevertheless, AoA is commonly employed as a predictive factor for learning outcomes in training studies.

In this contribution critical period is intended as a generic term that subsumes sensitive period. The latter term is sometimes used in contexts of relatively mild maturational effects; at other times it is only meant to suggest heightened receptivity (sensitivity) to relevant environmental stimuli. Both terms refer to finite developmental spans, which may range from birth up to adulthood. In some studies, critical period is taken to mean just the peak period of plasticity or receptiveness of the learning system; in other studies (including the present one), the critical period begins when plasticity starts to increase above baseline and continues until plasticity has leveled out. Maturational effects are thought to take place within, but not beyond, the critical period. For this reason one distinguishes maturational effects from general age effects over the lifespan and, similarly, from AoA effects. For a synopsis of the literature on critical periods for language and other domains, see Birdsong (2017).

Finally, for the purposes of this paper, learning and acquisition will be used interchangeably. (In some studies, the former term is reserved for formal instructional contexts.)

PLASTICITY, VARIABILITY AND AGE: DEVELOPMENTAL NEUROBIOLOGY AND BEHAVIORAL OUTCOMES

The notion of plasticity with respect to adult language acquisition is often traced back to Penfield and Roberts (1959, p. 240), who argue that for recovery from aphasia the adult brain is “inferior” while the child brain is “plastic,” that is, more likely to regain language function. Also seminal in this regard are passing remarks by Lenneberg (1967, p. 176), who links L2 learning difficulties in adulthood with hemispheric functional specialization and declines in plasticity that constrain primary language acquisition.

More recent researchers have put forth other neurobiological explanations for plasticity deficits over age. For example, on a “use it then lose” it model, after adolescence the circuitry that is required for language learning is dismantled because in adulthood there remains no selection pressure on humans to keep learning languages and the metabolically greedy neural systems that subserve language learning (Hurford, 1991; Pinker, 1994). Another proposed neurobiological culprit is maturationally regulated myelination in the circuitry that underlies language learning. On this view, myelination insulates axons for efficient transmission of electrical impulses, but does so at the cost of reducing the synaptic plasticity required for new learning (Long, 1990; Pulvermüller and Schumann, 1994). Declines in nigrostriatal dopamine over age are implicated in decrements of cognitive abilities such as attention, sequencing, and suppression of competing information; these domain-general capacities are put to use in online L2 processing (Lee, 2004; Wong et al., 2012; see below). The regulation of plasticity takes place within a critical period, “a bounded maturational span during which experiential factors interact with biological mechanisms to determine neurocognitive and behavioral outcomes” (Birdsong, 2017).

To get a fuller sense of the neurobiology of plasticity, and how it might relate to variability in language learning, it is instructive to connect critical-period research in the L1 context with studies in L2 acquisition and bilingualism. The essential neurobiological and experiential characteristics of early language learning are authoritatively laid out by Werker and Hensch (2015), who describe the cascading sequence of multiple, overlapping periods of plasticity that enable the development of phonetic perception in the native language, starting with discrimination of linguistic sounds in the first few months of infancy through the structuring of word forms and phonological categories as children approach 20 months of age; see Figure 1.
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FIGURE 1. Sequential, overlapping critical periods in infant speech perception development. Solid lines represent typical onsets and offsets; broken lines indicate extensions of periods. Adapted from Werker and Hensch (2015). Republished with permission from Annual Reviews.



The chronologies of the onset, the duration, and the closure of each of the critical periods are not fixed, but are manipulated by biological and experiential factors. For example, the timing of the closure of critical periods depends on molecular brakes such as myelin and histone deacetylases, and onset timing can be delayed by sensory deprivation and maternal depression. Thus it is understood that variability and plasticity go hand in hand, as variability within and across overlapping periods of plasticity is a basic feature of the model.

Notably, at the level of the individual child the duration of critical periods in speech perception development can be varied through bilingual experience. As examples, Werker and Hensch cite studies showing that the duration of the critical period for perceptual narrowing – the process by which infants orient their emergent speech perception abilities around just those sounds that occur in their linguistic environment – is longer among simultaneous bilingual children than among monolingual children. The researchers point to several possibilities for this extension.

Relative to monolingual infants, among bilingual infants: native speech categories take longer to establish (Bosch and Sebastián-Gallés, 2003); sensitivities to speech sounds are maintained until an older age (Petitto et al., 2012); there is less input per language, with an asymmetric relative frequency of phones within and across the dual-language input (Bosch and Sebastián-Gallés, 2003); there is enhanced executive control and attentional function afforded by bilingualism (Kovács and Mehler, 2009); the neural circuitry supporting phonetic discrimination is less mature (Garcia-Sierra et al., 2011); the circuitry is equally mature but involves a different distribution of neural connections, with greater connectivity in prefrontal areas (Petitto et al., 2012).

At early developmental stages, the two languages of bilingual infants may resemble those of monolingual children. For example, Burns et al. (2007) found that, at 10–12 months, phonetic discrimination in both languages of English–French bilingual infants of resembled that of monolingual infants and lasted for several months thereafter. Once simultaneous and early bilinguals reach adulthood, however, their processing and production of speech differs from that of monolinguals in each language (see below). More to the point, among adult simultaneous and early bilinguals, variability in speech perception and production is widely attested, and the extent of differences among individuals is in general greater than that observed among native (monolingual) speakers; see Sebastián-Galles and Díaz (2012) for a review. This variability (which may reflect asymmetric exposure to or use of the two languages, or exposure to accented speech in one or both languages, along with motivation, context of learning, inter- individual neurobiological and neurocognitive differences over development, etc.; see further discussion below) is often demonstrated in behavioral studies through comparisons of early or simultaneous bilinguals with monolingual controls at local levels of analysis. For example, Mack (1989) looks at early English–French and French–English bilingual adults, all of whom were English dominant. For /ta/-/da/ discrimination and /i/-/I/ production, the bilingual group resembles English monolingual adult controls. In a separate analysis, however, for the percentage of /i/ vowels whose F2 fell at least 50 Hz between the vowel midpoint and offset, bilinguals differ significantly from monolinguals. Similarly, in Sundara et al.’s (2006) study of /d/-/t/ production, English–French simultaneous bilinguals resemble French monolinguals and English monolinguals for /d/ and /t/ in French and for /t/ in English, but diverge for English /d/.

PLASTICITY, VARIABILITY AND CRITICAL PERIODS IN L2 ACQUISITION

It is commonly believed that L2 attainment to nativelike levels among adults is impossible because they have passed a critical period for successful learning. Two general types of evidence are summoned to support this view. The first is the nature of the function that relates AoA to ultimate attainment. The second is evidence for comprehensive nativelike attainment across all aspects of knowledge, production, and processing of the L2.

The AoA-L2 Attainment Function

Theories of the geometry of the function that relates AoA to ultimate (asymptotic) L2 attainment are reviewed in Birdsong (2005) and Birdsong and Vanhove (2016). In brief, it is thought that departures from linearity in the function would suggest the effects of developmental events leading to qualitative changes in the neurocognitive mechanisms believed responsible for language learning (see Hakuta et al., 2003, for an overview). If instead the function is linear (Figure 2A), this would suggest other types of age-related effects. Some researchers have argued that declines in ultimate L2 attainment should level off after the end of maturation. That is, AoA effects on L2 attainment should be observed among early L2 learners, but AoA should no longer be predictive of L2 asymptote among post-adolescent learners, since maturation would presumably have ceased by this time. On this notion, the geometry of the function should resemble a “stretched L,” as seen in Figure 2B. On another view, L2 learning is successful up to a certain age (which may vary depending on what language features are being investigated), and learning ability (and, consequently, ultimate attainment) should decline thereafter. The corresponding shape of the function resembles a “stretched 7,” as shown in Figure 2C. A third geometry is that of a “stretched Z,” shown in Figure 2D, which combines the “L” and “7” features to include an early plateau, followed by a decline and floor.
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FIGURE 2. Schematic representations of age of acquisition (AoA) effects on L2 attainment. (A) linear decline of L2 attainment over all AoA; (B) initial decline of L2 attainment followed by leveling off over subsequent AoA; (C) L2 attainment plateau, followed by decline, followed by leveling off over subsequent AoA; (D) L2 attainment plateau followed by decline over subsequent AoA.



To clarify, note that these are schematic representations only. Depending on methodological considerations (e.g., analysis over the AoA span vs. disaggregation by early and late AoA; choice of regression model, line fitting and smoothing methods, etc.) the observed shapes may have less angular features, and the slopes may be shallower. Also, the timing of the points along the AoA continuum where changes in slope are said to occur varies considerably from study to study. (For further discussion, see Birdsong, 2005; Meulman et al., 2015.)

The geometry and timing of AoA effects are crucial to the question of age-conditioned plasticity in L2 learning since, in order to be consistent with maturational effects, the inflection points on the function would need to match up with known maturational milestones. There are two main obstacles to establishing this isomorphism. One is that attained values on accent ratings and knowledge of morphosyntax map onto different functions. Divergences of L2 learners’ pronunciation from that of monolingual controls begin much earlier (even in the first year of life), relative to divergences from native controls for morphosyntax, which have been observed to begin anywhere from about AoA = 7 years to AoA = 27 years. While there is evidence for the intuitively appealing notion of “multiple critical periods” (Scovel, 1988; Granena and Long, 2013), it is a challenge to come up with a unified model that comprehensively aligns variable AoA effects with maturational milestones. Such an account would have to reckon with geometries that are known to vary depending on the pairings of the L1 and the L2, the particular linguistic structures being tested, and exposure, identificational, and motivational factors (e.g., Birdsong and Molis, 2001; see further discussion below). In these ways, considerations of plasticity and variability intersect.

Another challenge involves the analytical methods that are employed to generate the AoA- attainment function. Different statistical methods applied to the same data may result in different shapes of the function, thus introducing an additional dimension of variability in our conceptualization of plasticity. For example, in Johnson and Newport’s (1989) study of Chinese and Korean learners of L2 English, grammaticality judgment scores on a test of English morphosyntax declined linearly over AoA for learners with AoA ≤ 15 years (r = -0.87, p < 0.01). By contrast, for the later arrivals the scores were distributed more or less randomly (r = -0.16, ns), and the best-fitting line through the scatterplot of later-arrivals’ scores was roughly horizontal. (Note that this unsystematic dispersion was interpreted by Johnson and Newport as a flattening of the AoA-L2 attainment function; see below). In a subsequent reanalysis of the Johnson and Newport (1989) data, Elman et al. (1996) demonstrated that a single non-linear function accounts for about 63% of the variance over all participants’ scores, whereas separate linear regressions for younger and older arrivals account for only about 39% of the variance. Importantly, Elman et al. (1996) point out that the overall best-fitting curve produced by the non-linear model is visually a straight line, i.e., one with no apparent inflection or post-maturational leveling-off.

In a re-examination of the Johnson and Newport (1989) L2 grammaticality judgment data, Vanhove (2013) exposes problems with comparing the correlations for early- vs. late-arriving learners in order to infer maturational effects from different correlational slopes. For Johnson and Newport’s early arrivals, the slope of the correlation suggested a decline of scores over AoA, whereas for late arrivals the slope leveled off, with no subsequent AoA-related decline in performance. Together the two correlation slopes resembled a stretched “L” corresponding to one proposed version of a critical period for L2 acquisition. However, as noted above, the apparent “flattened” slope (as indicated by a roughly horizontal regression line) is the reflection of the high degree of variability in the performance of the late-arriving learners.

Vanhove (2013) attributes this essentially random dispersion of late learners’ scores to factors such as age-conditioned inter-individual differences in literacy, education, opportunities for L2 use, and motivation – that is, to factors unrelated to critical period constraints. Note as well that general performance levels are often predicted by such variables; see e.g., Birdsong (2014b), Hartshorne et al. (in press).

Vanhove (2013) also reanalyzes L2 grammaticality judgment data from DeKeyser et al. (2010), which involved two groups of Russian native speakers, one having emigrated to Israel and the other to the United States or to Canada. For both participant groups, DeKeyser et al. (2010) had found differences in correlation coefficients between AoA subgroups, and had interpreted the corresponding changes in slope as evidence of discontinuity consistent with critical period effects. In Vanhove’s reanalyses, linear and piecewise regressions each account for more than 60% of the variance for both the Israel and North American data. With a breakpoint set at AoA = 18 years, piecewise regressions revealed a linear decline for the Israel data, and only a slight departure from linearity in the North American data.

In contrast, using various regression models, some studies find a “stretched-7” geometry for the AoA-L2 attainment function. For example, Hartshorne et al. (in press) elicited grammaticality judgments for English from 669,498 respondents to an online survey, two-thirds of whom were learners of English from different native languages. The results reveal an L2 ultimate attainment plateau that extends from birth to AoA = 10–12 years, followed by an unbounded decline in judgment accuracy over the remaining AoA range. In a masked priming paradigm involving 94 Turkish–English bilinguals who had learned German at various ages, Veríssimo et al. (2017) observe nativelike priming for inflected German participle forms when the participants’ learning began before 5 years of age. After this plateau, facilitation declines with increasing AoA, with no leveling off. Another “stretched-7” geometry is noted by Birdsong and Molis (2001) in their replication study of Johnson and Newport (1989). For 61 native Spanish learners of L2 English, an ultimate attainment plateau terminates at a best-fitting inflection point at AoA = 27.5 years, and performance declines thereafter as AoA increases.

Meulman et al. (2015) illustrate the connectedness of analytical choices, the shape of the AoA-attainment function, and variability across structures under investigation. The researchers looked at ERP P600 signatures for the processing of violations of non-finite verbs and grammatical gender agreement in German by Slavic L1 speakers with advanced proficiency in German L2. AoA effects were not found for non-finite verb violations, which are similar in Slavic and German. However, among participants with AoA ≤ 20 years, gender violations elicited a P600, while among those with later AoA a posterior negativity was found in the same time window. Under Generalized Additive Modeling (GAM), and using both AoA and ERP time windows as continuous variables, linear AoA effects on EEG signals were observed across the AoA span, with no discontinuity in the function. Contrarily, ANOVA suggested a critical period prior to AoA = 17.

Non-nativelike Attainment

As a second type of support for critical period effects in L2 acquisition, some researchers point to the lack of evidence for across-the-board nativelikeness in late L2 acquisition (e.g., Long, 1990; Hyltenstam and Abrahamsson, 2003; DeKeyser and Larson-Hall, 2005). The underlying logic is that language learning is biologically destined to be successful if begun in during a critical maturational epoch in early childhood, and that the failure of late learning to attain nativelike competence is the inevitable result of having passed a critical period of neural plasticity. Close comparisons of monolinguals and late L2 learners typically reveal differences across many dimensions of observation (e.g., Abrahamsson and Hyltenstam, 2009), and proponents of the Critical Period Hypothesis for L2 acquisition (CPH/L2A) posit that across-the-board monolingual-likeness is impossible. On this account, in order to falsify the CPH/L2A, one would have to identify at least one late L2 learner who is indistinguishable from a monolingual native across every imaginable measure of linguistic processing and knowledge (Long, 1990).

This argument is implausible, however, because the nature of bilingualism is such that the languages of an active bilingual are activated simultaneously (Dijkstra and Van Heuven, 2002; Schwartz and Kroll, 2006) and influence each other reciprocally (Grosjean, 1989; Cook, 1999, 2003; Flege et al., 2003). Given coactivation and bidirectional effects, neither the first nor the second language of bilinguals can be expected to resemble under scrutiny that of monolinguals in either language. Since “two monolinguals in one person” is an impossibility (Grosjean, 1989), it is unreasonable to hold up a standard of “across-the-board monolingual nativelikeness” in the L2 as a criterion for falsifying the CPH/L2A (Birdsong and Gertken, 2013).

Returning to the question of plasticity, it is important to keep in mind that the L1 is permeable in bilingualism; thus, considerations of plasticity apply to the L1 as well as the L2. The fact that the L2 influences the L1, not just the other way around, suggests that alleged adult L2 learning “deficits” (in the form of divergences from monolingual-likeness) should not be ascribed uniquely to a maturationally determined loss of plasticity. Moreover, the fact that it is not only late L2 learners who exhibit such differences, but early bilinguals and bilinguals-from-birth as well, is plausibly explained under a bilingualism effects account (e.g., MacLeod and Stoel-Gammon, 2005; Fowler et al., 2008; Ortega, 2009). (Note in this context that no researchers claim that bilingualism effects alone are responsible for all divergences from monolingual-likeness in bilingualism.)

Attested non-nativelikeness in both languages of an active bilingual has clear implications for theory. To the extent that an account of L2 acquisition predicts that L2 learners should not attain across-the-board nativelikeness if they have passed a biologically regulated critical period, it should also logically predict that the L1 of a bilingual, which is learned within that critical period, should exemplify monolingual-likeness across the board. However, this prediction is not borne out in the relevant research. By contrast, the evidence of bilingualism effects supports an account under which neither the L2 (irrespective of AoA) nor the L1 are completely monolingual-like. Note in this regard that the accuracy figures for bilinguals from birth are significantly lower than those of native monolingual controls in Hartshorne et al. (in press).

These observations connect straightforwardly to questions of age, plasticity, and variability. In their meta-analysis, Liu and Cao (2016) cite studies of L1 permeability in bilingualism, which reveal different patterns of neural activation in the L1 after vs. before acquisition of the L2. Introducing the AoA factor, several reviewed studies converge on the finding that early bilinguals, relative to late bilinguals – with both sampled populations having the same L1 – showed greater activation in the left fusiform gyrus than late bilinguals when processing the L1. This result suggests that the effects of the L2 on L1 processing in imaging studies may be more pronounced with earlier AoA of the L2, as the L2 ‘interferes’ more with the L1 to the extent that development of the two languages overlaps temporally. This relationship is attested as well in behavioral studies.

The basic notion that L2 ultimate attainment is conditioned by the age of initial immersion or significant exposure is examined by Qureshi (2016) in a meta-analysis of 26 studies of morphosyntactic knowledge. The materials reviewed largely substantiated the general idea of AoA effects (as opposed to maturational effects, which were not explicitly examined). At the same time, experiential and methodological factors were found to introduce considerable variability in outcomes. For example, in studies of classroom learning of a foreign language, there was no evidence of an “early advantage” (see also Huang, 2016), whereas the “early-is-better” rule of thumb was supported in studies of immersion learners.

Nativelikeness

It is important to emphasize that, despite bilingualism effects, there are late L2 learners who resemble native monolinguals with respect to targeted aspects of the L2 (as opposed to bilinguals being indistinguishable from monolinguals in every measurable respect). Behavioral evidence ranges from acquisition of fine-grained phonetic features such as VOT to global pronunciation (Bongaerts, 1999; Flege et al., 2002; Birdsong, 2007; Moyer, 2014) and from surface morphology to abstract features of syntax (Birdsong, 1992; Birdsong and Molis, 2001; Donaldson, 2011; Destruel and Donaldson, 2017). In online tasks such as self-paced reading, late bilinguals show monolingual-like sensitivity to subtle and unique aspects of the L2 such as order of clitic pronouns (Rossi et al., 2017). In brain-based studies, high-proficient late L2 learners exhibit convergence with native participants (Green, 2003) in the processing of information structure (Reichle and Birdsong, 2014) and across a variety of syntactic and morpho- syntactic features: see Steinhauer (2014) for a review of the electrophysiological literature; see Abutalebi (2008) for a review of the functional neuroimaging literature.

The incidence of nativelikeness among late L2 learners can vary as a function of the particular structural characteristics that are investigated and as a function of the experimental procedures that are employed. For example, in a series of experiments that involved both ERP and eye-tracking methodologies, Foucart and Frenck-Mestre (2012) find that violations of noun-adjective gender agreement in French trigger nativelike P600 signatures among English-speaking late learners of L2 French when the adjectives follow the nouns, but elicit non-nativelike N400s when the adjectives are preposed. When the stimuli involve agreement violations in predicative structures (where the noun and the adjective are separated by a copula), natives and learners diverge in terms of ERP, but show similar patterns in eye tracking.

Birdsong and Gertken (2013) point out that the incidence of nativelikeness may depend on which native speakers the learners are being compared to. For example, Indefrey (2006), reviewing studies involving the processing of complex syntax, discerns that natives with high memory spans attend to structural features for correct interpretation in online tasks whereas natives with low memory spans rely on lexico-semantic information – as do many L2 speakers. Indefrey (2006, p. 68) argues that “non-structural sentence processing observed in L2 speakers is an option that is also used by native speakers when they have limited processing resources,” thus underscoring another type of variability inherent in assessing nativelikeness.

In some of these and related studies, the findings of nativelikeness have been interpreted as counter-evidence to critical-period predictions with respect to the attainment of nativelikeness in late L2 acquisition articulated. Recall, however, that proponents of the critical period hypothesis in the L2 context advance the criterion of across-the-board nativelikeness as necessary evidence for rejection of the hypothesis. From this perspective, among late (or early) bilinguals it is not enough to find “pockets” of nativelikeness with respect to grammatical knowledge and online processing, or brain activation patterns that resemble those of monolinguals, or individuals who diverge from controls only on VOT values for /d/ in word-final position, but in no other respect.

Under comprehensive, microscopic scrutiny, even among the most practiced hyper-polyglots (see section “Individual Differences in L2 Learning,” below), some scintilla of non-monolingual-likeness can be found among active bilinguals.

As stated above, however, the position regarding falsification of the hypothesis by impeccable nativelikeness does not take into account the natural effects of bilingualism, which make it impossible for both early and late bilinguals to be exactly like monolinguals in either the L1 or the L2. It was also noted that, by the logic of this position, for rejection of the nature-of-bilingualism account (and for support of the critical period account) one would need evidence of across-the-board monolingual-likeness in the first-learned language of late bilinguals, or in either language of simultaneous bilinguals (Birdsong and Vanhove, 2016).

SOURCES OF VARIABILITY IN L2 ACQUISITION

Two Illustrations

Flege et al. (1999) provide an instructive illustration of factors that interact with AoA to produce distinct patterns of inter-subject variability within the function that relates AoA to L2 attainment. The researchers tested 240 Korean adults’ knowledge of L2 English morphosyntax with an adapted version of the Johnson and Newport (1989) materials. Figure 3A plots the Koreans’ overall performance (black circles) and that of native English controls (open circles). As seen in the plateau at ceiling, participants with early AoA (up to about 7 years of age) perform relatively homogeneously and within or close to the range of native controls.
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FIGURE 3. Results of a test of English morphosyntax, as a function of age of arrival in the United States. (A) Shows overall percent correct for Korean native speakers (filled circles) and native English controls (open circles); (B) breaks out test results by grammatical items (top) and ungrammatical items (bottom); (C) depicts different functions for ungrammatical rule-based items vs. ungrammatical lexically-based items. Adapted from Flege et al. (1999). Republished with permission from Elsevier.



With increasing AoA, the learners’ results become more dispersed. Figure 3B plots the L2 English performance on the same items, broken out by those that are grammatical (top image) and ungrammatical (bottom image). Both the top and bottom images reveal increased variability over AoA; however, the degree of variability depends on the grammatical status of the items analyzed, with the cone-shaped scatter of results more pronounced for responses to ungrammatical items than to grammatical items.

Another source of variability is the test items themselves, as shown in Figure 3C. For ungrammatical “rule-based” items that exemplify regular, generalizable features of English surface morphology (e.g., –ed past inflection on verbs; case marking on personal pronouns), the slope of the decline in performance over AoA is relatively shallow. By contrast, a steep decline over AoA is observed for ungrammatical “lexically-based” items that exemplify idiosyncratic features of English, such as prepositions preceding infinitival complements (∗let to watch vs. let watch) and noun complements (e.g., ∗hoping rain vs. hoping for rain). Note as well that the shape of the function for the ungrammatical lexical items roughly resembles the schematic “stretched-Z” geometry (see Figure 2C), while the function for the rule-based items is closer to linearity (see Figure 2A).

As a second illustration of sources of variability, Ettlinger et al. (2014) examine the possibility that L2 learner strategies and success vary according to domain-general cognitive skills. In an artificial language based on Shimakonde, a Bantu language of Mozambique, university student participants were trained on noun stems, plurals, diminutives, and diminutive plurals representing animals. For two types of diminutive plurals in the language, the diminutive and the plural morphemes are simply affixed on the singular stem. A third type of diminutive plurals is more complex, as the vowels in the stem and the plural affix require rephonologization. After exposure to word-picture pairs, participants were asked to produce diminutive plurals on novel words à la the wug test (Berko, 1958). Some learners (termed Simplifiers) tended to apply the simple pattern in instances of both complex and simple diminutive plurals; others (Learners) successfully learned both the complex and simple diminutive plurals; others (Non-learners) performed poorly overall. On a prior test of working memory, Learners, Simplifiers and Non-learners performed similarly. However, the groups varied on prior tests of procedural memory and declarative memory. Those participants who were Learners generally scored high on both procedural and declarative memory tests. Those with high procedural memory scores, but lower declarative memory scores, tended to be Simplifiers. Those with poor procedural memory, irrespective of declarative memory scores, were Non-learners. These results, summarized in Figure 4, suggest a connection between learner types and L2 learning performance: differences in domain-general cognitive capacities account for some inter-individual variation in L2 learning.
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FIGURE 4. Performance on procedural and declarative memory tasks for Learners (L), Non-learners (N), and Simplifiers (S). Adapted from Ettlinger et al. (2014). Republished with permission from Cambridge University Press.



Variability in L2 Attainment With Increasing AoA: Possible Sources

In some studies, as AoA increases, the outcome of learning of L2 morphosyntax appears to become more variable (see, e.g., Flege et al., 1999; Vanhove, 2013). Candidate sources for such wide dispersions can be inferred from an increase over age of the range of values that are associated with relevant experiential variables. For example, in a random participant sample, the range of lengths of residence in the L2 environment, along with the range of years and types of education will increase correspondingly with AoA. Along with such scaling effects on demographic variables, it is also possible that, with increasing AoA, motivation to attain accuracy in lexico-grammatical knowledge in L2 will become more heterogeneous across participants, particularly so as goals for L2 learning become more diverse.

Cognitive aging may also figure in the mix of candidate reasons for age-related variability in L2 attainment. For example, Buczylowska and Petermann (2016) summarize age-related differences in six executive function tests administered to 484 participants ranging in age from 18 to 99 years. Declines in mean scores over age were accompanied by increased age-dependent heterogeneity in scores. Connecting this finding to the cone-shaped dispersion of L2 morphosyntax scores over AoA is not a straightforward matter, however, as the heterogeneity observed by Buczylowska and Petermann (2016) is most notable in the later age ranges, whereas most individuals undertaking L2 do not begin so late in life. Further, the degree of dispersion varied greatly by task in this study. Similarly, Mella et al. (2016) show that results on tests of processing speed and working memory do not display the same inter-individual variability with increasing age. Relatedly, Hartshorne and Germine (2015) find that the peaks in cognitive skill are not synchronized over skill types, with some occurring earlier than others. The occurrence of multiple décalages in the timing of peaks (and subsequent declines) suggests that whatever scatter of performance there is over age may not be uniform over intelligence types.

A strong case can be made for both general effects and inter-individual effects of progressive cognitive decline, as well as for effects of dopamine declines (see above), progressive L1 entrenchment (Marchman, 1993; Elman et al., 1996; Flege, 1999; MacWhinney, 2005), and education (Bialystok and Hakuta, 1999; Birdsong, 2014b) on L2 attainment over AoA. At the same time, it is fair to say that further study is needed to establish a direct link between heterogeneity in cognitive function over age and AoA-related patterns of dispersion of results on tests of L2 attainment.

INDIVIDUAL DIFFERENCES IN L2 LEARNING

It is axiomatic that people vary widely in the effectiveness and efficiency with which they learn an L2. Often the study of individual differences in L2 learning focuses on exceptionally successful learners. Although researchers do not all agree on terminological distinctions between the notions of ability, aptitude, talent, and giftedness in the context of L2 learning, the cognitive and conative attributes of high achievers in this domain are well understood; for a recent review, including the question of the mutability of aptitude with experience, see Singleton (2017).

Individuals who attain near-nativelikeness in multiple languages tend to be endowed with high working memory capacity, are highly motivated to learn, and strategically apply metalinguistic knowledge and analysis across their learned languages. In addition to these traits, “gifted multilinguals” score high on tests of intelligence and foreign-language learning aptitude, and are creative, persistent and self-aware (Biedroń and Pawlak, 2016). Polyglots – defined by Hyltenstam (2016) as those who reach high proficiency in six or more languages after puberty – and hyper- polyglots – for Erard (2012) those who proficiently speak, read, or write in at least 11 languages – share the same traits as gifted multilinguals, while also possessing extraordinary verbal memory. They apply their superior analytic skills to recognize patterns in phonology and morphosyntax, and with remarkable executive control are able to switch between languages with little interference. The linguistic savant Christopher (Smith et al., 2011), who has learned more than 20 languages, exhibits autistic traits and accordingly differs from polyglots and hyperpolyglots in terms of cognitive neurostructure. Pring (2007) notes that autistic savants also differ behaviorally from non-autistic experts by their obsession with memorization and practice, which appears to be more about the pleasure of obsessiveness than about achievement. According to Pring, it is typical of high achievers, but not of savants, to strategically set goals and to use feedback when learning.

Biedroń and Birdsong (in press) point out that, to the extent that complete monolingual nativelikeness is taken to be criterial, extraordinary polyglots do not constitute so-called “exceptions to the critical period hypothesis” for L2 acquisition. As suggested above, it is more apposite to point out that there are no exceptions to the effects of bilingualism, even among the most talented learners of languages. As Biedroń and Birdsong observe, “the special significance of the impossibility of multiple monolingual-likenesses resides in the fact that, no matter how gifted a multilingual is, s/he can’t suppress in an absolute sense the other language(s).”

Turning to less exceptional cases, Della Rosa et al. (2013) proffer a view of individual talent in multilingualism that relates language-learning-induced plasticity in the left inferior parietal (LIPL) region of the brain to enhancement of domain-general attentional processes. Their longitudinal study of children living in the South Tyrol region of Italy, where German, Italian, Ladin and English are routinely used, showed specific multilingualism-induced gray matter volume increases in the LIPL. The researchers suggest that such structural adaptations result from the necessity to apply general memory and attentional functions to the processing of more than one language.

A neurogenetic approach to individual differences in L2 learning is advanced by Wong et al. (2012), who specify the mediating roles of genetically encoded dopaminergic (DA) reception and transmission that underlie the acquisition of procedural aspects of grammar. Procedural learning is associated with concatenation of constituents in syntax and with abstract relations between phonology and morphology, and is localized in the prefrontal cortex and basal ganglia. Given what is known about idiosyncratic variability in DA-related gene function, expression and biochemistry, “it is not surprising that individuals with different genetic profiles may have different learning capabilities” (Wong et al., 2012, p. 1093), with more variation expected in adult L2 acquisition than in L1 acquisition. These differences extend to inhibitory function and executive control, which in L2 processing enable suppression of competing information such as knowledge and intrusion of the L1 (Lee, 2004). Under the DA account, a mediating role of AoA can be postulated as well, as dopamine receptor and binding declines over age are well documented (e.g., Volkow et al., 1998; Prull et al., 1999; Bäckman and Farde, 2005).

Taking this approach to variation a step farther, Wong et al. (2017) examine behavioral, neural, and genetic predictors of learning at the level of the individual, and discuss the applications of personalized learning in the L2 context. Drawing parallels with personalized medicine in the pharmacological field, the authors suggest that understanding individual differences will lead to customization and optimization of language instruction. For other studies of individual differences in cognitive abilities (in particular, differences in procedural, declarative and working memory), and how these play out in second language acquisition, see Morgan-Short et al. (2014) and Faretta-Stutenberg and Morgan-Short (2018).

A dual-systems learning model developed by Chandrasekaran et al. (2014) looks at the use of reflexive vs. reflective learning systems in speech category learning in a training paradigm. The reflective system explicitly develops and tests categorization rules; in contrast, the nature of the reflexive system is procedural and implicit. In experiments involving novel linguistic tone category learning, adult participants initially display a bias toward using the reflective system, which turns out to be ill-adapted to the task. Those individuals who succeed in tone learning are able to shift to the reflexive system, using cortico-striatal connections whose plasticity is regulated by DA reinforcement signals. Relative to younger participants, older adults appear to be less likely to be able to shift from reflective learning to reflexive learning.

Birdsong (2012) examines native-language literacy and education as sources of variability across participants in L2 attainment studies. These factors may interact with task type (e.g., grammaticality judgments vs. truth-value tasks; elicited speech vs. read-alouds), measure (e.g., behavioral vs. brain-based measures; speed vs. accuracy) and linguistic domain (e.g., quantifier scope, garden-path structures). Birdsong (2012) also notes that both native speakers and L2 learners exhibit grammatical idiosyncrasies and other types of variability in representations of linguistic structure (Dabrowska, 2012); therefore variability per se (whatever the type or source) is not necessarily evidence of learning deficiencies.

According to Birdsong (1994), the ability to make judgments about linguistic form differs across individuals, who vary in the way they construct language-relevant categories such as “well- formed sentence” and “plausible interpretation.” Individual learners may also differ in assessments of the typological relatedness of their L1 to their L2, which modulates their decisions about the likelihood that features of their L1 will resemble those of their L2. Birdsong (2009) characterizes individual differences in learners’ ability to notice subtle linguistic features of the L2 within the general framework of signal-detection theory.

For an overview of individual variation in L2 processing (as opposed to attainment), see Van Hell and Abdollahi (2017).

DOMINANCE, PLASTICITY, VARIABILITY AND AGE

A feature of bilingualism that conspicuously connects age, plasticity and variability is linguistic dominance. Regarding plasticity and age, it is not always the case that language learned in infancy is the dominant language of a bilingual: the neural mechanisms involved are sufficiently plastic that the L2 can “leapfrog” the L1 in terms of proficiency and processing ease. Among international adoptees and heritage speakers, dominance shifts involve attrition of the L1, a representational and functional loss which likewise reflects neural plasticity (see below). As concerns variability, inter-individual differences in dominance relationships are natural consequences of idiosyncratic experiences with, skills in, and use of the two languages. No two bilinguals are identical in terms of dominance.

Linguistic dominance in bilingualism is understood in terms of dimensions – relative performance in a language skill such as speech rate, picture naming or grammatical accuracy – and in terms of domains – typically, the comparative frequency of use of each language at work, with family members, or at school. Dominance is not uniquely equatable with relative proficiency (as defined in terms of grammatical and lexical accuracy, speech fluency, etc.), since there are other dimension-based measures of dominance besides proficiency (e.g., object naming speed, lexical diversity, reading speed). Relatedly (and to underscore the dimension/domain distinction in dominance measures), a bilingual parent who is L1-dominant in terms of lexical knowledge and fluency of speech may by choice use the L2 in all interactions with offspring who are being raised in that language, thus demonstrating domain-based L2 dominance in this particular context of use. For further discussion and evidence relating to the independence of dominance and proficiency, see Luk and Bialystok (2013), Montrul (2016a), and Schmeißer et al. (2016); also discussion of balanced bilinguals below.

As with many other features of bilingualism, linguistic dominance is not inherently categorical. That is, individual bilinguals are not simply “L1-dominant” or “L2-dominant,” they are dominant in one or the other language to varying degrees. Accordingly, in order to faithfully capture the construct, dominance, like AoA, is properly operationalized and analyzed as a continuous subject factor. As with any other continuous variable, participant assignment to dominance categories may mask intra-group variability and result in loss of statistical power (e.g., Altman, 1998). Some instruments for assessing dominance take into account both domains and dimensions of dominance. Birdsong (2016) reviews methods of calculating dominance indices, along with problems of incommensurability in comparing individual bilinguals who may have the same composite dominance indices, but who vary with respect to the underlying dimensions and domains measured by the instrument.

Balanced Bilingualism

So-called “balanced bilinguals” are dominant in neither language. The term is sometimes used or assumed to denote very high or (near-)nativelike proficiency in both languages. However, degree of proficiency is independent from degree of dominance. An individual who is at an equally low proficiency level in two languages, and an individual who is highly and equally proficient in two languages, are both by definition balanced bilinguals. As depicted by Goto Butler and Hakuta (2004), Figure 5 shows that balanced bilinguals fall at any point along the diagonal line of increasing proficiency. Bilinguals who are not balanced (that is, who are dominant in either Language A or Language B) are situated to one side or the other of the diagonal.
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FIGURE 5. Representation of balanced bilingualism, showing that “balanced” only implies dominance in neither language, not high proficiency in both languages. Adapted from Goto Butler and Hakuta (2004). Republished with permission from John Wiley and Sons.



The related idea of “perfect bilingualism,” if understood as monolingual-likeness in two languages, is misguided since, as noted earlier, neither the L1 nor the L2 of bilinguals is identical to the corresponding languages of monolinguals in all measurable respects. Becoming “more bilingual” is, however, sometimes thought to suggest getting closer to “perfect bilingualism.” At the same time “more bilingual” has been taken to mean that a given bilingual is highly proficient in the two languages, or to mean approaching balanced proficiency.

Dominance Shifts and Age

The direction and degree of dominance in the two languages are dynamic over the lifetime of an individual bilingual. Depending on changing circumstances such as immigration, educational and occupational opportunities, and psycho-social identification, the L2 may “replace” the L1 as the dominant language. In some cases, and for similar reasons, the L1 may return to dominance, and still further shifts are possible. Grosjean (2010) details multiple dominance shifts over 60 years of his life. For a review of research and theory on the relationship between dominance and age, see Birdsong (2014a).

Conceptually as well as in practice, the developmental dynamics of dominance relationships may reflect both L1 loss and L2 gains. For example, among some immigrants and adoptees, there may be little or no ongoing use of the L1; as the L1 withers (in terms of domains or dimensions), the L2 perforce becomes the dominant language. On a developmental scenario, a sequential bilingual whose L1 is not fully developed may use and maintain the L1, but as a matter of relative gains in linguistic knowledge and proficiency over time, the L2 eventually outstrips the L1.

Losses in the L1 and gains in the L2, with consequent reflexes in the dominance relationship between the two languages, have been theorized together in terms of maturational constraints on plasticity. Bylund et al. (2012) propose that the same maturational mechanisms synchronously constrain both the ability to lose a language and the ability to gain a new language. Bylund et al. (2012) state that the potential for L1 attrition and the potential for L2 attainment are highest during the first 10 years of life. After this period the potential for both L1 attrition and L2 attainment declines, with the relevant geometry of both resembling a stretched-7. Pallier (2007) advances a different view, whereby the AoA-ultimate L2 attainment function exhibits a linear decline, starting essentially at birth; by contrast, the likelihood and degree of L1 attrition start to drop off only after age 10. For Pallier (2007) and Bylund et al. (2012) alike, plasticity for both L1 attrition and L2 attainment are age conditioned; however, for Pallier the age effects for L2 attainment do not correspond to maturational effects in the AoA-attainment function, as there is no departure from linearity along the function that would suggest a qualitative change in learning ability.

Thus, with respect to plasticity in dominance relationships in the first decade of life, there are two distinct possibilities. One possibility is that L1 loss, the likelihood of which is highest for several early years, is a greater contributor to dominance shifts than L2 gains, which start to become less likely very early in life, with progressively less influence on shifts from L1 to L2 dominance. Another possibility is that L2 gains and L1 losses conspire simultaneously to enable L1-to-L2 shifts of dominance. The latter possibility relates L1 loss and L2 gain under a unified view of plasticity in early childhood development: “the ease with which an L2 is acquired and the L1 undergoes attrition can be said to be manifestations of a generally heightened responsiveness to language exposure, which works both in acquisitional and attritional directions” (Bylund et al., 2012, p. 237). For a recent empirical study and review of age effects on L1 attrition, see Ahn et al. (2017).

Note that age conditions not only the probability of L1 loss, but also the speed at which attrition occurs (Köpke and Schmid, 2004). As L1 loss slows, the point at which a complete shift to L2 dominance can be expected is delayed. Similarly, depth of attrition (the degree to which a domain or dimension is diminished) and breadth of attrition (the number of dimensions and domains diminished) should decrease with the age at which the loss begins. Thus, indirectly through L1 loss, age contributes to variability in L1–L2 dominance relationships (see also Montrul, 2016b).

Examples of Prediction and Variation in Dominance

Dominance has been shown to be a predictive factor in studies of bilingualism. As an example, Amengual (2014) looks at the elicited production of mid vowels among Spanish–Catalan bilinguals in Majorca. Catalan, but not Spanish, makes a phonemic distinction between the tense-lax mid /e/ - /ε/ and /o/ - /ɔ/. Relative Catalan vs. Spanish dominance was assessed with the Bilingual Language Profile (BLP; Birdsong et al., 2012). For the 30 Catalan-dominant bilinguals, degree of dominance was not predictive of the Euclidian distance between /e/ and /ε/ nor between /o/ and /ɔ/. However, among the 30 Spanish dominants, those whose BLP scores approached balanced bilingualism (i.e., whose scores were least Spanish dominant) produced the vowels with Euclidean distances resembling those produced by the Catalan dominants. Specifically, the BLP scores of Spanish dominants were predictive of more Catalan-like Euclidean distance between /e/ and /ε/ and between /o/ and /ɔ/ (see Figure 6).
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FIGURE 6. For Spanish-dominant and Catalan-dominant Majorcan bilinguals, Euclidean distances between same-speaker tokens of /e/-/ε/ and /o/-/ɔ/, plotted as a function of BLP scores, which range from –120 (strongest Spanish dominance) to +130 (strongest Catalan dominance). Adapted from Amengual (2014). Republished with permission from Sage Publishing.



A study of bilingual speakers in Guatemala by Baird (2015) illustrates how the dominance factor accounts for inter-individual variation in bilingualism. Baird examines the pronunciation of Spanish tonic syllables by Spanish–K’ichee’ bilinguals from two Guatemalan communities, Cantel and Nahualá. In most varieties of Spanish, the peak of F0 rise occurs after the tonic syllable. In contact and bilingualism contexts, Spanish varieties display an F0 that is closer to (sometimes before) the tonic syllable. In a task involving reading Spanish phrases, 10 Spanish monolinguals, 10 bilinguals from Cantel, and 7 of the 10 bilinguals from Nahualá produced late (post-stress) F0 peaks. At the same time, for speakers from both communities, the degree of Spanish vs. K’ichee’ dominance, as assessed by the BLP, was predictive of the direction and distance of F0 peak placement; see Figure 7 (Baird, 2015).
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FIGURE 7. Correlation of BLP scores with relative peak alignment scores for Spanish–K’ichee’ bilinguals from Cantel and Nahualá. Zero-upward BLP scores = increasing Spanish dominance. Zero-downward BLP scores = increasing K’ichee’ dominance. Relative peak alignment scores = duration from syllable onset to peak pitch divided by total duration of syllable; values are individual speaker averages. Adapted from Baird (2015). Republished with permission from Cambridge University Press.



A critical take-away from Baird (2015) is that the nature of inter-individual variation is obscured in a simple analysis by binary factors, in this instance place of residence and pre- vs. post-stress F0 peaks. More revealing can be examinations of variation along continuous dimensions, in this case distance of peaks from the tonic syllable and degree of Spanish vs. K’ichée dominance. By such an analysis, individual variability along a continuum of peak F0 placement is predicted by degree of dominance, independently of residence.

Researchers have considered the possibility that dominance in the L2 may be associated with monolingual nativelikeness in pronunciation in that language. In a delayed sentence-repetition task for English sentences, Flege et al. (2002) found that Italian–English bilinguals who were L2-English dominant were judged not to have foreign accents, and suggested that L1-interference effects might be absent among L2-dominant bilinguals. A series of follow-up studies by Antoniou and colleagues look more closely at interference effects, in this case with respect to VOT among L2 dominants. In a sample of Greek–English sequential bilinguals who were L2 English-dominant, Antoniou et al. (2010) find that stop voicing among the L2-dominants mostly match that of natives in both languages, with exceptions for some L2 English medial stops reflecting a measure of L1 Greek interference. For the same bilinguals, Antoniou et al. (2011) examine VOT in code-switching between English and Greek. In contrast to the unilingual mode (one language activated) results of Antoniou et al. (2010), English stops in bilingual mode (both languages activated) are produced with more Greek-like values, whereas Greek stops do not display English-like VOT. That is, the L1 appears to influence pronunciation in the dominant L2, but not the other way around. Perception experiments with a larger sample of Greek–English bilinguals (Antoniou et al., 2012, p. 592) reveal a still more complex pattern of dominance relationships, one that depends on whether the task is categorization or discrimination of voicing: “The results suggest that a bilingual is a single (dominant-language) listener with respect to discrimination, but behaves more like a monolingual of the activated language with respect to discrimination judgments.” Taken together, the findings of Flege and colleagues and those of Antoniou and colleagues suggest a high degree of variability in terms of monolingual-like performance among L2-dominant bilinguals. Results may vary according to production vs. perception, language mode (unilingual vs. bilingual), task (discrimination vs. categorization), and level of analysis (global pronunciation vs. VOT).

Another illustration of the role of dominance in bilingualism relates to the question of executive control. A considerable body of research (e.g., Bialystok et al., 2012) suggests that enhanced executive control is conferred by bilingualism. At the same time, since bilingualism is not a unitary phenomenon and thus not a categorical variable (Luk and Bialystok, 2013); Yow and Li (2015) examine degree of dominance as a predictor of cognitive control within bilingual populations. Among 72 English–Mandarin young adult bilinguals, the researchers find a positive effect for balanced use and balanced proficiency with respect to interference in Stroop task performance and mixing cost in a number-letter (mental-set shifting) task. In addition, early AoA of the second language is associated with less interference on the Stroop task.

As a related and final example, recent work by Onnis et al. (2018) looks at dominance as a predictor of statistical learning among adult bilinguals in a miniature grammar paradigm. (Statistical language learning involves tracking the frequencies of, or the transitional probabilities between, grammatical elements, which results in implicit knowledge of structural regularities.) In this study, success in statistical learning of artificial grammars is predicted by the degree to which participants approach or depart from balanced bilingualism, as measured by BLP scores: balanced bilinguals perform better than those who are increasingly dominant in their first language. Thus, degree of bilingual dominance in adulthood is associated with differential ability to learn a novel language. Onnis et al. (2018, p. 432) summarize their findings: “By capitalizing on the bilingual variability we found in the [BLP] questionnaire rather than ignoring it, we unearthed important individual differences that point to the first documented modulating role of [degree of dominance in] bilingualism in adult statistical learning.”

CONCLUSION

In this review we have seen how variation in L2 acquisition and bilingualism is conditioned by age, which itself conditions plasticity. We also know that age similarly conditions individual factors such as language experience, L1 attrition and linguistic dominance, which are themselves predictive of variation.

Age-related effects (of which neurobiological maturation within a critical period is one possible source) cannot account for all varieties of non-nativelike outcomes in L2 acquisition, since departures from monolingual-likeness are found not just in post-childhood learning but among from-birth simultaneous bilinguals as well. By contrast, bilingualism effects can account for observed non-monolingual-likeness in both the L1 and the L2, whatever the age of learning. At the same time, the degree of L1 activation, L1 entrenchment, L1 attrition and relative L1–L2 dominance – all of which are affected by AoA – modulate attainment levels across L2 learners.

The application of different statistical models and methods can result in different shapes of the function that relates AoA to L2 outcomes; such artifacts add another dimension of variability to the picture of L2 acquisition. We have also considered possible sources of variability in L2 attainment with increasing AoA. These sources range from experiential (education, length of residence), to representational (L1 entrenchment) and to cognitive decline with underlying neurologic causes such as dopamine levels that mediate domain-general learning and processing. The role of cognitive decline in AoA-related variability in L2 learning outcomes is of particular interest for future investigation.

This review has brought these concerns into focus with illustrations from two areas of active research, individual differences and bilingual dominance. With respect to individual differences in L2 learning, we have highlighted the roles of neurogenetic makeup, higher-order cognitive factors, language experience, age-conditioned learning styles and motivation. We have seen that the gradient phenomenon of dominance in bilingualism is dynamic over the lifespan, is conditioned by experience as well as by neural plasticity, and is predictive of phonetic variation, cognitive control, and statistical learning in artificial language paradigms.

In his classic position paper Bley-Vroman (1990, p. 13) problematizes adult L2 learning in terms of explaining “the quite high level of competence that is clearly possible in some cases, while also permitting the wide range of variation that is observed.” By demonstrating the connectedness of non-uniform outcomes with age and plasticity, the research reviewed here has shown that such variation is neither unexplainable nor unexpected. From this understanding emerges heuristic guidance for further explorations of the richness of L2 acquisition and bilingualism.
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One of the great challenges facing humankind in the 21st century is preserving healthy brain function in our aging population. Individuals over 60 are the fastest growing age group in the world, and by 2050, it is estimated that the number of people over the age of 60 will triple. The typical aging process involves cognitive decline related to brain atrophy, especially in frontal brain areas and regions that subserve declarative memory, loss of synaptic connections, and the emergence of neuropathological symptoms associated with dementia. The disease-state of this age-related cognitive decline is Alzheimer’s disease and other dementias, which may cause older adults to lose their independence and rely on others to live safely, burdening family members and health care systems in the process. However, there are two lines of research that offer hope to those seeking to promote healthy cognitive aging. First, it has been observed that lifestyle variables such as cognitive leisure activities can moderate the risk of Alzheimer’s disease, which has led to the development of plasticity-based interventions for older adults designed to protect against the adverse effects of cognitive decline. Second, there is evidence that lifelong bilingualism acts as a safeguard in preserving healthy brain function, possibly delaying the incidence of dementia by several years. In previous work, we have suggested that foreign language learning programs aimed at older populations are an optimal solution for building cognitive reserve because language learning engages an extensive brain network that is known to overlap with the regions negatively affected by the aging process. Here, we will outline potential future lines of research that may uncover the mechanism responsible for the emergence of language learning related brain advantages, such as language typology, bi- vs. multi-lingualism, age of acquisition, and the elements that are likely to result in the largest gains.
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INTRODUCTION

One of the great challenges facing humankind in the twenty-first century is dealing with the problems associated with an aging population. Over-60-year-olds are the fastest growing age group on earth. By 2050, the number of people over 60 is set to triple, eclipsing 2 billion worldwide (Department of Economic and Social Affairs Population Division, 2007). As the number of older adults increases, so too will the demands and costs associated with an aging population, placing increasing pressure on families, health systems, economies, and governments. The typical aging process is characterized by age-related decline in a number of cognitive subsystems (Park et al., 2002; Drachman, 2006). Certain brain structures are particularly affected by the aging process, such as frontal areas, the hippocampus, and the entorhinal cortex (Gómez-Isla et al., 1996; MacPherson et al., 2002; Bertoni-Freddari et al., 2003). Reduced function may be observed in working memory, declarative memory, as well as the interaction between declarative and procedural memory (Harrington and Haaland, 1992; Grady and Craik, 2000). The disease state of cognitive decline is Alzheimer’s disease (and other dementias), characterized by a gradual progressive difficulty with learning and retaining new information. Pharmacological trials have had little success in slowing down the progression of Alzheimer’s disease (Salloway et al., 2014). This has led to increasing calls to treat the disease proactively using behavioral stimulations, ideally before symptoms manifest (Selkoe, 2012).

Two promising lines of research have developed in parallel that offer some hope to combating age-related cognitive decline. On the one hand are studies demonstrating that environmental enrichment may result in positive brain changes. Studies of animals reared in standard vs. enriched enclosures have demonstrated the effects of environmental enrichment on the brain, namely denser dendritic connections resulting from stimulation (Volkmar and Greenough, 1972; Greenough et al., 1985). Such findings concerning environmental enrichment have been mirrored in investigations of lifestyle variables associated with healthy brain aging in humans: education, physical and mental stimulation, occupation, and leisure activities have all been linked to positive outcomes in cognitive aging (Kramer et al., 2004; Staff et al., 2004; Valenzuela and Sachdev, 2006; McDowell et al., 2007; Brayne et al., 2010; Foubert-Samier et al., 2012). These observations have led to the development of numerous plasticity-based interventions that aim to use environmental enrichment proactively by prescribing cognitively stimulating training regimens such as crossword puzzles (Verghese et al., 2003), math exercises (Kawashima et al., 2005), brain training (Ball et al., 2002), and computer-based interventions (Smith et al., 2009), and these cognitive improvements have been shown to persist over time (Mahncke, 2006). The resulting improvements have been observed in healthy adults, and encouragingly, also in those with mild cognitive impairment (Belleville et al., 2011), and even in those diagnosed with Alzheimer’s disease (Bottino et al., 2005).

In parallel to the development and emergence of the cognitive training literature, evidence has been accumulating concerning the aging-related benefits of bilingualism. It was once thought that use of multiple languages (bilingualism) led to cognitive impairments (Goodenough, 1926). However, carefully conducted scientific studies later showed it to result in cognitive improvements (Peal and Lambert, 1962), an outcome since reinforced by a further 30 years of research. The evidence now suggests that experience with two languages confers a general ‘bilingual advantage,’ with improvement in executive function (Bialystok et al., 2004), metalinguistic awareness (Cummins, 1978), cognitive flexibility, creative thinking, and perhaps even several years’ delay in the onset of dementia (Bialystok et al., 2007). Multilingualism is a better predictor of cognitive ability than age, age at immigration, education, or sex (Kavé et al., 2008). These cognitive advantages that have been associated with bilingualism have neural correlates. For example, bilinguals demonstrate greater white matter integrity in old age compared to monolingual speakers (Luk et al., 2011). It has been suggested that this results in enhanced structural and functional connectivity that provides the neural basis for cognitive reserve. Bilingual older adults also show less steep cognitive decline than those who only speak one language (Bialystok, 2009). However, in recent years, the robustness of a bilingual advantage has been hotly debated—questioned by some who have failed to replicate it (Duñabeitia and Carreiras, 2015; Paap et al., 2015), but staunchly defended by its proponents (Bialystok et al., 2016). This debate itself highlights the absence of a detailed and systematic understanding of the factors that would underlie such an advantage. Interestingly, certain research laboratories consistently observe data patterns supporting a bilingual advantage, while other laboratories consistently find no advantage. It has even been suggested that bilingual advantages may reflect publication bias (de Bruin et al., 2015); but both the significant and non-significant findings are so systematic that it is much more likely that other factors (e.g., linguistic, experiential) are involved (Bialystok et al., 2015).

In the sections that follow, we will review the bilingual cognitive aging literature with a view to exploring the potential mechanisms responsible for the emergence of language learning related brain advantages and how these may be investigated prospectively in longitudinal language learning studies in adult learners.

BILINGUALISM AND EXECUTIVE FUNCTION

Many studies have reported that bilingualism yields advantages in executive function. Gold et al. (2013) found that bilingual older adults showed better task-switching performance than monolinguals in a color-shape task where participants categorize images by their color (blue or red) and shape (square and circle). Furthermore, fMRI scans taken during this task revealed decreased activation in the bilinguals’ left lateral frontal cortex and cingulate cortex, an indication of more efficient executive functioning, when compared to a monolingual control group, and this difference was consistent across both the younger and older participants. Additionally, bilinguals outperformed monolinguals in episodic memory recall and letter fluency, but not the categorical fluency task (Ljungberg et al., 2013). Learners of French as a second language outperformed monolinguals on a grammaticality judgment task (ignoring conflict introduced through misleading semantic content) and a non-verbal visual search task (Janus et al., 2016). Older adult bilinguals, including those who acquired their second language in adulthood, exhibited improved cognitive function (general intelligence and reading) compared to monolinguals (Bak et al., 2014). When exposed to a non-verbal switching task, monolinguals showed activation in the right inferior frontal cortex and the anterior cingulate whereas bilinguals showed activation in the left inferior frontal cortex and left striatum, both areas that underlie language control (Garbin et al., 2010). Older adult bilinguals processed distracting information more efficiently than their monolingual peers when completing the Flanker task (Ong et al., 2017). Aging bilinguals may also show less steep declines in executive function as they progress from healthy aging to mild cognitive impairment to probable Alzheimer’s disease (Anderson et al., 2017). Collectively, these studies suggest that bilinguals show an advantage for non-linguistic cognitive abilities, particularly executive functions.

However, in recent years, a growing number of studies have raised questions regarding the robustness (and in some cases, the validity) of these bilingual advantage claims. This has led to attempts to understand the factors that give rise to the bilingual advantage in cognitive function and also explain its absence under certain conditions. Bilinguals’ executive control abilities may be enhanced due to higher processing demands, and it has been argued that this may build cognitive reserve in the elderly (Costa and Sebastián-Gallés, 2014). Although the exact mechanisms are not agreed upon, it is generally thought that bilinguals’ cognitive and brain reserves share the same mechanism as executive control processing (Grant et al., 2014). The complexity of the underlying cognitive processes may play a crucial role, with greater inhibitory demands resulting in greater benefit (Valian, 2015a,b). If correct, bilingualism may ultimately delay clinical Alzheimer’s disease symptoms by protecting brain regions that subserve executive control (frontostriatal and frontoparietal) rather than those that subserve memory (medial temporal lobe) per se (Gold, 2015). Further, the potentially mediating effect of age of second language acquisition on executive functions is not well understood, and thus neither is its potential impact on the structure of the brain (Duñabeitia and Carreiras, 2015; Paap et al., 2015). Recently, Bialystok (2017) put forth an experience-dependent plasticity framework to evaluate the brain and cognitive modifications attributed to bilingualism. It was concluded that research broadly supports a relation between bilingualism and cognitive brain outcomes in infants and children, younger and older adults, and patients, however, behavioral studies with young adults, commonly fail to show these effects. This interpretation is consistent with findings in the executive function literature. Executive functions reach their peak in young adulthood (Park et al., 2002), and thus greater variability in executive functions, as measured by behavioral tasks, are more likely to be observed in older adulthood (when cognitive functions decline; Bialystok et al., 2008) or in childhood (when the foundations of cognitive processing are being established; Bayliss et al., 2003). Thus, it seems reasonable that bilingual advantages would be easier to detect either in early or later life.

BILINGUALISM AND COGNITIVE RESERVE

Cognitive reserve refers to the brain’s resilience to neuropathological damage, resulting from experience-based neural changes associated with a physically and mentally stimulating lifestyle (Whalley et al., 2004). Stern (2012) proposes two possible mechanisms for cognitive reserve: neural reserve, according to which differences in the resilience of already established networks, and neural compensation, according to which some individuals are better able to compensate for brain decline by using alternative networks. Evidence exists for both possibilities, and thus, the mechanisms responsible for cognitive reserve are a matter of ongoing research.

It is perhaps then unsurprising that the mechanism via which bilingualism improves the brain’s resistance to neuropathology is not understood. Recent scholarly work has uncovered several potentially fruitful avenues concerning how bilingualism might build cognitive reserve focusing on the interactions between cognitive reserve and variables known to affect bilingualism (Calvo et al., 2016), as well as the brain networks that subserve memory (Grant et al., 2014), brain metabolic connectivity (Perani et al., 2017), and the presence of Alzheimer’s disease biomarkers in cerebrospinal fluid (Estanga et al., 2017). Nevertheless, numerous studies present evidence suggesting that bilingualism results in brain changes in healthy subjects. Higher degrees of bilingualism have been linked to better lexical memory performance (Jafari et al., 2015). Bilinguals have higher white matter integrity than monolinguals in the corpus callosum extending to the superior and inferior longitudinal fasciculi, and also stronger anterior to posterior functional connectivity (Luk et al., 2011). Aging bilinguals outperformed monolinguals on the Flanker task, and had increased gray matter in the anterior cingulate cortex, whereas monolinguals showed decreased gray matter in the dorsolateral prefrontal cortex (Abutalebi et al., 2015b). Further, brain regions that support executive control significantly overlap with brain regions recruited for language control (Abutalebi and Green, 2016). The brain plasticity effects of lifelong bilingualism are thought to contribute to cognitive reserve and delay the onset of symptoms associated with dementia (Guzmán-Vélez and Tranel, 2015; Perani and Abutalebi, 2015). There is also evidence that bilingual brains are better able to accommodate anatomical and physiological brain changes and deterioration without exhibiting the expected increase in behavioral symptoms. Bilingual patients with Alzheimer’s disease exhibited greater amounts of brain atrophy than monolingual patients (radial width of the temporal horn and the temporal horn ratio; Schweizer et al., 2012). Bilingual patients also showed substantially greater impairment of glucose uptake in frontotemporal and parietal regions (Brodmann areas 9, 47, 40, and 21) and in the left cerebellum relative to monolingual patients (Kowoll et al., 2016). This evidence supports the view that lifelong bilingualism may benefit the brain by making use of efficient or alternative neural networks in the event of age-related decline and that greater amounts of brain atrophy are required before the disease manifests, which may possibly delay the incidence of dementia.

DOES BILINGUALISM PROTECT AGAINST DEMENTIA?

The evidence for a protective effect of bilingualism on the incidence of dementia is considerable. Numerous studies have examined dementia incidence in hospital records and concluded that bilingualism exerts a protective effect. The first such study by Bialystok et al. (2007) revealed that lifelong bilinguals showed a delay in the onset of symptoms of dementia by 4 years compared to monolinguals. Similarly, Craik et al. (2010) reported that bilingual patients had been diagnosed with Alzheimer’s disease 4.3 years later and had reported the onset of symptoms 5.1 years later than the monolingual patients. Additionally, Woumans et al. (2015) found that bilingual patients had been diagnosed with Alzheimer’s disease 4.8 years later and presented symptoms 4.6 years later than monolingual patients. Similarly, speakers of two or more languages had a delayed onset of Alzheimer’s disease by up to 5 years and a protective effect was significant when speaking at least two to four languages (Freedman et al., 2014). Looking at specific dementia subtypes, bilingualism delayed the age at onset in the behavioral but not in the aphasic variants of Frontotemporal Dementia (Alladi et al., 2017), a finding consistent with the observation that bilingualism has positive effects on behavioral syndromes but not on language disorders. Indeed the effects of bilingualism on language functions are not always beneficial (e.g., smaller vocabulary size in a single language, slower lexical processing, reduced verbal fluency etc.). Further, a similar study by Alladi et al. (2016) comparing monolingual and bilingual stroke patients found that bilinguals had a significantly lower frequency of post-stroke dementia and mild cognitive impairment but the same frequency of post-stroke aphasia. Moreover, Atkinson (2016) reviewed nine papers and concluded that frequent use of two languages over a lifetime may be protective against dementia, and that inconsistencies arise due to study design or definitions of bilingualism. This evidence supports the protective effect of bilingualism against the symptoms of dementia (Bialystok et al., 2016), as well as the later onset of symptoms of mild cognitive impairment compared to monolinguals (Bialystok et al., 2014). Bilingual individuals diagnosed with single-domain amnesic mild cognitive impairment demonstrated a later age of diagnosis than did monolinguals (Ossher et al., 2013). Cerebral hypometabolism was more severe in the left hemisphere in bilinguals with Alzheimer’s dementia compared to monolinguals, but nevertheless bilinguals outperformed monolinguals on memory tasks, suggesting that bilinguals are better able to compensate for the loss of brain structure and function (Perani et al., 2017). Furthermore, exposure to foreign language instruction during childhood and adolescence has been associated with lower risk of developing mild cognitive impairment in old age (Wilson et al., 2015). Bilingualism has been associated with delayed onset of dementia and is also observed in illiterate patients (Alladi et al., 2013). Taken together, this body of work suggests that bilingual experience delays the onset of neurodegenerative disease.

However, an increasing number of studies have failed to detect a bilingual advantage in dementia incidence. A cohort design with non-immigrant samples found no significant differences in the onset of dementia between mono- and bilingual subjects (Lawton et al., 2015). No significant association was found between non-native English speakers and the incidence of dementia or Alzheimer’s disease (Sanders et al., 2012). In that study, non-native English speakers with at least 16 years of education had a fourfold increased risk for dementia compared to those with less education, which is an unusual finding and inconsistent with past literature on the protective effect of education. Yeung et al. (2014) found no association between dementia diagnoses for bilinguals (English as a second language and bilingual English) and monolinguals. Zahodne et al. (2014) reported that adult learners of English had better memory and executive function than monolinguals, but that bilingualism was not associated with cognitive decline or dementia. Fuller-Thomson (2015) has claimed that the support for a bilingual advantage in dementia onset is questionable, and has attributed the current state of the literature to the file drawer problem, a bias against publishing non-significant findings from small studies with low to medium statistical power, a selection bias due to use of patients from a memory clinic, potential recall bias in caregivers’ reporting of age of onset of dementia and confounding by immigration status. Indeed, Clare et al. (2016) did not observe any advantage for delay in Alzheimer’s onset in Welsh-English bilinguals over English monolinguals (but see Bak, 2016 for a discussion of how this finding is conflated by the unusual situation of monolingual migration). A recent meta-analysis concluded that bilingualism offers no protection against cognitive decline (Mukadam et al., 2017), and that retrospective studies supporting the bilingual protective effect against dementia are marred by methodological confounds. Note, however, that this meta-analysis has already been criticized as misleading and incomplete (Woumans et al., 2017). In sum, these studies have led to questions regarding the robustness (or in some cases the validity) of the bilingual dementia advantage.

In order to resolve the debate, attempts have been made to understand the role of any potential mediating factors and experimental confounds. Gollan et al. (2011) claim that higher degrees of bilingualism are associated with increasingly later age of diagnosis and symptom onset, but this may be obscured by interactions between education and bilingualism, and a failure to obtain objective measures of bilingualism. Bak and Alladi (2014) highlight that although there exists support that bilingualism has a positive effect on cognition throughout the lifespan, common misconceptions concerning the nature of bilingualism persist, including that bilingualism is an unusual phenomenon, the holistic nature of bilingualism and its effects on cognition and bilingual diversity. Further, Fuller-Thomson’s (2015) and Lawton et al.’s (2015) assertions that monolinguals and bilinguals do not differ in the onset of dementia have been criticized as overly simplistic. Bak and Alladi (2016) point out that it is necessary to study the effects of bilingualism separately from those of immigration and education, and to use data from both community-based approaches and memory clinics. Bak (2016) further highlights the importance of addressing confounding variables in bilingualism, aging and dementia research which include heterogeneity, migration, social factors, differences in general intelligence and the related issue of reverse causality.

The above literature review has demonstrated that bilingualism yields executive functioning advantages, and these may contribute to building cognitive reserve, which may ultimately delay the onset of dementia. The exact mechanisms are not agreed upon, and there exists counterevidence that limits the generalisability of these claims. A possible fruitful avenue is the recent suggestion that sustained activation of noradrenergic signaling pathways associated with bilingualism could provide a possible mechanism linking current and previous results supporting a delayed onset of dementia in bilinguals (Bak and Robertson, 2017). The following sections of this article are devoted to proposing additional possible explanations and mechanisms that may provide parsimonious explanations for the seemingly conflicting findings currently in the literature.

AGE OF ACQUISITION

The majority of studies examining a bilingual advantage in cognitive aging have considered the effects of lifelong experience on cognitive function and decline. Consequently, very little attention has been paid to the age of acquisition of the second language. Age of acquisition of the second language positively correlates with cortical thickness in the left inferior frontal gyrus and a thinner cortex in the right inferior frontal gyrus (Klein et al., 2014). Encouragingly, there is evidence of a positive effect of language experience on individuals who acquired their languages later in life. Both early and late bilinguals were found to have more efficient executive networks than monolinguals. Proficient late bilinguals showed the greatest advantage in conflict resolution, whereas early bilinguals showed enhanced monitoring processes (Tao et al., 2011). Interestingly, Abutalebi et al. (2015a) found that age of acquisition did not correlate with gray matter volumes in the left or right inferior parietal lobules in aging bilinguals.

Age of acquisition is a complex variable in that it not only represents the level of input experienced by a learner, where early age of acquisition results in more years of exposure, but also potentially differing patterns of language use between speakers who acquired their second language in early or in later life. Such differences in language use may modulate the cognitive advantages associated with bilingualism. For instance, balanced bilinguals showed age-related decline in their inhibition abilities (as indexed by the Simon task), whereas dominant bilinguals showed no evidence of age-related decline (Goral et al., 2015). Further, when looking purely at amount of input, age of acquisition may need to be evaluated differently in older adulthood than it is for younger adults. For example, Tao et al. (2011) define early acquisition as occurring by an average of 4.0 years, and late acquisition as occurring by an average of 12.3 years. Although this difference in years of second language input might be marked for young adults, it is possible that this difference is negligible for those over the age of 65. Additionally, age of acquisition may result in executive control differences, not because of biological or maturational constraints on language learning, but because age of acquisition may be a proxy for a set of environmental differences that are necessarily associated with early vs. late second language learning (Tao et al., 2011). Indeed, those learning a language later due to migration will necessarily use their languages differently than someone learning a heritage language at an early age. Future longitudinal language training studies are needed to determine how age of acquisition modulates any cognitive improvements resulting from language learning, and whether it truly is never too late to begin language learning.

NEUROIMAGING STUDIES OF LANGUAGE LEARNING IN ADULTS

A large neuroscientific literature has demonstrated that lifelong bilingualism alters the structure of the brain. Recent work has confirmed that brain changes may also be observed in healthy adults following relatively short periods of language training, and a picture is emerging concerning the brain changes that subserve dynamic uses of language (see Table 1 for a summary of these findings). Interpreters who learned a foreign language intensively for 3 months showed increases in hippocampus volume and in cortical thickness in the left middle frontal gyrus, inferior frontal gyrus, and superior temporal gyrus, relative to controls; those with high proficiency showed structural malleability (right hippocampus and the left superior temporal gyrus) and struggling interpreters presented larger gray matter increases in the middle frontal gyrus (Mårtensson et al., 2012). Foreign language training in students increased white matter including pathways in the right hemisphere, and correlated with gain in second language ability not observed in controls (Hosoda et al., 2013). English natives who spent 5 months learning Swiss German showed structural changes in the left inferior frontal gyrus which correlated with increased second language proficiency (Stein et al., 2012). Moreover, structural changes in gray matter (inferior parietal cortex and left inferior frontal gyrus) and white matter (anterior corpus callosum) have been repeatedly linked to second language proficiency (Stein et al., 2014). Successful learners of a tonal language showed significant differences in language-related regions in the brain and a more coherent, integrated multi-path brain network compared to less successful learners, whereas monolinguals relied on different brain networks to process tonal and lexical information (Yang et al., 2015).

TABLE 1. Summary of empirical studies investigating brain changes in healthy adults due to language training.
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In sum, support has been found for second language experience-induced brain changes via increased gray matter density and white matter integrity in children, young adults, and the elderly; with such changes occurring rapidly following short-term language training. Further, these changes are sensitive to age, age of acquisition, proficiency or performance level, language-specific characteristics, and individual differences (Li et al., 2014).

THE ROLE OF LANGUAGE TYPOLOGY

One factor that has so far hardly played a role in the bilingual advantage debate concerns the languages that bilinguals use. A powerful factor might be the match or mismatch in typology (types of language structure, e.g., where verbs occur, use of affixes, etc.). Such structural features indeed influence learning of a foreign language (Cenoz, 2003; Antoniou et al., 2015), so they may also affect the likelihood of language-related advantages emerging, though this has not yet been examined.

There are two possible, and contrasting, roles that language typology could play in determining whether cognitive advantages result from foreign language learning. First, typologically different languages might be more demanding to learn because they share few linguistic commonalities. It has recently been proposed that tasks that are more cognitively engaging will yield greater cognitive benefits (e.g., photographic training is superior to watching documentaries; Park et al., 2014), and for language learners, the benefits may be greatest when demands exceed their available cognitive resources (Schroeder and Marian, 2016). Second, typologically similar languages could lead to rapid learning because they share linguistic commonalities (and cognates), leading, after attainment of some proficiency, to competition between the languages exceeding that between distant languages (Weber and Cutler, 2004; Broersma and Cutler, 2011; Cutler, 2015). This in turn would require greater suppression, placing greater demands on the executive function system and its associated brain structures (prefrontal cortex; Stein et al., 2012, inferior parietal lobule; Mechelli et al., 2004, anterior cingulate; Abutalebi et al., 2012, basal ganglia; Zou et al., 2012, and putamen; Abutalebi et al., 2013). These alternatives predict opposite results regarding the appearance of cognitive benefit, but in both cases, the relationship between a learner’s native and target languages would influence the demands on their cognitive resources.

We refer to the first possibility as the processing complexity effect, according to which greater cognitive improvements will ensue from learning typologically differing languages, as these require more effort to learn and existing native-language knowledge cannot be relied on. The alternative is the interference inhibition effect, according to which greater cognitive improvements will ensue from learning typologically similar languages, because similar languages interfere more, increasing demands on executive control systems in the brain.

As noted above, studies to date have typically reported advantages for individuals using multiple languages for many years. But rigorous investigation of how language learning affects cognitive function must: (a) measure the cognitive abilities of interest prior to, as well as post, language learning, and (b) experimentally manipulate who learns what language. Neither can be done with individuals who are already bilingual. Systematic investigation of the effects outlined above will require longitudinal experiments in which participants will be cognitively assessed both prior to and after completing language training. This allows (1) control of extraneous variables (e.g., education, Gollan et al., 2011; socioeconomic status, Calvo and Bialystok, 2014; quality and quantity of language input, Sorace and Serratrice, 2009), (2) assignment of participants to target language, and (3) experimental manipulation of the relationship between the target language and the learner’s native language (i.e., typological similarity).

Although these possibilities have not yet been tested systematically, there is some evidence that typological distance will result in reliable brain differences. For example, Abutalebi et al. (2015a) observed greater gray matter volumes in the brains of aging Chinese bilinguals relative to monolinguals, specifically in the left and right inferior parietal lobules. Importantly, when comparing Cantonese-English and Cantonese-Mandarin bilinguals, both groups showed greater gray matter volumes for the right inferior parietal lobule, but only Cantonese-Mandarin bilinguals showed greater gray matter volumes for the left inferior parietal lobule. Although preliminary, this observation is consistent with our hypothesized interference inhibition effect, suggesting that two similar languages result in greater competition and place greater demands on the executive control system, requiring more inhibition to avoid language interference. This may result in brain differences that are more prominent for speakers of typologically similar languages. This interference inhibition effect could potentially go some way to providing a parsimonious explanation for conflicting findings in the literature.

THE COGNITIVE BENEFITS OF ADDITIONAL LANGUAGE LEARNING: BILINGUALS VS. MULTILINGUALS

Experience with multiple languages is thought to yield cognitive advantages that promote healthy cognitive aging, although the mechanisms responsible are not fully understood. If our proposed interference inhibition effect is correct, then conditions that increase interference will yield the greatest benefits. Therefore, knowledge of a greater number of languages would likely increase competition and the required inhibitory control and thus yield a greater cognitive benefit. However, we note that presently it is not clear if experience with a greater number of languages results in an additive benefit. There is some evidence suggesting that this may indeed be the case. Aging bilinguals and multilinguals maintain higher levels of cognitive functioning than monolinguals, irrespective of immigration and education levels (Kavé et al., 2008). Chertkow et al. (2010) found evidence for a later age of onset of Alzheimer’s disease symptoms in multilinguals as compared with monolinguals, whereas a limited effect was found between bilinguals compared to monolinguals. Participants who practiced more than two languages presented a lower risk of cognitive impairment without dementia, compared to bilinguals. Progressing from two to three languages was associated with a sevenfold protection against cognitive impairment without dementia (Perquin et al., 2013). There is some evidence that this multilingual benefit is mediated by age. Older trilingual adults showed larger advantages on cognitive reserve than bilinguals. However, younger trilingual adults and children showed the same advantages as bilinguals on inhibitory control measures. Trilingual infants and toddlers performed worse than bilinguals on memory generalization tasks (Schroeder and Marian, 2016). In sum, it is not clear if multilingualism brings about greater cognitive benefits than bilingualism, although the present evidence suggests that it is likely to emerge under certain circumstances.

LANGUAGE LEARNING STUDIES WITH OLDER ADULTS

We have established that there is evidence to suggest that lifelong bilingualism may enhance executive functions, contribute to cognitive reserve, and possibly protect against Alzheimer’s disease. However, whether language learning initiated in older adulthood could yield cognitive improvements remains an open research question. Previous research has shown that both healthy older adults and those at risk of neural dysfunction have demonstrated positive brain changes to training (Valenzuela et al., 2003). This indicates that the benefits of mental stimulation are not limited to younger adults, but that even the aging brain retains its neuroplasticity, and thus training-related benefits may still be observed in older participants. Given that language learning engages an extensive neural network (Rodríguez-Fornells et al., 2009) that overlaps with the network affected by age-related cognitive decline (Raz, 2000), a tantalizing possibility is that language learning may promote healthy brain aging in older adults (see Antoniou et al., 2013 for a full review). Although there is currently very little research in this area, there are positive signs that this may well be the case (Table 2). For example, Bak et al. (2016) found language learning advantages for task switching using the elevator task with reversal. In this task, participants listen to a sequence of three different tones: low, mid, and high. Participants are required to count the mid tones, add one for the high tones, and subtract one for the low tones. The advantage demonstrated on this task was found after only 1 week of intensive language training, composed of 14 h of formal classes in Scottish Gaelic. Participants were also offered Gaelic entertainment in the evenings including concerts, films and conversation circles. In addition, it was found that those individuals who continued practicing Gaelic for at least 5 h per week following the cessation of the course retained their improvement at the 9 month follow-up. Finally, and perhaps most importantly, improved attentional switching was observed across all age groups, ranging from 18 to 78 years of age, indicating that just 1 week of foreign language training can provide some cognitive benefit even for older learners. In contrast, Ramos et al. (2017) did not observe an improvement in non-verbal task switching ability in older Spanish monolinguals who participated in 8 months of Basque language classes for 5.5 h per week. However, it is not clear why these authors elected to examine task switching as an outcome measure, rather than for example inhibitory control, which would be expected to show some training-related changes following several months of language learning. The domain-general brain circuitry that subserves task switching will not necessarily be affected by language learning per se, but rather will depend critically on a bilingual’s pattern of language use. For instance, constant switching between languages (as in the case of codeswitching), or the need to constantly monitor the environment for both languages would be expected to yield improvements in task switching more broadly (Green and Abutalebi, 2013). There are three key differences between the studies conducted by Bak et al. (2016) and Ramos et al. (2017) that may give way to differing outcomes in terms of task switching improvement. The first is the intensity of the initial training. Participants in the Ramos et al. (2017) study had less intense training in the initial week. That is, they participated in three sessions totalling 5.5 h. In comparison, the participants in the Bak et al. (2016) study completed approximately 14 h of language classes, and additional Gaelic language activities. Beyond the initial week, participants in both studies completed at least 5 h of practice in their respective languages. The second difference is that each study measured switching with a different task. Ramos et al. (2017) used the Color-Shape Task, a task commonly used to measure shifting between mental sets, whereas Bak et al. (2016) used the Elevator Task with Reversal, a measure of attentional switching from the Test of Everyday Attention. This can be problematic as these two tasks stem from different theoretical perspectives (the former from working memory, and the latter from attention research) it is not known whether these two tasks measure comparable constructs (see Mackie et al., 2013 for a review on defining cognitive control and attentional functions). The third difference between these studies that may give way to improvement differences, is the context of subsequent language use. While participants in the Ramos et al. (2017) study continued formal classes for 5.5 h per week, those in the Bak et al. (2016) no longer continued their intensive language training. However, it was only those that continued to use Gaelic for at least 5 h per week that improved from their baseline switching performance. Given that language switching is expected to provide improvements to switching more broadly, it is likely that formal classes such as those used in the Ramos et al. (2017) study provide less opportunity for codeswitching, compared to the Gaelic learners who were practicing Gaelic in their everyday lives.

TABLE 2. Summary of studies investigating language learning benefits in older adults.
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Finally, a recent second language training study aimed to determine whether an English learning program implemented with French-speaking seniors would improve cognition, as well as subjective levels of loneliness and social isolation. Scores on these measures did not improve significantly, perhaps due to the small sample size or short study duration, including the length of the language learning sessions themselves. However, the study did demonstrate that a 2-h per week, technology-based language learning intervention is feasible for seniors to participate in (Ware et al., 2017). Given that Bak et al. (2016) determined that 5 h per week is the minimum level of language use required for cognitive advantages to arise, future research in this area needs to determine whether this also extends to technology-based interventions. Additionally, further research investigating our proposed processing complexity and interference inhibition effects will assist researchers in determining if typological similarity can be used to maximize language training for aging populations. Whether language learning can yield cognitive improvements in older adults, and if so, under what specific conditions, remain open research questions. Answers to these questions are being pursued by research laboratories around the world.

LANGUAGE USE IN INDIVIDUALS WITH ALZHEIMER’S DISEASE

One final research question concerns the potential role of language learning in individuals with mild cognitive impairment or Alzheimer’s disease. Studies with Alzheimer’s patients often suffer from design inconsistencies and small sample sizes. However, a picture is starting to emerge regarding bilingual language use in Alzheimer’s disease. Bilinguals diagnosed with Alzheimer’s disease may exhibit cognitive impairment and lapses in attention, decreased language control ability and increased unwanted code-switching (Friedland and Miller, 1999). Bilingual individuals with Alzheimer’s disease show linguistic decrements in both their dominant and non-dominant languages (Stilwell et al., 2016). English dominant bilinguals with Alzheimer’s disease were more likely to name pictures in the non-dominant language than controls; and Spanish-dominant bilinguals with Alzheimer’s disease were equally likely to name pictures in their non-dominant language than controls (Gollan et al., 2011). A case study of two bilingual patients presented early symptoms of dementia after regressing to their primary language (McMurtray et al., 2009). Bilinguals with mild to moderate dementia had impaired retrieval of their first language (Frisian) and L2 (Dutch) naming ability, with a significant effect of age of acquisition. Earlier acquired words were better preserved and retrieved. Qualitatively, inappropriate code switching occurred within the Frisian test setting (Veenstra et al., 2014). These studies provide a glimpse of the effects of Alzheimer’s disease on bilingual language use. Whether language training benefits Alzheimer’s disease patients warrants future investigation.

CONCLUSION

In this review, we have outlined the benefits of bilingualism on executive functioning and how this may increase cognitive reserve in older adults. Additionally, we have discussed how foreign language learning programs may potentially promote healthy aging and protect against cognitive decline including Alzheimer’s disease, as a result of the overlap between the brain networks involved in language learning and those that decline in older age. It is proposed that future research in this area should aim to uncover the mechanisms responsible for language learning related brain advantages, and determine how language learning can be optimized to reap the maximum cognitive gains. Specifically, to achieve these aims, future research should determine the role that language typology plays in promoting healthy cognitive aging by systematically manipulating typological similarity in foreign language learning studies. In doing so, language learning programs can be customized to provide maximal cognitive advantage in line with either the processing complexity or interference inhibition effects. We also suggest that more rigorous investigation in this field could be achieved by measuring cognitive abilities prior to, as well as post language learning. Further, we have discussed the potential advantages of bilingualism vs. multilingualism, and suggest that studies that compare cognitive advantages of language learning between monolinguals learning a second language, and bilinguals learning a third, could reveal whether learning additional languages provides an additive effect. Finally, future research needs to determine the optimum language learning conditions that will provide maximum cognitive benefits in older populations. The findings from these lines of research would provide convincing evidence as to whether language learning might promote healthy cognitive aging in older adulthood and, if so, provide guidelines for how these programs should be developed to provide the greatest cognitive advantage.
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Morphological brain changes as a consequence of new learning have been widely established. Learning a second language (L2) is one such experience that can lead to rapid structural neural changes. However, still relatively little is known about how levels of proficiency in the L2 and the age at which the L2 is learned influence brain neuroplasticity. The goal of this study is to provide novel evidence for the effect of bilingualism on white matter structure in relatively proficient but late L2 learners who acquired the second language after early childhood. Overall, the results demonstrate a significant effect on white matter fractional anisotropy (FA) as a function of L2 learning. Higher FA values were found in a broad white matter network including the anterior thalamic radiation (ATR), the inferior fronto-occipital fasciculus (IFOF), the Uncinate Fasciculus (UF), and the inferior longitudinal fasciculus (ILF). Moreover, FA values were correlated with age of L2 acquisition, suggesting that learning an L2, even past childhood, induces neural changes. Finally, these results provide some initial evidence that variability in the age of L2 acquisition has important consequences for neural plasticity.

Keywords: diffusion tensor imaging, bilingualism, second language learning, neuroplasticity, age of acquisition

Learning a second language (L2) after a putative critical period for language learning (Long, 1990; Birdsong, 1999) is notably difficult, especially when the native language (L1) and the L2 are linguistically different. Past research on late L2 attainment suggesting mixed outcomes has been interpreted in different ways. One perspective proposes that late L2 representation and processing is hard-wired by maturational constraints and is fundamentally different than native language processing, especially when the grammatical structures of the two languages differ (e.g., Johnson and Newport, 1991; Weber-Fox and Neville, 1996; MacWhinney, 2005; Clahsen and Felser, 2006; Sabourin et al., 2006; Sabourin and Stowe, 2008). In contrast, processing-based accounts of L2 acquisition posit that native-like processing is possible for individuals who acquire an L2 after childhood, with some late learners acquiring a high level of L2 proficiency (e.g., McDonald, 2000; Birdsong and Molis, 2001; McLaughlin et al., 2010; Coughlin and Tremblay, 2012; Rossi et al., 2014). Other studies have shown that proficient late L2 speakers are also able to exploit cognitive resources that are central for on-line language processing (e.g., Hopp, 2010, 2014; Linck et al., 2014). Moreover, near native-like L2 processing has been correlated with immersion in the L2 environment, even when the experience was brief (Linck et al., 2009), suggesting that L2 processing is sensitive to variability in the frequency of usage and characteristics of L2 exposure (Ellis and Ogden, 2017).

The long-standing question of the nature of L2 representation and processing has also been extended to the realm of its neural underpinnings and has fueled a wealth of functional neuroimaging research with the goal of investigating if the functional neural networks underlying L2 processing are similar to the ones observed during native language processing, and to ask whether variables such as proficiency and age of acquisition (AoA) modulate the recruitment of those networks (see Li et al., 2014; García-Pentón et al., 2015; Luk and Pliatsikas, 2016 for recent reviews). Overall, functional evidence suggests that both languages are supported by similar cortical substrates even when the L2 is acquired relatively later in life, and that the recruitment of those networks is influenced by AoA (Perani et al., 1996, 1998; Wartenburger et al., 2003; Perani and Abutalebi, 2005) and also proficiency levels (Perani et al., 1998; Abutalebi et al., 2001). Very recently however, Xu et al. (2017) used multivariate pattern analysis (MVPA) to challenge the traditional single cortical mechanism hypothesis, proposing instead that the two languages might share the same neural substrate but may critically be supported by functionally independent networks. Critically, bilingualism and L2 learning lead also to the reorganization of neural areas that are not specifically related to language processing, but are involved in domain-general executive functions (Crinion et al., 2006; Li et al., 2014; Bialystok, 2017). The recruitment of domain-general brain areas such as the anterior cingulate cortex (Abutalebi et al., 2012), and subcortical structures such as the caudate (Abutalebi et al., 2008; Branzi et al., 2015) have been linked to mechanisms involved in language regulation, activation, and selection that are necessary in the face of ubiquitous co-activation of both languages, even when bilinguals intend to speak one language alone (e.g., Costa, 2005; Kroll et al., 2006). One prominent account proposes that for bilinguals to be able to successfully speak and control their languages, they engage a dynamic domain general neural network involving cortical and subcortical brain structures that allows them to resolve language competition to successfully select the intended language (Green, 1998; Abutalebi and Green, 2007; Green and Abutalebi, 2013).

Despite the wealth of research on the functional underpinnings of L2 processing, fewer studies have investigated the extent to which learning an L2 promotes structural brain changes. Early seminal research on neuroplasticity in animal models (Rosenzweig et al., 1962; Bennett et al., 1964; Diamond et al., 1964) demonstrated that the brain is not an immutable organ, but is pliable, and influenced by enriched environmental conditions and different task demands. Similarly, research on structural and morphological brain changes in the human brain have revealed that the brain is highly malleable and changes as a function of different types of skill learning. Neuroplastic changes in gray matter (GM) and white matter (WM) have been demonstrated across a vast array of skill and motor learning tasks (Draganski et al., 2004; Bengtsson et al., 2005), visual memory (Maguire et al., 2000), music practice (Skare et al., 2005), and even higher-level meditation practices (Hernández et al., 2016).

Crucially, learning and juggling two languages constitute a prime example of new skill acquisition, especially when the L2 is learned past childhood and its acquisition is largely dependent on explicit learning mechanisms (Ullman, 2016). It is possible that late L2 learning in particular might be considered the perfect testbed to examine the effect of neuroplastic changes as a consequence of language learning. In fact, actively learning and mastering an L2, especially later in life might involve re-training and restructuring of a number of neural structures related to L2 language production, articulation, and language comprehension, potentially leading to greater neural changes especially during the most active learning phases (Xiang et al., 2015). Although, neuroplasticity may decrease across the life-span (Kennedy and Raz, 2009) resulting in smaller detectable changes after childhood, we hypothesize that adolescent or adult L2 language learning may be a sufficiently challenging task to elicit neural changes even in the face of reduced neuroplasticity. This idea resonates with the literature on desirable difficulties in learning, which proposes that L2 language learning and use is inherently taxing for the cognitive and neural system, but it is exactly that inherent difficulty that will produce long-term positive consequences for domain-general functions (Bjork and Kroll, 2015).

Evidence in favor of the neuroplastic effects of bilingualism is growing (Costa and Sebastián-Gallés, 2014). In a seminal study, Mechelli and colleagues demonstrated that bilinguals have greater GM density in the left inferior parietal lobule than monolingual controls (Mechelli et al., 2004; Della Rosa et al., 2013), and that the effect is modulated by AoA and proficiency, with earlier exposure to the L2 and higher L2 proficiency being positively correlated with higher GM. Similarly, greater GM density in the left inferior parietal gyrus (LIPG) has been reported in older bilingual adults (Abutalebi et al., 2015a), however with no correlations with AoA or proficiency. Differences between bilinguals and monolinguals in GM surface area and cortical thickness have also been shown in non-language related areas, with greater GM in the anterior cingulate cortex (Abutalebi et al., 2012; Felton et al., 2017). Finally, greater GM volume in bilinguals has been documented in several other areas, including the caudate nucleus (e.g., Grogan et al., 2012; Zou et al., 2012b), and putamen (Abutalebi et al., 2013a) which are subcortical areas that are important for language selection and control, both in non-pathological bilingual language processing (e.g., Abutalebi et al., 2007), and in the face of pathology (Green and Abutalebi, 2008). Increases in GM density in left IFG have also been found after a 5-month period of immersed L2 learning, suggesting again that L2 learning promotes fast neural restructuring (Stein et al., 2012).

Research on the neural changes promoted by bilingualism and L2 learning has also examined effects on white matter connectivity. To date however, even though the literature is rapidly growing, the majority of the research has examined simultaneous or early bilinguals who acquired their two languages during early childhood. For example, a study comparing early bilingual children to sequential bilingual children (who learned the L2 at 3 years old) and monolingual children revealed that white matter microstructure (measured through fractional anisotropy, FA) in language-related bundles is positively modulated by bilingualism, and has provided evidence that the magnitude of the effect is dependent on AoA (Mohades et al., 2012, 2015). In these studies, Mohades and colleagues analyzed four WM tracts, including the left inferior frontal-occipital fasciculus (IFOF), the left arcuate fasciculus/superior longitudinal fasciculus (SLF), the WM bundle from the anterior part of the corpus callosum projecting to the orbital frontal cortex, and WM fibers from the anterior midbody of the corpus callosum to premotor and supplementary motor cortices. Their results showed that simultaneous bilinguals have higher FA in L-IFOF which is a ventral WM pathway that has been proposed to be central during spoken word recognition (Leclercq et al., 2010), and semantic processing (Duffau, 2008; Duffau et al., 2009; Martino et al., 2010). Mohades and colleagues also reported that sequential bilinguals had intermediate FA values between monolinguals and simultaneous bilinguals. They concluded that early bilingualism leads to neural adaptation in the human brain. In a follow up 2-year longitudinal study, Mohades et al. (2015) tracked simultaneous, and sequential bilingual children who were learning an L2. The results showed again higher FA values in IFOF for simultaneous bilinguals, but crucially sequential bilinguals showed an even greater change in IFOF over the course of the 2 years. The authors concluded that the degree of neural reshaping induced by bilingualism and L2 learning is partly dependent on AoA. Similar conclusions have been reported by Hämäläinen et al. (2017) who compared a group of early and sequential bilinguals. They analyzed mean FA, mean and radial diffusivity (MD and RD), and found that early bilingualism led to higher WM in the arcuate fasciculus, while sequential bilinguals showed greater WM connectivity in bilateral Inferior fronto-occipital fasciculus (IFOF), suggesting that different ages of L2 acquisition might determine what WM tracts might be shaped by language experience. Recent data has also revealed separate WM structural networks depending on different AoA but also proficiency levels, suggesting that brain changes might be differentially shaped by these two factors (Nichols and Joanisse, 2016). In sum, research on WM changes in early bilinguals has demonstrated that acquiring two languages from early childhood, or even learning an L2 relatively early during childhood has neuroplastic effects on both language specific and domain general WM pathways (Kousaie et al., 2017). Importantly, studies of WM changes in early bilingualism highlight that it is misleading to characterize AoA as a discrete variable, but rather that AoA should be understood as a continuum, as even within early acquisition, differences in AoA are correlated with different quantitative and qualitative effects.

To date, relatively few studies have investigated white-matter reorganization following L2 acquisition past early childhood. One such study investigated differences in WM structures between monolinguals and young adults who were late L2 learners (Pliatsikas et al., 2015). The L2 learners (n = 20) had a variety of languages as their L1s and had acquired English past the age of 10, but were classified as highly proficient English speakers. Participants were tested in the UK, thus immersed in their L2 environment. The TBSS results revealed higher FA values for the L2 group in the corpus callosum, including the genu, the body, and the anterior part of the splenium. Higher FA values were also found in left and right IFOF, bilateral uncinate fasciculi, and superior longitudinal fasciculi, all WM tracts that have been found to be modulated in early bilinguals. However, no correlational effects were found with length of immersion in the L2. The authors concluded that there is an effect of bilingualism on WM structures even when the L2 is learned past childhood. Importantly, the observed WM structures that have been identified for late bilinguals are similar to the ones that have been reported to be shaped by bilingualism in older adults (Luk et al., 2011), and also in early bilinguals (Mohades et al., 2012), suggesting that neural structures undergo neuroplastic changes as a consequence of L2 learning and bilingualism irrespective of the age at which the L2 is acquired. Similar neuroplastic changes in white matter have been reported in Spanish-English bilinguals who immigrated to the US in adulthood (Kuhl et al., 2016), and who learned English later in life (mean age = 19.4 years; range = 4.5–28.5 years). These speakers were immersed in their L2 environment at testing, and were recruited from the general population. The results reveled higher FA values in the bilateral anterior thalamic radiation (ATR), a bundle of fibers that are part of the internal capsule, and carry nerve fibers between the thalamus and the prefrontal cortex. Additionally, Kuhl and colleagues found a positive correlation between FA values and years of immersion in the L2, and with speaking abilities, suggesting that the degree of neural restructuring in ATR was proportional to L2 language experience.

However, other studies have reported contrary results to the ones presented above. For example, Cummine and Boliek (2013) tested adult Chinese–English bilinguals (mean age, 24.2; L2 AoA before the age of 5) and 11 English monolinguals (mean age, 28.5). The results showed significant decrease in FA for bilinguals as compared to monolinguals in the right inferior frontal-occipital fasciculus (IFOF), and in the superior portion of the right anterior thalamic radiation, and bilaterally in the inferior portion. These results are also in line with other studies that did report minimal differences between bilingual children and monolinguals (e.g., Mohades et al., 2012).

A similar approach to studying the effects of late L2 learning on WM has been taken in studies that have asked the question of what neural changes occur when learning happens during a relatively short but intensive program of language training. Mamiya et al. (2016) recruited 44 native college-age Chinese speakers who were enrolled in a 16-day upper level English course. They collected structural scans (DTI) between the 11th day of the course and 8 days after the course ended. For those participants who were tested before the end of the course, results showed a significant cluster of activation in the right and left SLF, and a positive correlation with the number of days in the course. The same study also revealed a marginally negative correlation between FA values in the right SLF, and days passed after the end of the immersion course. The authors concluded that there is a relationship between the diffusion properties of the brain and the length of immersion, suggesting that changes in white matter are rapid. Similar results were reported by Schlegel et al. (2012) who tracked changes in white matter connectivity in a group of adult learners (mean age: 20.5) during a relatively longer 9-month intensive Chinese language course. Scans were acquired every month, and were compared to those of a comparable control group of individuals who did not attend any language course. Results showed a significant increase in FA values only for the learners in language-related WM tracts in the left hemisphere and in the genu of the corpus callosum, suggesting a strengthening of inter-hemispheric connections during L2 learning. Tract-based analysis also revealed that the learners group showed higher FA values in a number of tracts, some of which terminated in the left caudate nucleus which is implicated in language control (Green and Abutalebi, 2008), response selection (e.g., Branzi et al., 2015) and language-switching (Abutalebi et al., 2007). Similar results were found for a cohort of Japanese speakers who underwent 16 weeks of intensive English vocabulary training, while MRI scans were acquired before and after the training. Results revealed changes in right inferior frontal gyrus (IFG), arcuate fasciculus, and the pathways that connect IFG with the caudate nucleus (Hosoda et al., 2013). However, the observed WM changes reverted to baseline after 1 year, suggesting that neuroplastic changes might change depending on different demands. Similarly, Xiang et al. (2015) who tested a group of native German speakers who were enrolled in a 6-week intensive Dutch course while immersed in The Netherlands. Structural scans were acquired before and after the Dutch course. Results revealed a quick structural neural reorganization in connection with increasing L2 proficiency. A shift in hemispheric dominance was observed during early learning with greater FA values observed in the right arcuate fasciculus at early time points, which shifted back to the left with higher levels of L2 proficiency.

In sum, the recent literature suggests that WM pathways are modulated by L2 learning and bilingualism. However, evidence is still mixed regarding the relative contributions of proficiency and AoA, with data suggesting that that both proficiency and AoA play an important role in modulating those changes (e.g., Nichols and Joanisse, 2016; Hämäläinen et al., 2017). Regarding which WM pathways are most strongly impacted by bilingualism, a number of WM pathways have been highlighted as being frequently related to L2 learning and bilingualism. One such WM pathway is the SLF, a dorsal language network which connects posterior (superior temporal gyrus/Wernicke's area) and anterior (inferior frontal gyrus/Broca's area) language cortices (Hickok and Poeppel, 2004, 2007). The IFOF instead, connects a ventral language network that includes Broca's area and posterior occipitotemporal regions, and also connects the anterior temporal lobe with the uncinate fasciculus (Anwander et al., 2007).

The goal of this study is to further examine the effects of L2 learning on WM in late L2 learners. To assess changes in WM we measured differences in fractional anisotropy (FA) in a group of monolingual speakers (n = 24) and a group of native English speaking late L2 learners of Spanish (n = 24) using tract-based spatial statistics (TBSS; Smith et al., 2006). FA can be used as an index of WM integrity, by reflecting the degree of anisotropy in water flow within the brain (Kunimatsu et al., 2004). If late L2 learning promotes neural adaptation, we should observe differences in FA values between the L2 learners and the monolinguals in WM tracts that have been previously found to be positively affected by bilingualism. For example, the left inferior frontal-occipital fasciculus (IFOF; Mohades et al., 2012, 2015; Pliatsikas et al., 2015; see García-Pentón et al., 2015 for an extensive review) which is closely connected to the left ILF (Wakana et al., 2007), the uncinate fasciculus, which has been implicated in naming (Catani and Mesulam, 2008; Papagno, 2011), and found to be modulated by bilingualism (Hosoda et al., 2013; Qi et al., 2015). Moreover, if late L2 learning also affects domain-general brain networks, effects should be seen in cortical-subcortical WM fibers that have been proposed to be utilized during bilingual language selection and control, such as fibers that connect the IFG with the caudate (Tan et al., 2011; Hosoda et al., 2013).

An additional goal of this study was to contribute to the growing literature on how proficiency and AoA, as well as factors related to L2 use and experience, such as length of immersion in an L2 environment, contribute to the observed neural restructuring.

MATERIALS AND METHODS

Participants

Twenty-four monolingual English speakers (15 females), and 25 (20 females) native English speaking, late learners of Spanish participated in the study (age range: 18–27). All participants were recruited from the student population at Pennsylvania State University and all were right-handed. They were screened for safety, and contraindications to MRI scanning, in accordance with IRB requirements. None of them reported having been diagnosed with any neurological or reading disorder and all had normal or corrected-to normal visual acuity. All participants completed a language history questionnaire to assess their language history and skills. The results from the questionnaire showed that English monolingual speakers had no or minimal knowledge of a second language. L2 Spanish speakers were native speakers of English who learned Spanish as their second language later in life (average L2 acquisition age: 12 years). They all reported to be dominant speakers of English. Participants rated their L1 and L2 language knowledge using a scale from 1 to 10 (1 being the lowest and 10 being the highest score) for oral comprehension, oral production, reading and writing. They were paid for their participation and all study procedures were approved by the IRB at Penn State University.

Materials

As part of the testing battery, participants completed additional linguistic tasks that were designed to measure their proficiency in the L2 (Spanish). The language testing battery included a self-report language history questionnaire (reported in Appendix A) and a more objective grammar task. The primary task in the experiment was a picture naming task in English and Spanish that was part of an additional functional MRI study protocol that involved naming 6 runs of pictures (Rossi et al., in preparation). During this task, participants named a total of 144 items which were named in Spanish for the L2 learners group and in English for the English monolingual group. Stimuli consisted of images that were presented as line drawings, black and white photographs, or color photographs taken from 6 categories: animals, body parts, fruits, and vegetables, clothing, kitchen items, furniture. Within each category there were 16 items of each format for a total of 48 stimuli per category. Black and white and color photographs were identical except in color. The three formats were incorporated to allow for concept repetition, but minimize perceptually based priming. All images were 300 × 300 pixels and in bitmap image format. Across categories pictures were matched for frequency and imageability. All stimuli were presented using the Brain Logics MRI Digital Projection System, and experimental parameters were controlled via E-prime. Responses were recorded with an MR compatible microphone (Resonance Technologies, Northridge, CA). Examples of the stimuli are provided in Figure 1.
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FIGURE 1. Examples of pictures used in the naming task.



The grammar section of the Diploma de Español como Lengua Extranjera (DELE, Ministry of Education Culture Sport of Spain, 2006) was also administered to obtain an objective measure of grammatical knowledge in Spanish. Three sections of the DELE test were selected for this study. Participants completed the written text comprehension, the vocabulary and the grammar sections of the test. An example of the DELE test can be retrieved at: http://www.dele.org/. Finally, participants rated their L2 proficiency on a self-reported scale using a 0–10 scale, rating their language oral and written production and comprehension abilities. The full language history questionnaire is reported in Appendix A. The aggregate scores were calculated as follows: raw scores were standardized to z-scores and were summed together within each participant; then the resulting score was divided by the square root of the sum of the variances and covariances of all the subtests (Crocker and Algina, 1986; McMurray et al., 2010; Pivneva et al., 2012). These data are summarized in Table 1.


Table 1. Demographic and L2 language measures for the L2 Spanish learners.
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Imaging Pre-processing, Procedures, and Analysis

MRI scanning was completed on a Siemens 3.0 Tesla Magnetom Trio whole-body, human scanner (60 cm bore, 40 mT/m gradients, 200 T/m/s slew rate). An eight-channel head coil was used for Radio Frequency (RF) reception (Siemens Healthcare, Erlangen, Germany). Sagittal T-1 weighted localizer images were acquired and used to define a volume for high order shimming. The anterior and posterior commissures were identified for slice selection and shimming. A semi-automated high-order shimming program was used to ensure global field homogeneity. High-resolution structural images were acquired using a 3D MP-RAGE pulse sequence (TR = 1,400 ms; TE = 2.01 ms; TI = 900 ms; FOV = 25.6 cm2; flip angle = 9°; acceleration factor = 2; voxel size = 1 × 1 × 1 mm; 160 contiguous slices).

Diffusion Tensor Imaging (DTI) data were collected using the following parameters: TR/TE = 6,500/93 ms, FOV = 240 mm, matrix = 128 × 128, 48 slices, slice thickness = 3 mm with 20% gap, averages = 2. iPAT factor = 2, phase partial Fourier = 6/8, 20 diffusion directions, b = 1,000 s/mm2. DTI data were processed with FSL's FDT tool for eddy current correction and motion correction. Diffusion tensor was then computed using the tensor model to obtain FA values as inputs for TBSS analysis to examine the FA differences between monolinguals and English-Spanish bilinguals on the mean FA skeleton in FSL (Smith et al., 2004). The diffusion data were extracted first using BET (Smith, 2002). FA images were created by fitting a tensor model to the brain-extracted diffusion data using the FDT tool. FA's data were then are aligned into a common space using the non-linear registration tool FNIRT (Andersson et al., 2007a,b), which uses a b-spline representation of the registration warp field (Rueckert et al., 1999). Next, a mean FA image is created and thinned to create a mean FA skeleton, which represents the centers of all tracts common to the group. Each subject's aligned FA data is then projected onto this skeleton and permutation-based statistics of FA is conducted on all the voxels on the skeleton. In addition, regression analyses were performed to examine the relationship between FA and a number of behavioral and language usage measures, such as AoA, various measures of L2 proficiency (see below for details), and immersion in the L2.

RESULTS

The results showed a significant difference in FA between L2 learners and monolingual speakers in a broad network of WM tracts (p < 0.05, corrected). Table 2 and Figure 2 present the FA results from the group comparisons between the L2 group and the monolingual group. Sliced were selected each 5 mms and representative voxels were identified. For each WM cluster with significantly larger FA values for the L2 learners group, we report one representative voxel location in MNI152 standard space. Higher FA values were found for the L2 group in the anterior-posterior corona radiata, extending ventrally to the anterior and the retrolenticular portion of the internal capsule, up to the posterior thalamic radiation. More specifically, higher FA values for L2 learners were observed in the anterior and posterior corona radiata which represent a network of fibers that weaves through the internal capsule and that crosses with the fibers of the corpus callosum (CC), including WM tracts of the ATR, the inferior fronto-occipital fasciculus (IFOF), and the uncinate fasciculus (UF). Moreover, higher FA values within the ATR continued ventrally into the anterior limb. Greater FA values in L2 learners were found in the IFOF, ATR, and within bundles of the Inferior Longitudinal Fasciculus (ILF). Finally, greater FA values for L2 learners were found in the posterior thalamic radiation which has connections to ILF and IFOF WM tracts. Monolinguals did not show significantly higher FA values than bilinguals in any region.


Table 2. WM clusters with significantly larger FA values for the L2 learners group.
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FIGURE 2. Significant L2 > Monolingual differences in FA values expressed in 1 – P-values (P < 0.05, corrected, in red) and overlaid onto a standard space and mean FA skeleton (green). Highlighted in blue, some the WM tracts of interest: from left to right. UF, IFOF, and ILF. Higher panel: axial plane. Lower pane: sagittal plane.



In order to investigate whether FA values were correlated with measures of L2 language acquisition, proficiency, and length of immersion in the L2 environment, the mean FA from the voxels showing a significant difference between monolinguals and bilinguals was correlated with measures of, L2 AoA, L2 proficiency measured independently through the DELE grammar score, self-proficiency reports, a naming task, and a proficiency composite score (see Methods section for details), and L2 immersion measured in months. Results showed a significant correlation between FA and AoA (r = −0.46; p = 0.02), and between FA values and a normalized index of AoA (AoA/years of speaking the L2; r = −0.465; p = 0.02) which was calculated to normalize AOA values relative to the number of years participants had been speaking Spanish due to variation in the age of the participants (Figure 3). There were no significant correlations or trends between FA and proficiency, or FA and length of immersion in the L2 (r = −0.21; p = 0.31). Note that given that not all participants mentioned when they returned to the US from their study abroad experience, we do not have a precise metric to calculate time in the L1 environment after immersion in the L2. However, from the available data the minimum time elapsed from returning to testing was 4 months. For all the remaining participants (who provided that information) they all returned to the US more than 1 year before testing. Additionally, the correlation analysis was run excluding participants who did not report the length of their stay abroad in the language history questionnaire. We reasoned that part of why we fail to find a significant effect is that the distribution of the amount of time spent abroad was not sufficient to show an effect. Even though there was variability in the number of months spent abroad, there was a significant portion of participants who did not study abroad.
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FIGURE 3. Correlation between mean FA and L2 normalized AoA r = −0.465; p = 0.02.



DISCUSSION AND CONCLUSIONS

The goal of this study was to investigate structural changes in WM related to L2 acquisition, especially when the L2 is acquired relatively later in life after a putative sensitive period for L2 learning (Long, 1990; Birdsong, 1999). We also asked whether observed changes were modulated by factors such as AoA, proficiency, and language-use measures such as length of immersion in the L2 environment. WM fractional anisotropy was analyzed using TBSS and results were compared between a group of English-speaking, late L2 learners of Spanish and a group of monolingual English speakers.

The results revealed differences in WM FA between the two groups. L2 learners showed higher FA values in a number of WM tracts in the left hemisphere, including WM tracts of the ATR, the IFOF, the uncinate fasciculus (UF), and the ILF. These results are in line with a number of studies that have reported adaptive WM changes in similar tracts in early (e.g., Mohades et al., 2012, 2015) and late bilingualism (e.g., Pliatsikas et al., 2015, 2017). The data we report supports the growing body of literature proposing that bilingualism and L2 learning promote not only functional but also structural neural adaptation (Li et al., 2014; Bialystok, 2017). Similar to the research conducted by Pliatsikas and colleagues (Pliatsikas et al., 2015, 2017), our study examined the effects of L2 learning on WM structure in adult speakers who learned the L2 later in life (average AoA = 12.1) and were therefore not early bilinguals. However, unlike the speakers in Pliatsikas et al. (2015, 2017), the L2 learners in our study were not immersed in their L2 environment at testing, but were immersed in their native language environment (English). This factor may account for some of the differences observed between our results and Pliatsikas et al.'s results. We will further discuss potential reasons for some of the observed differences between our results and Pliatsikas et al.'s results.

The results revealed higher FA values for L2 learners in the anterior and posterior corona radiata. This WM tract has been previously found to be part of a network implicated during simultaneous interpretation (Hervais-Adelman et al., 2014), and lesions in this region have been shown to lead to word retrieval problems in productive aphasia (Schnur et al., 2006) suggesting its importance for lexical retrieval. The present data are therefore in line with previous results on the recruitment of this WM tract during high-performance bilingual language processing (Hervais-Adelman et al., 2014). Our findings moreover reveal that this WM fiber tract is also implicated in lower performing bilinguals, suggesting that L2 learning also leads to neuro-adaptive changes in WM tracts that are at play during high-performing bilinguals, such as in simultaneous interpreters. The corona radiata is also one of the WM regions that have shown a consistent decline in FA in non-pathological aging (Kennedy and Raz, 2009). As such, these data also suggest that even late bilingualism may contribute increase neural connectivity in non-pathological aging (Kennedy and Raz, 2009), as well as in pathological brain decline (e.g., Luk et al., 2011; Abutalebi et al., 2015b; Perani and Abutalebi, 2015). Late L2 learning may strengthen neural pathways, including those that are most sensitive to age-related neural decline.

Across all of the identified WM regions, greater FA values in L2 learners were observed within the IFOF extending ventrally into the internal capsule, and the posterior thalamic radiation. According to recent language neural models, the IFOF represents a large ventral pathway implicated in language processing that connects the inferior frontal gyrus (BA45/47) with the superior temporal gyrus (BA22), the inferior parietal cortex (BA39), and the occipital cortex; all have been implicated in language comprehension and have been proposed to be central to semantics and spoken word recognition (Leclercq et al., 2010), and semantic processing in general (Duffau, 2008; Martino et al., 2010; see López-Barroso et al., 2013 for null results). Crucially, similar FA increase in the IFOF has been reported in a number of bilingual studies including in children (Mohades et al., 2012, 2015), younger adults (Pliatsikas et al., 2015), and in older bilingual adults (e.g., Luk et al., 2011; Gold et al., 2013 for null results FA values in IFOF in older adults), suggesting that bilingualism might contribute to boosting neural reserve, that might be accumulated throughout the life-span. The present results contribute to the evidence that bilingualism modulates the WM pathways implicated in language processing.

These data also showed higher FA values for L2 learners in the ATR, a bundle of fibers that weaves through the left anterior corona radiata and the anterior and retrolenticular limb of the internal capsule. ATR is a WM tract implicated in lexico-semantic processing by connecting a distributed language network in temporal, parietal, and frontal cortices (e.g., Han et al., 2013; Mirman et al., 2015). Disruption of ATR gives rise to semantic progressive primary aphasia (Han et al., 2013), and auditory verbal hallucinations (AVH) in schizophrenia are negatively correlated with FA values in the ATR (Curčić-Blake et al., 2015), highlighting its role during speech processing (Curčić-Blake et al., 2012). Although the literature has reported some null effects for this WM tract for bilinguals (e.g., Cummine and Boliek, 2013) significant differences within the ATR have been reported in older bilingual adults (Luk et al., 2011) and in children (Mohades et al., 2012). Higher FA values in bilateral ATR have also been found in Spanish-English bilinguals who emigrated to the US in adulthood (Kuhl et al., 2016), and who learned English later in life (mean age = 19.4 years; range = 4.5–28.5 years), and who were immersed in their L2 environment at testing. Additionally, Kuhl and colleagues also found a positive correlation between FA values in the ATR and years of immersion in the L2, and speaking abilities, suggesting that the degree of neural restructuring in ATR was proportional to L2 language experience. Overall, the present data corroborate previous results in showing higher FA values in bilinguals (early and late) for WM tracts that connect a distributed language network.

Finally, in line with our predictions, the results demonstrate higher FA values for L2 learners in the Uncinate Fasciculus, which connects inferior frontal and anterior temporal regions, and more ventrally in the ILF which connects anterior and posterior temporal regions. Although, the past literature is not conclusive regarding WM changes in the UF in bilingualism (García-Pentón et al., 2014; Grundy et al., 2017 for a recent review), the results we have reported are in line with a number of previous studies that have reported higher FA values in the UF in young late L2 learners (Pliatsikas et al., 2015), and in older bilingual adults (Luk et al., 2011). Anterior WM pathways such as the UF are involved in language production (Roelofs, 2014), aspects of syntactic processing (Friederici et al., 2006; Duffau et al., 2009; but see Teichmann et al., 2015 for a counter proposal), new word learning and consolidation (López-Barroso et al., 2013; Ripollés et al., 2014), semantic performance in healthy older adults (de Zubicaray et al., 2011), and primary progressive aphasia (Han et al., 2013). The current results suggest that bilingualism and L2 learning enhance the utilization of those pathways to process both the L1 and the L2, possibly leading to higher neural integrity. Similarly, the ILF connects a ventral language network within temporal and posterior occipitotemporal regions to inferior frontal regions via the UF (Anwander et al., 2007). Consistent with our results, a number of WM connectivity studies have identified changes in the ILF in bilinguals (e.g., Hosoda et al., 2013), which have also been positively correlated with AoA (Nichols and Joanisse, 2016), supporting the idea that ILF pathways are strengthened through L2 processing.

Taken together, the data we have reported support the predictions based on previous WM studies in bilingualism, strengthening the general view that learning, and mastering a second language, even later in life, results in neuroplastic changes. Unlike past studies, the present study did not show a main effect in the corpus callosum (CC). Contrary to what we observed, a number of studies on WM across the life-span have reported effects of bilingualism on the CC (e.g., Luk et al., 2011; Schlegel et al., 2012; García-Pentón et al., 2015; Pliatsikas et al., 2015; but see also Cummine and Boliek, 2013, a study which reports no effects in the CC). One possible factor that might contribute to the absence of a clear effect in CC is our population, which included participants who were immersed in the L1, English, and not in the L2. It is also plausible to think that the absence of changes in CC in our data could be related to the acquisition of the L2 through more formal L2 instruction, rather than through pure immersion. Even though it is plausible to think that the bilingual speakers tested in Pliatsikas et al.'s (2015) did learn their L2 also through some formal learning either before moving to the UK, or while in the UK, they were immersed in the L2 environment at testing. Similarly, most of the studies that report effects in the CC tested participants who were either immersed in their L2 (e.g., Luk et al., 2011; Pliatsikas et al., 2015), or who were engaged in an intensive L2 language training (Schlegel et al., 2012). Again, because our sample of L2 speakers was immersed in their L1 environment, the reported results might, if anything, provide an underestimation of the effects that might be observed under conditions of immersion in the L2 (as for the sample of bilinguals in Pliatsikas et al., 2015). Moreover, our sample was more homogenous relative to Pliatsikas et al.'s relative to the L1. The speakers in the present study were all native speakers of English while Pliatsikas et al.'s bilinguals L1 language background varied. It could be hypothesized that variability in the L1, and linguistic distance between the L1 and the L2 may play a role in engaging neural pathways differentially. Future studies will need to address the question of how immersion in different linguistic environments, and variability in linguistic properties between the L1 and the L2 might modulate these effects.

An additional goal of this research was to understand how WM changes might be correlated with different measures of L2 learning and experience, including AoA, L2 proficiency levels, and length of immersion in the L2. First, the results showed a correlation between FA values and AoA, in line with previous studies on simultaneous and sequential bilingual children (Mohades et al., 2012, 2015). The present data demonstrate that structural changes occur as a consequence of L2 learning, even when the L2 is acquired past childhood. Our data therefore demonstrate that L2 learning promotes neural restructuring. What is novel about these results is the observation that AoA might still be an important factor to explain variation in the observed structural changes, even when the L2 is learned past childhood. However, rather than reasoning in terms of AoA, which is a non-dynamic measure, it is tempting to propose that AoA should be rather interpreted more as a dynamic measure that could encompass length of time spent engaging in L2 learning.

The results did not reveal any correlation between mean FA values and proficiency in the L2. Previous results on the effects of proficiency on structural changes in L2 learners are at best mixed, and do not yet provide a clear picture of how variability in L2 proficiency affects structural changes. While some research has highlighted how structural changes can be correlated with increasing proficiency, and rate of successful L2 learning (e.g., Schlegel et al., 2012; Stein et al., 2012; Hosoda et al., 2013), other studies have failed to find a significant correlation between WM changes and proficiency (e.g., Stein et al., 2014). A number of factors could play a role in the lack of a correlation between structural csdhanges and proficiency across studies. First, proficiency is often measured in different ways across studies, and most importantly, those measures rely at times on subjective measures of proficiency only, and not on objective measures of performance. Additionally, AoA and proficiency are often highly conflated, preventing clear identification of their relative contributions. Finally, some of the studies that report a significant positive effect of proficiency on WM plasticity are training paradigms. For example, Hosoda et al. (2013) exposed participants to an intensive vocabulary learning regime, and they report that after intensive training changes in WM pathways such as the IFGop-caudate and IFGop-STG/SMG pathways were positively correlated with learning success. In this case however, it could be argued that changes in proficiency levels are an outcome by itself, rather than a predictor.

The participants tested in our study were not necessarily exposed to active L2 training. They were intermediate learners of Spanish who were recruited based on L2 Spanish knowledge, but who might or might have not been actively involved in Spanish learning at the moment of testing. We reason that the fact that there was variability in terms active exposure to L2 at testing might have contributed to the absence of correlation between FA and proficiency. Moreover, the variability in their L2 proficiency was pretty limited (mean accuracy on the picture naming in Spanish = 0.55; SD = 0.22), and this factor might also have undermined the likelihood to find a significant correlation between FA and L2 proficiency. Overall, future research should address variability in how proficiency is measured. More similar measures of L2 proficiency across studies would allow to create a common basis for measuring and comparing L2 proficiency across studies.

Evidence on the role of immersion in a naturalistic L2 environment as a catalyst for neural change is still mixed (Stein et al., 2014; Pliatsikas and Chondrogianni, 2015). Changes in GM have been reported in simultaneous bilinguals (Burgaleta et al., 2016), in relatively early sequential trilinguals (Abutalebi et al., 2013b), and in later bilinguals (Zou et al., 2012a; DeLuca and Pliatsikas, 2017; Pliatsikas et al., 2017), and WM changes have been observed in immersed L2 learners in left inferior frontal-occipital fasciculus (L-IFOF) and SLF (Stein et al., 2014). The few studies that tested L2 learners who immersed themselves in the L2 environment past childhood mostly fail to observe a correlation between FA and length of immersion (Pliatsikas et al., 2015; DeLuca and Pliatsikas, 2017). Interestingly, a recent reanalysis of Pliatsikas et al.'s (2015) data using diffusion MRI connectometry and correlation analysis (Rahmani et al., 2017) revealed increased connectivity in corpus callosum (CC), arcuate fasciculus (AF), and left IFOF of sequential bilingual adults, and reported positive association with language immersion period, and showed that FA of all of the significant fibers from connectometry analysis, had direct correlation with the duration of immersion period of bilinguals. Our TBSS data does not show any correlation between FA and length of immersion in the L2 environment. One possible explanation for the absence of an effect is the small variability in length of immersion in the L2 (mean length in months: 6.64; range = 0–24), and the fact that all the L2 learners were immersed in their L1 environment at testing (contra Cummine and Boliek, 2013; Kuhl et al., 2016; DeLuca and Pliatsikas, 2017). Cummine and Boliek's (2013) study is likely to be the one with the most similar participants characteristics to ours. They tested adult Chinese–English bilinguals (mean age, 24.2; L2 AoA before the age of 5) and 11 English monolinguals (mean age, 28.5). Crucially however, in Cummine and Boliek, bilingual participants were immersed in the L2 (English), and no specific analyses were reported to correlate those results with length of immersion in the L2 environment. Our participants instead were immersed in the L1 environment at time of testing, and time since returning from being immersed in an L2 environment varied extensively. These factors might account for differences between the results reported by Cummine and Boliek and our results. In sum, given the relatively scarce literature on the potential neuroplastic effects of L2 immersion in late L2 bilinguals, a clear conclusion about the role of immersion will await future research.

To conclude, the present study reveals that L2 learning has the potential to shape the WM networks underlying language processing, even when the L2 is learned after childhood. Given the growing literature suggesting that L2 learning, and long-life experience with the L2 can lead to cognitive, and neural changes which might confer cognitive protection in healthy and pathological aging (inter alia Luk et al., 2011; Alladi et al., 2013; Gold et al., 2013; Bak et al., 2014a,b; Grady et al., 2015; Olsen et al., 2015), it is tempting to proposes that learning a second language throughout the life-span, even during adulthood should become one experiential form of continuous learning available to everyone.
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APPENDIX A: LANGUAGE HISTORY QUESTIONNAIRE

Language History Questionnaire

This questionnaire is designed to give us a better understanding of your experience with other languages. We ask that you be as accurate as thorough as possible when answering the following questions.

1. Gender

[image: www.frontiersin.org] Male

[image: www.frontiersin.org] Female

2. Age:

3. Do you have any known visual or hearing problems (corrected or uncorrected)?

[image: www.frontiersin.org] Yes

[image: www.frontiersin.org] No

4. Native Country

[image: www.frontiersin.org] United States

[image: www.frontiersin.org] Other ———————————————————

5. Native Language

[image: www.frontiersin.org] English

[image: www.frontiersin.org] Other ———————————————————

6. Language(s) spoken at home (Please check all that apply).

[image: www.frontiersin.org] English

[image: www.frontiersin.org] Spanish

[image: www.frontiersin.org] German

[image: www.frontiersin.org] Other [Please explain: ———————————————–

If ENGLISH is your Native Language, please RATE yourself:

***If English is NOT your Native Language, please contact Experimenter for further instructions.

7. Please rate your English reading proficiency. (1=not literate and 10 = very literate)

[image: www.frontiersin.org]

8. Please rate your English writing proficiency. (1=not literate and 10=very literate)

[image: www.frontiersin.org]

9. Please rate your English speaking ability. (1=not fluent and 10=very fluent)

[image: www.frontiersin.org]

10. Please rate your English speech comprehension ability. (1=unable to understand conversation and 10=perfectly able to understand)

[image: www.frontiersin.org]

The next section of the questionnaire deals with your second language learning experience.

11. Have you studied any second language?

[image: www.frontiersin.org] No [image: www.frontiersin.org]If NO, please go to question #19

[image: www.frontiersin.org] Yes

If YES, where and when? Please check all that apply and indicate length of study.

[image: www.frontiersin.org] Home Language: ———————————————

[image: www.frontiersin.org] Since Age ( )

Elementary School Language: ————————————

[image: www.frontiersin.org] ( ) year(s)

Middle School Language: — ——————————————

[image: www.frontiersin.org] ( ) year(s)

High School Language: — ——————————————

[image: www.frontiersin.org] 1 year

[image: www.frontiersin.org] 2 years

[image: www.frontiersin.org] 3 years

College Language:

[image: www.frontiersin.org] Have not studied a second language in college

[image: www.frontiersin.org] 1-2 semesters

[image: www.frontiersin.org] 3-4 semesters

[image: www.frontiersin.org] 5-6 semesters

[image: www.frontiersin.org] 8+ semesters

12. If you are taking/have taken any second language at college, please answer the following question. Are you: (Please check all that apply.)

[image: www.frontiersin.org] Taking a second language for a requirement but interested in being a major or minor.

[image: www.frontiersin.org] A second language minor

[image: www.frontiersin.org] A second language major

[image: www.frontiersin.org] A second language graduate student

[image: www.frontiersin.org] Other [please explain ——————————————-]

13. Have you studied / lived abroad?

[image: www.frontiersin.org] Yes

[image: www.frontiersin.org] No

If Yes, where and when did you study, for how long, and what language did you speak?

[image: www.frontiersin.org]

The next section asks you to rate your skills in your primary second language.

14. Please rate your second language reading proficiency. (1=not literate and 10=very literate)

[image: www.frontiersin.org]

15. Please rate your second language writing proficiency. (1=not literate and 10=very literate)

[image: www.frontiersin.org]

16. Please rate your second language speaking ability. (1=not fluent and 10=very fluent)

[image: www.frontiersin.org]

17. Please rate your second language speech comprehension ability. (1=unable to understand conversation and 10=perfectly able to understand)

[image: www.frontiersin.org]

18. In my second language class es I get:

[image: www.frontiersin.org] Mostly A's

[image: www.frontiersin.org] Mostly A's and B's

[image: www.frontiersin.org] Mostly B's

[image: www.frontiersin.org] Mostly B's and C's

[image: www.frontiersin.org] Mostly C's

19. If you speak or have studied more than one second language, please explain about your additional language experience (i.e., years, level of proficiency, etc.)

___________________________________________________________________

Thank you for your participation
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In adult second language (L2) acquisition, individual differences are considerably large even among people with similar experiences. The neural mechanisms underlying this variability would include structural plasticity of language-related pathways. To elucidate such neuroplasticity, we focused on the transitional period of adolescence, which is associated with certain plasticity toward maturation following the sensitive period of language acquisition (≤12 years old). The adolescent brain would thus be influenced by age-dependent factors, as well as performances in L2. Here, we examined individual differences in L2 performances controlling the duration of experience to reveal the differential signatures of performances and age on the plasticity of structural properties in major language-related pathways. We recruited Japanese students at two ages, i.e., junior (age: 13–14) and senior (age: 16–17) high-school students, all of whom started to expose to English at age 12 or 13. We divided them into subgroups, so that either L2 performance [Junior (High)/Senior (Low)] or age [Senior (Low)/Senior (High)] was matched in group comparisons; the duration of L2 experience was also controlled between the Senior (Low) and Senior (High) groups. We then examined the thickness and fractional anisotropy (FA) of the dorsal and ventral pathways, i.e., the arcuate fasciculus (Arcuate) and inferior fronto-occipital fasciculus (IFOF), respectively, using semi-automatic methods for selecting regions without branches. Regarding FA in the left Arcuate, the Senior (High) group showed significantly higher FA than the other two groups, indicating performance-related group differences. Further, FA in the left Arcuate was selectively correlated with the accuracy of a syntactic task. Regarding the thickness of the left Arcuate, the Senior (High) and Senior (Low) groups showed significantly larger thickness than the Junior (High) group, indicating age-related group differences. These differential performance-related and age-related signatures were evident on the left Arcuate alone, in contrast to the right Arcuate that showed only mild differences in thickness, and to the bilateral IFOF that lacked either signature. Our results suggest that the left dorsal pathway continued to develop to adolescence, and that performance differences in a syntactic task can be predicted by its FA, independent of age and the duration of experience.

Keywords: diffusion MRI, white matter, dorsal and ventral pathways, language acquisition, syntax

INTRODUCTION

Second language (L2) acquisition shows considerably large individual differences, especially when the L2 is acquired in adulthood. Even among people with similar L2 experiences (e.g., taking the same classes or lessons on a foreign language), some improve their L2 performances in a relatively short period of time, while others do not improve as well. This is in marked contrast to first language (L1) acquisition, in which linguistic abilities are similar among individuals despite highly variable experiences. However, individual differences in L1 do emerge when effortful language use is imposed. By using verb-, rhyme-, and opposite word generation tasks in L1 for 9-year-old children and adult participants, previous studies have reported that distinct regions in the left frontal and occipital cortices showed age-related or performance-related activations (Schlaggar et al., 2002; Brown et al., 2005). These studies have indicated the importance of employing subgroups, in which either age or performance was matched, thereby fixing one of the two factors in group comparisons. Individual differences would also be revealed when people learn to read or write even with their own languages through educational training of specific skills. A previous study has reported that the structural property of a white matter pathway connecting the left temporal and parietal language areas may have plasticity associated with literacy experience even for adults, by comparing three groups of illiterates, ex-illiterates who learned to read during adulthood, and literates (Thiebaut de Schotten et al., 2014). Long and intensive experiences are required also in L2 acquisition, which may be supported by the structural plasticity of language-related pathways. To elucidate such neuroplasticity, it is of interest to focus on the transitional period of adolescence, which occurs after the sensitive period of language acquisition (≤12 years old). Indeed, adolescence has been suggested to involve certain plasticity toward maturation (Fuhrmann et al., 2015). The total cerebral volume has been reported to show a gentle inverted-U trend, with a peak age different among genders (girls: 10.5 years, boys: 14.5 years) (Lenroot et al., 2007). While the gray matter volume gradually decreases in adolescence, after peaking at later years in higher order association areas (Gogtay et al., 2004; Lenroot et al., 2007), the white matter continues to increase until the twenties or later with some regional differences (Westlye et al., 2010). Moreover, developments in white-matter pathways are accompanied by large individual differences. A previous longitudinal study showed that some show increases in volume, while others show decreases, even at similar ages (Lebel and Beaulieu, 2011). The white matter in the adolescent brain would be influenced by multiple factors depending on the participants’ ages (e.g., biological maturation), as well as on the attainment of cognitive/motor abilities. More specifically, in major language-related pathways, the independent factors of age and performances after intensive L2 experiences may be reflected in the plasticity of different structural properties.

Given the large individual differences in L2, many complicated issues should be tackled in examining the neural plasticity related to L2 acquisition. In addition to participants’ current age, the age of first exposure (AOE) and the duration of exposure (DOE) represent other factors in L2 acquisition (Li et al., 2014). In the present study, we controlled AOE in order to examine any group differences related to the current ages of participants (hereafter, age-related group differences), and therefore recruited students at two ages, i.e., junior (age: 13–14) and senior (age: 16–17) high-school students. Their AOE to English was 12 or 13, and they attended the same school where English classes were based on the curriculum guidelines determined by MEXT (Ministry of Education, Culture, Sports, Science and Technology). The temporal factor of L2 experience, as represented by the DOE, was also controlled and eliminated from the performances for the students at the same age. Even among such students, large individual variations in L2 performance were observable. Given that Japanese students tend to make similar mistakes in English, such as applying the null-subject (pro-drop) allowed in Japanese, we examined participants’ syntactic abilities in English by a syntactic error-detection task (Syn) that we previously developed with high school teachers (Sakai et al., 2009). Orthographic knowledge in English was also examined by using a spelling error-detection task (Spe) with basically the same sets of sentences. Based on the task performances, the junior and senior students were separately divided into subgroups. As a result, the task performances of the Junior (High) and the Senior (Low) groups matched, while those of the Senior (High) group were significantly better. We then compared these three groups, with either age or L2 performance being fixed. After the group division, we identified the dorsal and ventral language-related pathways, two major routes that combine multiple language areas (Hickok and Poeppel, 2007; Friederici, 2011). The dorsal and ventral pathways correspond to the fronto-temporal segment of the arcuate fasciculus (Arcuate) and the inferior fronto-occipital fasciculus (IFOF), respectively. We identified these pathways using our previously established semi-automatic methods of defining seeds for tractography in a diffusion magnetic resonance imaging (diffusion MRI) analysis (Yamamoto and Sakai, 2016). We focused on two distinct structural properties, i.e., the thickness (or the volume of a tract) and fractional anisotropy (FA—the degree of myelination and/or fiber organization), to examine how age and L2 performance are reflected in these properties of the dorsal and ventral pathways in each hemisphere.

Several diffusion MRI studies have suggested that the dorsal pathways mature later than the ventral pathways in both infants and children. A diffusion MRI study with tractography has reported that one of the two dorsal pathways, the one connecting the inferior frontal gyrus (IFG) and the temporal cortex, was not trackable in 2-day-old newborns; in contrast, the IFOF of the ventral pathways, as well as the other dorsal pathway connecting the premotor cortex and the temporal cortex, was already present (Perani et al., 2011). In a study with 7-year-old children, both the dorsal and ventral pathways were trackable, but FA of these pathways was significantly lower than that of adults (Brauer et al., 2013), suggesting that the language-related pathways were not fully mature at this age. Regarding the adolescent ages, it has been suggested that the dorsal pathway was still under development, and that the ventral pathway showed less prominent development (Lebel and Beaulieu, 2011). FA in the dorsal pathway has been reported to increase during adolescence, mainly associated with increases in parallel diffusivity, which may reflect the increases in axon diameters (Giorgio et al., 2010). FA in the language-related pathways may increase with linguistic experiences, as previous longitudinal studies reported that FA of the left ventral pathway of bilinguals was higher than that of monolinguals, possibly reflecting differences in semantic aspects (Mohades et al., 2015). However, it remains less clear how these structural developments can be correlated with behavioral measurements. The relatively slow development of the dorsal pathway suggests the interesting possibility that this pathway may be more strongly influenced by language experiences. As suggested by a native language neural commitment theory (Kuhl, 2004), neural networks develop under the coding of L1 inputs from early ages, further influencing the acquisition of L2 in later ages. Indeed, L2 abilities have been reported to be correlated with L1 abilities, for instance in reading proficiency (van Gelderen et al., 2007). Given that improvements, as well as individual differences, in L1 during adolescence become smaller than those in L2, examining the relationships between L2 acquisition and the structural properties would be of worth in understanding the neural plasticity of language-related pathways in adolescence.

We have performed the following functional and structural studies on adolescent students. In our previous functional magnetic resonance imaging (fMRI) study, we identified cortical regions involved in syntactic processing using the same English tasks as in the present study, and showed a positive correlation between the individual activations of the left IFG and the performance accuracy of the Syn task (Sakai et al., 2009). Our voxel-based morphometry (VBM) study further clarified that individual leftward lateralization of a single region in the IFG also showed a correlation with the accuracy of Syn (Nauchi and Sakai, 2009). Moreover, in our recent diffusion MRI study we reported that individual FA in the left Arcuate was correlated with the accuracy of Syn (Yamamoto and Sakai, 2016), suggesting the importance of the left dorsal network including the IFG and the Arcuate in syntactic processing. More specifically, among the Arcuate and IFOF in both hemispheres, we revealed that FA in the left Arcuate alone was positively correlated with the performance, i.e., accuracy of the Syn task, but not with that of Spe or with L1 verbal fluency. Further, within monozygotic twin pairs, neither the accuracy of Syn nor FA in the left Arcuate were significantly correlated between the twins, in spite of the high inter-twin correlation for the thickness of the left Arcuate. Given these results, syntactic abilities in L2 and FA in the left Arcuate may thus have been sensitive to non-shared environmental factors by which the twins were individually affected, while the thickness was dependent on shared genetic/environmental factors. Based on these points, we made two further hypotheses. First, FA in the left Arcuate should show performance-related group differences that would be observable even among the students with the same DOE, because larger variances within the monozygotic twin pairs were observed for FA than for the thickness. Second, the thickness of the left Arcuate should show age-related group differences, as a similar thickness was observed for monozygotic twin pairs. We tested these hypotheses using semi-automatic methods, which we developed previously for defining seeds in tractography and selecting regions of interest (ROIs) (Yamamoto and Sakai, 2016). In this previous study, we reported that the thickness of the left Arcuate, averaged in a one-dimensional ROI, was clearly larger than that of the right Arcuate; such laterality was evident neither for the thickness of the IFOF, nor for FA in the Arcuate or IFOF. In the present study, recruiting a larger number of adolescent participants, we confirmed that the leftward laterality of the Arcuate was consistent among the three groups. We further examined the correlation with individual accuracy of Syn/Spe to clarify which particular aspects of L2 abilities were related to the structural properties that showed any performance-related group differences. Our results should thus help to elucidate the neuroanatomical basis of language acquisition after the sensitive period.

MATERIALS AND METHODS

Participants

Junior high-school students (age: 13–14) and senior high-school students (age: 16-17) were recruited from the Secondary School attached to the Faculty of Education, the University of Tokyo. Twin pairs were included among the participants; this school has performed educational as well as twin research. The following accumulative inclusion criteria were employed in the present study: (i) right-handedness, i.e., a positive laterality quotient (LQ), which was assessed using the Edinburgh inventory (Oldfield, 1971), (ii) with neither hearing/visional problems nor history of neurological/psychiatric diseases, (iii) native Japanese speakers who started to acquire English in formal education at the age of 12 or 13 (this condition was met by most of the students in this school), and (iv) reaction times (RTs) for Spe within the presentation time (6400 ms) for more than 90% of the trials including incorrect responses. To avoid including monozygotic/dizygotic twin pairs with potentially similar characteristics, the one with the higher score in Spe was analyzed for each pair who met these criteria. As regards the first criterion, 8 junior and 11 senior students, who showed a negative LQ or reported a potential history of left-handedness, were dropped. As a result, the population showed relatively strong right-handedness (LQ > 35). One participant each for the second and fourth criterion, and two participants for the third criterion, were dropped.

For the senior high-school students, we employed three additional criteria: (v) an accuracy of Spe higher than 65% (i.e., “mean – 1.5 SD”), (vi) no worse outliers in each task (i.e., higher than the “mean – 2 SD” for the accuracy, and shorter than the “mean + 2 SD” for the RTs), and (vii) shorter RTs for easier Spe than for Syn. Given that most Japanese students learn an alphabetic writing system at the age of 12–13, and that the senior high-school students had been studying English for about 4 years, the fifth criterion was necessary to exclude the potential effects of poor reading abilities and precisely assess individual syntactic abilities; five senior high-school students were dropped for this reason. Two students were dropped because they did not meet the sixth criterion, and two more students because they did not meet the seventh criterion. As a result, we enrolled a total of 39 junior and 38 senior high-school students.

We divided the junior high-school students into two groups: a group of 14 students [the Junior (High) group] who scored higher than 65% in Spe (this was identical to the fifth criterion employed for senior high-school students), and a group of 25 students [the Junior (Low) group] with scores lower than 65% in Spe, which were too low to assess their L2 abilities and related structures further. In regard to the senior high-school students, we first divided the 38 students into two groups using K-means cluster analysis (R software)1 on the accuracy of Syn and Spe tasks. This analysis yielded a group of 15 participants with higher L2 abilities [the Senior (High) group], as well as a group of 23 participants with lower L2 abilities. Because the performances of the group with lower L2 abilities did not match those of the Junior (High) group for the accuracy and RTs of Spe (one-sided t-tests, P < 0.05), we further performed a hierarchical cluster analysis using Ward’s method in the R software1 based on the accuracy and RTs of Spe for the 23 students with lower L2 abilities. As a result, we divided these students into two groups: a group of 5 students with the higher accuracy and shorter RTs of Spe [the Senior (Middle) group], and a group of 18 other students [the Senior (Low) group]. The accuracy/RTs of both tasks for the Senior (Low) group matched those for the Junior (High) group (one-sided t-tests, P > 0.05). Because our purpose was to examine the differences between the performance-matched groups with different ages, as well as between age-matched groups with different L2 abilities, we focused on the Junior (High), Senior (Low), and Senior (High) groups, dropping the other groups. All participants in the Senior (High) group, as well as seven participants in the Senior (Low) group, were included in our previous study (Yamamoto and Sakai, 2016), in which we analyzed participants with an accuracy of Spe ≥ 80% (Experiment I); moreover, these former participants were the subset of the same 38 senior high-school students mentioned above. Participants in the Junior (High) group were newly recruited for the present study. All participants in the three groups were scanned with the same diffusion MRI protocol. Demographic details of participants in these three groups, such as age, AOE, DOE, and LQ, are shown in Table 1. We obtained written informed consent for this research from all the students and their guardians. This study was approved by the Institutional review board of the University of Tokyo (Komaba) and by the Secondary School.

TABLE 1. Demographic details of the participants in each group.
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Stimuli and Tasks

All the students performed English syntactic (Syn) and spelling (Spe) error-detection tasks (50 trials each for Syn and Spe tasks), as well as a verbal fluency task in Japanese (for three initial letters in hiragana). The tasks were the same as those we employed in our previous studies (Nauchi and Sakai, 2009; Sakai et al., 2009; Yamamoto and Sakai, 2016); the stimuli for Syn are listed in Sakai et al. (2009). In the Syn task, we tested argument structures and related syntactic knowledge, which are difficult for L2 learners to acquire. For instance, as objects of transitive verbs are freely omitted in Japanese as well as other languages, Japanese students tend to accept incorrect (∗) English sentences, such as “Do you often meet Mary? – ∗Yes, I often meet” [see Sakai et al. (2009) for further information on other types of syntactic errors]. Because ungrammatical sentences in the Syn task cannot be judged as incorrect by semantic information alone (e.g., by internally translating English sentences into Japanese), the accuracy of the Syn task reflected individual syntactic abilities appropriately.

Magnetic Resonance Image Acquisition and Data Analyses

Magnetic resonance images were acquired with the same protocols and parameters as in our previous study (Yamamoto and Sakai, 2016). With the same semi-automatic procedures described in this previous study, we identified the Arcuate and IFOF in each individual hemisphere. In the present study with group comparisons, all the tracts were normalized and analyzed after the tracking in individual brains; in our previous study, tracts were analyzed in the native space to focus on individual variabilities of structural indices (Yamamoto and Sakai, 2016). Using the affine and non-linear transformation with FLIRT and FNIRT, all the tracts were spatially normalized to the Montreal Neurological Institute (MNI) space, and were binarized with the fslmaths function of FSL software. While FLIRT and FNIRT are conventional volume-based registration algorithms using voxel-level information, a method of combining volume-based and surface-based registration (Zöllei et al., 2010), as well as an improved voxel-based registration (Schwarz et al., 2014), has been proposed for better alignment. We overlaid the binarized tracts across the participants for each pathway, thereby producing population probability maps, in which voxel values represented the number of participants. The population probability maps with thresholding (at least half of the participants) were smoothed and shown using MRIcroN software2.

ROI Selection

We basically followed the ROI selection procedures in our previous study (Yamamoto and Sakai, 2016); we determined one-dimensional ROIs (in an antero-posterior direction) at the portion with the most uniform thickness, and showed that the appropriate length, i.e., ROI size, minimizing the individual variances of thickness was 20 and 15 mm for the Arcuate and IFOF, respectively. We defined the thickness of a pathway as the number of voxels at a coronal section (voxel size, 1 mm2), because the relatively straight portions of these two pathways (i.e., the portions without branches) were nearly horizontal. We first measured the thickness of each participant’s Arcuate for the length of 35 mm (y = -40 ∼-6; the candidate region for ROI), excluding the branching or curved portions. Within these candidate regions, we then calculated the standard deviation (SD) of the thickness across a tract segment of 20 mm, and slid the segment. At each position, the averaged SD was obtained among all the participants of the three groups. We selected the segment with a minimal averaged SD as an ROI in each hemisphere, thereby extracting the region with the most uniform thickness across participants. Using these procedures, we objectively selected ROIs at the same position in the MNI space, thereby minimizing individual variabilities in the ROI selection.

In regard to the IFOF, we set a candidate region with a length of 70 mm and selected a 15-mm-long ROI in each hemisphere, in accordance with our previous study. We measured the thickness of each participant’s IFOF for y = -75 ∼-6, excluding the branching or curved portions. Within these candidate regions, we calculated the SD of the thickness across a tract segment of 15 mm, and slid the segment. At each position, the averaged SD was obtained among all the participants. We selected the segment with a minimal averaged SD as an ROI in each hemisphere.

We next examined the correlation with individual accuracy of Syn/Spe to clarify which aspects of L2 abilities were related to the structural property that showed any performance-related group differences. For the analyses within a single group, we aimed to examine individual variances in a pathway, thereby employing individually selected ROIs on the normalized tracts. We selected ROIs where the thickness was most uniform for the tract of each participant in the MNI space. As described above, the thickness of the Arcuate was measured for the candidate region with a length of 35 mm (y = -40 ∼-6). Within these candidate regions, we calculated the SD of the thickness across a tract segment of 20 mm, and slid the segment. We selected the segment with a minimal SD as an ROI.

In order to avoid the potential uncertainty of FA near the peripheral regions of fiber tracts, we set the thresholding (FA ≥ 0.2) in accordance with previous literature. The resultant FA maps were normalized using the affine and non-linear transformation with FLIRT and FNIRT. Within each ROI, we calculated the mean FA for each group, and examined the group differences. Statistical analyses were performed using R software. We used the packages cocor3 for comparing correlations, ppcor4 for partial correlations, and pwr5 for power analyses, as well as lme46 and car7 for linear mixed-effects models (Koerner and Zhang, 2017).

RESULTS

Behavioral Data

Task performances of Syn and Spe in the Junior (High), Senior (Low), and Senior (High) groups are shown in Figure 1. Regarding the accuracy (Figure 1A), a two-way repeated measures analysis of variance (rANOVA) [group × task (Syn, Spe)] showed significant main effects of group [F(2,44) = 47, P < 0.0001] and task [F(1,44) = 169, P < 0.0001] without interaction [F(2,44) = 0.4, P = 0.6]. A linear mixed-effects model analysis [fixed effects: group, task; random effects: subject] confirmed significant effects of group [χ2(2) = 68, P < 0.0001] and task [χ2(1) = 219, P < 0.0001]. Regarding RTs (Figure 1B), an rANOVA showed significant main effects of group [F(2,44) = 6.3, P < 0.005] and task [F(1,44) = 116, P < 0.0001] with a significant interaction [F(2,44) = 4.2, P < 0.05]. A linear mixed-effects model analysis confirmed significant effects of group [χ2(2) = 13, P < 0.005] and task [χ2(1) = 102, P < 0.0001]. One-way ANOVAs did not show a significant effect of gender for the accuracy or RTs of either task [F(1,45) < 0.2, P > 0.7]. According to the t-tests (Bonferroni-corrected for three comparison pairs, significance level at α = 0.017), we confirmed that the Senior (High) group had significantly higher accuracy and shorter RTs than the other two groups in both tasks (effect size: d > 0.90, statistical power: 1 – β > 0.73), indicating that the Senior (High) group had better syntactic abilities and word knowledge than the other two groups.
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FIGURE 1. Behavioral data of Syn and Spe tasks for the three groups. (A) The accuracy of Syn and Spe tasks for the three groups of high school students, Junior (High), Senior (Low), and Senior (High), are indicated by bars with white, gray, and black shades, respectively. Error bars indicate the standard error of the mean (SEM) for the participants, and asterisks denote the significant differences (Bonferroni-corrected P < 0.05). (B) The reaction times (RTs) of the Syn and Spe tasks for the three groups are indicated by dots corresponding to the white, gray, and black shades in (A). The Senior (High) group showed significantly higher L2 abilities, i.e., higher accuracy and shorter RTs, while the Junior (High) and Senior (Low) groups showed no significant difference in the accuracy or RTs in either task. (C,D) Independence of the accuracy of the Syn and Spe tasks. Individual behavioral parameters were plotted to compare the two tasks, as shown by the plotted dots, whose groups correspond to the shades in (A). The dotted line indicates an inclusion criterion of Spe. The accuracy of Syn and Spe showed no significant correlation (C), while the RTs of Syn and Spe were highly correlated (D).



If a behavioral parameter reflected factors commonly involved in both Syn and Spe, such as reading proficiency and task difficulty, that parameter would be correlated between Syn and Spe among the participants (see Yamamoto and Sakai, 2016). For instance, RTs of a slow reader would be relatively long among the participants for both tasks. Conversely, if a behavioral parameter was not correlated between the two tasks, that parameter would reflect, at very least, factors distinctly required in each task. Thus we analyzed the correlations among accuracy of the two tasks, as well as among RTs. The accuracy of Syn and Spe was not significantly correlated (r = 0.27, P = 0.07; Figure 1C); it showed a week correlation among the three groups, as the Senior (High) group showed the higher accuracy of Syn/Spe than the other two groups, but when examined in each group, such significant positive correlation between the accuracy of Syn and Spe was not observed in any of the three groups (P > 0.3). These results suggest that the accuracy of Syn and Spe mainly reflected abilities distinctly required for each task. In contrast, the RTs of Syn and Spe were highly correlated (r = 0.82, P < 0.0001; Figure 1D). Indeed, the RTs of Syn and Spe were positively correlated in all three of the groups (r > 0.7, P < 0.005). These results indicate that the RTs of each participant were related to general cognitive processes common to both tasks. Moreover, the correlation coefficient between RTs of Syn and Spe was significantly larger compared to that between the accuracy of Syn and Spe (Z = 4.4, P < 0.005), confirming the differential natures of these two behavioral measurements. These results suggest that a participant’s accuracy of each task reflected individual abilities employed for each task. On the other hand, RTs were metrics that reflected more general cognitive abilities, such as reading proficiency. Once a structural property which showed any group difference related to L2 acquisition was found, we further examined its correlation with the accuracy of Syn or Spe to reveal which ability was dominantly reflected. Moreover, we also examined its correlation with the RTs to reveal if this structural property was related to general cognitive abilities.

We also examined the verbal fluency data in L1, and found a consistent trend among groups with the Syn and Spe performances. Behavioral data of the verbal fluency task are shown in Table 1. A one-way ANOVA showed a significant effect of group [F(2,44) = 4.0, P < 0.05]. The Senior (High) group produced significantly larger numbers of words than the Junior (High) group [t(23) = 2.8, P < 0.005, d = 1.1, 1 – β = 0.82], surviving Bonferroni correction for the three comparison pairs (significance level at α = 0.017); the Senior (High) group also produced larger numbers of words than the Senior (Low) group [t(31) = 2.0, P = 0.03, d = 0.7, 1 – β = 0.52]. For the performance-matched groups, i.e., the Junior (High) group and the Senior (Low) group, there was no significant difference [t(30) = 0.8, P = 0.2]. To examine how syntactic abilities in L2 were related to overall proficiency in L1, we further examined the correlations between the verbal fluency in L1 and the accuracy of Syn for each group. While correlations were not significant for the Senior (High) (r = 0.23, P = 0.4) and Senior (Low) (r = 0.10, P = 0.7) groups, a significant positive correlation was present for the Junior (High) group (r = 0.68, P < 0.01). These results suggest that syntactic abilities in L2 may depend on L1 proficiency in early acquisition stages (DOE ≈ 1.5 years), but this relationship became weaker in later acquisition stages (DOE ≈ 4.5 years).

Group Differences along the Tract of the Arcuate

The Arcuate and IFOF were successfully tracked in both hemispheres for every participant, and the tracking was basically similar among groups. In all groups, the Arcuate connected the frontal and temporal regions with a similar curvature, and the IFOF connected the frontal and occipital/temporal regions through a narrower portion near the external capsule (Figure 2). While these overall characteristics were the same for the left and right hemispheres, the left Arcuate was thicker than the right Arcuate. From both lateral and top views, the Arcuate was consistently thicker and extended more anteriorly in the left hemisphere. The Arcuate of the Senior (High) and Senior (Low) groups was thicker than that of the Junior (High) group, which was evident from both views. Such group differences were not observed for the IFOF in either hemisphere.
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FIGURE 2. The Arcuate and IFOF reconstructed with diffusion MRI. The probability maps of population for the Arcuate and IFOF in the MNI space. The pathways were thresholded to show the results of the tracking present in more than half of the participants in each group. The color scales denote the number of participants (%): black–red to yellow–white for the Arcuate, and blue to green for the IFOF. Note that the Arcuate in the Senior (High) and Senior (Low) groups was clearly thicker than that in the Junior (High) group, which was evident from both left lateral (top row) and top (middle row) views. Similar tendency was observed in the right hemisphere from the right lateral (bottom row) view. To examine the overall profile while excluding highly variable regions among individuals, we first set candidate regions for selecting regions of interest (ROIs): a region of 35 mm for the Arcuate (y = –40 ∼ –6), and a region of 70 mm for the IFOF (y = –75 ∼ –6). The right-most panel shows the candidate regions, which are bounded by the pairs of black lines. We further selected ROIs at the portion with the most uniform thickness in each pathway to quantify the Arcuate and IFOF (see the “Materials and Methods” section), as shown in Figure 3.



To examine the overall profile while excluding highly variable regions among individuals, we first set the candidate regions for ROI selection: the region of 35 mm for the Arcuate (y = -40 ∼-6), and the region of 70 mm for the IFOF (y = -75 ∼ -6) (Figure 2). As regards the Arcuate, the candidate region was selected where the pathway was relatively straight, excluding the curved or branching portions. The candidate region for the IFOF was also selected where the pathway was straight, excluding the narrower portion near the external capsule, resulting in a longer candidate region than for the Arcuate. The thickness of the Arcuate in the Senior (High) and Senior (Low) groups was significantly larger than that of the Junior (High) group throughout the candidate region in both hemispheres, as indicated by the non-overlapping error bars (mean ± SEM) (Figure 3A). In contrast, for the thickness of the IFOF, no clear group difference was observed in either hemisphere. For most of the candidate regions in the Arcuate and IFOF, the thickness was basically uniform in both hemispheres. We selected one-dimensional ROIs, where the thickness was most uniform (see the “Materials and Methods” section). Because the thickness was independent of FA, our ROIs were free from sampling bias of extracting regions with particularly higher or lower FA. We also plotted FA in the same regions in each hemisphere, and found that FA of the left Arcuate in the Senior (High) group was higher than those of the other two groups, especially in the anterior regions, as indicated by the non-overlapping error bars (Figure 3B). In contrast, FA of the right Arcuate did not show such clear group differences. In regard to the IFOF, however, no clear group difference was observed. In these ROIs, FA in the Arcuate showed some modulations, while FA in the IFOF showed relatively sharp antero-posterior changes. Nevertheless, the overall tendency of thickness or FA was similar among the three groups throughout the candidate regions in both hemispheres.
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FIGURE 3. Profiles of the thickness/FA of the dorsal and ventral pathways in each group. (A) The profiles of thickness for the Arcuate and IFOF. (B) The profiles of FA for the Arcuate and IFOF. The thickness and FA were averaged among the participants in each of the Junior (High), Senior (Low), and Senior (High) groups, as shown in blue, green, and red, respectively. Data are shown for the range of y = –40 ∼ –6 for the Arcuate and y = –75 ∼ –6 for the IFOF (bounded by the pairs of black lines in Figure 2) in the MNI space. Note that the thickness of the Arcuate in the Senior (High) group is larger than that in the Junior (High) group in both hemispheres. Moreover, FA in the left Arcuate in the Senior (High) group is higher than those in the other two groups. No clear group difference was found for the IFOF in either hemisphere. The SEMs in each group are shown as shaded bands in each color. The positions of ROIs are indicated by the black lines above the axes. A, anterior.



Distinct Group Differences in the Structural Properties of the Left Arcuate

For all the participants, the ROIs were placed at the same position of each pathway in the MNI space. Within these ROIs, we calculated the mean thickness of the Arcuate, and confirmed the leftward laterality (Figure 2). A two-way rANOVA [group × hemisphere (left, right)] indicated significant main effects of group [F(2,44) = 4.9, P = 0.01] and hemisphere [F(1,44) = 27, P < 0.001], without an interaction [F(2,44) = 0.3, P = 0.7] (Figure 4A). Considering the potential relationships between the thickness in the left and right hemispheres of the same participants, we used a linear mixed-effects model analysis [fixed effects: group, hemisphere; random effects: subject], confirming significant effects of group [χ2(2) = 9.8, P = 0.007] and hemisphere [χ2(1) = 28, P < 0.0001]. Indeed, in all of the three groups, the mean thickness in the ROI of the Arcuate was significantly larger in the left than in the right hemisphere (P ≤ 0.02) (one-sided t-tests). As regards the group differences, the mean thickness of the left Arcuate for the Senior (High) group was significantly larger than that of the Junior (High) group [t(27) = 3.1, P = 0.002, d = 1.2, 1 – β = 0.94] (one-sided t-tests); the mean thickness for the Senior (Low) group was also larger than that of the Junior (High) group [t(30) = 1.8, P = 0.04, d = 0.7, 1 – β = 0.59]. There was no significant difference between the Senior (High) and Senior (Low) groups [t(31) = 0.86, P = 0.2]. Regarding the mean thickness of the right Arcuate, the thickness for the Senior (High) group was significantly larger than that for the Junior (High) group [t(27) = 3.0, P = 0.003, d = 1.2, 1 – β = 0.93]. There was no significant difference between the Senior (Low) and Junior (High) groups [t(30) = 1.3, P = 0.10] or between the Senior (High) and Senior (Low) groups [t(31) = 1.6, P = 0.06]. No significant effect of gender was observed in either hemisphere, according to one-way ANOVAs [F(1,45) < 0.4, P > 0.5].
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FIGURE 4. Group differences in the structural properties of the left Arcuate. (A) Age-related group differences on the thickness of the left dorsal pathway. (B) Performance-related group differences on FA in the left dorsal pathway. (C,D) The ventral pathway without group differences. The Junior (High), Senior (Low), and Senior (High) groups are indicated by bars/dots with white, gray, and black shades, respectively. Error bars indicate the SEM for the participants, and asterisks denote statistical differences at P < 0.05 (post hoc t-test after ANOVA).



Based on the results of FA shown in Figure 3B, we focused on group differences in the left Arcuate. For all voxels (with FA values of 0.2 or higher) within the tract at the ROI of the left Arcuate, we calculated the mean FA, which was clearly higher in the Senior (High) group than in the other two groups (Figure 4B). A one-way ANOVA for FA in the left Arcuate indicated a significant main effect of group [F(2,44) = 3.3, P < 0.05]. More specifically, FA in the left Arcuate for the Senior (High) group was significantly higher than that for the Junior (High) group [t(27) = 2.2, P = 0.016, d = 0.9, 1 – β = 0.75]; FA in the left Arcuate for the Senior (High) group was also higher than that for the Senior (Low) group [t(31) = 2.2, P = 0.019, d = 0.8, 1 – β = 0.72]. There was no significant difference between the Senior (Low) and Junior (High) groups [t(30) = 0.02, P = 0.5]. Regarding FA in the ROI of the right Arcuate, a one-way ANOVA did not show a significant main effect of group [F(2,44) = 2.0, P = 0.15]. No significant effect of gender was observed for FA in either hemisphere, according to one-way ANOVAs [F(1,45) < 0.2, P > 0.7].

In regard to the IFOF, neither the mean thickness nor mean FA in the ROI showed a group difference (Figures 4C,D). A one-way ANOVA for the thickness did not show a significant main effect of group in either hemisphere [F(2,44) < 1.7, P > 0.8]. In addition, a one-way ANOVA for FA in the IFOF did not show a significant main effect of group in either hemisphere [F(2,44) < 2.6, P > 0.05]. Major structural properties, i.e., the thickness and FA, in the ROI of IFOF in both hemispheres were similar among the three groups.

FA in the Left Arcuate Was Selectively Correlated with the Accuracy of Syn

For FA in the left Arcuate, which showed group differences between the Senior (High) and the other two groups (see Figure 4B), we examined what aspect of L2 abilities was actually related to FA. We performed the following analyses for the Senior (High) group, whose task performances were higher and thus most reliable for dissociating the linguistic abilities required by Syn or Spe. ROIs were selected for each participant as described in the “Materials and Methods” section. We performed partial correlation analyses between the standardized accuracy of Syn and the standardized FA in the left Arcuate, removing the effects of the accuracy of Spe, LQ, and gender. Regarding the accuracy of Syn, we found a significant correlation with FA in the left Arcuate (r = 0.61, P = 0.03) (Figure 5A). In contrast, the accuracy of Spe was not significantly correlated with FA in the left Arcuate (r = 0.40, P = 0.2), according to the partial correlation analysis removing the effects of the accuracy of Syn, LQ, and gender (Figure 5B). In addition, no significant correlation was found between FA in the left Arcuate and verbal fluency in L1 (r = 0.24, P = 0.4) in the partial correlation analysis removing the effects of LQ and gender. Moreover, no significant correlation was found between FA in the left Arcuate and the RTs of Syn (r = 0.17, P = 0.6), according to a partial correlation analysis removing the effects of the RTs of Spe, LQ, and gender. These results indicate that increased FA in the left Arcuate for the Senior (High) group was related mainly to the enhanced syntactic abilities in L2, irrespective of L1 performances or other general measures examined here.
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FIGURE 5. FA in the left Arcuate was selectively correlated with the accuracy of Syn. (A) The scatter plots of the standardized accuracy of Syn and the standardized mean FA in the left Arcuate. The ROIs in the left Arcuate were determined for each participant in the Senior (High) group. The effects of the standardized accuracy of Spe, gender, and laterality quotient (LQ) were removed. (B) The scatter plots of the standardized accuracy of Spe and the standardized mean FA in the left Arcuate. The effects of the standardized accuracy of Syn, gender, and LQ were removed. FA in the left Arcuate was correlated with the accuracy of Syn, but not with the accuracy of Spe.



DISCUSSION

In the three groups of high school students, we obtained the following results. First, performance-related group differences were found only for FA in the left Arcuate. More specifically, the Senior (High) group, who had higher L2 abilities, showed higher FA in the left Arcuate than the Senior (Low) and Junior (High) groups (Figures 3B, 4B). Moreover, the mean FA in the ROI of the left Arcuate of the Senior (High) group was significantly correlated with the accuracy of Syn (Figure 5A), but not with the accuracy of Spe (Figure 5B) or with verbal fluency in L1, indicating that increased FA in the left Arcuate was related mainly to the enhanced syntactic abilities in L2. Secondly, age-related group differences were found for the thickness of the left Arcuate. The thickness for the Senior (High) and Senior (Low) groups was larger than that for the Junior (High) group (Figures 3A, 4A), indicating that the left Arcuate was still developing in adolescence. Thirdly, these differential performance-related and age-related signatures were evident on the left Arcuate alone, in contrast to the right Arcuate that showed only mild differences in thickness (Figures 3A, 4A), and to the bilateral IFOF that lacked either signature (Figures 3, 4C,D). To the best of our knowledge, our study is the first to report that plasticity during the adolescent years was markedly different between the dorsal and ventral language-related pathways, the former of which was related to syntactic abilities. In summary, we showed that the left dorsal pathway, which has been reported to be more immature than the ventral pathway from early infancy, continued to grow thicker with increasing age at least until the adolescent years. Further, by showing the group difference between the Senior (High) and Senior (Low) groups, whose DOEs were the same, we revealed that performance differences were reflected in the FA in the left dorsal pathway, independent of age and the duration of experience. These results indicate that the left dorsal pathway is a major neural network supporting syntactic abilities.

Within the same part of the left dorsal pathway, we observed the dissociated performance-related and age-related group differences on FA and the thickness, respectively. These results provide new insights into the plasticity of these two distinct structural properties in the left Arcuate. FA and the volume of the Arcuate have been reported to change during the adolescent years (Lebel and Beaulieu, 2011), but it has remained unclear whether or not these properties change in accordance with the development of specific abilities. Our present results suggest that not age or maturation per se but the gradual improvement of performances in syntactic abilities during adolescence was related to FA. The increased FA in accordance with certain learning or L2 exposure has been reported also in other pathways. For instance, an increase in FA in the genu of the corpus callosum was correlated with the overall L2 performances after a 9-month intensive course of spoken and written Chinese (Schlegel et al., 2012). Moreover, an increase in FA in the white matter underlying the right IFG was correlated with vocabulary test scores after a 16-week period of vocabulary training in English (Hosoda et al., 2013). In our previous study, focusing on students with better orthographic knowledge (80% or higher accuracy in the Spe task), we showed that individual differences in the accuracy of Syn were reflected in FA in the left Arcuate (Yamamoto and Sakai, 2016). In the present study, analyzing students with a wider range of L2 abilities and ages, we demonstrated that FA in the left Arcuate was higher in students with higher L2 abilities than in students with lower abilities at the same age, whose FA was not significantly different from performance-matched younger students. Further, we showed that FA in the left Arcuate of the Senior (High) group was positively correlated with the accuracy of the syntactic task, but not with the accuracy of the spelling task. These results indicate that the higher FA in the left dorsal pathway was mainly related to the higher syntactic abilities in L2. As described in the “Materials and Methods” section, the Syn task was designed to test argument structures and related syntactic knowledge in English, and cannot be correctly answered by semantical/pragmatic cues, or by internally translating English sentences into Japanese. Indeed, the accuracy of Syn and L1 verbal fluency was not significantly correlated in the Senior (High) and Senior (Low) groups. Future studies with tasks that can accurately assess individual syntactic abilities in L1 will be needed to reveal how L1 syntactic abilities, as well as neural networks supporting these abilities, facilitate (or hamper) the acquisition of a new language. Moreover, it would be also important to elucidate how the development in other aspects of linguistic abilities is related to the plasticity in the left dorsal pathway.

Another important issue is whether non-cognitive abilities are related to the development of the language-related structures. A previous study on L2 learning in infants indicated the impact of social interaction, by showing that infants who received “live-person” sessions on Mandarin performed significantly better on Mandarin phonetic perception tests, compared to infants who received the identical information via television or audiotape but showed no learning effects (Kuhl et al., 2003). These social factors, as well as other non-cognitive factors such as motivation and self-confidence, may have impacts on L2 acquisition in adolescent students and adults as well (Dörnyei, 2003; Gardner, 2010). One of the directions of future studies would be to investigate how such individual traits affect one’s acquisition experience, which may further modify functional and structural networks. It would also be important to dissociate the effects of non-cognitive abilities on language-related networks from those of cognitive abilities on the left dorsal pathway, whose critical involvement in linguistic information processing has been shown by previous studies (Ohta et al., 2013; Yamamoto and Sakai, 2016), and confirmed in the present study.

Here, we showed that the thickness of the left Arcuate was larger in the Senior (High) and Senior (Low) groups than in the Junior (High) group, indicating age-related group differences. This macro-structural property of the left Arcuate had plasticity associated with age, which may reflect biological maturation, as well as common and specific experiences that students underwent during the ages of 13–17. A recent longitudinal study reported that children’s structural connectivity, which was obtained before they learned to read (i.e., before age 5), predicted the spatial profile of functional activations in the Visual Word Form Area (VWFA) after they learned to read (i.e., after age 8), suggesting that connectivity precedes the functional development (Saygin et al., 2016). These results raise an interesting hypothesis that experience interacts with the micro-structural development of a pathway whose structural connectivity has already developed. A more detailed picture of the developmental mechanism of language-related structures would be provided by closely linking the development of linguistic abilities and that of white matter pathways, as well as the structures of connected cortical regions, which can be examined by such methods as VBM and the myelin mapping technique (Glasser and Van Essen, 2011). Our present study showed both age-related and performance-related group differences in adolescent participants, suggesting the importance of future longitudinal studies with various structural and functional measurements.

In addition to the fronto-temporal segment examined here, the arcuate fasciculus is also composed of the fronto-parietal and temporo-parietal segments (Catani et al., 2005). Thiebaut de Schotten et al. (2014) have suggested that the temporo-parietal segment has plasticity associated with learning even in adults, based on their finding that its FA was higher in a group of ex-illiterates, who lacked access to schools during childhood for social reasons and learned to read during adulthood, in contrast to a group of illiterates, who never learned to read. They also showed that FA was correlated with activations in the two regions, i.e., the left VWFA and planum temporale, connected to the angular/supramarginal gyri by this segment. As the authors of this study discussed in their subsequent paper (Dehaene et al., 2015), these results might have been influenced by multiple factors, including the motivations, self-confidence, socioeconomic status, and professions of the participants. Indeed, differences in FA between ex-illiterates and illiterates might be present before ex-illiterates voluntarily begin to learn reading. Future studies should attempt to verify whether or not “learning to read improves the structure” or not. To examine such causal changes in the brain, longitudinal studies that track neural indices and behavioral measures, together with multiple regression analyses that de-correlate confounding variables, would be critical (Galván, 2010; Dehaene et al., 2015). Note that our present study does not intend to suggest causal influences of L2 acquisition on structural properties. Rather, we demonstrated here that the performance-related group differences, which were separated from the duration of L2 experience (i.e., DOE) as well as from the age-related group differences, were predicted by FA in the left dorsal pathway.
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Recent research has shown that the morphology of certain brain regions may indeed correlate with a number of cognitive skills such as musicality or language ability. The main aim of the present study was to explore the extent to which foreign language aptitude, in particular phonetic coding ability, is influenced by the morphology of Heschl’s gyrus (HG; auditory cortex), working memory capacity, and musical ability. In this study, the auditory cortices of German-speaking individuals (N = 30; 13 males/17 females; aged 20–40 years) with high and low scores in a number of language aptitude tests were compared. The subjects’ language aptitude was measured by three different tests, namely a Hindi speech imitation task (phonetic coding ability), an English pronunciation assessment, and the Modern Language Aptitude Test (MLAT). Furthermore, working memory capacity and musical ability were assessed to reveal their relationship with foreign language aptitude. On the behavioral level, significant correlations were found between phonetic coding ability, English pronunciation skills, musical experience, and language aptitude as measured by the MLAT. Parts of all three tests measuring language aptitude correlated positively and significantly with each other, supporting their validity for measuring components of language aptitude. Remarkably, the number of instruments played by subjects showed significant correlations with all language aptitude measures and musicality, whereas, the number of foreign languages did not show any correlations. With regard to the neuroanatomy of auditory cortex, adults with very high scores in the Hindi testing and the musicality test (AMMA) demonstrated a clear predominance of complete posterior HG duplications in the right hemisphere. This may reignite the discussion of the importance of the right hemisphere for language processing, especially when linked or common resources are involved, such as the inter-dependency between phonetic and musical aptitude.

Keywords: neuroanatomical correlates, language aptitude, musicality, working memory, auditory cortex morphology, Heschl’s gyrus

INTRODUCTION

There has always been a fascination with the simple fact that some individuals are strikingly better at doing something, e.g., playing an instrument, singing, or learning a foreign language. It is said that these individuals possess a certain aptitude, i.e., a potential for developing exceptional ability (Gagné, 1995, 2005; Faulkner, 2003; Nardo and Reiterer, 2009; Al-Shabatat, 2013; Stern and Neubauer, 2013). According to Gagné (1995, 2005), aptitude designates the innate property that develops into a certain skill, which is then termed talent (Stern and Neubauer, 2013; Deiglmayr et al., 2017). Individuals with a high aptitude for something mostly put little effort into acquiring a certain skill and need far less time and practice to reach a high achievement or proficiency level in comparison to age-matched peers (Carroll, 1958, 1962, 1990). The concept of language aptitude has gained considerable momentum in the past decades and research has shown that various factors contribute to the overall achievement and proficiency of skills, e.g., environmental influences, personality traits, motivation and other abilities such as musicality or working memory (Ganschow and Sparks, 1995; Dörnyei, 1998, 2006; Sparks and Ganschow, 2001; Brown, 2006; Biedroń and Szczepaniak, 2009; Rota and Reiterer, 2009; Biedroń, 2011a,b, 2012; Sparks et al., 2011; Wen, 2012, 2016; Christiner and Reiterer, 2013; Granena and Long, 2013; Dörnyei and Ryan, 2015; Li, 2015, 2016; Biedroń and Pawlak, 2016a,b; Singleton, 2017; Wen et al., 2017).

Language aptitude is a vague concept challenging to grasp and even more difficult to measure accurately (Li, 2015). In the 1st years after the birth of language aptitude research, it was regarded as an exceptional ability that facilitates foreign language learning in terms that individuals learn a language very quickly and with little effort (Carroll, 1958, 1962, 1973, 1990; Stansfield and Reed, 2004). For a long time, language aptitude was thus defined by the rate of acquisition at which an unknown language was learned. More recent definitions (Robinson, 2005) describe it as the strength of an individual with respect to cognitive abilities especially drawn upon during the learning of foreign languages. In the past years, the focus of foreign language aptitude research has shifted more toward formerly neglected issues, such as the influence and importance of inter-individual differences (Skehan, 1986, 2002; Spolsky, 1995; Dörnyei, 1998, 2006; Robinson, 2001, 2002, 2012; Dörnyei and Skehan, 2003; Biedroń, 2015; Dörnyei and Ryan, 2015; Wen et al., 2017). The four major components of language aptitude claimed by Carroll (1958, 1962), namely (1) Phonetic Coding Ability, (2) Grammatical Sensitivity, (3) Inductive Language Learning Ability, and (4) Rote Learning Ability, are still upheld nowadays. Still, some theoretical advancements have been made and it has been agreed that inductive language learning ability and grammatical sensitivity are most suitably summarized in one category termed language analytic ability (Robinson, 2001, 2002, 2012; Abrahamsson and Hyltenstam, 2008; Kocić, 2010; Biedroń, 2015; Biedroń and Pawlak, 2016a,b; Wen et al., 2017). Moreover, researchers have questioned whether the distinctive components of language aptitude might be more or less influential at different stages and in different contexts of learning (Abrahamsson and Hyltenstam, 2008; Artieda and Muñoz, 2016).

The core factors investigated in this study are working memory, musicality, language aptitude and auditory cortex morphology. Language and music are two inextricably linked concepts that extensively influence one another (Besson and Schön, 2003; Koelsch, 2005; Kraus and Chandrasekaran, 2010; Patel, 2011, 2012; Jäncke, 2012; Chobert and Besson, 2013; Lee and Lin, 2015). A positive correlation between musicality and foreign language aptitude was found in numerous studies, particularly regarding second language pronunciation skills (Schön et al., 2004; Besson et al., 2007; Dogil and Reiterer, 2009; Ludke, 2010; Fonseca-Mora et al., 2011; Christiner and Reiterer, 2013). Whereas Milovanov et al. (2004, 2008, 2009, 2010), Milovanov (2009), Milovanov and Tervaniemi (2011) focused on the successful relationship between musicality and foreign language learning in Finnish native speakers, Vangehuchten et al. (2015) found a significant relationship between English pronunciation skills and musical skills in Spanish native speakers. Dolman and Spring (2014) revealed that excellent skills in specific musical abilities of Japanese learners, such as the discrimination of pitch, loudness, and rhythm, correlate with better pronunciation in the second language (English). Likewise, Slevc and Miyake (2006) found a consistent relationship between musical aptitude and phonological aspects of linguistic ability, but not between syntactic or semantic skills. Similar results were also found for Iranian native speakers (Shabani and Torkeh, 2014). Apart from general musical abilities, singing has also been shown to correlate with foreign language aptitude (Ludke, 2010; Ludke et al., 2014), especially pronunciation aptitude and speech imitation skills (Christiner and Reiterer, 2013, 2015).

Beside the growing interest in musicality as an essential factor for successful foreign language acquisition, the mutual interdependence between working memory (for details, refer to Baddeley and Hitch, 1974, 2000; Baddeley, 2003a,b) and language aptitude has been the focus of most recent research. Due to the strong correlation between the two, some researchers have even gone as far as to claim that working memory capacity is equivalent to language aptitude (Miyake and Friedman, 1998; Sawyer and Ranta, 2001; Wen and Skehan, 2011; Wen, 2016; Wen et al., 2017). Studies on language ability and working memory have confirmed the impact of the latter on numerous linguistic abilities, such as faster and more successful first and second language learning (Ellis and Sinclair, 1996; Miyake and Friedman, 1998; Kormos and Sáfár, 2008; Sáfár and Kormos, 2008; Linck et al., 2013). In other words, those learners who have significantly better working memory skills seem to learn more foreign languages and tend to be more successful (Van den Noort et al., 2006; Biedroń, 2012). However, major issues therein are the differences between specific working memory components, how they can be tested and in how far they relate to the known components of foreign language aptitude (Baddeley, 2003a,b, 2017; Jacquemot and Scott, 2006). Additionally, other studies have questioned the large impact working memory is said to have on language aptitude (Winke, 2013).

While musicality and working memory are mostly treated as clear predictors of foreign language learning ability, the relationship between brain morphology and language aptitude is far from obvious. The processing of language in the human brain has been a subject of investigation in countless studies (for overviews see Friederici, 2009; Price, 2010, 2012; Xiang, 2012), but very few have actually focused on language aptitude or talent (e.g., Golestani et al., 2007, 2011; Reiterer et al., 2011; Xiang et al., 2012; Hu et al., 2013; Kepinska et al., 2017a,b). In this study, we focus on the neuroanatomy of the auditory cortex given its importance for processing speech. The core region containing the primary auditory cortex is Heschl’s gyrus (henceforth always HG), embedded as a transverse gyrus oriented from the insular toward the anterolateral part of the superior temporal lobe. Most humans possess a single or paired HG, the latter in the shape of a common stem or complete posterior duplication (CPD) of HG (Rademacher et al., 1992, 2001; Morosan et al., 2001; Purves et al., 2001; Bear et al., 2006; Hackett, 2009), but HG shows considerable morphological variation between individuals (Heschl, 1878; Galaburda et al., 1978; Rademacher et al., 1992, 2001; Marie et al., 2016), especially in the right hemisphere (Penhune et al., 1996; Schneider et al., 2002, 2005; Seither-Preisler et al., 2014; Serrallach et al., 2016; Benner et al., 2017). Benner et al. (2017) recently found that 90% of musicians had multiplications of HG, mostly on the right side. The right hemisphere has often been claimed to be particularly important for the processing of musical sounds (Zatorre et al., 2002) and less important for speech. Other studies have also suggested that the shape and number of Heschl’s gyri may be an indicator for musical skills and auditory-related developmental disorders such as dyslexia (Schneider et al., 2002, 2005; Warrier et al., 2012; Seither-Preisler et al., 2014; Serrallach et al., 2016; Benner et al., 2017). Seither-Preisler et al. (2014) discovered that a large right HG is associated with high musical aptitude in children. Their longitudinal observations revealed that the gross morphology and gray matter volume of different parts of auditory cortex showed a high inter-individual variability, but remained almost perfectly stable throughout the study, lasting for several years. A regression model showed that this neuroanatomical trait was much stronger associated with measures of musical aptitude than with training-related musical expertise (i.e., the amount of previous training). The authors therefore concluded that an enlarged right HG reflects a high predisposition for music which enhances a child’s intrinsic motivation to learn an instrument. As a consequence, this leads to high musical expertise and boosts learning-induced neural plasticity. It therefore appears worthwhile to explore possible neuroanatomic markers of language aptitude as well.

With regard to language ability, few studies have addressed the significance of specific language-involved regions, such as HG, for language learning. Kepinska (2017) performed a highly appealing study investigating the neural basis of language analytic ability in high and moderate learners. They found that the more skilled learners drew more from neural resources in the right hemisphere (e.g., right angular gyrus, supramarginal gyrus, superior frontal and middle gyrus, and posterior cingulate), in contrast to the less skilled learners. Golestani et al. (2007) found correlations between an abnormal asymmetry of the planum temporale and poor verbal skills. Golestani et al. (2011) reported that the size of the left inferior frontal gyrus (pars opercularis) correlated with the years of experience expert phoneticians had. Additionally, they found that the expert phoneticians more frequently had multiple or split HGs in their core auditory cortex in the left hemisphere. In studies by Wong et al. (2007, 2008), English-speaking adults, who were less successful in learning to incorporate foreign pitch patterns in word identification, exhibited smaller volume of HG in the left hemisphere only.

A widespread belief holds that the left temporal lobe is more tuned for the processing of rapid sound stimuli, which consequently leads to a left-hemispheric dominance for speech processing. This hypothesis assigns information processing in short time windows (e.g., phonemes) to the left and longer time windows (e.g., syllables to intonation profiles) to the right hemisphere (Zatorre et al., 2002; Poeppel, 2003; McGettigan and Scott, 2012). Warrier et al. (2012) also support this by reporting that left HG is of greater importance for varying rates of stimulus change, and right HG for music-relevant functions, such as increasing spectral information. However, McGettigan and Scott (2012) question, whether sensitivity for rapid information is sufficient for efficient speech processing for various reasons, e.g., the identification of differences in the duration of consonants and the encoding of supra-segmental information in speech. Most importantly, they argue that the main issue with this hypothesis and widespread belief is ‘the assumption that access to phoneme representations is the cardinal aspect of speech perception.’

To summarize, the neuroanatomy of HG has been addressed in various studies focusing on sound and speech perception, but only in few studies dealing with language aptitude. We therefore aim at bridging this gap by exploring the importance of the number of HGs in individuals with high and low language learning abilities.

MATERIALS AND METHODS

Subjects

All participants (N = 30; 13 male/17 female) were monolingual German native speakers between 20 and 40 years of age (M = 26.77, SD = 4.95) and had begun acquiring their second language, English, at 10 ± 1 years of age. All participants were right-handed German bachelor/master students or had achieved positions at an institution of higher education. None of the participants showed any medical condition or neurological disorder. The subjects were paid for participation and provided written informed consent before participating in the experiment. The data were analyzed anonymously.

Language Aptitude Testing

All individuals were classified as high or low aptitude individuals according to two scores, namely an English pronunciation score and a Hindi speech imitation score (both ranging from 0 to 10). The English pronunciation score was based on reading performance of ‘The North Wind and the Sun’ rated by native speakers. In the Hindi task, participants had to repeat four words and four sentences in Hindi, an unknown language to them. The Hindi imitation and the English pronunciation performances were categorized in a similar fashion – both were rated by native speakers according to the correctness and quality of the pronunciation/imitation based on a global intuitive impression rating procedure (the rating procedure is detailed in Reiterer et al., 2011 and Jilka, 2009). The inter-rater reliability was 0.96, i.e., very high, because of the unusually high amount of raters (N = 30). Thus, the corresponding scores can be considered as highly reliable. The speakers were recorded on a professional speech recording equipment in the sound-proof basement room of the former phonetics laboratory of the Institute of Natural Language Processing, University of Stuttgart. The native speakers were provided with the speech material online and gave ratings from 0 to 10 on an intuitive Likert-scale-like bar for the quality and ‘nativelikeness’ of the speech material. For the Hindi rating, sound files of Hindi native speakers were added to the rating sample of German speakers (without knowledge of the raters). We used this as additional measure to verify the validity of the rating procedure.

Beside the speech imitation skills (referred to as a measure for phonetic coding ability) and the English pronunciation skills, the Modern Language Aptitude Test (MLAT; Carroll and Sapon, 1957; Ganschow and Sparks, 1995; Dogil and Reiterer, 2009) was used for assessing different components of language aptitude. The parts of the MLAT used were III, IV, and V and the overall total raw score (a combination of the three sub-scores) was further calculated. The three sub-tests provide measures of phonetic coding ability (the ability to differentiate between speech sounds), associative memory (the ability to keep linguistic input in memory and to access this information) and grammatical sensitivity (the ability to understand grammatical relationships and the functions of words in a given context) (Carroll and Sapon, 1957; Carroll, 1958, 1973, 1990); for further details see Table 1.

TABLE 1. A description of the different parts of the Modern Language Aptitude Test (MLAT) used in this study (Parts III, IV, and V).

[image: image]

Musicality Assessment

To assess aptitude in the musical domain, the AMMA test (Gordon, 1980, 2001), a well-established tool for administering musical aptitude, was used. It consists of two parts and has been shown to successfully measure pitch and rhythm perception. The subjects were asked to complete both tasks, (1) a rhythm discrimination task and (2) a pitch discrimination task. Furthermore, a questionnaire was used to specify the number and type of instruments the subjects had learnt in the course of their life.

Working Memory Capacity

The importance of working memory capacity for language ability has been shown in various studies and different tasks to measure the components of working memory exist. For this study, three types of tests were applied. Subjects had to do a digit span backward, a digit span forward, and non-word span task. The digit span forward test requires subjects to repeat a rising number of digits (starting out with a small number and always adding one per round) in the same order as heard. The digit span backward, in contrast, requires the repetition of heard digits (same procedure as the aforementioned) backward. In the non-word span task participants are asked to repeat non-word syllables in the same order as heard while paying particular attention to the sounds used in these non-words. All participants were given two chances for the same number of digits/non-words, i.e., if the first attempt of repeating a certain amount of digits failed, the subjects heard a different set of the same amount of digits to repeat. Only if both attempts were incorrect, the test was stopped at that point and no points were given. Per correct series, the subjects received one single point.

Morphometric MRI

For the neuroanatomical analysis, high-resolution T1-weighted structural magnetic MRI (Siemens, Magnetom SonataVision, 1,5 Tesla, software version: syngo MR 2004A, 176 DICOM slices, sagittal orientation, slice thickness 1 mm) were performed in order to investigate the morphology of auditory cortex in both hemispheres. Three-dimensional gray matter surface reconstructions of the auditory cortex (HG) and the planum temporale (PT) were analyzed using a standardized individual approach. This allows for a closer look at the shape of HG in the subjects’ brains (Schneider et al., 2002, 2009; Seither-Preisler et al., 2014; Serrallach et al., 2016; Benner et al., 2017). Brain Voyager software QX 2.8 (Brain Innovation B.V, Maastricht, Netherlands) was used for the segmentation of the aforementioned auditory-related areas. Pre-processing steps included the adjustment of brain images in contrast and brightness, as well as a correction for inhomogeneity and a rotation in direction of the antero-posterior commissural line. Normalization in stereotactic space (Talairach and Tournoux, 1988) was carried out to arrive at comparable reconstructions. In the process of segmentation, the superior temporal plane, including HG, the anterior superior temporal gyrus and the planum temporale, were segmented into sagittal MRI slices along the lateral fissure using the standard definition of the landmarks of AC. After this semi-manual slice-by-slice segmentation (adapted from Schneider et al., 2005, 2009; also applied by Wengenroth et al., 2010, 2013; Seither-Preisler et al., 2014; Serrallach et al., 2016; Benner et al., 2017), the auditory cortices of all subjects were 3D-reconstructed and the authors compared the shape of HG in each hemisphere. The three categories chosen for categorization were (1) single gyrus (SG), (2) common stem duplication (CSD) and (3) CPD. In Figure 1 the three types of HG are compared. These categories are in accordance with recent research (Marie et al., 2016; Benner et al., 2017) with the exception of multiple gyri, which were only present in four hemispheres of this study and therefore considered to belong to the CSD group in the case of a z-shape (N = 2) and to belong to the CPD in the case of more than one CPD (N = 2). Lateral HG duplications were considered to be part of the planum temporale and medial duplications (Schneider et al., 2005) to be a sub-form of CSD.
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FIGURE 1. Examples of 3D reconstructions of the three types of HG distinguished in this paper. Examples from the right hemisphere are given (from left to right): (1) single gyrus (SG), (2) common stem duplication (CSD), and (3) complete posterior duplication (CPD). (aSTG anterior superior temporal gyrus; PT planum temporale).



RESULTS

Behavioral Results

Descriptive Results

First of all, a brief summary of the descriptive results of the variety of tests shall be given. In this study, both the English pronunciation score and the Hindi imitation score are considered as measures for language aptitude. Performance in the English pronunciation task was rather high (M = 6.40; SD = 1.72) in contrast to the Hindi task. In the Hindi speech imitation task, subjects obtained between 2.72 and 7.74 (M = 4.81, SD = 1.64) of maximally 10 achievable points, with the mean being much lower than in the English task. As also reported by Dogil and Reiterer (2009), the native speakers that had been mixed into the rating procedure additionally received scores from 8 to 10, i.e., the raters considered scores between 8 and 10 as reflecting native performance. The maximum of points achieved by a German-speaking subject was 7.74, which is strikingly high given that the subject had never been exposed to Hindi. According to speech imitation performance in the Hindi test, subjects with a score below 4 were considered to have very poor skills and were classified as ‘non-talented,’ while subjects with a score above 5 were classified as ‘talented’.

The number of instruments subjects had learnt ranged from zero to three (M = 1.23, SD = 0.97), with most participants playing one single instrument. In stark contrast, the number of foreign languages acquired ranged from one to nine (M = 2.59, SD = 1.72), although most subjects had learnt two to three foreign languages.

AMMA tonal results (M = 28.72, SD = 5.68) were quite similar to AMMA rhythm results (M = 31.10, SD = 4.61). The total score for the AMMA, subsuming both aforementioned parts, ranged from 42 to 79, i.e., it showed a considerable variability (M = 59.8, SD = 10.05). In the working memory scales, digit span forward (M = 9.59, SD = 1.88) and digit span backward (M = 8.76, SD = 2.13) gave similar results. However, subjects performed better in the forward task. With a range from 6 to 14, some participants showed remarkable results, which were far beyond the norm. The digit span backward scores ranged from 4 to 13, which was still higher than the span for the non-word task (M = 7.55, SD = 1.74), where subjects scored between 5 and 11 points.

Great variability was found in the MLAT total scores with a range from 49 to 109 points (raw score; M = 83.41, SD = 14.23), reflecting the large gap between ‘highly gifted’ and ‘poor’ language learners. The MLAT total score summarizes the results of part III (M = 36.69, SD = 8.62), part IV (M = 29.28, SD = 5.58) and part V (M = 17.31, SD = 5.09). The best performance was thus found in part III, measuring phonetic coding ability, and the least successful performance in part V, the vocabulary learning task.

Correlational Analysis

As the correlational analyses include multiple variables and comparisons, this may increase the risk of chance findings at a critical p-value of 0.05, due to alpha error accumulation. Therefore, the original correlational analysis was complemented by an analysis corrected for multiple comparisons. Similar to the classical Bonferroni correction, the Benjamini–Hochberg procedure we applied is only appropriate for variables independent of each other (McDonald, 2014). Since there is an interdependence between the composite variables AMMA total (consisting of AMMA rhythm and AMMA tonal results), MLAT total (consisting of the three subtests), and an overall pronunciation aptitude score (summarizing the Hindi and English score), this prerequisite was not fulfilled for these variables and they therefore had to be excluded. We used the method of false discovery rate to control for alpha error accumulation in multiple comparisons (Benjamini and Hochberg, 1995). According to the recommendation of the authors, who suggest rates between 0.10 and 0.25 (not to be confounded with regular significance levels, which are much lower), we selected a value of 0.2, corresponding to an acceptable proportion of false discoveries ≤20%. An overview of the correlational results is given in Table 2.

TABLE 2. An overview of the correlational analysis performed with SPSS 22.
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AMMA rhythm and AMMA tonal (r = 0.911, p = 0.000) showed a very strong relationship with each other. Likewise, different parts of the MLAT correlated significantly with each other, namely MLAT IV and MLAT III (r = 0.590, p = 0.001), but also with the English pronunciation score (MLAT III and English: r = 0.756, p = 0.002; MLAT IV and English: r = 0.557, p = 0.002). MLAT IV and the number of instruments learnt by a subject (r = 0.506, p = 0.005). Age of participants (ranging from 20 to 40 years) highly correlated with the number of languages (r = 0.501, p = 0.005) and non-word span (r = 0.534, p = 0.003). After correction, non-word span and Hindi (r = 0.482, p = 0.008) and digit span forward and Hindi (r = 0.447, p = 0.015) still had a strong relationship. The same can be reported for results on Hindi and English tasks (r = 0.390, p = 0.033), and the Hindi results and number of instruments (r = 0.394, p = 0.032). Last but not least, AMMA tonal correlated significantly with the number of instruments (r = 0.455, p = 0.013), whereas AMMA rhythm correlated both with the number of instruments (r = 0.407, p = 0.028) and the English pronunciation score (r = 0.393, p = 0.035).

Principal Component Analysis

In order to gain insights into the most influential factors underlying performance on the different test scales, we calculated a principle component analysis (PCA). This included the same scales as shown in the correlation matrix of Table 2. A pre-analysis of our data showed that the requirements for the application of the method were fulfilled [(a) the determinant as an indicator of multicollinearity, which should be p < 0.05, was p = 0.002; (b) the Kaiser-Meyer-Olkin criterion as a measure for the suitability of the sample, which should be above p = 0.5, was p = 0.653; (c) the Bartlett-test for sphericity, which should be significant at least at p < 0.05 was significant at p < 0.000001]. We used varimax rotation with Kaiser-normalization, which according to the scree-plot yielded a solution with three factors with eigenvalues clearly above 1. The variance explained by the model was 61.2%, which confirms its appropriateness. Table 3 shows the rotated component matrix with the coefficients of each scale on the three identified components.

TABLE 3. Rotated component matrix with loading coefficients for each scale.
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According to the criterion for strong and thus particularly relevant loadings (>0.5), the first component comprises scales related to musicality (AMMA tonal and rhythm scores, number of played instruments), the second component refers to language talent (total English score and parts III, IV, and V of the MLAT) and the third component refers to working memory capacity (digit span forward, digit span backward, non-word span and the Hindi score). Apart from these main findings, there are weaker but still noteworthy loadings (>0.3). These show that the number of instruments played is also associated with the component working memory capacity, while the number of languages spoken is also associated with the component musicality. Moreover, part IV of the MLAT, which measures grammatical sensitivity and is first and foremost a scale of language talent, is also related to musicality. Similarly, non-word span also moderately loads on the component musicality. The total Hindi score, being most strongly related to working memory, also moderately loads on the component language talent.

In a next step, the participants’ individual factor scores on each of the three identified components (positive/negative: above/below average; M = 0, SD = 1) were compared for the three types of right-hemispheric HG morphology (single, common stem, complete duplication). Results are graphically illustrated in Figure 2. For all three factors, performance of subjects with complete duplications was highest. Concerning musicality, subjects with a complete duplication were significantly better (M = 0.48, SD = 0.97) than subjects with common stem morphology [M = -0.4, SD = 0.76; t(20) = -2.4, p = 0.027]. With regard to language talent, subjects with a complete duplication were significantly superior (M = 0.48, SD = 0.80) to subjects with a common stem morphology [M = 0.15, SD = 0.75; t(16) = -2.7, p = 0.015] and to subjects with a SG [M = -0.99, SD = 1.0; t(16) = -3.4, p = 0.004]. Also with regard to working memory, subjects with a complete duplication were significantly better (M = 0.65, SD = 0.91) than subjects with a common stem morphology [M = -3.2, SD = 0.86; t(20) = -2.6, p = 0.019] and subjects with a SG [M = -0.52, SD = 0.88; t(16) = -2.7, p = 0.016].
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FIGURE 2. Individual factor scores (positive/negative: above/below average; M = 0, SD = 1) on each of the three identified PCA components compared for the three types of HG in the right hemisphere. Error bars: SEM (standard error of the mean); Single, single gyrus; CSD, common stem duplication; CPD, complete posterior duplication.



Hindi Speech Imitation Score

A t-test based on the distinction between talented and non-talented subjects revealed significant differences between the two groups. This was the case for the number of played instruments [t(28) = -2.32, p = 0.028], the English pronunciation score [t(28) = -2.1, p = 0.045], the digit span forward score [t(27) = -2.73, p = 0.011], the non-word repetition score [t(27) = -2.5, p = 0.017] and the MLAT total raw score [t(27) = -2.27, p = 0.032].

Additionally, a linear multiple regression analysis (method: step-wise forward) was performed for the criterion variable Hindi score and the predictors AMMA tonal, AMMA rhythm, English proficiency, MLAT III, MLAT IV, MLAT V, digit span forward, digit span backward, non-word span, number of instruments, and number of learned languages. The model yielded a corrected R2-value of 0.375, corresponding to an explained variance of 37.5%, and beta-values (relative importance of contributing variables, summing up to 1) of 0.44 for non-word span, 0.31 for the number of instruments played, and 0.25 for part V of the MLAT. In other words, the three most important predictors for the Hindi speech imitation score were performance on non-word span (i.e., working memory capacity), the number of instruments played by an individual and results of MLAT V, measuring grammatical sensitivity. Overall, these three predictors explain 37,5% of the Hindi score, which points to a high explanatory value of the considered variables for phonetic coding ability.

Results of the Neuroanatomical Analysis

We compared the 3D-reconstructed HGs of both hemispheres in all subjects. First, we categorized all HGs by description (i.e., defining complete duplications and CSDs) as in previous papers (Schneider et al., 2005; Seither-Preisler et al., 2014; Benner et al., 2017). The frequencies of different HG types (altogether N = 30) found in our subjects are given in Table 4, group-averaged AC surfaces are presented in Figure 3 and the individual auditory cortices of all subjects are provided in Figure 4.

TABLE 4. Frequency of types of HG in right and left hemispheres in subjects with high and low Hindi score.
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FIGURE 3. Group-averaged auditory cortex (AC) surfaces of subjects with high Hindi (left) and low Hindi scores (right). The predominance of posterior duplications in the right hemisphere (red) of subjects with high Hindi Score is clearly visible from the averaged surface. Subjects with low Hindi score show in the averaged map a lateral HG duplication, which is also visible in the averaged left hemisphere of subjects with high Hindi score.
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FIGURE 4. Individual AC surfaces of all 30 subjects, subdivided in subjects with high (top) and low (bottom) Hindi scores. Subjects of the first group show a clear predominance of CPDs in the right hemisphere. However, trends in the left hemisphere could not be statistically verified. Overall, the incidence of duplications was about twice larger in the right hemisphere (red) as compared to the left hemisphere (blue).



Figures 3 and 4 nicely portray the differences found in HG morphology in the right hemisphere. It is clearly evident that individuals with high speech imitation aptitude in the Hindi testing, and also individuals with very high scores in the AMMA testing, showed more CPDs of their HG in the right hemisphere. This means that subjects with excellent scores in the language aptitude and in the AMMA testing have two equally prominent HGs in the right hemisphere, in contrast to those with rather low scores, who possess most frequently single gyri or a CSD.

In order to verify the significance of the described exemplary observations, we performed one-way ANOVAs on the Hindi and AMMA test scores for subjects displaying one of the three following morphological HG characteristics in their right hemisphere: (1) SG, (2) CSD, and (3) CPD (double gyrus; CPD). Furthermore, χ2-tests were performed on the frequency distributions of these neuroanatomical characteristics.

A significant group difference was observed for the Hindi speech imitation score [F(2,27) = 9.2, p < 0.001, [image: image] = 0.41] (Figure 5). Subjects with a CPD achieved significantly higher scores (6.1 ± 1.2) than subjects with a SG (3.9 ± 1.4; p = 0.002) and subjects with a CSD (4.1 ± 1.4; p = 0.004). There was no significant difference in Hindi imitation between individuals with a SG and a CSD. This is also reflected by the fact that among the high performers in the Hindi speech imitation task CPD in the right hemisphere occurred most frequently (71%) while in low performers they occurred most rarely [6%; χ2(2) = 14.1, p < 0.001).
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FIGURE 5. Results of the one-way ANOVA comparing mean total Hindi score (overall range: 0–10) with the three types of HG in the right hemisphere (for a visual presentation, see Figure 1). Error bars: SEM (standard error of the mean). Individuals with CPD scored significantly higher in the Hindi testing in comparison to subjects with SG or CSD in the right hemisphere.



Similar results were found for the AMMA test (Figure 6). The mean of the total AMMA score in the right hemisphere for SG was 55.7 ± 3.5, for CSD 56.5 ± 2.8, and for CPD 65.8 ± 2.8. Individuals with CPD achieved significantly higher scores than subjects with SG and CSD [F(2,26) = 3.8, p = 0.036, [image: image] = 0.23]. There was no significant difference in the musicality test for SG and CSD.
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FIGURE 6. Results of the one-way ANOVA comparing mean total AMMA score with the three defined types of HG in the right hemisphere (for a visual presentation, see Figure 1). Error bars: SEM (standard error of the mean). Individuals with CPD had significantly higher scores in the AMMA test in comparison to subjects with SG or CSD in the right hemisphere.



These findings are also supported by the results of the PCA as presented in Figure 2. It is quite evident, that CPD are advantageous for all three components as revealed by the analysis. In other words, individuals with higher scores in the three components (i.e., musicality, language aptitude and working memory) also had more CPD.

DISCUSSION

The results of the principal component analysis, performed to gain insights into the most influential factors underlying performance on test scales, revealed three clear components, which very nicely reflect the three core aspects investigated in this study. They are (1) musicality (AMMA tonal, AMMA rhythm, number of instruments), (2) language aptitude (English score, all parts of the MLAT) and (3) working memory capacity (including the Hindi score and all working memory tests) (see Table 3). Since the main aim of our research was to explore the connection between these three variables and especially their relationship with auditory cortex morphology, they will be discussed separately in the upcoming paragraphs.

Language Aptitude

Language aptitude is at the heart of our research and deserves sufficient attention with this regard. The Hindi score is the variable we assume to measure phonetic coding ability, i.e., a measure of a subcomponent of language aptitude. In the PCA, the Hindi score loaded on two components, namely working memory capacity and language aptitude. This nicely reflects the fact that working memory is an essential aspect of language aptitude and that the Hindi score can be seen as an indicator of both. Generally, the results of the PCA were very clear with regard to the component of language aptitude, which was clearly dominated by the MLAT, the English score and the Hindi score. This strongly supports their validity for measuring language aptitude.

The Hindi speech imitation task and the English pronunciation task measure very different components of language learning ability. The Hindi score is a speech imitation score, which requires the reproduction of unknown speech material. Still, it also demands the accurate auditory processing of this material. Otherwise, no successful imitation can take place. The English pronunciation task, in contrast, gives an overview of a subject’s pronunciation skills in their second language. Whereas the first is supposed to be a measure of phonetic coding ability (a major component of language aptitude), the second measures pronunciation proficiency in an already acquired language. High pronunciation proficiency, however, relies on a certain ability for phonetic coding and the two scores for language learning ability hence clearly go hand in hand. Even after correction for multiple comparisons, a positive, moderate correlation could be found between the two scores (r = 0.395, p = 0.031). The Hindi score could be seen as a precursor for the English score since high phonetic coding ability should lead to an excellent pronunciation in any language acquired by an individual. An issue with English in this case might be that many of the subjects had spent considerable time in an English-speaking country or had even studied English. English is a lingua franca and as education in Germany introduces English as first foreign language for every child, acquiring a native-like pronunciation is already supported from the beginning. Moreover, children are exposed to English in the early years of their lives, which might influence the success of their acquisition (critical periods are not well-defined but assumed to exist). This could explain why even individuals with lower scores in the Hindi test had a good pronunciation in English. We argue that frequent and long-lasting language exposure and contact are certainly reasons why the English scores were significantly higher. Since we see language aptitude as a predominantly innate capacity that unfolds over time in interaction with the environment, we assume that it is rather the Hindi score that should predict the English score, i.e., the better individuals are at decoding, retaining and reproducing unknown speech material, the easier it should be for them to develop excellent pronunciation skills in a given language.

Moreover, clear significant positive correlations were found between the English score and MLAT parts III and IV. The results in these two cases were quite robust, leading to two possible interpretations. First, the English score is related to an individual’s English skills and as the MLAT had to be used in English, it was probably more the subjects’ English proficiency that led to the high results. Second, high pronunciation proficiency in English is the result of particularly high language aptitude (phonetic coding ability and grammatical ability), as highlighted by the results of the correlational analysis. If we assume that the subtests of the MLAT, test III measuring phonetic ability and test IV measuring grammatical sensitivity, are excellent indicators of these components of language aptitude, we would at least expect a very high correlation between the Hindi speech imitation score and MLAT part III, which was not the case. But, as already mentioned, one of the major problems with the MLAT is that it is in English, giving individuals with better English skills a clear advantage over those subjects with less proficiency in English. Unfortunately, no German version of the MLAT exists to date, but in the past years language-independent tests, such as the LLAMA language aptitude battery (Meara, 2005), have gained popularity (Granena, 2013; Artieda and Muñoz, 2016; Rogers et al., 2016; Kepinska et al., 2017a,b). Therefore, only language-independent tests can exclude a possible influence of language experience and shall be used for future research. To get back to one aforementioned finding, English pronunciation skills also correlated with grammatical sensitivity (MLAT IV) and we assume that this should be rather a result of aptitude than of proficiency. Language analytic ability, the umbrella term under which grammatical sensitivity is nowadays subsumed, is an important component of language aptitude (Kepinska et al., 2017a,b) and should thus be of high significance for the learning of foreign languages. In our case, however, we focused on foreign language pronunciation ability (Jilka, 2009) and can only marginally address the significance of grammatical sensitivity. Looking at the last part of the MLAT, we see that vocabulary learning (part V – associative memory) did not correlate at all with the English score. It seems that vocabulary learning does not depend on proficiency but possibly on other factors such as learning strategies and motivation. Additionally, the claims that verbal working memory skills (attributed to the phonological loop) are essential for novel vocabulary learning (Gathercole and Baddeley, 1990; Atkins and Baddeley, 1998; Baddeley et al., 1998; Gathercole et al., 1999) could not be confirmed in our study, since MLAT V could not be linked to any working memory task.

One result that needs further discussion is the fact that the number of languages spoken by a subject did not show any relationship to any other score, except for age. It would be logical to assume that the more languages you speak, the better you are at learning different aspects of a new language (MLAT) or the better your English pronunciation and your speech imitation skills are. Vice versa, we would expect individuals with very high language learning ability to learn more languages due to the facility with which they acquire foreign languages. This was not the case due to various possible reasons. First, not everybody is willing to learn numerous languages for a number of reasons, e.g., a lack of time, opportunity or necessity. Secondly, having learnt a considerable number of foreign languages does not state anything about a subject’s proficiency or their learning process. The sample was limited but the number of foreign languages spoken by the individuals ranged from one to nine, which is quite an outstanding number. Another issue, however, is the fact that we were not able to control in any form how well the participants had learnt the languages and how well they were able to speak them at the time of the testing. It would have been necessary to include proficiency measures (grammar, vocabulary, and pronunciation) in all foreign languages in order to find the specific reasons why no correlations could be found. We further conclude that this result, i.e., that the number of languages does not impact an individual’s language aptitude, strongly supports our claim that language aptitude is a rather innate and inflexible capacity that cannot be altered through learning or practice at least. Although Eisenstein (1980) found that previous language training and bilingualism led to higher scores on the MLAT and also Thompson (2013) claimed that previous language experience may alter language aptitude, our study could not corroborate these findings. In the first case, this could also be explained due to excellent English skills. Since we assume, as already mentioned, that language aptitude is a trait somehow present before the acquisition of any language, it should not make a great difference whether an individual had learnt to speak three or nine languages. Earlier, language aptitude was seen as a stable construct that cannot be modified or developed through practice (Carroll, 1958 among others). Even though these assumptions have been questioned in the past decades (Klein, 1995; Sáfár and Kormos, 2008; Thompson, 2013), aptitude may not be as dynamic a construct as claimed by some researchers.

Other variables correlating positively and significantly with the Hindi speech imitation score were the number of instruments played by a subject and two tests of working memory capacity, namely digit span forward and non-word repetition. As has been discussed quite extensively in the introduction section, musical ability is very important for foreign language learning and playing an instrument certainly enhances auditory processing in an individual. For this reason, we expected a strong relationship between musicality scores (AMMA and number of instruments) with the Hindi speech imitation test (for details, see next paragraphs).

Musicality

First, the PCA clearly defined three most influential factors for the musicality component, namely our musicality test (AMMA) and the number of instruments a subject played. It is noteworthy, however, that three other variables load on this component. The observation that non-word span also loads on the component musicality probably reflects the fact that musical processing builds upon temporally structured, but semantically undefined information that has to be kept in working memory. On the other hand, the fact that MLAT IV, which measures grammatical sensitivity, is moderately related to musicality, is only slightly surprising, as the understanding of language and music depends on internalized grammatical rules. It seems that the PCA factor musicality had a higher validity than the single subscales alone, which is evident from the fact that the AMMA scores and the number of instruments played were only positively but not significantly correlated with the number of languages spoken by subjects (see Table 2). The number of languages might thus be related to musicality on a more general level, which could not be sufficiently captured by the single tests.

Concerning musicality, the number of instruments played by an individual has often been assumed to have a considerable impact on a variety of cognitive skills, language acquisition just being one of them (Milovanov et al., 2008; Nardo and Reiterer, 2009). Music has very accurately been described as a resource that leads to auditory fitness (Kraus and Chandrasekaran, 2010) and positively influences the acquisition of skills in other domains, a phenomenon termed positive transfer. The correlations found in this study show a strong relationship between the musical domain and several language-relevant skills. Those who had very good scores in the language aptitude tests, also played more instruments and had better scores on the musicality tests. This supports findings from very recent research and confirms the strong relationship between the two (Milovanov et al., 2004, 2008, 2009, 2010; Magne et al., 2006; Dogil and Reiterer, 2009; Fonseca-Mora et al., 2011; Christiner and Reiterer, 2013; Seither-Preisler et al., 2014; Lee and Lin, 2015; Schön et al., 2004 among others).

Moreover, the number of instruments played by an individual also correlated positively and significantly with the Hindi score, which further confirms the expected strong relationship between music and language (Milovanov et al., 2008; Christiner and Reiterer, 2013; Seither-Preisler et al., 2014; Serrallach et al., 2016). In addition, the two parts of the AMMA correlated significantly with each other supporting the fact that people who have a certain musical ability are very good in different musical domains, in this case rhythmic and melodic discrimination abilities. The two AMMA parts further correlated positively and significantly with the number of instruments played showing that individuals who learn to play more instruments also have better auditory discrimination abilities, i.e., a functionally more efficient auditory cortex (Kraus and Chandrasekaran, 2010). The moderate correlation between the Hindi score and the AMMA test can be explained by the simple fact that the amount of time subjects had played the instruments and the amount of practice they had put into the learning process were not taken into account. These are definitely factors that need to be taken into consideration in future research.

Another interesting finding was the strong correlation between AMMA rhythm and English pronunciation skills. This was quite unexpected, in particular because no relationship with the Hindi score could be found. One option is that high rhythm skills and good rhythm perception facilitate the acquisition of a language and due to considerable practice and experience over time, this improves the participants’ pronunciation. In addition, the text used in this study, namely ‘The North Wind and the Sun,’ is very lyric-like (a fable for children, to be more precise) and may thus be associated with rhythmic perception or give an advantage to musically gifted individuals.

To conclude, for future research it will be important to spend more time investigating the concept of musical aptitude or musicality and using a variety of measures with the aim of fully grasping the construct. There are surely more factors that need to be taken into account and although most studies in this area use the AMMA test as a standard measure for musicality, it would be useful to additionally calculate an index of musical practice (see Seither-Preisler et al., 2014; Serrallach et al., 2016). This provides a fine-grained measure for musical expertise and it allows the implementation of numerous aspects of musicality (different music-related skills and associated variables such as amount of practice, singing interest etc.). This will surely be of high relevance when further investigating the relationship between language and music.

Working Memory Capacity

It does not come as a surprise that speech imitation requires excellent working memory skills and the claim that working memory makes up quite a considerable part of language aptitude is surely not far-fetched (Miyake and Friedman, 1998; Wen and Skehan, 2011; Wen, 2012; Wen et al., 2017). Other studies that have challenged this assumption found that speech imitation skills rely heavily on working memory (Ellis and Sinclair, 1996; Miyake and Friedman, 1998; Kormos and Sáfár, 2008; Sáfár and Kormos, 2008; Biedroń, 2012; Linck et al., 2013). Consistently, we found a positive relationship between speech imitation skills and different measures of working memory, as indicated in all studies above. The three measures we applied were digit span forward, backward, and non-word span. Two of them correlated positively and significantly with the Hindi score, the non-word span showing the highest correlation with this respect. It was only the Hindi test and the age of participants, that showed a strong relationship to non-word span, however. It is common knowledge that children cannot be compared to adults with regard to measures of working memory since working memory seems to improve over time. In this study, this could only be confirmed for non-word span and not for the other two working memory tasks. It seems questionable that working memory capacity improves with age in individuals between 20 and 40 years. Rather, we assume that it might be that the older participants were also those with generally better non-word span, which led to the finding.

In the correlational analysis, the three working memory scores could not be linked to any other variable. The PCA, in contrast, showed a clearly defined component for working memory capacity, based on test results in the Hindi testing, non-word span, digit span forward and backward. In this analysis, the number of instruments loaded on this component as well, supporting a possible influence between musical expertise and high working memory capacity. Moreover, the PCA also points toward a stronger relationship between the three working memory scores, and also with the Hindi score, than shown in the correlational analysis.

One of the main assumptions of this study was that phonetic coding ability is the component of language aptitude that should be best measured through the Hindi test. However, it seems that the non-word span captures a very similar ability. Furthermore, the non-word test has also been used as an indicator for specific language impairment (Botting and Conti-Ramsden, 2001; Coady and Evans, 2008), supporting our hypothesis of it being a test measuring high or particularly low language learning ability. The Hindi test requires the decoding of unfamiliar speech, retaining it for a particular amount of time and the ability to reproduce it as correctly as possible. Despite some slight differences, both the non-word task and the Hindi speech imitation task use speech material that basically consists of simple CV (consonant-vowel) syllables. So whereas the working memory load increases in the non-word span, the same syllables have to be repeated only adding one element at a time. In the Hindi task, the words and sentences always change and something completely new has to be reproduced. In sum, both heavily rely on working memory capacity and we propose that both tests are equally significant and useful measures of working memory capacity on the one hand, and phonetic coding ability on the other hand. We therefore propose to further develop non-word tests in order to ameliorate language aptitude testing batteries (Chan et al., 2011).

Digit span forward also correlated positively and significantly with the Hindi score, but not with any other score. This is a little surprising because other studies (Van den Noort et al., 2006; Kormos and Sáfár, 2008; Biedroń, 2012) have shown that high ability and success in foreign language acquisition, in our case the English score, correlate with working memory tasks of differing complexity. Nevertheless, considering that the Hindi score is our main language aptitude score, we conclude that both simple and complex working memory skills are required to imitate foreign speech, i.e., for phonetic coding ability. This further supports the hypothesis that working memory is a core component of foreign language aptitude (Wen, 2016; Wen et al., 2017) but we do not agree with the hypothesis that working memory may be seen as an equivalent to language aptitude (Linck et al., 2014).

Last but not least, one surprising finding is a lack of relationship between the three working memory tests. The construct of working memory includes different components, which are expected to influence one another or at least share some common basis. Our study, however, did not show any correlation between the three scores. Only the PCA showed the dependence between the three variables and also the Hindi testing. We therefore propose that different components of working memory are indeed relevant for language learning but to a certain extent independent from each other.

Neuroanatomic Markers for Language Aptitude and Musicality

Studies of the past years have partly investigated the neural basis of language learning ability and they have certainly highlighted the significance of the structure of language-relevant regions in the human brain. As Berken et al. (2015) correctly summarizes, structural variation in the brain can indeed reveal variation in language aptitude. Learning novel elements of a language, e.g., tonal pitch contrasts and phonetic differences (Golestani and Zatorre, 2009), and perceiving and producing novel speech sounds (Golestani et al., 2002; Golestani and Pallier, 2007) can reveal interesting information as to which regions are important for these processes. Mostly, language has been ascribed to the left hemisphere and also findings regarding HG (with respect to language) have emphasized the special role of the left side (Golestani and Pallier, 2007; Golestani et al., 2007; see Introduction).

The most interesting finding of the neuroanatomic analysis of this study is that individuals with high Hindi scores also had more CPDs of HG in the right hemisphere, contradicting theories of leftward lateralization for language functions in healthy adults. In this regard it is revealing that also the AMMA score showed a particularly strong relationship with HG duplications in the right hemisphere. Evidently, both skills, even if not being directly correlated with each other, appear to be closely linked to right HG. Most interestingly, when the participants’ individual factor scores on each of the three components were compared for the three HG types, it became obvious that a CPD seems to be correlated with high results in all three components of the PCA (see Figure 2). In other words, for all three factors defined (musicality, working memory, and language aptitude), performance of subjects with CPD was highest.

There are two main topics that need to be discussed accordingly with respect to these findings. First of all, the results suggest more than just a positive relationship between language aptitude, music and partly also working memory. It is necessary to specify the nature of this relationship, the influence of the auditory cortex on the two and why it is only the right hemisphere that seems to be much more important. Second, the function of CPDs in HGs is far from being clear. Leaving aside the hemispheric differences, there is convincing evidence for a specific structure-function relationship of HG duplications and furthermore a considerably larger prevalence of HG duplications in both musicians (Benner et al., 2017) and linguistically talented subjects (Golestani et al., 2011). The connectivity between the first HG, hosting in most cases the primary auditory core areas, and the different HG duplications, hosting among others associated language-related belt and parabelt areas, may have a hitherto unknown impact on auditory functioning and thus the development of language and musical skills.

Since our main aim was to find the neuroanatomical markers of language aptitude and language has been claimed to be predominantly left-lateralized, we expected to find differences mainly in the left hemisphere (Golestani et al., 2002, 2007, 2011; Golestani and Pallier, 2007; Wong et al., 2007; Dogil and Reiterer, 2009; Golestani and Zatorre, 2009; Reiterer et al., 2011; Warrier et al., 2012; Hu et al., 2013). Yet, in the current study the occurrence of duplications in the left hemisphere was considerably lower as compared to the balanced distribution in the right hemisphere (see Table 3). Given the little variation found in the left hemisphere, a much larger sample would have been needed to perform corresponding group statistical comparisons for the left hemisphere. Therefore, all further discussion focuses on the right hemisphere only.

It is well-known that musical ability heavily relies on the right hemisphere and also recent research has shown the significance of HG on the right side for musical processing. But why does HG in the right hemisphere relate so well with the Hindi testing then? There are numerous possible explanations. To put it simple, the results clearly indicate that the shape of auditory cortex and the number of HGs in the right hemisphere are linked to musical and linguistic ability. Relationships with working memory, in contrast, could only be found through the PCA, in which the component of working memory capacity included the Hindi score. Therefore, working memory and AC structure will not be discussed in detail here. To get back to the main issue, only the individuals with a CPD (i.e., two complete gyri) in the right hemisphere had significantly higher scores in the AMMA test and in the Hindi task. The individuals with single gyri and CSDs (not counted as two complete gyri) had substantially lower results in both. Is it therefore necessary to have two HGs in the right hemisphere to have a considerable advantage in auditory processing? And if we assume that individuals with a double HG have a functionally advantageous auditory cortex, why is it that both language and music seem to be so heavily influenced by it?

In a larger sample we might have discovered even more robust evidence for the observed relationship between language aptitude and musicality. Other studies, however, have already shown that musical ability facilitates language learning. The Hindi speech imitation task is basically a working memory capacity task that requires good use of the articulators to produce foreign speech material and a functionally efficient auditory cortex to hear the subtle differences in the speech input. Could it be that only phonetic coding ability, i.e., only this particular component of language aptitude, is highly dependent on (1) musical ability or (2) the processing of auditory cortex in the right hemisphere? If phonetic coding ability were dependent on auditory processing of music-relevant features in the right hemisphere, this would explain why only the right hemisphere showed double gyri in most subjects. One of the most difficult questions in this regard is to what extent differences in auditory cortex are due to language aptitude or due to musical ability. It could be that, as in other studies, we just found a confirmation of the importance of CPDs in the right hemisphere for musical processing and due to the fact that Hindi speech imitation requires non-speech processing expertise, we found a similar relationship between the two. Another possibility is that we found a neuroanatomical marker for foreign language pronunciation aptitude and this marker also influences musical processing, leading to a high capacity in both domains. Third, our results could suggest that the right hemisphere is more important than assumed for elementary auditory processing, which is at the basis of both speech and music. Even though we do not doubt that numerous areas in the brain are of high importance for the processing of language, our results clearly highlight the significance of auditory cortex as an essential area of auditory processing.

It could be that AMMA and Hindi, which did not show a direct correlation in this study, are independently linked to right hemispheric functions that require more HGs for efficient auditory processing. Other studies have shown that the individual morphology of these structures, despite high inter-individual variation, are extremely stable from childhood into adulthood (Seither-Preisler et al., 2014). It could thus be assumed that individual differences are first and foremost not due to environmental influences or practicing behavior. Rather, they appear to have a strong biological component, which may be genetic, prenatal, or very early post-natal. As yet, it is also unclear of how the gross-morphological structural characteristics of auditory cortex are related to characteristic functional activation patterns. This important aspect should be specifically addressed in subsequent investigations. In particular, the kind of advantage a CPD of HG has in an individual’s brain and if and how this affects language learning and musical ability remains to be uncovered. In addition, even if we know that traits such as shape and number of gyri in auditory cortex play a certain role, it cannot be deduced what kind of advantage CPDs give an individual for language or music processing.

We are aware that the view of language aptitude has changed in the past decades and it is more and more frequently referred to as a dynamic construct that may indeed undergo change over time. Quite recently, an appealing study by Kepinska et al. (2017a,b) on language analytic ability highlighted the significance of the right hemisphere for language aptitude. Moreover, Prat et al. (2016) reported right-hemispheric involvement among highly successful L2 learners in their resting-state qEEG study with adult learners. The right hemisphere might thus be more important for language acquisition and processing than initially assumed. More research will be needed to explore the involvement of the right hemisphere, in particular the right HG, in different aspects of language aptitude. Also, given the various regions in the brain that are essential for language processing, we will aim at developing methods in order to structurally analyze other significant areas, such as the inferior parietal lobule (Dogil and Reiterer, 2009; Reiterer et al., 2011; Hu et al., 2013; Golestani et al., 2002, 2007, 2011 among others).

To sum up – if it is possible to determine neuroanatomical markers that remain highly stable from early infancy to adulthood, this challenges the assumption that the capacity to acquire associated behavioral skills can be substantially altered throughout lifetime. Furthermore, if the structures of certain brain regions are strongly related to specific behavioral skills, we have to find out how they control the natural unfolding and development of these skills. Although there is no doubt that numerous external variables also influence the development of language and musical skills, we support the claim that there are strong innate and/or prenatally determined neurological factors that remain to be uncovered in the next decades. We are already working on similar investigations in children with differing degrees of musicality and language ability in order to confirm and extend the results of this study. We would also like to encourage other researchers to investigate language aptitude from an anatomical viewpoint, additionally to functional differences that have been repeatedly found in individuals with high and low language learning ability.
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Understanding language learning in later life can elucidate how linguistic experiences and age-specific cognitive skills can be leveraged for language acquisition, providing insight into how lifelong experiences configure our learning capacity. In this study, we examined to what extent acquisition and maintenance of a non-native language (English) is scaffolded by cognitive skills and previous linguistic experiences in older adults; and to what extent these cognitive/linguistic factors predict older learners’ success in acquiring novel functional language. We recruited 53 participants who were native speakers of Mandarin, Spanish, Tagalog, and Somali, had continued to learn English as adults, and were currently exposed to majority-English contexts. To identify contributors to participants’ English skills, we administered a language history and self-reported proficiency interview, brief cognitive testing, and verbal fluency tasks in L1 and English. We found that digit span and orientation measures were cognitive predictors of English proficiency, while similarity of known languages to English, L1 skills, and English language exposure were linguistic predictors of English skills. To examine participants’ ability to maintain language knowledge and to learn new functional English, we also conducted a preliminary longitudinal service-based study in a subset of 19 participants using our Specific-Purpose English Communication System for Seniors (SPECSS) curriculum. In this subset of SPECSS learners, we identified digit span and orientation, but not age, as cognitive predictors of short-term language maintenance. Further, better novel English learning as a result of our curriculum was observed in learners whose other known languages were less similar to English. Findings inform best practices in developing language curricula for older adults, and help generate new hypotheses on preparedness for language learning across the adult lifespan with a possible interaction between cognitive skills and transfer of knowledge from previous languages in multilingual older learners.

Keywords: adult language learning, cognitive aging, multilingualism, language transfer, cross-linguistic influence, language experience

INTRODUCTION

Increased age has long been thought of as limiting individuals’ abilities to learn new languages, consistent with age-related changes in memory (e.g., Ullman, 2001; Janacsek et al., 2012) as well as in neural plasticity (e.g., Lillard and Erisir, 2011). Yet, cognitive benefits (Bak et al., 2016), neural reorganization (Mohr et al., 2014), and learning success (Marcotte and Ansaldo, 2014) have been demonstrated with language training in older adults. The literature on older adults’ language learning remains sparse (Blumenfeld, 2012; Antoniou et al., 2013; Marcotte and Ansaldo, 2014; Bak et al., 2016) and clear practical and theoretical needs exist for a better understanding of language learning capacity across the lifespan. For example, of the US population above age 60, 15% speak a language other than English at home and, of these individuals, 58% speak English “less than very well” (Ryan, 2013). Low proficiency in the majority language has been shown to reduce health outcomes (Ponce et al., 2006; Mui et al., 2007) and well-being (Ding and Hargraves, 2009), creating a need for age/cognition-appropriate language curricula that can enhance the functional English skills of older adults. Further, understanding language learning in later life can elucidate how extensive linguistic experiences and age-specific cognitive skills can be leveraged for novel language acquisition, thus providing insight into how lifelong experiences configure our language learning capacity. Here, we examine cognitive and linguistic predictors of language attainment in a diverse group of older adults who are late learners of English, and report on an initial examination of language maintenance and novel learning in a subset of this group that can inform benefits of and approaches to language learning in older adults.

Hurdles to adult foreign language learning include greater entrenchment of already-acquired linguistic knowledge, potentially making it more challenging for adult learners to re-structure representations during novel learning. Relatedly, robust previous language representations may result in negative transfer of previous knowledge to the new language, yielding errors, and incomplete acquisition. Moreover, lack of social opportunities to use the new language may limit the extent of immersion. On the flip side, factors that may optimize adult language acquisition include positive transfer of previously acquired knowledge to the new language and internalization of novel linguistic information through continued immersion (Unified Model of Second Language Acquisition, MacWhinney, 2005, 2012). These hurdles and protective factors provide a framework to examine cognitive and experiential predictors of language attainment and maintenance in older adults, with a focus on three interrelated factors: age-related cognitive processes, previous knowledge of L1 and other languages, and experience in the new language.

Language learning involves a number of cognitive skills, including the ability to hold novel sound representations in phonological short-term memory (e.g., Papagno et al., 1991; Papagno and Vallar, 1995; Kaushanskaya, 2012) and working memory for later integration (e.g., Miyake and Friedman, 1998) and consolidation (Whitfield and Goberman, 2017). In addition, adult foreign language learning has been shown to involve integration of novel and previous knowledge through associations between translation equivalents (e.g., Kroll and Stewart, 1994), blending of semantic content (De Groot, 1992), and both positive and negative transfer between overlapping and distinct aspects of the previous and novel languages (MacWhinney, 2012). Therefore, language learners must walk a fine line between allowing co-activation of their languages for integration and transfer, and inhibiting previous languages to allow novel learning and processing. Consistently, evidence from a number of studies with younger adults suggests that cognitive resources are recruited to manage interference from non-target languages in individuals who are learning a novel language (e.g., Raboyeau et al., 2010; Bartolotti et al., 2011).

With cognitive aging, declines have been identified in processes that underlie language learning, including phonological short-term memory and working memory (e.g., Gregoire and Van der Linden, 1997), encoding (e.g., Craik, 2002), and consolidation of new memories (e.g., Meyer and Federmeier, 2010), as well as inhibitory control (e.g., Lustig et al., 2007). Consistently, in the linguistic domain, older adults have been shown to be less likely than younger adults to recruit cognitive processes for competition resolution (e.g., Blumenfeld et al., 2016b), benefit more from the presence of a semantic context during ambiguity resolution (Lee and Federmeier, 2011), and are less likely to re-interpret linguistic information (e.g., Meyer and Federmeier, 2010). These age-related changes allow for a series of predictions on language learning in older adults, including less efficient learning because of decline in executive function, and a potential shift to alternative cognitive pathways. Indeed, Marcotte and Ansaldo (2014) found that older adults do succeed at language learning but do so with more practice and through different learning strategies. Marcotte and Ansaldo (2014) found similar learning outcomes when younger and older French-speakers learned Spanish. However, the older adults required more time (25 days instead of 14 days in younger adults) to reach ceiling in learning Spanish words. In addition, Marcotte and Ansaldo’s neuroimaging findings revealed that older learners relied more on episodic memory and visual learning pathways than their younger peers who relied more on frontal cognitive control networks. In fact, in a recent review, Amer et al. (2016) have argued that older adults’ greater reliance on previously encoded information in new contexts relates directly to their reduced reliance on cognitive control. Older learners may thus show longer learning trajectories with increased reliance on previous knowledge.

Even younger adult learners have been shown to rely heavily on previous linguistic knowledge when acquiring a novel language. A robust research base exists on language transfer as a significant contributor to language learning [e.g., Lotto and De Groot, 1998; Sparks et al., 2009; Morett and MacWhinney, 2013; Antoniou et al., 2014; Bartolotti and Marian, 2016; for a recent review see Hirosh and Degani (2017)]. For example, Antoniou et al. (2014) found that learners who knew Mandarin attained better learning outcomes for an artificial language that contained a retroflex contrast found in Mandarin; similarly, learners who knew Korean outperformed others in learning a language with a lenition contrast found in Korean. Consistently, Bartolotti and Marian (2016) taught fluent speakers of English and German a novel artificial language that had overlap with both their L1 and L2, and found that both previously learned languages contributed to success with the novel language. Finally, in proficient speakers, structurally similar aspects of languages continue to provide cross-linguistic scaffolding for processing in both bilingual contexts (e.g., Costa et al., 2005; Schoonbaert et al., 2007; Blumenfeld et al., 2016a; Potapova et al., 2016) and multilingual contexts (e.g., Lemhöfer et al., 2004). It has thus been well established in young adults that previously known languages provide an experiential baseline that can facilitate the acquisition of novel languages, both through direct transfer of knowledge and through potential honing of cognitive skills that underlie learning (e.g., Hirosh and Degani, 2017).

Consistently with predictions that older adults may rely heavily on previous knowledge, Marcotte and Ansaldo (2014) found in their word-level training study, teaching Spanish words to younger and older French monolinguals, that older learners had more robust cognate effects than the younger learners. This effect was driven by particular challenges in the initial learning of non-cognate words in the older learners, and was no longer significant once learners had reached ceiling. These findings suggest that longer learning phases in older adults are particularly present when novel L2 targets must be mastered that do not resemble previous knowledge. Therefore, current research is consistent with the expectation that older learners may be particularly reliant on transfer of previous language knowledge during L2 acquisition.

Nevertheless, findings from Siyambalapitiya et al. (2009), and from an older adult control group in Roberts and Deslauriers (1999) suggest that bilingual older adults may not show consistent cognate processing advantages, perhaps because of the cognitive costs associated with co-activation of two languages (Hughes and Tainturier, 2015). Despite Marcotte and Ansaldo (2014) findings, it is conceivable that, with reduced cognitive control skills (e.g., Lustig et al., 2007), older adults may at times struggle in acquiring linguistic information that is somewhat similar to previous knowledge (thus encouraging co-activation with previously known languages) yet has different features (thus requiring cognitive muting of previously known languages). Therefore, additional research is warranted into the nature of language transfer during learning in older adults to further delineate cognitive and experiential contributing factors.

In addition to positive transfer, another protective factor for adult learning success identified within the Unified Second Language Acquisition model is continued immersion in the new language (MacWhinney, 2012). The importance of continued language use with age is apparent in the literature from monolinguals. For example, Barresi et al. (1998) found in a longitudinal study that older individuals who reported living in a household with other adults showed better naming performance while those who reported high-passive language exposure through television showed lower performance. In younger bilingual adults and language learners, language exposure has similarly emerged as an important predictor of abilities (e.g., Marian et al., 2007; Linck et al., 2009) and may play an important role in the maintenance of L2 in older adults (e.g., Nanchen et al., 2017). It has been suggested that continued use of a language provides continued activation and strengthens its representations, creating language-specific resonance that boosts the network underlying the novel language and reduces interference from other languages (MacWhinney, 2012). It is thus likely that, with slower encoding and learning, and with fewer cognitive resources available to mitigate interference from more proficient languages, continued immersion is particularly critical for older learners.

With more effortful learning, strategies for foreign language acquisition have been shown to shift in older learners. Older learners have been found to recruit more cortical regions underlying visual imagery and episodic memories compared with younger peers (lingual gyrus, precuneus, cuneus, Marcotte and Ansaldo, 2014), a finding that was interpreted as a stronger reliance on visual semantic information provided during learning (Stuart et al., 2006), with less reliance on cognitive control circuitry. Indeed, semantic memory has been found to be especially well-preserved with age (e.g., Reuter-Lorenz et al., 2000), and previously established semantic processes may thus serve as scaffolding for learning of novel information in older adults. Therefore, both learning speed and pathways are likely to differ across younger and older learners, and classrooms that are age-specific may be most appropriate to fully accommodate older learners (Marinova-Todd et al., 2000). Given these findings of language learning mechanisms, learning materials where familiar semantic contexts of use are clearly established and visually presented may be especially beneficial for older learners. Thematically organized practical content is also likely to be more immediately useful to learners (e.g., Antoniou et al., 2013) and may thus be especially critical for older learners who acquire language more effortfully.

In the present study, we examined whether previously established cognitive and linguistic factors that contribute to language learning would jointly contribute to the ability to gain language skills in a multilingual group of older adults. We were particularly interested in whether the nature of previous language learning would influence mastery of English in this group of non-native speakers and whether such previous linguistic experience would influence short-term language maintenance and continued guided learning of functional English through a multi-week tailored curriculum we designed, our Specific-Purpose English Communication System for Seniors (SPECSS). For purposes of this study, we operationally defined short-term language maintenance as the retention of language knowledge as measured before and after participation in the SPECSS curriculum.

We recruited a group of older adults who were native speakers of Mandarin, Spanish, Tagalog, and Somali, who continued to learn English as adults and were currently exposed to majority-English contexts in the USA. We hoped to identify contributors to participants’ current English skills through a language history and self-reported proficiency interview, as well as through brief cognitive testing. Participants’ language attainment was indexed through self-reports and through verbal fluency tasks in their L1 and in English. In addition, we conducted a longitudinal service-based study in a subset of these participants where we examined their ability to maintain and learn a functional English language curriculum. The English curriculum was tailored to the expected learning needs of older adults acquiring a majority language, and included six topic modules on communication basics, small talk, interacting with healthcare providers, emergencies, navigating the community, and grocery shopping. In addition, the teaching materials and approach were developed to accommodate expected learning styles of older adults, including increased opportunity for rehearsal of material, as well as easy access to native-language translation equivalents, a strategy that has been shown to facilitate adult second language acquisition (e.g., Lotto and De Groot, 1998). The thematic organization of the curriculum and playing out of specific everyday situations was based on findings that retrieval from memory is easiest when the language and context at retrieval match those at encoding (e.g., Marian and Kaushanskaya, 2011). Therefore, the curriculum was designed to simulate real-life situations older adults might encounter, with functional target words and phrases to facilitate communication. Further, salient visual referents were provided in the materials given older adults’ identified focus on perceptual information during learning (Stuart et al., 2006; Marcotte and Ansaldo, 2014).

We asked (1) to what extent acquisition of a low-proficiency non-native language (English) would be scaffolded by cognitive skills and previous linguistic experiences in older adults; and (2) to what extent these cognitive and linguistic factors would predict older learners’ short-term language maintenance and success in acquiring novel functional language skills through a focused curriculum. We predicted that phonological short-term and working memory and attention, as well as amount of English exposure, would emerge as predictors of performance in English. Second, we hypothesized that the multilingual language learners whose previously known languages are similar to English might show the greatest English attainment, maintenance, and novel learning, because they can rely on language transfer. As an alternative prediction, Hirosh and Degani (2017) have recently argued that multilinguals with less similar previously known languages may have a novel language learning advantage because they are more likely to globally inhibit their previous unrelated languages. We expected that the initial language maintenance and learning data from participants who completed our SPECSS curriculum would provide insight on these alternative hypotheses to help formulate effective language curricula for older adults and to guide future research.

MATERIALS AND METHODS

Participants

Fifty-three older adult non-native speakers of English participated in this study (mean age = 72.92, SD = 6.72, range: 58–81 years; 34 female). This study was carried out in accordance with the recommendations of San Diego State University’s Institutional Review Board. The protocol was approved by the San Diego State University Internal Review Board. Written informed consent was obtained from all participants. Participants were recruited at one of two local community centers and gave written informed consent in accordance with the Declaration of Helsinki. All participants spoke a native language other than English, and had no history of stroke.1 The native languages spoken by the participants were Mandarin (n = 19), Spanish (n = 12), Somali (n = 10), and Tagalog (n = 12). Participants had an average of 11.27 years of formal education (SD = 5.94, range: 0–19 years) and had first been exposed to English at an average age of 32.88 (SD = 22.30, range: 5–74 years). Participants who reported exposure to English at or before age 7 (n = 7) reported ages of immigration to the USA well after childhood (mean age of immigration = 51.8 years, range: 20–72). These participants reported other languages as L1/home languages. While these participants reported being exposed to English in school, this English was limited (e.g., Bautista and Bolton, 2008). To obtain information on the language history and current language knowledge of participants, the Language Experience and Proficiency Questionnaire (LEAP-Q; Marian et al., 2007) was administered. To assess vocabulary in the native language and English, two semantic verbal fluency tasks (animals and groceries) were administered. All participants showed higher proficiency in their native language on the LEAP-Q and verbal fluency tasks (all ps < 0.001). See Table 1 for a summary of participants’ linguistic and cognitive profiles, and Table 2 for a summary of languages spoken by the participants.

TABLE 1 | Participant characteristics of the reference group (n = 53) and the learner subset (n = 19).
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TABLE 2 | Languages spoken by participants and number of speakers, grouped by similarity to English on a 1 (least overlap) to 5 (most overlap) scale.
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Of the 53 participants, 19 (12 female) were enrolled in classes using our SPECSS curriculum. These participants had a mean age of 67.74 (SD = 6.51, range: 58–81) and were native speakers of Mandarin (n = 3), Spanish (n = 4), Somali (n = 10), and Tagalog (n = 2). Participants had an average of 9.00 years of formal education (SD = 6.10, range: 0–18 years) and had an average age of 40.84 of first exposure to English (SD = 18.74, range: 7–63 years). Relative to the reference group, the learners reported later ages of first exposure to English, showed lower verbal fluency in English (animals and groceries), self-reported higher L1 proficiency, and showed lower L1 verbal fluency in the groceries category (all ps < 0.05). See Table 1 for learner characteristics relative to the larger reference group. Overall, between-group comparisons point to cognitive and background similarities between the reference and learner groups, with lower English proficiency in the learner group.

Materials

All 53 participants were administered the LEAP-Q and verbal fluency tasks. In addition, cognitive skills were approximated using subtests of the Montreal Cognitive Assessment (MoCA; Nasreddine et al., 2005). In the 19 learners, knowledge of the SPECSS curriculum was also tested before and after they participated in classes.

Language Experience and Proficiency Questionnaire

Detailed information on the language history and proficiency of our older adult participants was obtained using the LEAP-Q (Marian et al., 2007). For all participants, a trained research assistant who spoke the participant’s native language gathered information during a 15- to 20-min structured oral interview that was closely based on the LEAP-Q. Participants provided basic information, such as age, education level, and exposure to English. Information specific to each of the participants’ known languages, such as age of acquisition and self-ratings of language proficiency, were also obtained.

Verbal Fluency

Participants completed two verbal fluency tasks, including animal and grocery categories. Verbal fluency performance based on semantic category cues has been shown to index language proficiency in bilinguals (e.g., Gollan et al., 2002; Blumenfeld et al., 2016a). Animal and grocery categories were chosen since animals are a commonly used verbal fluency cue (e.g., Rosselli et al., 2000; Portocarrero et al., 2007; Bialystok et al., 2008) and the grocery cue was used to index participants’ everyday language use, where participants were instructed to list anything they could buy at the grocery store (e.g., Clark et al., 2009). Participants were verbally instructed to name as many items within each category as they could within 60 s without repetitions. Native-language versions of the verbal fluency tasks were administered as part of a testing session in participants’ native language. English equivalents of the tasks were administered during a separate English session.

Cognitive Tasks

The MoCA (Nasreddine et al., 2005) was administered to gauge participants’ cognitive performance. The MoCA is a well-established cognitive screening tool for older adults that covers a number of cognitive domains (executive function, memory, and language). Participants who spoke Mandarin, Spanish, or Tagalog as their native language completed the MoCA in their respective native languages. Participants in the Somali cohort completed a new Somali translation of the MoCA Basic (MoCA-B) that was deemed to be culturally acceptable, and appropriate given participants’ lower education levels (Julayanont et al., 2015). Participants who were administered the MoCA-B were also given the forward and backward digit span subtest from the MoCA. Forward digit span is a measure of phonological short-term memory (i.e., the ability to retain and rehearse auditory stimuli), while backward digit span indexes working memory (e.g., Julayanont et al., 2012), and both measures have been found to underlie language learning (Papagno et al., 1991; Miyake and Friedman, 1998). Only subtests that had been completed by all participants were included in analyses, including attention (forward and backward digit span), orientation to time, date, and place, memory (delayed recall), and naming. The orientation subtest provides a measure of participants’ awareness of where they are and what time and date it is, and such questions are typically included in cognitive assessment of older adults to index daily functioning (Julayanont et al., 2012); the delayed memory recall measure indexed participants’ ability to encode words and retrieve them after a short time interval, and naming indexed knowledge and retrieval of core vocabulary. Instructions were given in the native language except for one participant in the reference group who preferred to take the test in English. Given participants’ wide range in educational attainment, reported reading skills, and experiences with formal academically based tests, and given that the Somali version of the MoCA-B was a novel translation without validation data, scores of MoCA subtests were only used to approximate individual differences in cognitive skills across the participant group.

SPECSS Curriculum

All 19 participants in the learning component of the study received a 9 × 7 × 1.5 inch portable ring binder containing the full curriculum to serve as a consistent memory and visual aid. Targets to be learned in English were presented with images and large-font text on one side of each page, and corresponding images and translations in participants’ respective native language were on the flip side of that page. The binder was organized into topic modules deemed useful to participants based on feedback from staff at two senior centers (including social, nutrition, and community health workers). For a sample page from the binder, see Figure 1.
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FIGURE 1 | Sample page from the Specific-Purpose English Communication System for Seniors curriculum binder, including the English target page (A) together with translation pages in Somali (B), Mandarin (C), Spanish (D), and Tagalog (E). In the curriculum binders, the relevant translation page is printed on the flip side of the English target page, with binders available in English–Somali, English–Mandarin, English–Spanish, and English–Tagalog.



Topics were categorized into six modules including Basics (numbers, time, months/days of the week, directions, pronouns, and greetings), Small Talk (feelings, services, activities, and scheduling appointments), Interacting with Healthcare Providers (common patient history questions/answers, health conditions, professionals, medications, symptoms, allergies, body parts, and devices), Emergencies (types of emergencies such as medical, fire, etc.; calling for help and alerting others to emergencies; answering questions about what happened), In the Community (post office, transportation, requesting a translator, asking for directions, and phone etiquette), and Groceries and Shopping (grocery items; asking for help, price, and available discounts; and payment). The curriculum contained 69 pages, covering a total of 412 vocabulary items and phrases.

Translations of the curriculum into Spanish, Mandarin, Tagalog, and Somali were conducted through forward and backward translation procedures and checking of the materials by multiple proficient speakers of each language. Data from the Somali-speaking cohort were collected after data from the other participants had already been accrued, and minor modifications were made to materials to ensure cultural congruence for the Somali cohort: cartoon images of emotions were replaced with photos of a real person acting out the emotions due to the lack of familiarity with cartoon images in this group. All content remained the same across cohorts.

Procedures

After participants gave informed consent, assessments were administered individually by trained bilingual researchers in quiet testing rooms at the two local community centers where participants had been recruited. Native-language and English tasks were administered in separate sessions, with native-language sessions conducted first since this was participants’ more dominant language. Participants were offered participation in the language learning component of the study, and the 19 seniors who agreed to enroll returned for individual baseline sessions where their knowledge of the curriculum was evaluated. During these baseline sessions, participants were shown the native-language sides of the curriculum pages from the SPECSS binder and were asked to translate target items to English equivalents. For participants requiring assistance, researchers read the target items for them in the native language. Following the baseline sessions, learners were given their personal SPECSS binder and enrolled in the SPECSS English classes, which were taught by trained bilingual researchers with teaching experience across a duration ranging from 12 (Somali cohort) to 21 weeks (Mandarin cohort). Learners participated in a second individual session after their participation in classes where their knowledge of the SPECSS curriculum was again evaluated by translating native-language items from the curriculum to English. Participants were reimbursed for their individual testing sessions and received classes and SPECSS binders for free.

Participants in the learning group met weekly for 1-h class sessions. During each class, there were two lead teachers, with at least one speaking participants’ native language (e.g., an English-speaker and a Somali-English bilingual speaker). In addition, teaching facilitators sat with participants to allow individual practice and provide feedback throughout the session. The teacher-to-student ratio ranged from 1:1 to 1:3. In the first learner cohorts (Mandarin, Spanish, and Tagalog speakers), facilitators sat next to language learners around a square table, with lead teachers at the front. In the Somali cohort, where tables were arranged in a horseshoe shape, facilitators and learners shared a table and faced each other. The lead teacher stood at the front, and presented corresponding content from the SPECSS binder with a screen projector.

Each class session began with lead teachers introducing topics to be covered that day. Next, they presented target words and phrases from the curriculum by saying them in the learners’ native language, followed by the English translation. Then, the learners were asked to repeat the English target words and phrases as a group and individually while following along on their binders. After multiple repetitions of the English words and phrases, participants were given the opportunity to produce the English items after verbal presentation of native-language equivalents to strengthen independent ability to translate targets. Group activities were also employed to practice the novel targets, including dialogs, Bingo, using a map to practice giving directions, etc. Finally, the material was reviewed by asking related conversational questions such as “When is your birthday?” or “How are you feeling today?” The same team of teachers and facilitators taught all classes for each language cohort, allowing for continuity and repeated practice of materials across sessions. Learners participated in an average 11.8 classes based on their availability (SD = 4.5, range: 7–21) and were encouraged to use and practice with their binder outside of classes. For learners in our current study, number of classes attended did not significantly correlate with learning success (newly learned items: r = 0.14, p > 0.5; items never learned: r = −0.27, p > 0.1).

Coding and Analyses

Reference Group Data

Montreal Cognitive Assessment

The four subtests from the MoCA (Nasreddine et al., 2005) included in analyses were attention (forward and backward digit span), orientation (time, date, and place), memory (delayed recall), and naming. The total number of points that participants could earn on the Orientation subtest was 6. One point was given for each item correctly answered on the orientation subtest: day of the week, month, year, place (name of clinic or office), and city. For the final point, participants who were administered the full MoCA had to name the exact date (e.g., “the 1st” for January 1). On the MoCA-B version, participants had to provide the time. A response that fell within 2 h was accepted.

The forward and backward digit span subtest from the MoCA was administered in addition to the MoCA-B. A total of two points could be earned on this subtest. One point each was given for the forward and backward sequence repeated correctly. On the Memory (delayed recall) subtest, participants were orally instructed to recall five words dictated by research assistants. After dictation, participants were asked to immediately recall the five words. At the end of the test, participants were asked to recall the five words given to them earlier in no specific order required. A total of five points could be earned, with one point given for each target item recalled without any cues. On the MoCA version administered to Mandarin, Spanish, and Tagalog speakers, three animal naming cues were provided; on the MoCA-B administered to Somali speakers, four animal cues were provided. Therefore, naming accuracy is reported as a percentage in Table 1.

Verbal Fluency

For both animal and grocery tasks, one point was given for each word that was correctly named within its respective category. Repeated words (perseverations) and words that did not match the category cue were not given a point. Synonyms were counted as perseverations (e.g., papa dulce and camote in Spanish were counted as one item). Further, male and female equivalents of animals were counted as separate items if the phonological form differed by more than one phoneme (e.g., vaca/toro counted as two items but chivo/chiva counted as one). Participant responses were transcribed on the spot and audio recordings were obtained when permitted. For 42.0% of the data, verbal fluency responses were checked against audio recordings to establish reliability, and reliability was 95.6%.

Similarity to English of Participants’ Spoken Languages

To examine the extent to which participants used previous language knowledge to scaffold English acquisition, the similarity to English was coded for languages that participants reported knowledge of on the LEAP-Q, see Table 2. Similarity scores were assigned to languages based on their historical similarity to English. A five-point rating system was employed. A score of 1 was assigned to languages that are not Indo-European and have few English borrowings (e.g., Mandarin). A score of 2 was given to languages that are not Indo-European but have some English borrowings. For example, an estimated 10% of the Japanese lexicon consists of words borrowed from English (McKenzie, 2010). Similarly, Somali has borrowings from English and Italian linked to European colonization (Somali, 2017); see Table 2 notes for details on other languages. Relative to non-Indo-European languages such as Somali and Japanese, other non-Indo-European languages have an even higher percentage of loan words. A score of 3 was given to languages that are not Indo-European but have substantial English or Spanish influence and borrowings. We categorized most of the reported Philippine languages in this way (e.g., Tagalog) because of evidence of heavy lexical influence of English (Rubino, 2001; Bernardo, 2004) and Spanish (Lipski and Mühlhäusler, 1996; Rubino, 1997; Stolz, 2006; Mattes, 2014). Specifically, English is the default language for many areas of industry (Bernardo, 2004) and has influenced the transformation of formal Tagalog terms into new lexical items (Bautista, 2004). Finally, a score of 4 was assigned to Indo-European languages outside of the Germanic or Romance language families (e.g., Russian) and a score of 5 for languages from within the Germanic or Romance language families (e.g., Spanish). A comparable English-similarity scale was derived by the US State Department Foreign Service Institute based on learning data (language difficulty scale, e.g., Thompson, 1996; Tschirner and Heilenman, 1998). Similarity scores were averaged across participants’ languages, yielding one linguistic similarity score indexing the potential for cross-linguistic influence.

SPECSS Learning Data

To focus learning gains on success with functional communication, participants’ accuracy in translating native-language words or phrases into English was coded in terms of the semantic content successfully communicated instead of exact words or grammaticality. Pre- and post-learning data were coded on the following scale: 4 = participant did not know the item and gave no response; 3 = participant failed to get their message across but made an attempt (e.g., saying “Saturday” for “Sunday” or “help” for “nurse”); 2 = participant got part of their message across (e.g., saying “money bus” for “bus fare” or “back down” for “lower back”); 1 = participant fully got their message across. Learner responses were divided into four categories based on this scale: (1) Items that learners knew both pre- and post-curriculum (i.e., successfully maintained knowledge across the learning interval): Items coded as “1” or “2” during both pre- and post-testing; (2) Items that learners did not know either pre- or post-curriculum: Items coded as “3” or “4” during both pre- and post-testing; (3) Items that learners knew pre- but not post-curriculum (i.e., forgot): Items coded as “1” or “2” at pre-test and “3” or “4” at post-test; and (4) Items that learners knew post- but not pre-curriculum, (i.e., items that they newly learned): Items coded as “3” or “4” at pre-test and “1” or “2” at post-test. For pre- and post-intervention coding of the curriculum, 21% (4 of 19) of participants coded were reviewed by two additional trained researchers, and where disagreement was found, three additional researchers made a final decision by consensus. The average reliability score was 95.6%.

Analyses

To reduce the number of variables included in analyses, principal component, and correlation analyses were first conducted to identify similar variables. Such variables were combined into cognitive and proficiency indexes by adding their respective z-scores. Specifically, self-reported speaking and comprehension skills correlated both within L1 (r = 0.74, p < 0.001) and English (r = 0.89, p < 0.001). Further, animal and grocery verbal fluency scores also correlated within L1 (r = 0.40, p = 0.003) and English (r = 0.78, p < 0.001). Therefore, composite self-reported speaking/understanding scores and verbal fluency scores were derived for each language. Only digit span and orientation subtests of the MoCA were found to correlate (r = 0.29, p = 0.017) and only delayed recall and naming scores were found to correlate (r = 0.38, p = 0.002), with one component including positive loadings for all four subtests (digit span: 0.49, orientation: 0.55, delayed recall: 0.74, naming: 0.64; eigenvalue = 1.50), and one component including positive loadings for digit span and orientation with negative loadings for delayed recall and naming (digit span: 0.64, orientation: 0.57, delayed recall: −0.38, naming: −0.55; eigenvalue = 1.19). Therefore, composite digit span/orientation and memory/naming scores were derived.

To examine cognitive contributors to language skills and the relation between English and L1 skills, regression analyses were conducted across the full sample of 53 participants. First, to examine effects of cognitive aging across tasks, multivariate regression analyses were conducted with age as a predictor and skills in participants’ native language (self-reported proficiency; verbal fluency), English, and cognitive performance (digit span/orientation, memory/naming) as dependent measures. Next, to select the best L1 and cognitive predictors of English skills, regression analyses were conducted. To eliminate variables that were not unique predictors relative to other measures, predictor variables were entered and eliminated from regression models in an iterative backward manner, with the criterion for removal being p ≥ 0.1. In stepwise regressions, backward entry of variables is preferable to forward entry because the latter is at greater risk for Type II error (Field, 2009, p. 213).

When analyses were conducted on the 19 older adults who participated in our English classes, z-score based scores that were derived in the context of the larger reference group were used to maintain more standardized self-rated proficiency, verbal fluency, and cognitive performance scores. Planned correlation analyses were conducted examining how learners’ stable knowledge (items they knew both before and after participating in our English classes) and the newly learned items they had acquired related to linguistic and cognitive predictors that had been identified in the reference group. These predictors included the mean similarity of participants’ other languages to English, their exposure to English, as well as composite L1 proficiency and English proficiency scores that were derived by adding participants’ z-scores for self-reported speaking and comprehension skills and their z-scores of verbal fluency skills. To alleviate the risk of Type I error due to multiple correlations, confidence intervals for each significant correlation were bootstrapped in SPSS using the bias corrected accelerated 95% confidence interval option, and only significant correlations whose lower bound demonstrated at least a small effect (r = 0.1, Cohen, 1988) were interpreted.

RESULTS

Cognitive Predictors of Language Proficiency

Multivariate regression analyses were conducted to examine age-related changes in participants’ native language, English, and cognitive skills. Age was found to significantly predict L1 skills, F (2, 49) = 3.8, p = 0.029, [image: image1], with increased age significantly predicting L1 speaking/comprehension, beta = −0.1, t = −2.78, p = 0.008, but not L1 verbal fluency, beta = 0.001, t = 0.03, p > 0.1. Age did not significantly predict English skills, F (2, 48) = 1.39, p > 0.1, [image: image1], or cognitive skills, F (2, 50) = 1.79, p > 0.1, [image: image1]. Thus, while older adults in our sample were more likely to report lower L1 skills (see Figure 2A), no effects of age were observed in L1 verbal fluency, English proficiency, and cognitive skills.
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FIGURE 2 | Cognitive predictors of language proficiency: age as a predictor of self-reported speaking/comprehension in L1 (A); composite digit span/orientation as a predictor of verbal fluency in English (B). Pairwise correlations are plotted with error lines representing 95% confidence intervals.



Next, regression analyses were conducted to identify cognitive skills that might support English proficiency across our participants. Composite English speaking/comprehension was entered as a dependent variable with digit span/orientation and memory/naming scores as predictor variables. No significant model emerged, suggesting that none of the cognitive variables predicted self-perceived English-speaking/comprehension proficiency, F (1, 49) = 0.83, p > 0.1, R2 = 0.02. When English composite verbal fluency was entered as dependent measure with the same predictors, only digit span/orientation emerged as a significant predictor of English verbal fluency (beta = 0.35, t = 2.66, p = 0.01), F(1, 51) = 7.08, p = 0.01, R2 = 0.12, see Figure 2B. Thus, digit span/orientation, emerged as a cognitive predictor of English proficiency in the current sample of older adult L2 speakers.

Linguistic Experience Predictors of English Proficiency

Regression analyses were conducted to identify the strongest predictors of English proficiency. First, English composite speaking/comprehension was entered into a backward regression analysis as dependent measure, with L1 composite speaking/comprehension, L1 composite verbal fluency, age of first English exposure, current exposure to English, and mean similarity to English of other languages spoken as predictor variables. A significant model emerged, F(4, 42) = 9.8, p < 0.001, R2 = 0.48, with self-reported English-speaking/comprehension skills predicted by exposure to English (beta = 0.31, t = 2.41, p = 0.021), by similarity to English of languages known to the participant (beta = 0.42, t = 3.18, p = 0.003), by verbal fluency in L1 (beta = −0.27, t = −2.34, p = 0.024), and by age of first exposure to English (beta = −0.24, t = −2.10, p = 0.041), see Figure 3. Similarly, when composite English verbal fluency was entered as a dependent measure with the same predictor variables, a significant model emerged, F (4, 43) = 16.40, p < 0.001, R2 = 0.60, with English verbal fluency significantly predicted by mean similarity to English of other languages known to the participant (beta = 0.41, t = 4.09, p < 0.001), by age of first exposure to English (beta = −0.37, t = −3.80, p < 0.001), by verbal fluency in L1 (beta = 0.32, t = 3.13, p = 0.003), and by L1 self-reported speaking/comprehension (beta = −0.20, t = −2.04, p = 0.048), see Figure 4. Thus, for both self-reported and verbal fluency measures, better English skills were associated with higher similarity to English of other languages known to the participants and with earlier first exposure to English. Higher self-reported English skills were related to lower L1 verbal fluency, while higher English verbal fluency was related to higher L1 verbal fluency and lower L1 self-reported skills.
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FIGURE 3 | Exposure to English (A), similarity to English of the languages known by participants (B), verbal fluency in L1 (C), and age of first English exposure (D) as unique linguistic predictors of the composite self-reported English-speaking and comprehension score. Pairwise correlations are plotted with error lines representing 95% confidence intervals.
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FIGURE 4 | Self-reported speaking/comprehension in L1 (A), similarity to English of the languages known by participants (B), verbal fluency in L1 (C), and age of first exposure to English (D) as unique linguistic predictors of English verbal fluency. Pairwise correlations are plotted with error lines representing 95% confidence intervals.



Novel Learning of English

The 19 individuals who participated in classes to improve their English showed an average 33.3% increase in their mastery of functional English skills (SE = 8.3, range: −4 to 155%). This increase constituted gain of an average of 78.6 new words or phrases (SE = 9.3, range: 25–151), with an average 18.1 “forgotten” items per participant that were accurately produced before but not after participating in the English course (SE = 2.8, range: 4–47), see Table 3. This gain in English knowledge was found to be statistically significant, with more items translated successfully from L1 to English per participant after the classes (M = 262.6, SE = 17.2) than before (M = 207.2, SE = 17.5), t(55) = −5.233, p < 0.001 (items coded as 1 “the meaning was fully communicated”), and with fewer “I don’t know” (coded as 4) responses after the classes (M = 52.1, SE = 15.1) than before (M = 100.7, SE = 21.4), t(18) = 5.2, p < 0.001. While not statistically significant, a pattern of more items coded as 2 (“message partially communicated”) and fewer items coded as 3 (“communication attempted but unsuccessful”) after the classes also suggested gradual learning. Critically, participants gained significantly more novel items from pre- to post-testing than they forgot, t(18) = 5.8, p < 0.001.

TABLE 3 | Learners’ success in acquiring items and phrases through the Specific-Purpose English Communication System for Seniors curriculum.
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Correlation analyses were conducted to examine to what extent the linguistic and cognitive factors that predicted English performance in our reference group were also associated with the stable knowledge learners displayed across their participation span as well as their number of newly mastered items, see Table 4. Learners with higher stable knowledge of the curriculum’s content across their pre- and post-SPECSS curriculum sessions also showed higher composite English proficiency scores prior to starting the SPECSS classes, r(18) = 0.79, p < 0.001, higher performance on the digit span and orientation subtests of the MoCA, r(18) = 0.67, p = 0.002, see Figures 5A,B, as well as earlier ages of English acquisition, r(18) = −0.55, p = 0.014. Instead, learners who acquired the most new items between pre- and post-SPECSS curriculum sessions were found to have the least previous knowledge of English, r(18) = −0.68, p = 0.001, and the least similarity between English and their previously known languages, r(18) = −0.58, p = 0.01, see Figures 5C,D.

TABLE 4 | Correlations between learners’ stable knowledge of the English curriculum, curriculum items newly acquired, as well as key linguistic and cognitive variables.

[image: image1]


[image: image1]

FIGURE 5 | English proficiency and digit span/orientation as unique predictors of learners’ stable English knowledge (A,B) and English proficiency and known languages’ similarity to English as unique predictors of number of items newly learned during English instruction (C,D). Pairwise correlations are plotted with error lines representing 95% confidence intervals.



DISCUSSION

In the current study, we examined how a relatively low-proficient non-native language (English) would be mastered with increased age, including the roles of cognitive skills and previous linguistic experiences. Further, we asked how cognitive and linguistic factors would influence older learners’ success in maintaining what they know and acquiring novel functional English through a specific-purpose English curriculum. In a group of older adults with a variety of language backgrounds, we found that age was not a predictor of English verbal fluency performance, short-term language maintenance or learning, but we identified digit span and orientation as potential cognitive predictors. Further, the influence of previous linguistic experiences on English attainment, short-term maintenance, and learning pointed to the roles of both transfer from previously learned languages and continued exposure to English as key variables.

Cognitive Factors in Older Adults’ Ability to Maintain and Learn a Foreign Language

The finding across our overall sample of older adults that individuals’ age was not related to their English skills is consistent with previous results, suggesting that age-related declines in language are subtle and not pervasive (e.g., Burke and Peters, 1986; Park et al., 2002), with lexical knowledge especially stable (Park et al., 2002), and with age-related decline typically limited to cognitively challenging linguistic contexts (e.g., Kemper, 1986). Interestingly, in the current participant cohort, increased age was associated with lower self-reported speaking and comprehension (but not verbal fluency) in L1. It is possible that this dissociation is tied to L1 attrition, with participants judging their L1 proficiency against a standard of higher skills earlier in life, with lower self-reported ratings further away in time from participants’ peak L1 proficiency (i.e., later in life). Instead, age effects on L1 were not captured in current verbal fluency performance, suggesting no decline in objective L1 performance. With self-reports found to be reliable but by nature more subjective (e.g., Marian et al., 2007), we believe it best to exercise caution in concluding that marked decline in L1 proficiency is captured in the link between age and self-reported proficiency.

Instead of age, composite scores of digit span and orientation were found to predict English verbal fluency in the reference group as well as short-term maintenance of knowledge in the SPECSS learners. Verbal short-term memory (e.g., Papagno and Vallar, 1995; Kaushanskaya et al., 2011) and attention skills (e.g., Bartolotti et al., 2011) have been linked to the ability to acquire novel vocabulary and process an L2. It is thus consistent with previous findings that individuals with higher scores on digit span/orientation subtests were more successful at learning English independently prior to our SPECSS curriculum, and that the learners who participated in our SPECSS curriculum better maintained skills across the curriculum. Relatedly, Marcotte and Ansaldo (2014) argued that their monolingual participants’ slow initial learning of non-cognates in a novel L2 was linked to age-related declines in the encoding of phonological sequences. Considering that our definition of language maintenance is limited to short-term maintenance across a span of weeks in the current study and given our relatively small sample of SPECSS learners that allowed us to identify this effect in pre- and post-curriculum performance, additional work should be conducted linking attention, and phonological short-term memory to long-term maintenance of low-proficient English in older adults. Indeed, findings linking English performance to cognitive performance in our larger reference group are indicative of the cognitive skills needed to learn and retain a foreign language. If replicated and identified across a longer time window, a link between cognitive performance and continued L2 performance may provide valuable information regarding the continued support and practice resources older adult language learners may need beyond traditional multi-week language courses.

While orientation/digit span composite scores capture cognitive skills that are compelling predictors of language success, other experiential factors have been shown to guide executive function in older adults, most notably educational attainment (e.g., Bosma et al., 2003; Van Hooren et al., 2007). Similarly, aspects of linguistic performance such as verbal fluency have been linked to educational attainment (Van Hooren et al., 2007). Consistently, orientation/digit span performance in our participants correlated with years of formal education, r (52) = 0.56, p < 0.001, and English verbal fluency also correlated with years of education, r (51) = 0.36, p = 0.01. In this sense, findings from the current study are also consistent with the premise that older adult language learners with less formal education may be particularly vulnerable in terms of their ability to acquire and maintain novel language knowledge.

Regardless of individual differences in executive function and educational attainment, participants who enrolled in the SPECSS curriculum showed significant learning effects at the group level. Learners’ ability to acquire novel items as part of the SPECSS curriculum was found to be linked to their previous English skills and overall language knowledge rather than cognitive factors, suggesting that the curriculum was appropriate for older adult learners across a range of cognitive performance levels. This was perhaps the case since many of the cognitive hurdles in adult language learning were addressed as part of the SPECSS curriculum, thus providing scaffolding for learners.

Linguistic Factors in Older Adults’ Ability to Maintain and Learn a Foreign Language

In examining linguistic predictors to language attainment, maintenance, and learning in our participants, we examined both acquisition age and exposure to English, and considered participants’ overall knowledge of other languages in a combined score indexing similarity to English of other languages spoken. Linguistic predictors of English verbal fluency included stronger L1 verbal fluency, while participants with higher L1 verbal fluency tended to self-report somewhat lower English skills, perhaps because they judged their English against their L1. Together, findings suggest that a combination of linguistic transfer and experience determines older adults’ foreign language skills.

Linguistic Transfer

Across our reference group, we found that higher self-reported speaking/comprehension and verbal fluency in English were associated with greater English-similarity of other known languages. These findings are consistent with the prediction that positive transfer from other languages would influence success in acquiring and maintaining English (e.g., MacWhinney, 2012). Findings are also consistent with Marcotte and Ansaldo (2014)’s results that novel words similar to established knowledge (i.e., cognates) are easier to learn than linguistically novel items, particularly in the early stages of learning [also see Bartolotti and Marian (2016) in younger adults]. Since lexico-semantic knowledge has been found to be particularly stable with cognitive aging (Reuter-Lorenz et al., 2000; Park et al., 2002), it is conceivable that older learners are particularly reliant on transfer from previously established lexical knowledge as they acquire a novel language.

Interestingly, data from our subset of English learners who participated in our SPECSS curriculum suggest that those who learned the most novel items during our classes were the learners who had previous languages with the least similarity to English. We offer three preliminary explanations for this effect in the spirit of generating hypotheses for future work on mechanisms of language learning in older adults that will hopefully follow these initial findings. First, it is possible that the group who benefited the most from the SPECSS curriculum was comprised of individuals who were the most limited in learning prior to the curriculum. With limited opportunity to transfer knowledge from structurally similar language(s), these individuals may have faced the greatest barriers to independent learning. Such barriers may have been ameliorated by our curriculum by drawing learners’ attention to clear functional targets with opportunity for frequent repetition and association with L1 equivalents. As demonstrated by Marcotte and Ansaldo (2014), older adults are capable of acquiring non-cognate knowledge that has low form-relation to a previous language, but it takes considerable effort.

On the flip side, learners who spoke other English-similar languages had previously experienced positive transfer to English during their independent immersion experiences, as evidenced by their higher English skills at the outset of the curriculum. It is possible that, having experienced greater early success in English, these learners were already more functional in their everyday English communications and thus less motivated to acquire novel English knowledge. Alternatively, it is possible that, with more entrenched prior knowledge in English and structurally similar languages, it was in fact more challenging for these learners to acquire additional novel English skills due to competition from stronger languages given cross-linguistic neighbors (e.g., Bartolotti and Marian, 2012) and the expectation of cognate forms (e.g., Siyambalapitiya et al., 2009). Specifically, more entrenched representations become active more rapidly and are more likely to compete with a weaker language, making it potentially more challenging for learners to acquire new items that are similar yet distinct from previous knowledge (e.g., Diependaele, 2012). Research from young adult bilingual vs. monolingual language learners suggests that bilinguals are particularly well-equipped to manage competition from a previous language, a skill that may confer learning advantages relative to monolinguals (Bartolotti and Marian, 2012; Hirosh and Degani, 2017). However, this benefit may be more limited in older multilinguals. It has been suggested that, with cognitive aging, fewer cognitive control resources may be available to resolve cross-linguistic competition of this nature (e.g., Marcotte and Ansaldo, 2014; Blumenfeld et al., 2016b). For example, Marcotte and Ansaldo (2014) found that their younger French-speaking learners recruited cognitive control areas (anterior cingulate cortex and caudate nucleus) while learning novel items in a closely related language, Spanish, and attributed older learners’ lack of recruitment of such networks to their slower learning of Spanish targets. Consistent evidence is also available from neuroimaging in older adults that attainment and maintenance of a structurally related second language (Mandarin, with L1 Cantonese) may be cognitively more challenging than attainment and maintenance of a less-related language (English, with L1 Cantonese, Abutalebi et al., 2015).

As an alternative to the above explanations of learning effects, it is possible that, since individuals who learned the most items through the SPECSS curriculum knew the least English at baseline, they were presented with the most learning opportunities through our classes and study of the SPECSS binder. In contrast, new learning opportunities were more limited for individuals who had already established a level of functional English knowledge. If such a possible “ceiling effect” were to underlie the current findings, then it could be predicted that the correlation between number of novel items learned and previous English knowledge would weaken if the number of items participants never learned were accounted for (with fewer items never learned for the most English-proficient individuals, see Table 3). Instead, when the number of items never learned was controlled for, the correlation between items newly learned and previous English proficiency became stronger, r (16) = −0.75, p < 0.001. Given this post hoc finding, and given that only 5 of our English learners had less than 30 items that they never learned, we believe that ceiling effects cannot account for the current findings.

Finally, it must be noted that while all participants in our learning group continued to master functional English, they had reported a wide age range of first exposure to English (7–63 years), with best pre-curriculum English attainment outcomes for learners with earlier exposure to English. Therefore, we cannot make conclusions about the age of most efficient language transfer in adult learners. It is conceivable that the most successful learners had benefited from positive transfer of knowledge at a time in middle adulthood when such transfer was cognitively more efficient, with cognitive control mechanisms more available to mute activation of “false friend” representations that were form-similar yet non-equivalent across languages. Alternatively, in the current age group, it is possible that learners who also knew languages that differed from English, were at an advantage in learning novel English because they could globally inhibit these languages (Hirosh and Degani, 2017), a task that may have been cognitively less costly. To our knowledge, no research is currently available examining the success of language transfer across age groups. The possibility of limited benefits in language transfer for older learners warrants additional research.

Continued Exposure to English

In addition to the benefits of language transfer identified in the attainment and maintenance of English, exposure to English emerged as a predictor of English proficiency across our overall sample, consistent with previous findings in younger adults2 (e.g., Marian et al., 2007; Linck et al., 2009) and older adults (Barresi et al., 1998; Nanchen et al., 2017). It is possible that, in learners who cannot engage efficient cognitive control skills to ameliorate interference from other languages, establishment of language-specific resonance through continued immersion is especially critical in the language acquisition process. Once interference from other languages is reduced, language-specific knowledge can be acquired with a reduced risk of negative transfer and with minimized competition from translation equivalents. It is thus possible that continued exposure to the new language becomes even more critical in older adult learners than it is in younger learners. Findings from Marcotte and Ansaldo (2014) are consistent with this claim, given the slower learning curve of older individuals in their study. Relatedly, it is possible that the need for continued exposure in determining learning success may interact with individual differences in cognitive skills.

Limitations of the Current Study and Future Directions

The current study suggests that older adult learners can make significant functional English gains within a short time in a structured curriculum such as SPECSS, and findings across our overall sample of older adult L2 users point to linguistic and cognitive predictors of L2 proficiency. Given our relatively small subset of SPECSS learners (n = 19), additional work is needed to replicate findings of novel learning in older adults, especially given wide confidence intervals observed together with reported correlations; and to identify the specific curriculum components that drive learner success. For example, number of classes attended did not correlate with learning success in our current initial study and we assume that learning may have been based in part on the extent to which participants reviewed their binders outside of class, integrated them into daily interactions, and were willing to seek out English communication partners outside of the classroom [e.g., see Verga and Kotz (2013) for a call to examine social aspects of L2 acquisition in adults]. We believe that a full understanding of English learning success will rely on further study of these independent learning and social contributors.

In addition, the influence of cross-linguistic similarity on L2 proficiency and novel learning in older adults can be extended to the orthographic level. Given the wide range of reported and observed reading skills in the current participants, their self-reported reading proficiency was not included in analyses because it could not be considered an indicator of their shared core language proficiency. The wide range of reading skills could be tied to years of formal education. For example, within the group of learners, years of education related to both self-reported L1 reading skills, r(18) = 0.72, p =0.001, and their English reading skills, r(18) = 0.46, p = 0.05, with reading skills correlated across the two languages, r(18) = 0.50, p = 0.03. It has been suggested that orthography can provide significant support in adults’ acquisition of foreign languages because the additional modality reinforces new phonological representations, thus creating resonance and overall strengthening of representations (Keshavarz and Astaneh, 2004; MacWhinney, 2012). Indeed, post hoc analyses in the current learners suggested that self-reported English reading skills were tied to greater stable curriculum knowledge, r(18) = 0.73, p < 0.001. This pattern is consistent with the possibility that written text can further amplify adult learners’ ability to specify, consolidate, and maintain novel language representations. It is thus likely that fluent adult readers are provided a critical tool for independent language learning and for continued language maintenance. In particular, it is possible that additional variability exists in our sample based on the nature of speakers’ other known orthographies. Specifically, part of the positive transfer from similar languages to English that we observed in the overall group may stem from abilities with an orthography that is similar to English. For example, Koda (1996) suggests that the sound-to-symbol mappings and the nature of orthographic units in L1 may influence L2 reading and Holm and Dodd (1996) found that learners of English were more efficient readers if they had previously learned another alphabetic orthography.

Finally, since learners were part of a classroom setting, with one to three learners per teacher, learners likely did not receive equivalent amounts of attention even though an effort was made to provide one-on-one support. Specifically, learners with the lowest initial language skills may have inadvertently received more attention from instructors and may have learned more for this reason. In addition, instructors observed in retrospect that those with the least English knowledge may have sought out help the most consistently during class sessions. While, in naturalistic teaching settings, such variability in learning support is inevitable, follow-up research in more controlled experimental settings can be conducted to replicate the current findings.

Summary, Future Directions, and Conclusion

In the current study, we identified cognitive and experience-based predictors of English attainment, maintenance, and learning in a multilingual group of older adults with various language backgrounds and with low-English skills. Phonological memory and orientation, as well as similarity to English of previously known languages and experience with English, emerged as primary predictors of English attainment. Further, preliminary learning data from a service-based intervention suggest that older learners confronted with the most hurdles to independent language learning may benefit the most, and are able to acquire functional novel language, in a highly scaffolded learning context. The current findings can serve in generating hypotheses on determinants of preparedness for language learning in older adults. For example, while transfer from similar languages seemed to be a primary predictor of independent learning success, it is unclear whether success in transferring linguistic knowledge to novel contexts is in itself constrained by cognitive aging. Specifically, when compared with similar learners in middle adulthood, it is possible that older adult learners are less able to identify and minimize negative transfer when learning a language similar to previously known languages. Follow-up research is warranted to directly examine this possibility.

The current findings are also useful in identifying key elements to develop successful language learning curricula for older adults. For example, such elements include an awareness of learners’ previous linguistic experiences, including the potential for transfer from other languages and their cognitive skills related to attention, as well as scaffolding through visually based materials that may compensate for cognitive hurdles to learning. In addition, the format of the SPECSS curriculum as highly functional and portable may allow learners to practice and integrate knowledge in the context of daily routines. The benefit to learning may be that material is encoded in contexts similar to where it will be retrieved, thus ensuring learners the support of context-dependent memory (e.g., Marian and Kaushanskaya, 2011). In terms of use, even learners who do not fully master material may carry binders and point to targets in communication settings such as visits with healthcare providers, following the model of alternative augmentative communication devices sometimes used by individuals with verbal communication challenges (e.g., Fried-Oken et al., 2011). Further anecdotal feedback from participants suggests that the bi-directional nature of the curriculum, with English targets and native-language translations present, may facilitate intergenerational communication and learning, giving English-speaking younger family members access to an older family member’s L1. Finally, the presence of text with images and auditory repetition during classes may promote English literacy. We believe these functional-social aspects of the SPECSS materials have the potential to provide the scaffolding for language learning and communication needed by many older adults, and future work can examine these aspects of the curriculum.

In the examination of learning mechanisms, additional research is needed to examine how the apparent cumulative benefit from multiple previously known languages in adult learning may relate to bilingual advantages (or lack thereof) identified in other contexts. Previous findings suggest that bilingual learning advantages may be domain-specific and limited to linguistic context that had previously been encountered by the individual (e.g., Kaushanskaya and Rechtzigel, 2012; Antoniou et al., 2014; Blumenfeld and Adams, 2014; Hirosh and Degani, 2017). The current findings are consistent with this literature. However, interestingly, the cognitive skills that were identified as potential predictors of independent language learning success (digit span and orientation) have also been identified as potential cognitive consequences of long-term bilingualism in older adults (e.g., Kavé et al., 2008). This leaves open the possibility for a somewhat broader maintained ability for language learning in bilingual and multilingual older adults (e.g., Antoniou et al., 2013). It remains an unanswered question whether such bilingual learning advantages extend across the adult lifespan and how they interact with language transfer phenomena.

In general, relatively little work is currently available examining language learning success in older adults, particularly with a view on the previous linguistic and cognitive experiences of such learners (e.g., Antoniou et al., 2013; Marcotte and Ansaldo, 2014). This line of research can provide new insights on the nature and extent of experience-induced plasticity. This knowledge, in turn, is of theoretical value in understanding mechanisms and consequences of learning. It also has tremendous applied potential in a world where many older adults must continue to engage in language learning and where learning success is frequently tied to individuals’ ability to navigate their environment. Understanding older language learners’ cognitive and experiential strengths and vulnerabilities can lead to the development of learning programs tailored to this population. While we see the current study as valuable in establishing general patterns, generating hypotheses, and validating language learning resources for older adults, we also acknowledge that experimentally more controlled research is needed to confirm and extend findings.
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The present functional magnetic resonance imaging (fMRI) study investigated influences of language contexts on inhibitory control and the underlying neural processes. Thirty Cantonese–Mandarin–English trilingual speakers, who were highly proficient in Cantonese (L1) and Mandarin (L2), and moderately proficient in English (L3), performed a picture-naming task in three dual-language contexts (L1-L2, L2-L3, and L1-L3). After each of the three naming tasks, participants performed a flanker task, measuring contextual effects on the inhibitory control system. Behavioral results showed a typical flanker effect in the L2-L3 and L1-L3 condition, but not in the L1-L2 condition, which indicates contextual facilitation on inhibitory control performance by the L1-L2 context. Whole brain analysis of the fMRI data acquired during the flanker tasks showed more neural activations in the right prefrontal cortex and subcortical areas in the L2-L3 and L1-L3 condition on one hand as compared to the L1-L2 condition on the other hand, suggesting greater involvement of the cognitive control areas when participants were performing the flanker task in L2-L3 and L1-L3 contexts. Effective connectivity analyses displayed a cortical-subcortical-cerebellar circuitry for inhibitory control in the trilinguals. However, contrary to the right-lateralized network in the L1-L2 condition, functional networks for inhibitory control in the L2-L3 and L1-L3 condition are less integrated and more left-lateralized. These findings provide a novel perspective for investigating the interaction between bilingualism (multilingualism) and inhibitory control by demonstrating instant behavioral effects and neural plasticity as a function of changes in global language contexts.

Keywords: bilingualism, inhibitory control, dual-language contexts, fMRI, effective connectivity

INTRODUCTION

Bilingualism is a form of “mental juggler” (Kroll and Bialystok, 2013), as speaking one language often involves simultaneous access to the non-target language in the brain (Dijkstra and Van Heuven, 1998; Green, 1998; Bialystok, 2007; Thierry and Wu, 2007; Wu and Thierry, 2010, 2017; De Groot, 2012). Therefore, for bilingual speakers, managing two languages requires constantly selecting words in the intended language and suppressing activations of the non-target language, a routine that necessitates the engagement of inhibitory control. As a result, the experience of using multiple languages might enhance bilinguals’ performance in non-linguistic domains. Previous studies have shown that bilinguals are less distracted, as compared to monolinguals, when performing inhibitory control tasks, including the Simon task (Bialystok et al., 2004; Martin-Rhee and Bialystok, 2008), the Stroop task (Bialystok et al., 2008), and the flanker task (Costa et al., 2008). Moreover, interpreting training has been shown to improve inhibitory control processes (Dong and Zhong, 2017).

The past decade has witnessed a dramatic increase in the use of neuroimaging techniques such as functional magnetic resonance imaging (fMRI) to study the neural system of bilingual language control and the effects of second language acquisition on inhibitory control (e.g., Bialystok et al., 2005; Luk et al., 2010; Weissberger et al., 2015). Abutalebi and Green (2007) proposed a brain network for language control during bilingual speech production. The network includes the left prefrontal cortex, anterior cingulate cortex (ACC), basal ganglia, and inferior parietal lobule. Abutalebi and Green’s (2007) hypothesis is that this neural network is dedicated to the selection and temporal sequencing of language representations during bilingual word production, and the pipeline works in the following order: The left basal-ganglia and ACC modulate the neural activity levels in the left prefrontal cortex, which influences neural activity in the inferior parietal cortex. Each of these areas has implications in distinct cognitive processes: The prefrontal cortex inhibits the non-target language and corrects errors; the ACC monitors conflicts and detects errors; the basal ganglia, especially the caudate nuclei, supervises the language selection and lexical access; the inferior parietal lobule, as a key region for working memory, serves a goal maintenance function. Abutalebi and Green (2008) further clarified distinct contributions of the left and right supramarginal gyri (SMG) in the inferior parietal lobules: The Left SMG is responsible for bias selection away from the language not in use; on the contrary, the right SMG is responsible for bias selection toward the language in use. This neural network for bilingual language control has been testified in a number of studies. In an fMRI study on German–Italian–English trilinguals, Abutalebi et al. (2013a,b) showed that language-switching directions influenced brain activation levels in the caudate nuclei, while activation levels of the supplementary motor area (SMA)/ACC did not vary as the function of language proficiency, which suggests a domain-general role for SMA/ACC in control tasks. Using meta-analysis approaches, Luk et al. (2012) showed that 10 neuroimaging studies involving language switching reported significant and reliable neural responses in the following brain regions: The left inferior frontal gyrus (IFG), left middle temporal gyrus (MTG), left middle frontal gyrus (MFG), right precentral gyrus, right superior temporal gyrus (STG), midline pre-supplementary motor area, and bilateral caudate nuclei. Taken together, it is clear that the prefrontal cortex and caudate nuclei are highly involved in the regulation of bilingual speeches. These brain areas have also been reported in studies of non-linguistic cognitive tasks (e.g., Luk et al., 2010). However, how these areas are connected with one another as part of the control network remains unclear.

Taking the advantage of the functional connectivity approach, researchers have attempted to identify the interactions between the language control network and the cognitive control network during L2 acquisition. For example, Ghazi Saidi et al. (2013) in an L2 vocabulary training study showed that the language processing network and cognitive control network were highly integrated at the initial stage of vocabulary learning, but as the learning proceeded and the vocabularies are being consolidated, this integration decreased. Grant et al. (2015) expanded this line of research. Instead of lab-based short-term vocabulary training, they studied neural adaptations in the development of L2 processing by examining a group of classroom Spanish L2 learners who were native English speakers over the course of one academic year. Their results show that with increased L2 experience, the overall activations in the control areas such as the ACC decreases while its connectivities with semantically related regions such as the MTG increases. The authors claim that the ability to utilize cognitive control mechanisms to regulate access to the L2 representations is a more critical issue in the beginning, relative to the latter stage, of L2 acquisition. Taken together, these studies suggest an important role of the cognitive control network in early L2 acquisition.

One possibility is that the high demand and long-term practice of language control, which involves inhibitory control, during in L2 acquisition, that allows bilinguals outperforming monolinguals in several cognitive control tasks. However, participants’ background variables, such as socioeconomic status and ethnic origins (Sabbagh et al., 2006; Morton and Harper, 2007; Li et al., 2013), also seem to matter for the cognitive advantage in bilinguals. It is also possible that language processing contexts account for some of the variances (e.g., Wu and Thierry, 2013). Studies of neural plasticity on high temporal scales (Fields, 2005; Delekate et al., 2011; Bercury and Macklin, 2015) support the notion that different global language contexts (single or dual-language contexts) may lead to distinguished neural activation patterns during target word selection (Green, 2011). Green and Abutalebi (2013) proposed an adaptive control hypothesis: Language control processes adapt to the recurrent demands of the interactional context. For example, in a dual-language context, in which both languages are used (but to different speakers), language processing engages the control network comprising bilaterally inferior frontal and parietal cortices, the ACC/pre-SMA, basal ganglia, and thalamus (Abutalebi and Green, 2016). In a dense code-switching context, however, speakers routinely interleave their languages in the course of a single utterance and adapt words from one of language in the context of the other language. The neural network of language control would rely more on a cerebellar-prefrontal connection as compared to the dual-language context because, in a dense code-switching context, language control involves higher demands for opportunistic planning (Abutalebi and Green, 2016).

Although the adaptive control hypothesis is a recent theory on the neural mechanisms of bilingual control, there has been increasing interest in the influence of language contexts on non-linguistic executive functions, such as inhibitory control. In a study using event-related potentials (ERPs), Wu and Thierry (2013) examined effects of immediate changes in language processing contexts on executive function in a group of early Welsh–English bilinguals. The cognitive control performance of these participants was measured using a modified version of the classic flanker task, in which participants were instructed to press a button to indicate the direction of an arrow presented within an array of flankers (arrows pointing to the same or the opposite direction). Critically, a word is presented before the flanker trial to implicitly prime a language context. The contextual words were either in Welsh (L1), English (L2), or both languages in separated blocks. The results showed higher accuracy rates when bilingual participants performed incongruent trials of the flanker task in the dual-language context as compared to single-language contexts. The P300 amplitude was also reduced in the dual-language, as compared to the single-language context, indicating less flanker interference effect in the Welsh–English context. Therefore, the authors claimed that changes in language processing contexts could modulate non-linguistic cognitive control in bilinguals.

In a further exploration, Liu et al. (2016) examined the effect of language contexts on cognitive control in a group of Chinese–English bilinguals. Unlike the highly proficient Welsh–English bilinguals in Wu and Thierry (2013), participants in Liu et al. (2016) were native speakers of Chinese who have a moderate level of proficiency in English. All participants performed an antisaccade task, which measures response inhibition (or response suppression), interference inhibition (or inhibitory control), and task switching, three key subcomponents of executive functions (Bialystok et al., 2006). Response suppression refers to the ability to withhold an inappropriate response (e.g., triggered by a habitual cue), as is most classically established in the go/no-go paradigm. Inhibitory control refers to the process when multiple sources of information (e.g., the printing color and the word meaning in the classic Stroop paradigm) are competing for attention which needs to be drawn to the target attribute of the stimulus. Task switching refers to the ability to alter between two tasks that require different cognitive processes and responses. The critical difference between response suppression and inhibitory control is that the former taps onto the process of response execution, whereas the latter mainly measures the control of selective attention. In Liu et al. (2016), Chinese–English participants performed an antisaccade task in the pre-test and then complete a cued digit-naming task involving both Chinese and English. Following the naming task, the participants performed the same antisaccade task again in the post-test. The results showed that the bilingual naming task enhanced response suppression, impeded the inhibitory control, and made no influence on the performance of task switching. Therefore, the authors suggest that moderate proficient bilinguals may rely heavily on response suppression when making speech production in two languages. As a consequence, the bilingual naming task improved their performance in the antisaccade task. Meanwhile, because of the limited cognitive resources and more involvement of response suppression, inhibitory control might have been allocated with less cognitive resources when moderate proficient bilinguals name digits using alternating languages, explaining the decreased performance in inhibitory control. Task switching involves a different mechanism from response suppression and inhibitory control and was not influenced by the bilingual context.

To reconcile discrepancies in previous studies, the present study explores the effect of language contexts on the neurocognitive mechanism of inhibitory control in a group of Cantonese–Mandarin–English trilinguals, who were highly proficient in Cantonese (L1)1 and Mandarin (L2), and moderate proficient in English (L3). One possibility is that the discrepancies between Wu and Thierry (2013) and Liu et al. (2016) are not necessarily contradictory; they might arise as a result of differences in the participants’ language background. The Welsh-English bilingual participants in Wu and Thierry (2013) were highly proficient in both languages; in contrast, the Chinese–English bilinguals in Liu et al. (2016) were intermediate learners of English. Bilinguals with high and low levels of L2 proficiency might adopt different processing strategies during speech production and, therefore, have incomparable implications for executive functions. In the same vein, age of L2 acquisition could also explain discrepancies between the two studies. Early and late bilinguals might engage different cognitive and neural mechanisms during language processing, so that the effect of language context on executive control might not be comparable between the two types of bilinguals. Finally, it is worth noting that unlike Chinese and English, Welsh and English are both alphabetical languages. Switching between two languages with more similarities in linguistic structures might engage different executive components as compared to switching between two languages that differ more radically.

To verify that language contexts may exert different effects on the inhibitory control of bilinguals with different language backgrounds, the present study examined trilingual speakers while they performed a flanker task (Luk et al., 2010) following picture naming in different dual-language contexts: the L1-L2 context, the L2-L3 context, and the L1-L3 context. Within-subject comparisons of their performance in the flanker task following the three contexts will provide a more confident answer to the modulation effect of language context on inhibitory control. It is our hypothesis that in the L1-L2 context (Cantonese–Mandarin), as in Wu and Thierry (2013), bilingual context would facilitate inhibitory control performance; in the L2-L3 (Mandarin–English) and the L1-L3 (Cantonese–English) contexts, as in Liu et al. (2016), the bilingual context would have no beneficial effect on inhibitory control.

The second goal of the current study is to examine how dual-language contexts modulate the functional brain network for inhibitory control, which is usually right-lateralized. For this purpose, effective connectivity analyses, following a recently developed procedure for valid group modeling, namely Group Interactive Multiple Model Estimation (GIMME, Gates and Molenaar, 2012) was performed to identify causal relationships between key brain regions that subserve inhibitory control in different dual-language contexts. If dual-language contexts do not influence inhibitory control process, participants should display a typical flanker effect and comparable brain activation patterns as well as common functional brain network when performing the flanker task. If dual-language contexts do modulates inhibitory control, it is our hypothesis that the L1-L2 context would elicit a right-lateralized network for inhibitory control, while the L1-L3 and L2-L3 contexts might engage a less typical inhibitory control network, because of the more demanding task on linguistic processing and language control in the L2-L3 and L1-L3 contexts, relative to the L1-L2 context.

MATERIALS AND METHODS

Participants

Thirty students (10 males; age range 18–25) were recruited from the Guangdong University of Foreign Studies in Guangzhou, a city with a large Cantonese–Mandarin bilingual community. All participants were highly proficient early bilinguals of Cantonese (first language, L1) and Mandarin (second language, L2): They were raised up in a Cantonese family and have acquired Mandarin since early childhood. At the time of testing, participants use both languages on a regular basis.

All participants were late learners of English (third language, L3) in the mainstream classroom and had a moderate level of proficiency. They started to learn English at an average age of 7.4 (±1.82). According to their self-report, English and Mandarin were used as the main instruction languages in their English class (English usage: 52% ± 0.22; Mandarin usage: 40% ± 0.2; Cantonese usage: 7% ± 0.11), implying considerable experiences of switching and translation between English and Mandarin as a result of English learning.

As shown in Table 1, to assess the participants’ linguistic knowledge and background variables in each of their three languages, we asked them to complete the following measures: (1) responses to the Language History Questionnaire (LHQ 2.0; Li et al., 2014) including the age of language acquisition (AoA), usage habits, switching frequency, and language abilities, (2) vocabulary knowledge in each language as examined through naming accuracy rates in a picture naming task (48 out of the 96 high-frequency non-living objects were selected as the stimuli from the battery of Snodgrass and Vanderwart (1980) and matched between languages, and (3) the Oxford Quick Placement Test (2001) as measurements of their English proficiency.

TABLE 1. Demographic variables, measures of cognitive skills, and language background information of the Cantonese–Mandarin–English trilingual participants.
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Based on language experience, usage habits, and language proficiency, the participants in the current study were characterized as (1) highly proficient in Cantonese and Mandarin, and with extensive experiences of switching between the two languages during conversations (i.e., in the L1-L2 context), and (2) moderately proficient in English but with more Mandarin–English switching experience (i.e., in the L2-L3 context) than Cantonese–English switching experience (i.e., in the L1-L3 context). All participants were right-handed as measured by the handedness inventory (Snyder and Harris, 1993). Written informed consent was obtained from all participants prior to the experiment. The Human Research Ethics Committee for Non-Clinical Faculties at the School of Psychology of South China Normal University approved this study. All subjects gave written informed consent in accordance with the Declaration of Helsinki.

Materials and Procedure

Cognitive Assessments

Before the fMRI session, all participants received a battery of behavioral tests that are designed to measure their non-verbal intelligence (the Raven’s Standard Progressive Matrices; Raven et al., 1988) and working memory (the odd-even sequencing task, an adaptation of number-sequencing subtest form the WAIS-III; Wechsler, 1997) as shown in Table 1.

fMRI Procedure

Participants completed six event-related fMRI runs, each lasting 6 min and 36 s. As shown in Figure 1B, every picture-naming run was presented prior to a flanker run. The order of the three dual-language contexts (i.e., L1-L2, L2-L3, and L1-L3) was counterbalanced between participants in a Latin square design.
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FIGURE 1. Experiment paradigm (A) and fMRI scanning sequence (B).



The Picture Naming Task: As shown in Figure 1A, picture-naming tasks in the three dual-language contexts followed the same paradigm, each involving two different languages. During the picture-naming task, participants named pictures in two languages alternatingly, with 24 pictures per language. The stimuli were randomly selected from 96 black and white drawings for concrete non-living objects (e.g., piano) in the UCSD International Picture Naming Project (IPNP) picture database2 (Bates et al., 2003). All stimuli corresponded to high frequency words in both Chinese (Liu et al., 2011) and English (Brysbaert and New, 2009), and were matched for word frequency (t95 = 0.4, p = 0.69) between the two languages. To ensure the familiarity of the object names, we asked an independent group of 35 individuals (age range: 18–21) from the same population to rate the familiarity of the object names on a 5-point Likert scale (1 = very infrequent; 5 = very frequent). There were no significant differences between the levels of familiarities of object names in the three languages [L1 = 4.0 ± 0.62, L2 = 4.13 ± 0.71, L3 = 3.94 ± 0.74; F(2,54) = 2.65, ps > 0.05].

In each trial of the picture naming task, a frame was presented for 500 ms and then a picture of an object appeared in the center of the frame for 3000 ms, followed by a blank screen of 500 ms. The color of the frame (blue, red, and green) served as the naming cue (blue for Cantonese, red for Mandarin, and green for English). Participants were instructed to covertly name the picture in the target language within 3000 ms. The 48 picture-naming trials were presented in a pseudo-random order with a jittered inter-stimulus interval (min = 2000 ms, max = 12000 ms) optimized with OptSeq2 (Dale, 1999).3 During the inter-trial interval, a central fixation cross was presented. Due to equipment limitation and to minimize head movements during naming, naming responses were collected outside of the MRI scanner. As an orientation procedure, we informed participants that they would later complete a behavioral test related to the naming task inside the scanner. We collected behavioral data with the same task outside of the scanner 2 weeks after the fMRI sessions (e.g., Zou et al., 2012; Li et al., 2013).

The Flanker Task: Immediately following each picture-naming task, participants were scanned in a flanker task session, to examine the influence of language context on their inhibitory control process. During the flanker task (Luk et al., 2010), participants responded to the direction of a red chevron (i.e., the target) surrounded by other black chevrons (i.e., the flankers). As shown in Figure 1A, in congruent trials, flanker chevrons point in the same direction as the target, whereas in incongruent trials, flankers pointed in the opposite direction to the target. Twenty-four congruent trials and 24 incongruent trials were randomly presented during each flanker task scanning session, with jittered inter-stimulus intervals (min = 2000 ms, max = 12000 ms). Each trial began with the presentation of a red fixation for 500 ms, followed by the stimulus for 3000 ms, and then a blank buffer of 500 ms.

MRI Acquisition

MRI images were acquired on a 3-T scanner (Siemens Trio Tim) equipped with a 12-channel phased-array head coil at the South China Normal University, using a T2∗-weighted gradient-echo EPI sequence (TE = 30 ms; TR = 2s; flip angle = 90°; slices = 32; matrix size = 64 × 64; FoV = 192 mm × 192 mm; thickness = 4 mm). Participants lay supine in the scanner and viewed the visual stimuli via a back-projection mirror, while their heads were immobilized with cushions. For each run, the functional scanning was always preceded by 6 s of dummy scans (fixation) to ensure tissue steady-state magnetization. High-resolution (1 mm × 1 mm × 1 mm) anatomical images were acquired using a T1-weighted, 3D inversion-recovery gradient-echo (MP-RAGE) sequence.

Data Analyses

Whole Brain Activations

The fMRI data were preprocessed using the Statistical Parametric Mapping (SPM) software running under MATLAB (SPM12; Wellcome Department of Imaging Neuroscience, University College London).4 All three flanker runs followed the same data processing procedure. The first three scans (dummy scans) of the 198 volumes collected were discarded to allow for T1 equilibration. The remaining 195 volumes were then realigned to the first volume for head-motion correction, co-registered to the individual anatomical images and then to the EPI template in SPM12 based on the Montreal Neurological Institute (MNI) stereotactic space, and resampled into 3 mm × 3 mm × 3 mm cubic voxels. The head motion and rotation of all participants were less than 3 mm of displacement or 3° of rotation.

For each participant, functional images collected from each flanker run were grouped into congruent and incongruent conditions. Individual brain activations corresponding to congruent or incongruent conditions (in contrast to fixation) were analyzed using general linear model (GLM) and were entered into the second level of group analysis to show the neural correlates underlying inhibitory control.

AlphaSim program in the REST (Song et al., 2011) software was used to correct for multiple comparisons in SPM (10,000 interactions). All the brain activations reported below survived an FWE-corrected cluster-level threshold of p < 0.05 (single voxel: p < 0.001, number of voxels > 12) (Woo et al., 2014) and were in the MNI coordinate space.

ROI Selection and Analysis

Based on previous fMRI literature on language control and inhibitory control (Garavan et al., 1999; Luk et al., 2012; Grant et al., 2015; Abutalebi and Green, 2016), we selected 12 regions of interest (ROIs) to compose a cortical-subcortical-cerebellar network, which includes the right middle frontal gyrus (MFG) (33, 36, 21), right inferior frontal gyrus (IFG) (48, 9, 21), bilateral insula (INS) (±36, 3, -3), bilateral supramarginal gyri (SMG) (±18, 0, 21), bilateral caudate nuclei (CN) (±18, -21, 24), bilateral thalamus (THA) (±21, -30, 3), and bilateral cerebellum (CERE) (±15, -69, 42). Averaged time course data of all the voxels within a sphere (6 mm radius) in each ROI were extracted using the DPBABI software (Yan et al., 2016)5.

To identify activation changes in those regions between congruent and incongruent conditions following the three different dual-language contexts, the present study sorted time series of the 12 ROIs by experimental conditions (e.g., congruent and incongruent). The averaged time course signals across all trials of the congruent/incongruent conditions were converted to percentage signal changes (PSC) using the formula (signal-baseline)/baseline × 100 for each time point, and the baseline constant was the mean signal of the fixation baseline (e.g., Li et al., 2013). The averaged PSC values for each condition in every context were considered as representative activation level of each ROI for every participant.

Effective Connectivity

To examine the influence of dual-language context on functional brain connectivity of inhibitory control process in the trilinguals, we made use of recent advances in connectivity modeling (extended unified structural equation modeling, euSEM) (Gates et al., 2011; Hillary et al., 2011, 2014; Gates and Molenaar, 2012; Yang et al., 2015) and a recently developed Group Iterative Multiple Model Estimation (GIMME), an automatic and freely distributed MATLAB-based program6.

The euSEM approach has provided a flexible and efficient method for analyzing the causal interactions of brain regions for cognitive functions, as has previously been applied in Grant et al. (2015) and Yang et al. (2015). The procedure for using the euSEM in the current study is consistent with Yang et al. (2015), but with two experimental conditions in every language context, namely congruent and incongruent conditions of the flanker task. As with other SEM-based approaches, GIMME works from individual-level correlation matrices. The covariance matrices used for the euSEM analysis include the ROI time series at time t (contemporaneous series, where each “t” is a single brain volume or TR) and the same ROI time series at the next time t + 1 (lagged series). For the euSEM analysis, the covariance matrices also include two time series of the effects of the task inputs (congruent and incongruent) for both time t and t + 1, convolved with a canonical hemodynamic response function. In addition, the bilinear series can be used to measure the influence of task inputs on the relationship between ROIs by examining time series of each ROI at each time t multiplied by the convolved task input series at time t. The model selections at the group and individual levels are implemented in the following steps. First, Lagrange Multiplier equivalents (i.e., modification indices; Sörbom, 1989) are used to identify which effects (including connections among ROIs, the direct and bilinear effects), if freed, optimally improve model fit across all individuals. The probability of detecting an effect across all individuals was set at 75%; selection of this criterion was informed by empirical and simulated studies on the likelihood of detecting a true effect should it exist in a given sample (e.g., Hillary et al., 2011, 2014; Gates and Molenaar, 2012; Yang and Li, 2012; Yang et al., 2015). The program iterates until the 75% criterion is met. Second, the model is pruned by eliminating connections that are no longer significant for 75% of the group after other connections are freed. Third, individual-level models are estimated in a semi-confirmatory manner. All connections freed in the group model (described in the two steps above) are freed at the individual level. The automatic search procedure within LISREL (Cziráky, 2004) then iteratively frees connections that optimally improve model fit, according to the Lagrange Multiplier equivalents (Gates et al., 2010). Finally, the model is pruned by eliminating individual-level connections that become non-significant after other individual-level connections are freed, and a confirmatory model is fitted. Model fit parameters, that were found to demonstrate reliability in simulation studies (e.g., Gates et al., 2010) and fMRI studies (e.g., Hillary et al., 2014), were chosen a priori so that two of the following four criteria were satisfied in the final model: confirmatory fit index (CFI) ≥ 0.9; non-normed fit index (NNFI) ≥ 0.9.

RESULTS

Behavioral Results

As shown in Figure 2, participants performed more quickly in the congruent condition as compared to the incongruent condition, displaying a typical flanker interference effect (Eriksen and Eriksen, 1974) in all three dual-language contexts (ps < 0.001). However, there were no significant differences in response times between the congruent or incongruent trials following the three dual-language contexts (ps > 0.05).
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FIGURE 2. Reaction times (bars; left axis) and accuracy rates (lines; right axis) in the flanker task for the Cantonese-Mandarin-English trilinguals in the L1-L2, L2-L3, and L1-L3 contexts. Reaction times for the congruent condition (C) and incongruent condition (I) were significantly different in the three contexts. For accuracy rate, there was no significant difference between congruent and incongruent conditions when the flanker task was presented in the L1-L2 context. The asterisks indicate significant differences (∗∗p < 0.001; ∗p < 0.05). Error bars depict SEM in reaction time data.



For accuracy rates, the flanker interference effect (higher accuracy rates in the congruent as compared to the incongruent trials) was found following the L2-L3 context (two-sample t-test, t29 = 2.27, p < 0.05) and the L1-L3 context (t29 = 2.32, p < 0.05), but not the L1-L2 context (two-sample t-test, t29 = 1.14, p = 0.26), suggesting a facilitation effect of the L1-L2 context on inhibitory control process.

fMRI Results

Whole-Brain Analysis

As shown in Table 2, in the L1-L2 context, incongruent trials elicited additional brain activations in the left inferior parietal lobe. In the L2-L3 context, incongruent conditions involved extra neural responses in the right inferior frontal gyrus and left supramarginal gyrus. In the L1-L3 context, both congruent and incongruent trials evoked neural activities in the right prefrontal cortex, right insula, and subcortical areas. See Supplementary Figure S1 for brain activations during the naming tasks.

TABLE 2. Whole brain activations associated with the flanker conditions for the Cantonese–Mandarin–English trilinguals in the L1-L2, L2-L3 and L1-L3 contexts.
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No significant differences of neural activations were found between congruent and incongruent conditions in the L1-L2 and L2-L3 contexts. In the L1-L3 context, incongruent condition, as compared to the congruent condition, showed more neural responses in the bilateral inferior occipital gyri (Brodmann area 19, or BA 19), right middle occipital gyrus and bilateral middle temporal gyri (MTG). It is well-known that the medial temporal lobe (MTL) is the hub for declarative memory and keeps semantic representation (Squire et al., 2004). MTG might be a multimodal semantic processing hub, storing long-term conceptual knowledge, processing lexico-semantic information, and fulfilling semantic integration, especially in the L2 lexical processing (Rodríguez-Fornells et al., 2009). The stronger activation of the bilateral MTG in incongruent trials following L1-L3 context might imply competition of cognitive resources between inhibitory control task and the demanding semantic processing in L1-L3 context. As illustrated in Figure 3A, dual-language contexts (i.e., the L2-L3 and L1-L3 contexts) involving a moderate proficient language (L3) displayed increased brain activity in the right prefrontal cortex, bilateral insula and inferior parietal lobules, as well as subcortical areas, particularly the bilateral caudate and putamen, as compared to the L1-L2 context.
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FIGURE 3. (A) Overall brain activations associated with congruent and incongruent trials of the flanker task as presented in the L1-L2, L2-L3, and L1-L3 contexts; (B) Regions of interests that were sensitive to the flanker effect in different dual-language contexts. MFG, middle frontal gyrus; IFG, inferior frontal gyrus; INS, insula; CN, caudate nucleus; THA, thalamus; SMG, supramarginal gyrus; CERE, cerebellum; L, left hemisphere; R, right hemisphere; ∗p < 0.05.



ROI Analyses

The following 12 ROIs were chosen based on the extant imaging literature of inhibitory control and language control (see ROI Selection in the Section of Materials and Methods): The right MFG, right IFG, bilateral INS, SMG, CN, Thalamus (THA), as well as bilateral cerebellum (CERE). Our analyses of the percent BOLD signal changes in those ROIs found (1) significant flanker effects in all the three dual-language contexts in the right cerebellum [right CERE, F(1,29) = 15.56, p < 0.001]; (2) brain activations in the right IFG and left cerebellum were associated with the flanker effect in the L2-L3 context [right IFG, F(1,29) = 5.65, p = 0.024; left CERE, F(1,29) = 6.19, p = 0.019]; (3) neural responses in the right cerebellum, right MFG, right IFG, and left INS were associated with the flanker effect only in the L1-L3 context [MFG, F(1,29) = 7.09, p = 0.013; IFG, F(1,29) = 58.75, p = 0.006; INS, F(1,29) = 4.37, p = 0.045] (Figure 3B).

Connectivity Analysis

An extended unified Structural Equation Model (euSEM) analysis was conducted on the fMRI data of the flanker tasks following the L1-L2, L2-L3 and L1-L3 contexts. All group maps (Figure 4) had an excellent fit to the data for roughly 97–100% of the participants, depending on the measure (Brown, 2006). Specifically, in the L1-L2 context, the Comparative Fit Index (CFI) evaluated the model fit as excellent for 100% of the participants’ data, while Standardized ROOT Mean Square Residual (SRMR) and the Root Mean Square Error of Approximation (RMSEA) showed excellent fit for 97% of the data. In L2-L3 context, CFI, SRMR and the RMSEA results indicated an excellent fit for 100% of the data, as is the same in the L1-L3 context.
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FIGURE 4. Connectivity maps for inhibitory control process in three dual-language contexts (L1-L2; L2-L3; L1-L3). Significant contemporaneous and lagged relationships at group-level were shown, and auto-regressive lagged connections are omitted for clarity. Connection strength is denoted by beta coefficients, reflected here as the color the line. The solid line indicates contemporaneous relationship, namely area X at time T influences brain activation of area Y at time T; dotted line illustrates lagged relationship, namely area X at time T influences brain activation of area Y at time T + 1. Nodes (ROIs) are MFG, middle frontal gyrus; IFG, inferior frontal gyrus; INS, insula; CN, caudate nucleus; THA, thalamus; SMG, supramarginal gyrus; CERE, cerebellum; R, right hemisphere.



As shown in Figure 4, the cortical-subcortical-cerebellar network for inhibitory control following the three dual-language contexts shared common connections: The right INS and thalamus strongly influence their left homologous areas, implying the right-dominant network for inhibitory control; the right IFG feeds to the right MFG, suggesting that the right IFG is highly engaged in bottom–up process of inhibitory control; the right thalamus influences brain activations in the right caudate in a lagged relationship, implying the key role of right thalamus in the communications between cortical and subcortical areas. In all the three contexts, right INS influences right IFG and left SMG. Not surprisingly, the left and right SMG are connected to each other as for the bilateral caudate nuclei.

Obviously, in all three dual-language contexts, inhibitory control relied on collaborations between a frontal-parietal network, a cortical-thalamic-striato pathway and bilateral cerebellum. However, dual-language contexts influence inhibitory control network in the trilinguals. To be specific, inhibitory control in the L1-L2 context recruits an efficient and right lateralized network: The right INS as the hub of the network feeds to the right IFG, modulating brain activation in the right MFG indirectly and activating the right SMG; the right THA, as a mediator of frontal-thalamic-striato pathway, receiving positive information from the right INS, feeds to the right CN; right THA is also a key relay station for cortico-cerebellar pathway, forwarding information from the right INS to the left cerebellum, which sends strong and positive influence to the right cerebellum; right SMG forward information from the right IFG to the left SMG, which passes information to the right insula, completing the frontal-parietal sub-network.

When the dual-language context involves a moderate proficient language (L3), the functional brain network for inhibitory control in the same group of participants changed immediately. Specifically, in the L2-L3 context, the frontal-parietal sub-network runs in the reverse pipeline: The right IFG actively influences the right INS, which as a hub sends direct and positive information to the left SMG, feeding directly to the right SMG; the right IFG receives feedback from the right SMG and connects to the right MFG. As in the L1-L2 context, right INS influences bilateral caudate via THA in a lagged relationship. The left cerebellum receives inputs directly from the right SMG and feeds to the right cerebellum. Interestingly, the right CN activates left CN in the L2-L3 context, as is the same in the condition of the L1-L3 context.

L1-L3 context involves a moderate proficient language and engages less switching experience between the two languages. Compared with the L1-L2 and L2-L3 contexts, inhibition control in the L1-L3 context relies on a more left-lateralized and less integrated network, compared with the networks in the other two dual-language contexts. In L1-L3 context, the left SMG works as the hub of the inhibitory control network: The right MFG takes the lead and sends orders directly to the left SMG, which relays to the right INS, right SMG, right THA, and right cerebellum. The right THA, as in the other two conditions, forward positive information to the right CN in a lagged relationship, thus completing the cortico-thalamic-striato pathway. For the cerebellar components, the right cerebellum receives weak influence from SMG on the contralateral side and feeds to the left cerebellum.

Taken together, the cortical-subcortical-cerebellar network for inhibitory control involves a frontal-parietal sub-network, cortico-thalamic-striato pathway, and bilateral cerebellum. However, this neural pattern can be modulated by language contexts on a short timescale. In dual-language contexts with intensive code switching between two proficient languages (i.e., the L1-L2 context), the inhibitory control process seems to be facilitated and rely on a right-lateralized control network. When the dual-language context involves a less proficient language, especially when the two languages are radically different from each other, the inhibitory control process relies on a more left-lateralized and less integrated neural network: In the L2-L3 context, the right IFG feeds to right INS and receives feedback from the right SMG; in the L1-L3 context, the right MFG is highly engaged and the whole network relies on the left SMG to modulate brain activations in the cortical, subcortical, and cerebellar areas.

DISCUSSION

The current study examines the dynamic influences of language contexts on inhibitory control in trilinguals. We explored the neural correlates and functional brain networks activated while Cantonese–Mandarin–English trilingual speakers performed the flanker tasks in three dual-language contexts. As bilingual language processing engages inhibition of the non-target language (Dijkstra and Van Heuven, 1998; Green, 1998; Linck et al., 2008; Green and Abutalebi, 2013; Ventura-Campos et al., 2013; Abutalebi and Green, 2016) and acquiring a second language facilitates the development of cognitive control (Linck et al., 2009; Hosoda et al., 2013; Grant et al., 2015), we expected a facilitatory effect of dual-language contexts on participants’ cognitive control performance (e.g., Wu and Thierry, 2013). Our participants were highly proficient in L1 and L2, but moderately proficient in L3. They frequently switch between L1 and L2 in everyday life, but not between L1 and L3 or L2 and L3. We, therefore, expected to observe significant facilitatory effect of the L1-L2 context as compared to the L2-L3 and L1-L3 contexts on inhibitory control.

The results showed the classic flanker effect in the L2-L3 and L1-L3 contexts, but not in the L1-L2 context. Consistent with results in a previous study (Wu and Thierry, 2013), the effect of contextual priming was observed in accuracy rates but not reaction times, suggesting that independent cognitive mechanisms might account for flanker effects in the two types of measurements. Previous studies (e.g., Luk et al., 2010) using a similar flanker task showed that in the incongruent condition, bilinguals activated a widespread set of brain regions, including the fusiform gyri, inferior frontal gyri, supplementary motor area, inferior parietal regions, and subcortical areas. In the present study, those brain regions for inhibitory control failed to show significant activations in incongruent condition (when compared to the congruent condition) in the L1-L2 context. Moreover, none of the ROIs showed significant interference effects in the L1-L2 context in terms of their BOLD signal change (Figure 3B). These findings suggest that the neural efficiency of the inhibitory control network was enhanced in the L1-L2 context, reducing the classic flanker effect in both the behavioral and the neural anatomical level (e.g., Jäncke et al., 2000; Stevens et al., 2007). Effective connectivity analysis shows the following pattern of results: The right insula functions as the hub of the frontal-parietal network, feeding to the right IFG, which mediates the right MFG and bilateral SMG; the right MFG and bilateral SMG then send information to the right THA, which positively modulates brain activations of bilateral caudate nuclei in a lagged relationship and directly influences the cerebellar pathway. The important role of the right insula in inhibitory control has been well documented. In an event-related fMRI study, Garavan et al. (1999) showed that performing a response inhibition task activated the right hemisphere, including the right MFG, IFG, insula, and inferior parietal lobule. A more recent study dissociated the functional role of the right IFG and insula in inhibitory control and suggests that the right insula is particularly important for detecting behaviorally salient events, while the right IFG is more involved in implementing inhibitory control (Cai et al., 2014). Meanwhile, it is interesting to note that the right frontal-insular cortex has been implicated in switching between central-executive and default-mode networks (Sridharan et al., 2008).

In the L2-L3 context, behavioral results showed significant flanker effects in both reaction times and accuracy rates (see Figure 2). Analysis of the neuroimaging data showed that the flanker effect was associated with brain activations in the right inferior frontal gyrus, bilateral insula, left rolandic operculum, bilateral supramarginal gyrus, and right thalamus. This pattern of activations is highly consistent with neural mechanisms underlying typical flanker effects (e.g., Luk et al., 2010). ROI analyses showed that the flanker effect was associated with activations in the right IFG and left cerebellum, where no such significant activations were found in the L1-L2 context, suggesting a priming effect on the inhibitory control when the dual-language context involves two highly proficient languages. Connectivity map shows a similar frontal-parietal network, but in the reverse relationship. To be specific, in the L1-L2 context, the right IFG sends feedback to the right MFG and completes the frontal-parietal circuitry via the right SMG and left SMG; in the L2-L3 context, flanker task involves more engagement of the IFG: The IFG passes positive influences to the right INS, forwarding information to the left SMG and the right THA; the right SMG receives signals from the left SMG and sends feedback to the IFG, completing the frontal-parietal loop.

In the L1-L3 context, the flanker effect is associated with a different neural network, in which the left SMG is the hub. As illustrated in Figure 4, the right MFG influences the left SMG, which influences the right INS, the right IFG, and finally the right MFG, completing a frontal-insula-parietal network without the right SMG; meanwhile, the left SMG directly modulates brain activations in the right THA, which communicates with the right CN in a lagged relationship as in the other two contexts; furthermore, the left SMG feeds to the right cerebellum, which connects to the left cerebellum. This distinction of the neural network in the L1-L3 context, as compared to the L1-L2 and the L2-L3 contexts, is further supplemented by increased activations in the right MFG, right IFG, bilateral basal ganglia and cerebellum (see Table 2). ROI analyses also showed that activations in the right MFG and right cerebellum were associated with the flanker effect.

Research in neuropsychology and cognitive neuroscience has established the role of the left supramarginal gyrus in the inferior parietal lobule in second language acquisition. Neuroimaging data showed that early bilingualism is associated with increased gray matter density in the left inferior parietal lobe (Mechelli et al., 2004). In addition, researchers have found that the lateral inferior parietal cortex contributes to attentional focalization and target detection in both auditory and visual modalities, indicating its involvement in domain-general attentional processes (e.g., Green et al., 2006; Shomstein and Yantis, 2006). As summarized by Della Rosa et al. (2013), second language acquisition might tune this attentional control area into a “multilingual talent area” as phonological storage and attentional control functions were also subserved by this left inferior parietal lobe. The right SMG, as suggested by Abutalebi and Green (2008), was particularly involved in language selection in conversations that involve multiple languages. As illustrated in Figure 4, in the L1-L2 context, the right SMG is influenced by the right IFG in a top-down control process, while in the L2-L3 context, it sends feedback to the right IFG, forming a bottom–up stream.

It is worth noticing that in the L1-L2 context, consistent with the adaptive control hypothesis (Abutalebi and Green, 2016), the right IFG feeds to the right insula, which influences the right thalamus, thus modulating subcortical areas such as the caudate and connecting the cerebellum. The thalamus has been reported to directly connect to the regions of basal ganglia (Smith et al., 2011) and has reciprocal structure connections with the cerebellum as a relay station (e.g., Glickstein and Doron, 2008). The left caudate and putamen might be more involved in verb interference effects (Abutalebi and Green, 2008; Ali et al., 2010), while the right homologous areas play a more important role in inhibitory control. Based on our results of trilinguals, dual-language contexts modulate the involvement of inhibitory control areas and their interactions.

CONCLUSION

The finding that dual-language contexts lead to functional reorganizations of the inhibitory control network not only reconciles discrepancies in previous studies (e.g., Wu and Thierry, 2013; Liu et al., 2016), but also provides a novel perspective for investigating the interplay between language control and non-linguistic cognitive processes. To fully understand the nature of the neural mechanisms subserving non-linguistic skills (e.g., executive functions), researchers have to consider the influences of processing contexts. Results of the current study provides empirical evidence in favor of the adaptive control hypothesis (Green and Abutalebi, 2013), which suggests that interactional contexts (e.g., single-language, dual-language, or frequent-switching) modulate language control processes by adaptive changes in the neural regions and circuits associated with specific control processes. Critically, our results showed that the cognitive system and its underlying neural network are highly plastic, allowing quick development of functional reconfigurations. Short-term language engagement, in the form of contextual priming, can instantly rewire the related brain mechanisms. This finding sheds new light on therapy training programs for individuals with minor cognitive impairment (MCI). Whether or not L2 proficiency, age of acquisition, and cross-language similarities (e.g., alphabetical or non-alphabetical) distinctly contribute to the modulation effects of bilingual contexts requires further exploration.
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FOOTNOTES

1 Although Mandarin and Cantonese are often referred to as two dialects of Chinese, they are mutually unintelligible in their oral forms (Tang and van Heuven, 2009), and significantly different in phonology, lexicon, and syntax (Cai et al., 2011). Therefore, in the literature of bilingualism, Mandarin and Cantonese represent two distinct languages, rather than two dialects (e.g., Cai et al., 2011; Tu et al., 2015; Liu et al., 2017).

2 http://crl.ucsd.edu/aszekely/ipnp/

3 http://surfer.nmr.mgh.harvard.edu/optseq/

4 http://www.fil.ion.ucl.ac.uk/spm

5 http://rfmri.org/dpabi

6 www.mathworks.com
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A longstanding debate centers around how beginning adult bilinguals process words in their second language (L2). Do they access the meaning of the L2 words directly or do they first activate the native language (L1) translation equivalents in order to access meaning? To address this question, we used ERPs to investigate how newly learned L2 words influence processing of their L1 translation equivalents. We taught participants the meanings of 80 novel L2 (pseudo)words by presenting them with pictures of familiar objects. After 3 days of learning, participants were tested in a backward translation priming paradigm with a short (140 ms) stimulus onset asynchrony. L1 targets preceded by their L2 translations elicited faster responses and smaller amplitude negativities than the same L1 targets preceded by unrelated L2 words. The bulk of the ERP translation priming effect occurred within the N400 window (350–550 ms), suggesting that the new L2 words were automatically activating their semantic representations. A weaker priming effect in the preceding window (200–350 ms) was found at anterior sites, providing some evidence that the forms of the L1 translation equivalents had also been activated. These results have implications for models of L2 processing at the earliest stages of learning.
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INTRODUCTION

Adult learners of a second language (L2) already have an established system of linguistic and conceptual knowledge in their native language (L1). How L2 words are integrated into that system as they are learned continues to be debated (e.g., Jiang, 2000; Jiang and Forster, 2001; Brysbaert and Duyck, 2010; Grainger et al., 2010; Kroll et al., 2010; Ma et al., 2017; Meade and Dijkstra, 2017). The debate is motivated by leading theories of sequential bilingualism, including the Revised Hierarchical Model (RHM; e.g., Kroll and Stewart, 1994; Kroll et al., 2010) and the Developmental Bilingual Interactive-Activation Model (BIA-d; Grainger et al., 2010), which posit that L2 processing differs as a function of proficiency. At high levels of proficiency, bilinguals are thought to process L1 and L2 words similarly, with direct connections between lexical representations in both languages and a shared semantic store. At earlier stages of proficiency, these models posit that new L2 words are primarily processed via their L1 translation equivalents (i.e., through lexical mediation). However, recent evidence has begun to contradict the latter, suggesting that more direct access to semantics might be established even in low proficiency bilinguals (see, e.g., Duyck and Brysbaert, 2004; Ma et al., 2017; Meade and Dijkstra, 2017). To further investigate whether new L2 words initially activate their L1 translation equivalents or whether they go directly to semantics, we taught participants a set of 80 L2 words and tested them in a backward (L2–L1) translation ERP priming paradigm with a short stimulus onset asynchrony (SOA).

Evidence for forward and backward translation priming in proficient bilinguals comes from a number of behavioral studies using a primed lexical decision task. L1 target words are classified as real words faster when they are preceded by their L2 translation equivalents than when they are preceded by unrelated L2 words, and the same is true for L2 targets preceded by L1 primes (see, e.g., Duñabeitia et al., 2010b; Wen and van Heuven, 2017, for a meta-analysis). Theoretically, this translation priming could be either due to spreading of activation from the prime word to the form representation of the target word or due to spreading of activation to a shared semantic representation.

Several lines of research converge to suggest that in proficient bilinguals the effect is largely due to facilitated semantic processing. ERPs have played a critical role in pinpointing the semantic nature of translation priming in proficient bilinguals by lending insight into how the priming effect develops over time. Broadly speaking, semantic priming is associated with the N400 and form priming is associated with earlier components, including the P200 and the N250 (e.g., Grainger and Holcomb, 2009; Guo et al., 2012).1 In a go/no-go lexical decision study with late proficient Russian–English bilinguals, Geyer et al. (2011) time-locked ERPs to L1 and L2 words preceded by the identical word in the same language, by the translation equivalent, or by an unrelated word. In general, words primed by related items elicited smaller negativities than words primed by unrelated items. The identity priming effect in both L1 and L2 began in the earliest window measured (150–300 ms) while the forward and backward translation priming effects were only observed within the N400 window (300–500 ms). The authors interpreted this pattern to suggest that both form and meaning were primed in the identity conditions, whereas only meaning was primed in the translation conditions (see also, Phillips et al., 2006). Duñabeitia et al. (2010a) reported a similar pattern with balanced Basque–Spanish bilinguals in a go/no-go semantic categorization masked priming paradigm; identity priming effects were found within both the N250 and N400 windows, but translation priming effects were restricted to the N400 window. Thus, the timing of the translation priming effect in proficient bilinguals is more consistent with facilitated semantic processing than with facilitated processing of the form of the translation equivalent.

The translation recognition paradigm is another approach to probing the mechanisms that underlie translation priming and, by extension, L2 word processing. In this paradigm, participants see pairs of words and decide whether the two words are correct translations of one another. On critical trials, the L1 target is not the correct translation (e.g., ajo) of the L2 prime (e.g., garlic for Spanish–English bilinguals), but is related to it either in form (e.g., ojo is a form neighbor of ajo, but has the semantically unrelated meaning ‘eye’) or meaning (e.g., cebolla means ‘onion’; e.g., Talamas et al., 1999). In proficient bilinguals, both form and semantic distractors produce behavioral interference effects (i.e., slower and less accurate responses compared to unrelated incorrect translations; e.g., Altarriba and Mathis, 1997; Ferré et al., 2006; Moldovan et al., 2016). This suggests that both the meanings and the form of the translation equivalents are activated and make it more difficult to reject the distractors as incorrect translations.

Nevertheless, in proficient bilinguals the behavioral interference effect tends to be larger for semantic distractors than for form distractors, reinforcing that meaning plays a major role in processing of L2 words (e.g., Talamas et al., 1999; Ferré et al., 2006). In an ERP translation recognition task, Guo et al. (2012) also demonstrated that the semantic pathway is more automatic than the lexical pathway in proficient bilinguals. At a 750 ms SOA, form distractors elicited larger amplitude P200s than unrelated targets and semantic distractors elicited smaller amplitude N400s than unrelated targets. Consistent with behavioral results, this pattern suggests that L2 primes were activating both their meanings and the forms of their translation equivalents. However, at a 300 ms SOA, the effect for form distractors within the P200 window disappeared. This prompted the authors to suggest that semantic representations were activated before the L1 translation equivalents (see also, Moldovan et al., 2016). Guo et al.’s (2012) electrophysiological data and SOA manipulations provided detailed time-course information that supports semantics as a primary source of translation priming for proficient bilinguals. This conclusion is consistent with the RHM and the BIA-d in that both models posit direct semantic access for L2 words in proficient bilinguals.

The question that remains unanswered is whether facilitated semantic processing also underlies translation priming in less proficient bilinguals, for whom these theoretical models posit a different lexical architecture. Both the RHM and the BIA-d postulate that L2 words are only directly connected to their L1 translation equivalents in less proficient bilinguals. Therefore, backward translation priming should be lexically mediated, with pre-activation of the form of the L1 translation equivalent as the primary catalyst of the priming effect. Previous empirical studies with less proficient bilinguals have yielded mixed results. For one, it is not clear whether backward translation priming even occurs in the lexical decision task in these less proficient bilinguals (e.g., Jiang and Forster, 2001; Duyck and Warlop, 2009; Dimitropoulou et al., 2011a,b; Witzel and Forster, 2012). For another, the approaches described above to dissociate between the contributions of the semantic representation versus the L1 translation equivalent have been inconclusive.

Early behavioral evidence from translation recognition paradigms was consistent with processing of L2 words via lexical mediation, as proposed in the RHM and BIA-d. The finding of an interference effect for form distractors (e.g., ojo instead of ajo) was interpreted to suggest that lower proficiency bilinguals were relying on activation of the L1 translation equivalent to process L2 words (e.g., Talamas et al., 1999; Ferré et al., 2006). This argument was especially convincing given the absence of the analogous effect for semantic distractors in the same participants (i.e., no significant differences in response times between semantic distractors and unrelated targets). In other words, it appeared that the form of the L1 translation equivalent was being activated but the semantic representation was not, perfectly in line with model predictions.

Reports of semantic interference in translation recognition tasks have since challenged the original null semantic finding, indicating that the meanings of the L2 primes can be activated in low proficiency bilinguals under certain conditions (e.g., Sunderman and Kroll, 2006). It is difficult to determine on the basis of these behavioral data alone whether the semantic interference – when it is present – is driven by direct activation of the meaning or indirect semantic activation via the L1 translation equivalent. This is especially true given that these studies used a relatively long 500 ms SOA, which presumably allowed sufficient time for the indirect route. However, recent ERP data from a translation recognition task with lower proficiency bilinguals points to semantics as the primary processing pathway for L2 words (Ma et al., 2017). Similar to proficient bilinguals (Guo et al., 2012), at a 300 ms SOA, there was no effect for form distractors within the P200 window, but there was an effect for semantic distractors within the N400 window. Thus, although translation recognition behavioral data have been inconclusive, recent ERP evidence suggests that L2 comprehension might be semantically mediated, even in unbalanced bilinguals.

Results from standard ERP masked priming paradigms with unbalanced bilinguals also appear more consistent with direct semantic access. For example, Midgley et al. (2009) failed to find evidence of backward translation priming within the N250 window using a 67 ms SOA. The translation priming effect for L1 targets preceded by masked L2 translation primes was restricted to the N400 window, suggesting that the L2 primes were activating their meanings, but not the forms of their L1 translation equivalents. However, in a subsequent masked priming study with slightly more proficient participants and a longer (120 ms) SOA, Schoonbaert et al. (2011) found a widespread N250 priming effect for L1 targets preceded by L2 primes (i.e., smaller negativities for L1 targets in translation pairs compared to those in unrelated pairs). Note that, theoretically, the backward translation N250 priming effect should decrease as proficiency increases and reliance on the L1 translation equivalent diminishes, which is opposite the pattern found across these studies. Instead, the authors suggest that the longer SOA in the study by Schoonbaert et al. (2011) allowed participants to process the L2 primes enough to activate L1 translation equivalents at the form level. Given that backward translation N400 priming effects were robust even at the shorter SOA, these studies seem to suggest that meaning is the primary processing pathway for L2 words, even before high levels of proficiency are achieved.

In interpreting these studies, it is important to keep in mind that the bilingual participants, though unbalanced, had relatively high levels of L2 proficiency. For example, although Midgley et al. (2009) categorized their participants as second language learners, the participants’ average self-ratings of L2 language skills were about 4 on a Likert scale from 1 (unable) to 7 (expert). Accurately quantifying the proficiency level of bilinguals who have learned in a classroom and/or immersion setting is challenging (e.g., Grosjean, 1998) and can differ depending on the measurement tool (e.g., Gollan et al., 2012). At the same time, the proficiency level at which the theoretical transition from lexical mediation to semantic mediation occurs has yet to be specified. Therefore, it remains possible that these participants had already surpassed the proficiency level at which the transition takes place, which would make the evidence of semantic mediation in relatively low proficiency bilinguals more consistent with the theoretical models.

Testing for translation priming effects in the context of a word learning experiment is one way to circumvent this issue of when the transition from lexical mediation to direct semantic access occurs. In fact, deconstructing translation pathways in participants who begin learning their L2 as part of the experiment would seem to be one of the most rigorous tests of the theoretical models that propose lexical mediation at low levels of proficiency. A handful of such priming studies with learners have been conducted, but have failed to yield conclusive results thus far (e.g., Altarriba and Mathis, 1997; Mestres-Missé et al., 2007; Dobel et al., 2009; Witzel and Forster, 2012; Pu et al., 2016). For example, after teaching English monolinguals a set of 36 Spanish words, Altarriba and Mathis (1997) found behavioral interference effects for both form and semantic distractors in a translation recognition task with a 300 ms SOA. This suggests that both the L1 translation equivalent forms and the meanings of the new L2 words were activated. Emerging ERP evidence supports the claim that L2 words activate both their meanings and the forms of their translation equivalents in learners (e.g., Mestres-Missé et al., 2007; Pu et al., 2016). For example, Pu et al. (2016) taught native English speakers 112 Spanish words through explicit paired associations (e.g., cama-bed) and tested them in translation verification task (i.e., are these word pairs correct translations?). They found that targets in translation pairs elicited smaller negativities than targets in unrelated pairs (i.e., priming) beginning between 200 and 300 ms and continuing through the N400 window. The authors interpret the early onset of the priming effect as support for lexically mediated backward translation, but acknowledge that the 800 ms SOA was long enough to allow for strategic activation of the form of the L1 translation. Especially in light of recent findings that the duration of the SOA influences ERP priming patterns in low proficiency bilinguals (Ma et al., 2017), it is important to test whether or not these priming patterns hold at a short SOA.

In summary, there is robust evidence for N400 effects in translation priming studies, which supports semantic mediation among bilinguals at all levels of proficiency (e.g., Midgley et al., 2009; Duñabeitia et al., 2010a; Geyer et al., 2011; Schoonbaert et al., 2011; Guo et al., 2012; Pu et al., 2016; Ma et al., 2017). The evidence for earlier, form-based priming effects is comparatively limited and is mostly observed in studies with long SOAs (e.g., Guo et al., 2012; Pu et al., 2016; Ma et al., 2017). However, almost all of these studies have been done with bilinguals who had already achieved some L2 proficiency. To further investigate whether L2 words are processed via lexical mediation at the earliest stages of learning, we taught participants a set of novel L2 words and tested them in a backward priming paradigm with a 140 ms SOA. The L2 words were initially pseudowords that were paired with pictures representing their meanings during the learning phase of the experiment. Following Pu et al. (2016), after learning we recorded EEG as participants saw L2 prime – L1 target pairs and decided whether the two words were correct translations or not. Using a shorter SOA than in the study by Pu et al. (2016) allowed us to minimize overt translation and index the representations that are automatically and rapidly activated during processing of newly learned L2 words. We predicted that L1 targets preceded by their L2 translations would elicit faster responses and smaller amplitude negativities (i.e., priming) than L1 targets preceded by unrelated L2 words. As argued above, the onset of ERP effects is critical for determining whether translation priming is lexically or semantically motivated in these learners. A priming effect solely within the N400 window would be consistent with activation of the semantic representation. Finding an effect before the N400, in time windows that are commonly associated with processing of lexical form (i.e., P200/N250), would suggest that the form of the L1 translation had been activated during processing of the L2 prime. The latter would be consistent with the lexical mediation posited for low proficiency bilinguals in the RHM and BIA-d.

MATERIALS AND METHODS

Participants

Participants included 18 young adults who were right-handed and had normal or corrected-to-normal vision. By self-report, they were not fluent in any language other than English and were not exposed to any language other than English before the age of 6. Participants reported having no history of neurological dysfunction or language disorders, and were not taking any medications that would affect brain function. Data from these same participants in other tasks have been reported elsewhere (Meade et al., 2018). In addition to the three participants excluded from the original report, data from two additional participants were excluded here. One participant was excluded for high artifact rejection due to blinks in this task (>30% of trials) and the other was the participant with the lowest overall accuracy in the priming task that could be rejected to maintain the counterbalancing described below.2

Stimuli

Stimuli included 86 L2 words (80 critical items and 6 practice items) that were drawn from the ARC Nonword Database (Rastle et al., 2002) and chosen to be orthotactically and phonotactically legal in English (e.g., grif, labe, slont, and plurd). All of the L2 words were four to five letters in length; more characteristics of these L2 words and their L1 translations can be found in Table 1. During the learning exercises, the L2 words were paired with pictures depicting familiar objects. All of the pictures had naming agreement at or above 85% in previous norming studies (mean = 97%; Bates et al., 2003). Form overlap between the L2 words and their L1 translation equivalents was minimized. The average Levenshtein distance (i.e., number of insertions, deletions, and substitutions) between the L2 words and their L1 translations was 5.12 (SD: 1.20). A full description of the L2 words can be found in Meade et al. (2018).

TABLE 1. Stimulus characteristics [mean (SD)].

[image: image]

Procedure

Participants were instructed that they would be learning words from a new language. In order to reinforce that these were words from another language, the experiment began with a language decision ERP pretest (i.e., press one button for English words and another button for words from another language; see Meade et al., 2018). Learning exercises were then administered over three consecutive days beginning the day of the pretest. Each word was presented a total of 12 times during the learning phase, either in the context of a two-alternative forced-choice (2AFC) task or a typing task (see Table 2). In the 2AFC task, a picture was presented with two L2 words and participants had to choose which of the L2 words matched the picture. Participants received feedback after each trial in which the picture was displayed together with the correct L2 word. In the typing task, they saw the picture and had to type the corresponding L2 word. If they typed the correct word, they moved on to the subsequent trial. If they typed the incorrect word, the correct word was displayed and they were then asked to type the correct word. On Day 1 of training, they had the first and last letters of the word as a cue in the typing task, but by the last session they had no cues (see Table 2). By the last learning session, mean accuracy was 99% (SD: 1.2%) in the 2AFC task and 95% (SD: 4.3%) in the typing task, which demonstrates that the participants had successfully learned the words.

TABLE 2. Training overview.
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On the fourth day of the experiment, participants took part in an ERP post-test that included a backward priming paradigm. An L2 prime was presented in lowercase for 140 ms, followed immediately by an L1 target in uppercase that remained on the screen for 500 ms. Participants were asked to decide as quickly as possible whether the two words were correct translations and to press one button if they were and another button if they were not. Response hand was counterbalanced across participants. One thousand ms after the response, a purple fixation cross appeared, during which participants were instructed to blink if needed. After 1500 ms, the purple fixation cross turned white for 900 ms and then a 500 ms blank screen signaled the beginning of the next trial. Before beginning the experiment, there was a practice that included three translation and three unrelated trials, none of which were included in the actual experiment.

Each L2 word was presented twice, followed by the correct L1 translation in one half of the experiment and by an unrelated L1 word in the other half. All participants saw the same list (e.g., grif-ORANGE in the first half and grif-KNIGHT in the second half). However, the pairings between the words and pictures during the learning phase were systematically controlled across participants such that any given pair was the correct translation for half of the participants and unrelated for the other half (e.g., nine participants learned the L2 word grif with a picture of an orange and nine of them learned the L2 word grif with a picture of a knight). This design ensured that the same L1 targets occurred in the translation and unrelated conditions.

EEG Recording and Analysis

EEG was recorded from 29 electrodes in an Electro-Cap using a left mastoid reference. It was amplified with SynAmpsRT amplifiers (Neuroscan-Compumedics) using a band pass of DC to 100 Hz and was sampled continuously at 500 Hz. Off-line, ERPs were time-locked to target onset for each participant and prime condition (translation and unrelated) separately using a 100 ms pre-stimulus baseline and a 15 Hz low-pass filter. A loose electrode placed below the left eye was used in conjunction with recordings from FP1 to detect blink artifacts and another electrode on the outer canthus of the right eye was used to detect horizontal eye movements. Impedances were maintained below 10 kΩ for eye electrodes and below 2.5 kΩ for scalp and reference electrodes. Trials with artifacts during the baseline period or within 1000 ms of target onset were excluded from analyses, as were trials with incorrect responses. In the final analyses, an average of 72 and 76 trials (out of 80) were included in the translation and unrelated conditions, respectively.

A subset of 12 electrodes was selected for statistical analyses (see Figure 1). To test for a translation priming effect, ANOVAs with factors Prime (translation and unrelated), Laterality (left, midline, and right) and Anterior/Posterior (frontal, central, parietal, and occipital) were used on mean amplitude within two successive windows. N400 amplitude was measured between 350 and 550 ms, consistent with previous priming studies (e.g., Grainger et al., 2006; Phillips et al., 2006). Due to the short SOA, processing of the prime and target overlapped in time and the morphology of the waveform differed from standard ERPs to single words. The early window (200–350 ms) was chosen based on visual inspection of the grand averaged waveforms to encompass the negative peak preceding the N400.


[image: image]

FIGURE 1. Electrode montage. Sites indicated in gray were included in analyses.



RESULTS

Response times shorter than 200 ms and longer than 2000 ms were excluded from analyses. As predicted, correct responses were faster for translation trials (mean: 1019 ms) than unrelated trials (mean: 1115 ms), F(1,17) = 22.70, p < 0.001, [image: image] = 0.57 (see Figure 2). However, accuracy was slightly higher for unrelated trials (mean: 98%) than for translation trials (mean: 92%), F(1,17) = 38.86, p < 0.001, [image: image] = 0.70, potentially indicative of a speed-accuracy trade-off.


[image: image]

FIGURE 2. Behavioral results. Responses were faster (left) and less accurate (right) for targets in translation pairs (blue) than for targets in unrelated pairs (red). Bars indicate standard error.



In the ERP analyses, the main effect of Prime was not significant between 200 and 350 ms, F(1,17) = 0.88, p = 0.361, [image: image] = 0.05. However, an interaction between Prime and Anterior/Posterior indicated that the effect went in the expected direction across anterior sites and in the opposite direction across the most posterior electrodes, Prime × Anterior/Posterior, F(3,51) = 5.73, p = 0.021, [image: image] = 0.25 (see Figure 3). Follow-up analyses including only the most anterior electrodes (F3, Fz, and F4) confirmed that the priming effect was reliable at those sites, Prime, F(1,17) = 5.09, p = 0.038, [image: image] = 0.23. A point-by-point time course analysis (see Figure 4) was consistent in suggesting that there was a weak early effect across frontal sites, but that the most reliable effect began within the N400 window, around 400 ms. Indeed, there was a widespread effect of priming within the N400 window (350–550 ms) that was strongest at central midline sites, Prime, F(1,17) = 26.88, p < 0.001, [image: image] = 0.61, Prime × Laterality, F(2,34) = 4.34, p = 0.029, [image: image] = 0.20, Prime × Anterior/Posterior, F(3,51) = 4.13, p = 0.043, [image: image] = 0.19, Prime × Laterality × Anterior/Posterior, F(6,102) = 4.51, p = 0.004, [image: image] = 0.21 (refer to Figures 3, 4).
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FIGURE 3. ERP results. (A) Grand averaged ERP waveforms elicited by targets in translation pairs (blue) and unrelated pairs (red). Each vertical tick marks 100 ms, the calibration bar marks 2 μV, and negative is plotted up. The 250 and N400 are indicated at site C3. (B) Scalp voltage maps showing the effect of translation priming (unrelated-translation) for each of the analyzed time windows.
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FIGURE 4. Time course analysis of ERP translation priming effect. False discovery rate-corrected p-values for each time point at each electrode site. Color indicates where the priming translation effect was significant.



DISCUSSION

Leading models of sequential bilingualism, including the RHM and BIA-d, posit that L2 words are processed via their L1 translation equivalents (i.e., lexical mediation) at low levels of proficiency. In contrast, there is growing empirical evidence to suggest that L2 words might be processed directly for meaning at relatively early stages of proficiency. To address this debate, we taught participants novel L2 words and tested them in a backward (L2–L1) priming paradigm with a short (140 ms) SOA. L1 targets in translation pairs elicited faster responses than the same targets in unrelated pairs, indicating that participants had learned the words and were processing them efficiently. ERP effects began as early as 200 ms after target onset at anterior sites, in a window that roughly corresponds to the N250. Such an early effect would appear to be consistent with lexical mediation and pre-activation of the lexical form of the L1 translation equivalent in these learners. However, the bulk of the observed ERP priming effects occurred within the N400 window, which suggests that L2 words were also directly activating their meanings. Given the short SOA, these results suggest that both L1 form and meaning representations were automatically accessed, but to different degrees. With a focus on the relative strength of the priming effects in the two windows, we discuss several potential lexical architectures that could underlie these results.

The early priming effects that we observed differ from typical N250 priming effects, which begin earlier and have a broader distribution. However, there are previous reports of an anterior N250 effect that more closely resembles the one we observed here. In particular, Grainger et al. (2006) found that orthographic overlap between visually-presented primes and targets modulates a posterior N250 whereas phonological overlap modulates a more anterior N250. In light of those results, one potential explanation for the anterior distribution of the early priming effect here is that (only) the phonological forms of the L1 words were primed. This makes sense given that participants learned the L2 words with pictures that they could name in their L1, but they never saw the orthographic forms of the L1 translation equivalents (until the ERP translation priming paradigm). If this interpretation is correct, it follows that when the orthographic forms of the L1 translations are presented during learning, the distribution of the early priming effects should include a more posterior component. Indeed, after teaching L2 words through lexical association, Pu et al. (2016) found early translation priming effects that appear to have a broader distribution than the effects that we observed here. Directly comparing the early priming effects for L2 words learned with L1 translations versus pictures in future studies would confirm that learning method influences the nature of the L1 form representations that are activated by L2 words.

In contrast, in a translation recognition paradigm with a 300 ms SOA, Ma et al. (2017) did not find a significant effect of form distractors within their P200 window (150–300 ms) and concluded that L1 translations are not automatically activated in low proficiency bilinguals. Several differences between the two studies could explain these divergent results. For one, our participants mastered a small set of L2 words in the context of this study whereas the participants in the study by Ma et al. (2017) were classroom learners and were therefore exposed to a wider range of L2 words in a variety of learning situations. How they learned the words may have affected the strength of activation of L1 translation equivalents. There were also methodological differences between the two studies that could help explain the results. For example, the translation recognition task that Ma et al. (2017) used only indirectly indexes activation of the translation equivalent; responses are recorded to neighbors of the L1 translations (i.e., form distractors) rather than to the L1 translations themselves. Therefore, it is possible that the L1 translation equivalents were also activated in that study, but not enough to interfere with processing of the neighbors. This seems especially plausible since the form priming effects that we observed were on the smaller side. The different SOAs between the two studies also likely influenced the results. It could be that activation of the L1 translation equivalent is transient such that it was strong enough to be measured at the 140 ms SOA here, but did not persist through the 300 ms SOA in the study by Ma et al. (2017). Evidence from priming studies with monolinguals supports this hypothesis; N250 (but not N400) effects become refractory at SOAs of 300 ms or more (Holcomb and Grainger, 2007). It is also important to note with a 140 ms SOA, the N250 window that we measured (200–350 ms after target onset) is temporally congruent with the N400 elicited by the primes (340–490 ms after prime onset). Some portion of this effect could therefore be driven by backward semantic priming from the L1 target to the L2 prime. More research is needed to test the effect of SOA in translation priming studies and, more generally, to determine which of these design differences led to the early priming effect here.

Although we found evidence of lexical mediation, the relative difference in size of the early lexical effect and the later N400 effect suggests that direct semantic activation was likely producing much of the priming effect. The typical centro-posterior distribution of our N400 effect suggests that it resulted from spreading of activation within the semantic system. This contrasts with the fronto-central N400 priming effect that Mestres-Missé et al. (2007) found in a 500 ms SOA backward priming paradigm with learners. In that study, participants implicitly learned the meanings of novel words presented at the end of three L1 sentences with increasing contextual constraint and were tested in the priming paradigm the same day. The authors attributed the frontal distribution of the priming effect to recruitment of prefrontal regions and an increase in cognitive control during semantic retrieval of the new words. These two studies might represent two different stages of L2 learning as described, for example, in the episodic hypothesis of L2 learning (e.g., Jiang, 2000; Jiang and Forster, 2001; Witzel and Forster, 2012). Proponents of the episodic hypothesis differentiate between “lexical knowledge,” which involves storing information about L2 words in general episodic memory and “lexical competence,” which denotes that lexicosemantic information has been integrated into the linguistic system. The frontal N400 effect reported by Mestres-Missé et al. (2007) could be indicative of the controlled meaning retrieval that characterizes the lexical knowledge stage, whereas the more typical N400 distribution that we observed in the present study suggests that L2 words can be integrated into the lexicosemantic system over a span of only a few days.

How do we account for activation of both the L1 translation equivalent and the meaning? It would appear that these data reflect a combination of lexical mediation and semantic mediation, or the transition from one to the other. In both the RHM and the BIA-d, the lexical links decrease in strength as proficiency increases and direct semantic links are established, but they never disappear entirely. Thus, it is possible that these words were being primarily processed through the semantic route, but residual activation was also flowing to the L1 translation equivalent via the weakened lexical links. It could also be that individual L2 words were at different stages of the transition from lexical mediation to semantic mediation (see, e.g., Kroll and Tokowicz, 2005). In other words, the two patterns in the averaged ERPs might reflect processing via lexical mediation for a (small) subset of the L2 words and processing via semantic mediation for a (larger) subset of the L2 words. In the BIA-d, this transition is implemented by decreasing the lexical “clamping” between each L2 word and its translation equivalent and increasing top–down inhibition of the L1 from the L2 language node (Grainger et al., 2010). We know from studies with proficient bilinguals that the translation priming effect should onset within the N400 window in the final state (e.g., Phillips et al., 2006; Duñabeitia et al., 2010b; Geyer et al., 2011). This could be achieved either by further weakening of the lexical links for all words or by processing a larger majority of the L2 words via semantic mediation. If the latter is true, and the transition is happening at the level of individual words, it would be informative to know what lexicosemantic characteristics allow certain words to transition faster than others.

CONCLUSION

The present study offers new evidence for both early (N250-like) and later (N400) translation priming effects at a short SOA that precludes strategic processing. The N400 priming effect was substantially larger than the earlier anterior effect. It is therefore unlikely that it resulted purely from the indirect (i.e., lexically mediated) semantic processing posited in the RHM and BIA-d. Rather, the data are more consistent with direct semantic access after relatively few exposures to new L2 words. Whether all of the L2 words were being processed via this direct semantic pathway is not clear. The early form priming effects could be due to weak activation of the L1 translation equivalents of all L2 words or, alternatively, to strong activation of the L1 translation equivalents of a small subset of L2 words that were still being processed via lexical mediation. How these dynamics would differ among classroom students who learn a more diverse set of words as part of a more ecologically valid language learning experience also remains unknown. Tracking the relative contributions of lexical versus semantic mediation over the course of learning, including in adults who learn their L2 in more typical classroom settings, will begin to answer these important questions.
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FOOTNOTES

1 Whether P200 or N250 amplitude is reported seems to depend largely on the task that was used. The P200 is often reported in translation recognition studies in which the form-related distractor is predicted to be more difficult to process. In contrast, the N250 is more often reported in translation and identity priming studies in which the related conditions are predicted to be easier to process.

2 Note that analyzing the data from all 20 participants who were included the original report yields the same pattern of results that we report here.
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On the basis of previous studies revealing a processing advantage of concrete words over abstract words, the current study aimed to further explore the influence of concreteness on the integration of novel words into semantic memory with the event related potential (ERP) technique. In the experiment during the learning phase participants read two-sentence contexts and inferred the meaning of novel words. The novel words were two-character non-words in Chinese language. Their meaning was either a concrete or abstract known concept which could be inferred from the contexts. During the testing phase participants performed a lexical decision task in which the learned novel words served as primes for either their corresponding concepts, semantically related or unrelated targets. For the concrete novel words, the semantically related words belonged to the same semantic categories with their corresponding concepts. For the abstract novel words, the semantically related words were synonyms of their corresponding concepts. The unrelated targets were real words which were concrete or abstract for the concrete or abstract novel words respectively. The ERP results showed that the corresponding concepts and the semantically related words elicited smaller N400s than the unrelated words. The N400 effect was not modulated by the concreteness of the concepts. In addition, the concrete corresponding concepts elicited a smaller late positive component (LPC) than the concrete unrelated words. This LPC effect was absent for the abstract words. The results indicate that although both concrete and abstract novel words can be acquired and linked to their related words in the semantic network after a short learning phase, the concrete novel words are learned better. Our findings support the (extended) dual coding theory and broaden our understanding of adult word learning and changes in concept organization.
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INTRODUCTION

A processing advantage of concrete concepts over abstract concepts, namely a concreteness effect, is reported in a variety of tasks including lexical decision, free recall, recognition, as well as paired associate learning (for reviews, see Paivio, 1991; Schwanenflugel et al., 1992). Concreteness effects are mainly explained by dual coding theory (Paivio, 1986) or context availability hypothesis (Schwanenflugel and Shoben, 1983).

According to the dual coding theory, there is a verbal-based system and an imagery-based system associated with concepts in semantic memory. The former is responsible for the representation and processing of linguistic information, and the latter for nonverbal information. Concrete words are connected to both the systems, while abstract words are only connected to the verbal system. When a concrete word is processed, the verbal and nonverbal systems function independently and are interconnected, which results in an additive effect, thereby yielding a processing advantage for concrete words over abstract words.

Different from the dual coding theory which emphasize that the representations of concrete and abstract words differ qualitatively, the context availability hypothesis proposes that they differ quantitively. It posits that concreteness effects arise from the differences in availability of contextual information. The contextual information can be retrieved from the person's prior knowledge or from the circumstance in which the stimulus appears. Since people encounter abstract words in a wide range of contexts or circumstances, the contextual information for abstract words is represented in a looser way. Therefore, the poor performance for abstract words is not because of lesser availability of imagery, but because of the relative unavailability of associated contextual information in memory for abstract words (Schwanenflugel et al., 1992).

Later, Holcomb et al. (1999) extended the dual coding theory with the context availability theory. They proposed that the concreteness effect could be attributed to both superior associate connections in the verbal-based system and the use of imagery-based system for concrete words. This extended dual coding theory is supported by many studies (e.g., Jessen et al., 2000; West and Holcomb, 2000; Binder et al., 2005; Zhang et al., 2006). For instance, Jessen et al. (2000) found greater activation in the lower right and left parietal lobes, as well as in the left inferior frontal lobe and in the precuneus for concrete words relative to abstract words. The stronger activation in the left parietal and frontal areas indicated greater verbal context resources for concrete words, and in the right parietal lobe indicated an additional involvement of spatial imagery-based system for concrete words.

The theories mentioned above account for the different representations between concrete and abstract words. These distinctions might reflect the way in which the words have been learned (Mestres-Missé et al., 2014). As expected, the concreteness of concepts not only impacts the processing of words, but also affects novel words learning both in L1 and L2. For instance, Palmer et al. (2013) asked native English speakers to learn rare English words (novel words) paired with definitions. Half of the novel words were concrete, and the other half abstract. It was found that participants' responses to the concrete novel words were faster than those to the abstract novel words both in semantic categorization task and lexical decision task. In L2 novel word learning, De Groot and Keijzer (2000) used paired-associate training technique, in which a Dutch word and an English pseudoword were visually presented simultaneously. Actually, the pseudowords were letter strings which were orthographically and phonologically legal. Native Dutch speakers performed recall tests immediately following learning and 1 week later. The recall accuracies for the concrete words were larger than those for the abstract words in both the tests. These results indicate that concrete words are easier to be learned than abstract words both in L1 and L2 vocabulary learning.

Contextual learning, in which people derive meanings of novel words by reading sentences or discourses, is an important approach to word acquisition (Swanborn and de Glopper, 1999; Batterink and Neville, 2011). Previous studies have found that learners can successfully infer the meaning of unknown words rapidly from contexts (Mestres-Missé et al., 2007, 2010; Borovsky et al., 2010, 2012, 2013; Chen et al., 2014; Ding et al., 2017; Zhang et al., 2017). For instance, Mestres-Missé et al. (2007) asked participants to read sentences ending in novel words (pseudowords) or real words. It was found that, only after three exposures in sentences, the N400 amplitudes elicited by the novel words were similar to those elicited by the real words. Using the same learning paradigm, researchers investigated the influence of the concreteness of concepts on novel words learning (Mestres-Missé et al., 2009, 2014). It was found that the meaning of concrete and abstract novel words could be similarly identified. However, the reading times for the abstract novel words on the second sentences were longer than those on the first sentences, and the reading times for the concrete novel words showed the reverse pattern. These results implied that participants had to collect and recheck the information provided by both sentences for abstract new words, indicating that concrete word meaning was discovered and learned faster than abstract word meaning (Mestres-Missé et al., 2014). Furthermore, an fMRI study revealed that learning concrete and abstract novel words was qualitatively different in neural correlates and recruited similar brain regions as the processing of real concrete and abstract words. In particular, the ventral anterior fusiform gyrus, a region driven by imageability (Ishai et al., 2000), was exclusively activated in the association of new concrete words to their meaning, indicating the involvement of nonverbal imagery-based system in concrete novel word leaning (Mestres-Missé et al., 2009).

The above-mentioned studies suggest a learning advantage of concrete novel words over abstract novel words during contextual learning. However, the novel words learned from contexts are not stored in isolation, they can be integrated into semantic memory rapidly (Mestres-Missé et al., 2007; Borovsky et al., 2012; Ding et al., 2017; Zhang et al., 2017). For example, Borovsky et al. (2012) found that the meaning of novel words embedded in highly constraining sentences could be learned based on the high cloze probabilities (mean = 0.896) in the pretest. Furthermore, the novel words could be associated with their semantically related words, as reflected by the reduced N400s compared to the unrelated words in a lexical decision task immediately after learning. Based on the above-mentioned results, the current study aimed to further explore whether there is a concreteness effect in the integration of novel words into semantic memory using event-related potential (ERP) technique. Specifically, we aimed to investigate how the concreteness of concepts influences the learning of novel words and their associations with known words. Most previous studies investigating word acquisition in contextual learning used pseudowords as new labels for familiar concepts (e.g., Mestres-Missé et al., 2008, 2010; Borovsky et al., 2010; Chen et al., 2014; Ding et al., 2017; Zhang et al., 2017), which can be thought of as simulating second language (L2) learning (Ferreira et al., 2015). In L2 word learning, Dittinger et al. (2016) asked speakers of French to learn Thai words through picture-word associations and found that the meaning of novel words could be learned and associated with semantically related concepts following a short learning. Furthermore, music training could enhance this kind of leaning in adults (Dittinger et al., 2016) and children (Dittinger et al., 2017). The present study paired pseudowords with familiar concepts via contextual learning paradigm and could shed new light on the influence of the concreteness of concepts on L2 novel word learning.

The novel words were Chinese two-character pseudowords and embedded in two-sentence contexts. The corresponding concepts of the novel words were either concrete or abstract. Participants read the contexts and inferred the meaning of the novel words. After learning, they performed a lexical decision task with ERPs being recorded. The learned novel words served as the primes, and the corresponding concepts of the novel words, semantically related words and unrelated words served as the targets. The N400 is a negative-going wave that peaks ~400 ms after the onset of the meaningful stimulus (Kutas and Hillyard, 1980; Kutas and Federmeier, 2011). It is correlated with semantic priming, with the target words eliciting smaller N400 amplitudes when preceded by semantically related words compared to unrelated words in the lexical decision task (Bentin et al., 1985; Estes and Jones, 2009; Borovsky et al., 2012; Jones and Golonka, 2012). Therefore, we expected smaller N400s for the corresponding concepts of the novel words and the semantically related words relative to the unrelated words in both the concrete and abstract conditions. If the concreteness of concepts influences the integration of novel words into semantic memory, the N400 effects would be different between the concrete and abstract conditions.

In addition, a late positive component (LPC) is modulated by the semantic relatedness between the prime and target, with targets preceded by semantically related primes eliciting larger LPCs than those preceded by unrelated primes in the semantic priming lexical decision task (Bouaffre and Faïta-Ainseba, 2007; Kim et al., 2012). This LPC effect reflects conscious awareness of semantic relationship between primes and targets (Bouaffre and Faïta-Ainseba, 2007; Chen et al., 2014). If the concreteness of concepts influences this late processing stage, we expected different LPC effects between the concrete and abstract conditions.

MATERIALS AND METHODS

Participants

Twenty-four university students (mean age 23 years, 12 males) participated in the experiment. They were all right handed native Chinese speakers with normal or corrected-to-normal vision. None of them had dyslexia or neural impairment. This study was approved by the Institutional Review Board of the Institute of Psychology, Chinese Academy of Sciences. Before the experiment, all subjects read and signed a written informed consent in accordance with the Declaration of Helsinki.

Materials

Sixty-six two-character pseudowords served as the novel words. Half of the corresponding concepts of the novel words are concrete and the other half are abstract. They were embedded in the learning discourses, each of which consisted of two sentences. The first sentences always ended in the novel words. Table 1 presents the examples of stimuli. We tested the cloze probabilities of the corresponding concepts in the first sentences and the inferring probabilities of the novel words in the whole discourses. In the cloze probability test, participants read the sentences without the final critical words. They were asked to finish the sentences with the first words that came to mind. In the inferring probability test, participants read all the discourses and inferred the meaning of the novel words. Twelve participants firstly took part in the cloze probability test, then in the inferring probability test. The cloze probabilities of the concrete and abstract corresponding concepts were equally high [correct rates: mean (SD) = 80.8% (21.60%) and 81.06% (20.86%) for the concrete and abstract conditions, respectively: t(64) = −0.10, p = 0.924]. Meanwhile, the concrete and abstract novel words could be successfully inferred at equally high accuracies [correct rates: mean (SD) = 96.97% (4.57%) and 96.72% (5.49%) for the concrete and abstract novel words, respectively: t(64) = 0.20, p = 0.840].


Table 1. Examples of the stimuli in the learning phase and lexical decision task.
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After the learning phase, the novel words served as primes in a lexical decision task paired with three types of real-word targets and three unlearned-pseudoword targets. The real-word targets included the corresponding concepts (CC), semantically related words (SR), and unrelated words (UR). For the concrete condition, the semantically related words were taxonomically/categorically related to the corresponding concepts. For the abstract condition, the semantically related words were synonyms of the corresponding concepts. Abstract words and their synonyms share semantic similarities, and their semantic relationship is similar to the categorical relationship between concrete words (Crutch and Warrington, 2005; Crutch et al., 2006). The unrelated words were concrete and abstract in the concrete and abstract conditions, respectively. Fourteen participants who did not participate in the cloze probability and inferring probability tests rated the semantic relatedness between the novel words and the semantically related words, as well as between the novel words and the unrelated words on a 7-point Likert scale (7 indicates the most closely related and 1 indicates unrelated). Since the novel words were not known before the experiment, they were replaced by the corresponding concepts. Table 2 presents the rating results. We conducted a repeated measures ANOVA, with Target condition (SR, UR) serving as a within-item factor and Word category (concrete, abstract) as a between-item factor. There was only a significant main effect of Target condition [F(1, 64) = 3074.01, p < 0.001, [image: image] = 0.980], indicating that the SR targets were more related to the novel words than the UR targets. Neither the main effect of Word category [F(1, 64) = 2.65, p = 0.109, [image: image] = 0.040] nor the interaction between Target condition and Word category [F(1, 64) = 0.44, p = 0.509, [image: image] = 0.007] was significant.


Table 2. Means (SDs) of the stimuli properties.
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Another 15 participants rated all the target words in concreteness, emotional valence and arousal on 7-point Likert scales (7 indicates the most concrete, most positive, and most aroused). Meanwhile, we checked the word frequency based on the corpus developed by Cai and Brysbaert (2010) and calculated the number of strokes of all the target words. Table 2 presents the results of the ratings and calculations. We performed separate repeated measures ANOVAs for the concreteness, emotional valence, emotional arousal, word frequency, and number of strokes, with Target condition (CC, SR, UR) serving as a within-item factor and Word category (concrete, abstract) as a between-item factor. Table 3 presents F-values of the ANOVAs on the stimuli properties. The results showed that the target words differed in concreteness, with the concrete words being more concrete than the abstract words. In addition, all the words were matched for emotional valence and arousal, as well as word frequency and number of strokes.


Table 3. F-values of the ANOVAs on the stimuli properties.
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In addition, to make sure that participants learned the corresponding concepts of the novel words instead of their semantically related words since they first encountered the novel words, we calculated the cloze probabilities in the first sentences and the inferring probabilities in the whole discourses for the semantically related words. The results showed that the cloze probabilities of the concrete and abstract semantically related words were not significantly different [correct rates: mean (SD) = 0.51% (2.02%) and 0.25% (1.45%) for the concrete and abstract semantically related words, respectively: t(64) = 0.83, p = 0.412], and were not significantly different from zero [t(32) = 1.36, p = 0.184 and t(32) = 1.00, p = 0.325 for the concrete and abstract conditions, respectively]. Similarly, their inferring probabilities were equally low [correct rates: mean (SD) = 0.76% (3.20%) and 0.25% (1.45%) for the concrete and abstract semantically related words, respectively: t(64) = 0.58, p = 0.562], and were not significantly different from zero [t(32) = 1.44, p = 0.160 and t(32) = 1.00, p = 0.325 for the concrete and abstract conditions, respectively].

Procedure

Participants who did not take part in any pretests of the stimuli were seated in a comfortable chair with a distance of about 80 cm from the computer screen. The words were presented in white color on a black screen with a font size of 20 in Song Typeface. Similar to the learning procedure of previous ERP studies (e.g., Zhang et al., 2017), a learning trial started with a 1,000-ms fixation cross in the center of the screen. Then a sentence was presented one word or two-word phrase at a time (500-ms duration, 800-ms stimulus onset asynchrony). The novel words always appeared in isolation for 1,000 ms. After the last phrase, the whole learning discourse was presented on the screen. Participants were asked to press the space button if they had inferred the meaning of the novel word. A 2,000-ms resting screen was presented before the next trial began.

In the lexical decision task, a trial also started with a 1,000-ms fixation cross in the center of the screen. Then a prime word was presented for 300 ms and followed by a 200-ms blank screen. After that, a target word was presented for 300 ms. Participants were asked to judge whether the target was a real word or not as quickly and accurately as possible by pressing the “F” or “J” buttons on the keyboard. The correspondence between F/J and word/pseudoword was counterbalanced across participants.

We divided the 66 discourses into six blocks. In order to balance the number of concrete and abstract items, three blocks included 10 discourses (five concrete and five abstract), and the other three blocks included 12 discourses (six concrete and six abstract). The learning phase and lexical decision task were interleaved. Participants read the discourses in a pseudo-random order in each block with no more than three discourses of the same condition being presented in succession. All word pairs in the lexical decision task were arranged in a random order first. Then, for the word pairs containing the same novel word, the novel word-CC target pair was always presented after the novel word-SR and novel word-UR target pairs. This manipulation was performed to avoid acquisition or recognition of the novel words' meaning through the pairing with their corresponding concepts, which would confound the contextual learning effect. Furthermore, no trial type occurred more than three times consecutively and trials containing the same novel words were not presented in succession. Finally, the word pairs were presented in a pseudo-random order. There was a short break between blocks.

Electrophysiological Recording and Preprocessing

EEG was recorded with 64 Ag/AgCl electrodes mounted on an elastic cap at a sampling rate of 500 Hz with a band pass filter of 0.05–100 Hz. EEG data were amplified with AC amplifiers. The right mastoid electrode served as the online reference, and an electrode placed between Fz and FPz electrodes served as the ground. An electrode was also placed over the left mastoid. Two electrodes above and below the left eye were used to monitor the vertical eye movements and blinks. The horizontal eye movements were monitored via two electrodes placed lateral to the outer canthus of each eye. Impedance of most electrodes was kept below 5 kΩ.

The raw EEG data were preprocessed with NeuroScan software 4.5 offline. After automatic correction of the ocular artifacts (Semlitsch et al., 1986), the EEG data were filtered using a band-pass filter at 0.1–30 Hz and segmented into 1,200-ms epochs from −200 to 1,000 ms relative to the target words onset. The mean amplitudes in the prestimulus interval served as baseline. An artifact correction of ±80 μV was used at all electrodes except the electrooculograms. Then, the ERPs were re-referenced offline to the average of two mastoids. Finally, average ERPs were calculated for each participant at each electrode in each condition.

ERP Data Analysis

The mean amplitudes calculated for each participant, each condition, within each selected time window were entered into statistical analysis. Figure 1 shows the selected electrodes for analysis. Target condition (CC, SR, UR), Word category (concrete, abstract), Laterality (left, middle, right), and Anteriority (anterior, central, posterior) were taken as within-subject factors in repeated measures ANOVAs. In addition, simple effect tests and planned comparisons were conducted when there were any interactions with the critical manipulations in ANOVAs. Bonferroni correction was applied to adjust the multiple comparisons. The original degrees of freedom were reported with corrected p-values according to the Greenhouse-Geisser correction applied when appropriate (Greenhouse and Geisser, 1959).


[image: image]

FIGURE 1. Electrode layout on the scalp. The nine regions present the electrodes selected for analysis. Electrodes Fz, Cz, and Pz were used for displaying grand average waveforms.



RESULTS

Behavioral Data

Figure 2 presents the accuracy results (left panel) and the reaction time results (right panel). We conducted 3 Target condition (CC, SR, UR) by 2 Word category (concrete, abstract) repeated measures ANOVAs for the accuracy and reaction time data. For accuracy, there was a significant main effect of Target condition [F(2, 46) = 20.76, p < 0.001, [image: image] = 0.474]. Pair-wise comparisons revealed that the accuracy for the CC targets was the highest [CC vs. SR: t(23) = 3.67, p = 0.007; CC vs. UR: t(23) = 5.86, p < 0.001]. In addition, the accuracy for the SR targets was higher than that for the UR targets [SR vs. UR: t(23) = 3.75, p = 0.009]. The main effect of Word category [F(1, 23) = 2.77, p = 0.110, [image: image] = 0.107] or the interaction between Word category and Target condition [F(2, 46) = 2.03, p = 0.161, [image: image] = 0.081] was not significant.


[image: image]

FIGURE 2. The accuracy (in percentage, Left panel) and the reaction time of correct responses (in ms, Right panel) for target words in each condition. Error bars represent the standard error. CC, corresponding concepts; SR, semantically related words; UR, unrelated words.



For reaction time, error trials and outlier data points which were 2.5 standard deviations away from the mean were excluded from analysis. The repeated ANOVA revealed a significant main effect of Target condition [F(2, 46) = 20.08, p < 0.001, [image: image] = 0.466]. Pair-wise comparisons revealed that the participants responded faster for the CC targets than for the SR [CC vs. SR: t(23) = −3.80, p = 0.003] and UR [CC vs. UR: t(23) = −5.64, p < 0.001] targets. In addition, the responses to the SR targets were faster than those for the UR targets [SR vs. UR: t(23) = −2.63, p = 0.045]. Neither the main effect of Word category [F(1, 23) = 2.41, p = 0.134, [image: image] = 0.095] nor the interaction between the two factors [F(2, 46) = 0.15, p = 0.861, [image: image] = 0.006] was significant.

ERP Data

The grand average waveforms elicited by the target words in the concrete (Left panel) and abstract (Middle panel) conditions, as well as difference waveforms between the concrete and abstract conditions (Right panel) were presented at Fz, Cz, and Pz electrodes in Figure 3. Based on visual inspection and previous studies (e.g., Zhang et al., 2017), two time windows were selected for statistical analysis: (1) the standard N400 time window: 300–500 ms; (2) the LPC time window: 600–800 ms.
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FIGURE 3. Results of the ERP analysis. (A) Waveforms elicited by the CC, SR, and UR targets in the concrete (Left panel) and abstract (Middle panel) conditions, as well as difference waveforms between the concrete and abstract conditions (Right panel) were presented at Fz, Cz, and Pz electrodes. (B) Topographies showing the average amplitude voltage differences between the CC, SR, and UR targets, respectively, in the time windows of 300–500 and 600–800 ms. CC, corresponding concepts; SR, semantically related words; UR, unrelated words.



The statistical analysis of the N400 component revealed a significant main effect of Target condition [F(2, 46) = 15.88, p < 0.001, [image: image] = 0.408]. Pair-wise comparisons showed that the CC targets elicited the smallest N400 amplitudes [CC vs. SR: t(23) = 3.09, p = 0.015; CC vs. UR: t(23) = 5.27, p < 0.001]. Meanwhile, the SR targets elicited smaller N400s than the UR targets [SR vs. UR: t(23) = 2.71, p = 0.037]. The N400 effects were distributed over all electrodes tested. There were not any other significant effects.

In the 600–800 ms time window, there was a significant interaction between Target condition and Word category [F(2, 46) = 3.78, p = 0.030, [image: image] = 0.141]. Simple effect tests revealed a significant effect of Target condition in the concrete condition [F(2, 46) = 4.30, p = 0.019, [image: image] = 0.157], but not in the abstract condition [F(2, 46) = 0.90, p = 0.413, [image: image] = 0.038]. Pair-wise comparisons showed that the concrete CC targets elicited a smaller LPC than the concrete UR targets [CC vs. UR: t(23) = −3.59, p = 0.005; CC vs. SR: t(23) = −2.22, p = 0.109; SR vs. UR: t(23) < 1] over all electrodes tested. No other significant main effects or interactions of interest were observed.

DISCUSSION

The current study aimed to examine whether and how the concreteness of concepts influences the learning of novel words and their associations with known words in semantic memory. After inferring the meaning of the novel words in the learning contexts, participants completed a lexical decision task with the learned novel words serving as the prime words. The corresponding concepts of the novel words and the semantically related words were judged faster and more accurately, and elicited smaller N400s compared to the unrelated words. The N400 effect was not modulated by the concreteness of concepts. In addition, the corresponding concepts of the concrete novel words elicited smaller LPCs than the concrete unrelated words. This LPC effect was absent in the abstract condition.

The learned novel words, irrespective of the concreteness of concepts, facilitated the processing of their corresponding concepts and semantically related words, as reflected by the behavioral data and the N400 effects. This is in line with previous studies investigating novel word acquisition in contextual learning (Mestres-Missé et al., 2007; Borovsky et al., 2012; Chen et al., 2014; Ding et al., 2017; Zhang et al., 2017). These results indicate that learners can successfully infer the meaning of novel words from highly constraining contexts and rapidly connect the novel words with their semantically related words in semantic memory.

Unlike the N400 effect, the LPC effect was modulated by the concreteness of concepts in the current study. The LPC effect has been proposed to reflect conscious awareness of semantic relationship between the prime and the target at a late processing stage (Bouaffre and Faïta-Ainseba, 2007; Chen et al., 2014), with related targets eliciting larger late positive waveforms than unrelated targets (Brown et al., 2000; Hill et al., 2002). However, the LPC effect obtained in the current study might not reflect the semantic relationship-detection (Hill et al., 2005) for two reasons. First, the LPC effect was observed for the corresponding concepts of the novel words, not for the semantically related words. Second, the corresponding concepts elicited smaller, but not larger, LPCs than the unrelated words. We propose two possibilities for the LPC effect as follows. Firstly, the LPC effect is correlated with processing difficulty (Brouwer et al., 2012); therefore, the observed LPC reduction reflected a facilitation of the concrete novel words on the processing of their corresponding concepts. In the present study, the novel words were new forms of the corresponding concepts. After learning, the novel words were stored as new labels of their corresponding concepts in semantic memory. Furthermore, due to the processing advantage of the concrete concepts, the association strength between the novel words and the concepts might be stronger for the concrete words than for the abstract words. Hence, the concrete novel words were learned more deeply than the abstract novel words in contextual reading. Secondly, the LPC has been viewed as part of the P300 family of ERP components that reflect context updating (Donchin and Coles, 1988). The larger LPCs to the unrelated words than to the corresponding concepts of the novel words in the concrete condition possibly reflected more context updating for the unrelated words, because they were less expected following the primes than the corresponding concepts. In other words, the concrete learning contexts were recollected more vividly than the abstract learning contexts and potentially more so for the concrete novel words. The process may facilitate the processing of their corresponding concepts relative to the unrelated words. This interpretation implies that episodic memory played an important role in the testing phase. It should be noted that the second possibility is not contradictory to the integration of novel words into semantic memory, as indicated by the N400 effect given its automaticity (Kutas and Federmeier, 2011).

According to the context availability hypothesis, the concreteness effect would disappear with the provision of contexts to concrete and abstract words (Schwanenflugel and Shoben, 1983; Schwanenflugel et al., 1988). For instance, the lexical decision times for the concrete and abstract words were equivalent, with a sentence providing contextual information (Schwanenflugel and Shoben, 1983). The behavioral data did not reveal a difference between the concrete and abstract conditions, which is consistent with the context availability theory. However, the context availability theory could not explain the LPC effect we observed in the concrete condition. This concreteness effect could be accounted for by the dual coding theory (Paivio, 1986) or the extended dual coding theory (Holcomb et al., 1999). The usage of the imagery-based system or more verbal information, or both of them, for the concrete concepts facilitated the learning of the concrete novel words. All these results suggest that concrete and abstract words might be quantitatively and qualitatively different. We propose, as previous studies suggested, concreteness of concepts is not a dual feature, but a continuum (e.g., Mestres-Missé et al., 2014).

It is worth to note that we also did not find a concreteness effect (i.e., main effect of Word category) in the N400 time window. Previous studied have found that concrete words elicit larger N400s than abstract words (e.g., Kounios and Holcomb, 1994; Zhang et al., 2006; Tolentino and Tokowicz, 2009; Tsai et al., 2009), reflecting more activation of semantic information from memory for concrete words (Kounios and Holcomb, 1994). This N400 effect in response to the concreteness of concepts was also observed in novel word learning studies (e.g., Palmer et al., 2013). The absence of the concreteness effect in the N400 amplitudes could be attributed to the similar context availabilities for both the concrete and abstract novel words as discussed above. However, one might argue that the concrete and abstract unrelated words might differ in context availability because they did not appear in the learning contexts. Thus, there should be a processing advantage for the unrelated words in the concrete condition over the abstract condition. We propose that the absence of the concreteness effect might be alternatively due to the relative high word frequency of the target words. Previous behavioral researches revealed no concreteness effects for high frequency words (e.g., James, 1975; De Groot, 1989; Miller and Roodenrys, 2009). The average word frequency of the critical words in the current study was 2.47, which is the log transform of the total number of times that the word appears in film subtitles (mean = 0.85, median = 0.60, mode = 0; Cai and Brysbaert, 2010). This relatively high word frequency might lead to the disappearance of the concreteness effect.

However, Zhang et al. (2006) found that concrete nouns elicited larger N400s than abstract nouns, regardless of word frequency, indicating that the concreteness effect is immune to word frequency. The different results between the current study and the study of Zhang et al. (2006) might have resulted from the discrepancies in the experimental procedure. Zhang et al. only asked participants to perform a lexical decision task, while in the current study, participants performed a lexical decision task in the semantic priming paradigm with novel words serving as primes. Hill et al. (2005) found that the N400 component was larger in the long SOA (700 ms) than in the short SOA (150 ms) for the real word targets when pseudowords served as primes. They attributed this N400 enhancement to the use of pesudoword primes which may drive the subjects to a deeper semantic processing of both the primes and targets. Therefore, the concreteness effects reflected in the N400 component might be superimposed on the deeper semantic processing. In a word, the provision of contexts and relatively high word frequency, as well as the experimental procedure might result in the absence of the concreteness effect in the behavioral data and the N400 amplitudes.

In addition, there were graded increasing N400 amplitudes for the corresponding concepts, the semantically related words and the unrelated words. These N400 priming effects were not modulated by the concreteness of concepts. First, as discussed above, these results suggest that novel words could be integrated into semantic memory rapidly, which is consistent with previous studies using contextual learning (Borovsky et al., 2012; Ding et al., 2017; Zhang et al., 2017) and picture-word associations (Dittinger et al., 2016). Second, these results are in conflict with the structurally different representational frameworks theory (Crutch and Warrington, 2005), which also proposes that the representations of concrete and abstract words differ qualitatively. Crutch and Warrington (2005) asked a patient with semantic refractory access dysphasia to perform a spoken word-written word matching task, in which the patient was required to point to the target written word in a word array following the spoken word. Words in the same array related to each other via either semantic association or semantic similarity. The results revealed interference for the semantically associated abstract words, but not for the semantically synonymous abstract words. However, the concrete words showed the reverse pattern. Based on these results, researchers proposed that the concrete concepts are organized by semantic similarity, and abstract concepts are represented in an associated neural network (Crutch and Warrington, 2005; Crutch et al., 2006). However, subsequent studies on healthy participants (Zhang et al., 2013; Geng and Schnur, 2015) and patients (Hamilton and Coslett, 2008) found that semantic similarity is also important to abstract concepts. In the current study, when preceded by the learned novel words, the synonyms of the abstract words serving as the semantically related words elicited smaller N400s than the unrelated words, indicating that the semantic similarity between concepts also plays a role in the representations of abstract words. These results again support the quantitative instead of the qualitative differences between the concrete and abstract words.

There are some limitations to this study. Firstly, the novel word-CC target pairs were always presented after the novel word-SR target and the novel word-UR target pairs. This design was to avoid the meaning of the novel words being acquired by the pairing of the novel words with their corresponding concepts. Although the design feature was equally true for the abstract and concrete words, it somewhat complicated the interpretation of the results. In future studies, more experimental stimuli and a Latin-square design for the three types of the prime-target pairs would address this issue. Secondly, the difference in the vividness between the concrete and abstract contexts, as well as the immediate test following the learning phase made it possible that episodic memory played an important role in semantic processing. Testing the integration of novel words into the semantic network at least a day after learning may partially rule out the contribution of episodic memory.

In summary, both the concrete and abstract novel words learned from contextual information could prime their corresponding concepts and the semantically related words compared to the unrelated words, as reflected by the graded increasing N400s for the three types of words. In addition, the concrete novel words impacted the processing of their corresponding concepts at a late processing stage as indicated by the LPC effect in the concrete condition. This study demonstrated that learners can infer the meaning of concrete and abstract novel words from contextual information, and integrate them into the semantic network. Furthermore, the concrete novel words are learned better than the abstract novel words. Because the word learning task in this experiment resembles second language learning, findings from this investigation shed new light on adult word learning and changes in concept organization.
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Although research on multilingualism has revealed continued neuroplasticity for language-learning beyond what was previously expected, it remains controversial whether and to what extent a second language (L2) acquired in adulthood may induce changes in the neurocognitive processing of a first language (L1). First language (L1) attrition in adulthood offers new insight on neuroplasticity and the factors that modulate neurocognitive responses to language. To date, investigations of the neurocognitive correlates of L1 attrition and of factors influencing these mechanisms are still scarce. Moreover, most event-related-potential (ERP) studies of second language processing have focused on L1 influence on the L2, while cross-linguistic influence in the reverse direction has been underexplored. Using ERPs, we examined the real-time processing of Italian relative-clauses in 24 Italian-English adult migrants with predominant use of English since immigration and reporting attrition of their native-Italian (Attriters), compared to 30 non-attriting monolinguals in Italy (Controls). Our results showed that Attriters differed from Controls in their acceptability judgment ratings and ERP responses when relative clause constructions were ungrammatical in English, though grammatical in Italian. Controls’ ERP responses to unpreferred sentence constructions were consistent with garden path effects typically observed in the literature for these complex sentences. In contrast, due to L2-English influence, Attriters were less sensitive to semantic cues than to word-order preferences, and processed permissible Italian sentences as outright morphosyntactic violations. Key factors modulating processing differences within Attriters were the degree of maintained L1 exposure, length of residence in the L2 environment and L2 proficiency – with higher levels of L2 immersion and proficiency associated with increased L2 influence on the L1. To our knowledge, this is the first demonstration that high levels of L2 proficiency and exposure may render a grammatical sentence in one’s native language ungrammatical. These group differences strongly point to distinct processing strategies and provide evidence that even a “stabilized” L1 grammar is subject to change after a prolonged period of L2 immersion and reduced L1 use, especially in linguistic areas promoting cross-linguistic influence.
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INTRODUCTION

First Language (L1) Attrition

First language (L1) attrition allows us to study the impact of the second language (L2) on the native-language in a context of prolonged L2 immersion and reduced L1 use, usually after immigration to a new country (Köpke and Schmid, 2004). A number of behavioral studies have shown that attrition is typically detectable in the domain of lexical-semantics (de Bot, 1996; Köpke, 1999; Hulsen, 2000; Paradis, 2003, 2007; Köpke and Schmid, 2004; Montrul, 2008; Opitz, 2011), whereas findings have been mixed in the domain of morphosyntax (Ammerlaan, 1996; Gürel, 2004; Tsimpli et al., 2004; Kim et al., 2010; Schmid, 2010; Schmid and Köpke, 2011; Sorace, 2011). Moreover, it has been shown that L1 attrition is far less pervasive in adults than in children (see reviews by Köpke, 2004 and Köpke and Schmid, 2004), in whom L1 linguistic patterns are argued to be deeply entrenched (Tokowicz and MacWhinney, 2005) and stabilized (Bylund, 2009).

While some behavioral studies have provided evidence of L2 influence on the grammar of adult L1 attriters (see Schmid, 2011), neurocognitive investigations of L1 attrition are still scarce (Pallier, 2007; Datta, 2010; Schmid, 2013; Kasparian, 2015). A recent event-related-potential (ERP) study by Bergmann et al. (2015) tested German–English attriters’ processing of gender agreement violations and verb form combinations, compared to monolingual native speakers of German. Both groups showed the same ERP response (a posterior P600 effect) when processing gender agreement violations. However, when processing verb form violations, only the attriters showed an additional N400 effect prior to the posterior P600, suggestive of potential influence from their L2-English grammar, in which verb form violations have been found to elicit such biphasic N400+P600 responses (Sabourin and Stowe, 2008). The authors did not report whether these response patterns were modulated by any factors related to the attriters’ bilingual experience, such as L1 proficiency, exposure/use, length of residence (LoR), etc. Attriters scored lower than native-monolinguals on a written proficiency measure (German C-test, Schmid and Dusseldorp, 2010) but did not differ in their acceptability ratings nor on an offline gender assignment task. The authors concluded that the predominantly used L2 engenders little change to the processing of the deeply entrenched L1 grammar, and that ERPs are less susceptible to attrition effects than active language production.

The opposite was found in a recent ERP study of number agreement processing in Italian by Kasparian et al. (2016). Although attriters (L1-Italian, L2-English) scored numerically lower on a number of written and oral proficiency measures, the only behavioral difference from native-controls that reached significance was the attriters’ longer response times during the online acceptability judgment task. In contrast, L1 processing routines examined at two target points within a sentence revealed both qualitative and quantitative ERP differences between groups. Subject-verb number mismatches elicited a robust N400 effect in attriters but not in native-controls, reflecting attriters’ stronger expectations for agreement between a sentence-initial NP and the verb, likely as a result of English word-order influence. Attriters also differed from native-monolinguals in the sentence-repair processes indexed by the late posterior P600 (Hagoort and Brown, 2000; Carreiras et al., 2004; Molinaro et al., 2008). Interestingly, the late P600 was larger (i.e., more similar to native-monolinguals) in attriters with more frequent L1-Italian use.

As the experimental sentences in Kasparian, Vespignani, and Steinhauer tested combinations of both local- and non-local number agreement mismatches between three inflected constituents (noun, verb, and modifier), it seems likely that more complex morphosyntactic manipulations resulted in greater processing differences between attriters and native-monolinguals, compared to Bergmann et al. (2015). The present study aims to more directly examine L1 changes induced by the L2 grammar by testing the real-time processing of complex linguistic structures that operate differently in Italian and English, namely relative clause constructions.

Relative Clause Processing

The comprehension of relative clauses has been studied extensively across languages, with both offline and online measures. These studies have generally demonstrated that subject relative clauses (e.g., The reporter that attacked the senator admitted the error) are easier to process than object relative clauses (e.g., The reporter that the senator attacked admitted the error) in most languages (Schriefers et al., 1995; De Vincenzi, 1996; Hagoort and Brown, 2000; Friederici et al., 2001; Traxler et al., 2005; but see Carreiras et al., 2010 for an opposite preference in Basque). In the comprehension of temporarily ambiguous subject-first and object-first sentences, the initial tendency is to disambiguate the sentence toward a subject-first reading (Clifton and Frazier, 1989; De Vincenzi, 1991; Schriefers et al., 1995; Bader and Meng, 1999; Schlesewsky et al., 2000). A mismatch between the preferred/expected structure that is automatically computed online and the actual input leads to longer reading times and poorer accuracy in the less preferred condition. Several theories have been proposed to explain such processing preferences, ranging from syntactic accounts (e.g., Clifton and Frazier, 1989), working memory (WM) load (e.g., Frazier and Fodor, 1978), the simultaneous influence of syntactic and non-syntactic information (e.g., MacDonald et al., 1994), usage frequency (e.g., MacDonald et al., 1994; McRae et al., 1998), to universal complexity (e.g., MacWhinney, 1982).

A number of ERP studies have shown that unpreferred relative clause sentences create garden-path effects and require revision once the disambiguating element (e.g., number of the verb) is encountered. These processes have been associated with a centro-parietal P600 effect and/or a preceding early frontal positivity, depending on the processing difficulty involved in constructing the sentence interpretation (Mecklinger et al., 1995; Steinhauer et al., 1997; Friederici et al., 2001).

The centro-parietal P600 is an effect that has not only been elicited by outright syntactic violations (e.g., Neville et al., 1991; Hagoort et al., 1993; Friederici et al., 1996, 1999), but also by violations of structural preference in garden-path sentences (Osterhout and Holcomb, 1992, 1993; Osterhout et al., 1994), as well as in response to less expected syntactic structures (Kaan et al., 2000). In these studies, the P600 effect has sometimes been discussed as reflecting processes of diagnosis and re-analysis or repair that are required to arrive at a well-formed sentence (see ‘Diagnosis and Repair’ theory by Fodor and Inoue, 1998, discussed in Friederici et al., 2001 for garden-path sentences). Larger and more prolonged P600s between 500 and 900 ms typically reflect costlier repair processes (Hagoort and Brown, 2000; Carreiras et al., 2004; Silva-Pereyra and Carreiras, 2007; Molinaro et al., 2008). The P600 response has also been associated with a mismatch between expected and actual semantic (thematic) roles assigned to NP arguments by the critical verb (Kuperberg et al., 2003; see also Hoeks et al., 2004; Kim and Osterhout, 2005). According to this view, a processing cost is incurred when semantic biases are overridden by the semantic relationships dictated by the syntactic structure of the sentence (see also Kolk et al., 2003; van Herten et al., 2005). In line with this interpretation, sentence revision and repair has been shown to be more difficult when both NPs are animate (Mak et al., 2002, 2006; Traxler et al., 2002). An ERP study of object relative clauses (Weckerly and Kutas, 1999) reported a P600 effect on both the relative clause verb and the matrix verb when thematic roles based on animacy were contradicted by the thematic roles actually assigned by the verb, that is for sentences where the inanimate (rather than the animate) noun was the subject of the verb (e.g., The novelist that the movie inspired praised the director…).

A somewhat earlier posterior positivity has also been discussed as a P300 component (Mecklinger et al., 1995; Friederici and Mecklinger, 1996; Steinhauer et al., 1997; Friederici et al., 2001). The P300 (specifically the P3b) has been described as reflecting a process of WM updating that may be triggered by having encountered an unexpected syntactic structure. Studies investigating garden-path effects in German object relative-clauses (Mecklinger et al., 1995; Steinhauer et al., 1997) revealed a positivity around 350 ms for participants with a high reading span – an effect that was taken to reflect a revision process that is less cognitively demanding (Friederici and Mecklinger, 1996) than revision processes which trigger a late and longer-lasting posterior P600 (see also Hagoort et al., 1999; Hagoort and Brown, 2000).

A more frontally distributed positivity (often termed “frontal P600”) has also been reported for non-preferred sentence continuations or complex ambiguous sentences (Osterhout and Holcomb, 1992; Hagoort et al., 1999; Van Berkum et al., 1999; Friederici et al., 2002; Kaan and Swaab, 2003; Penolazzi et al., 2005). Similar frontal positivities have also been discussed as belonging to the P300 family (specifically a P3a; cf. Bowden et al., 2013) and reflecting surprise (Squires et al., 1975; Polich, 2007) or an attentional shift when processing an unexpected stimulus (Näätänen and Galliard, 1983).

The P600 is often accompanied by preceding negativities between 300 and 500 ms, although this pattern is more typical for morphosyntactic violations than for garden-path sentences (e.g., Friederici, 2002; Molinaro et al., 2011). In reading studies, such negativities are most often left-lateralized [i.e., the left-anterior negativity (LAN); see also Steinhauer et al., 2010 for left-temporal negativities (LTN)] and reflect mismatches with structure-based expectations (Molinaro et al., 2011). While LANs and LTNs are typically viewed as the most likely ERP response preceding the morpho-syntactic P600, negativities may have a broader distribution near midline and are interpreted as N400 components, reflecting either additional lexical processing costs (eADM model: Bornkessel and Schlesewsky, 2006; Brouwer et al., 2012) or also mismatches with structure-based morphological expectations (Tanner et al., 2013). Most interpretations of the N400 in sentence contexts are linked to lexical processing difficulties, during either word retrieval or semantic integration (Kutas and Federmeier, 2011). Both P600 and N400 amplitudes show a gradual increase the stronger the linguistic anomaly and the more difficult the underlying processes.

Cross-Linguistic Differences in Italian and English Relative Clauses

Cross-linguistic differences in morphosyntactic properties and in semantic biases make the study of relative clause comprehension relevant for bilingual speakers, particularly when the two linguistic systems operate differently in sentence processing preferences, as is the case for English and Italian.

The two languages have been shown to differ in the cues that speakers make use of during sentence interpretation. As English has a strict word-order and a less detailed system of morphological markers, English speakers rely heavily on word-order for sentence interpretation. Conversely, Italian has a relatively free word-order and rich morphological marking system, thus number agreement and semantic information (e.g., animacy, thematic roles) are more salient cues than word-order in identifying the subject of a sentence (see “Competition Model”; Bates et al., 1982; MacWhinney, 1987; MacWhinney and Bates, 1989; see also Bornkessel-Schlesewsky and Schlesewsky, 2009; Bornkessel-Schlesewsky et al., 2011).

In terms of word-order, Italian relative clauses have been described as having four syntactically acceptable constructions (i.e., two different word-orders that are both compatible with subject- and object-first relative clauses; see Table 1). Sentences may follow a NP-[V-NP] structure (henceforth “V-NP”) or a NP-[NP-V] structure (henceforth “NP-V”) in which the relative pronoun “che” (= that/who) is directly followed by the second NP rather than by the verb. Although all four constructions are syntactically acceptable, NP-V-subject constructions have been described as having a low usage frequency, as they occur in poetry or songs, but less frequency in everyday Italian (Di Domenico and Di Matteo, 2009; as confirmed by acceptability ratings from native Italian speakers that we collected prior to creating our final stimuli). Given these four potential sentence constructions, the pronoun “che” can refer either to the subject or object of the relative clause; thus, the disambiguation of the sentence relies on semantic information and/or number agreement with the verb (Penolazzi et al., 2005; Di Domenico and Di Matteo, 2009).

TABLE 1. An example of experimental sentences is provided for each condition.
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In a behavioral reading study of Italian native-speakers, Di Domenico and Di Matteo (2009) tested the acceptability and processing difficulty – as reflected by reading times – of these word-orders, using reversible sentences with animate nouns, where verb number was the only disambiguating cue (e.g., The director that criticized-sing the workers anticipated the holidays). Results showed that the V-NP-subject construction was the most preferred1 and was associated with the fastest reading times on the verb of the relative clause. Increased reading times registered for the V-NP-object and NP-V-subject conditions were taken as evidence of revision and integration processes, after a preferred sentence structure was initially pursued. The authors argued in favor of two processing phases: a first phase where an automatically developed sentence structure is revised, followed by a second phase further downstream where the revised interpretation and assigned thematic and syntactic roles are confirmed. Once these processes have taken place, no further reading delays were incurred on subsequent words.

In contrast, English only allows for V-NP-subject and NP-V object word-orders, whereas VP-NP-object and NP-V-subject sentences are outright syntactic violations (Table 1), regardless of whether the sentence interpretation is supported by semantic/thematic information and/or number agreement. It was therefore of interest to examine whether the processing routines underlying Italian relative clause comprehension may have changed as a result of prolonged daily exposure to English.

Cross-Linguistic Influence in Sentence Processing in Bilinguals

It has been widely attested that a bilingual’s two languages are simultaneously active during the real-time processing of only one language. Evidence of influence of the L1 during online L2 morphosyntactic processing has been demonstrated in eye-tracking (Frenck-Mestre and Pynte, 1997) and ERP studies (e.g., Sabourin, 2003; Ojima et al., 2005; Tokowicz and MacWhinney, 2005; Kasparian et al., 2010; Foucart and Frenck-Mestre, 2011, 2012; White et al., 2012). Research has also examined the factors at play in modulating the degree of L1–L2 influence – linguistic similarity, L2 proficiency and exposure levels have been shown to affect the extent of L1-transfer and the degree of native-like-ness in the L2 (see reviews by Kotz, 2009 and Caffarra et al., 2015). Modulations of cross-linguistic transfer, in both lexical-semantic and morphosyntactic domains, have been explained in terms of relative frequency of use and activation thresholds, with the more dominant language (generally the L1) associated with a higher baseline activation level and a better efficiency in regulating cross-linguistic competition (e.g., McDonald, 1987; MacWhinney, 1992; Kroll and Stewart, 1994; Jared and Kroll, 2001; Dijkstra and Van Heuven, 2002; Gollan et al., 2008).

In contrast, studies that have explored transfer in the reverse direction (L2 onto L1) have been more limited, particularly in morphosyntax (Frenck-Mestre and Pynte, 2000; Linck et al., 2009; Whitford and Titone, 2012; Timmer et al., 2014). An eye-tracking study by Dussias and Sagarra (2007) tested attachment preferences in temporarily ambiguous relative clauses (e.g., the brother1 of the actress2 that? went to Boston) in Spanish–English bilinguals with either limited or extensive L2 immersion experience, compared to native-Spanish monolingual speakers. Differences in relative clause attachment preferences were found between groups; while monolingual Spanish speakers and bilinguals with limited immersion experience reliably preferred to attach the relative clause to the first NP as Spanish speakers do (e.g., Cuetos and Mitchell, 1988; Carreiras and Clifton, 1993; Carreiras et al., 2004; Mitchell and Cuetos, 1991, Unpublished), bilinguals with extensive L2-English exposure attached the relative clause to the second NP as English speakers do (Frazier and Clifton, 1996; Carreiras and Clifton, 1999; Dussias, 2001, 2003). Interestingly, the differences between the bilingual groups held when L2 proficiency was matched. The authors take these results to support the permeability of the L1 system as a result of extensive L2 exposure. These findings can be explained within the same theoretical frameworks outlined above, only that the L2 has become the predominantly used language, rather than the L1.

It can be argued that attriters belong on the same language experience continuum as those L2 learners who have been extensively immersed in the L2, whether or not attrition consists of a more extreme shift from L1 to L2.

The Present Study

Using ERPs, the present study examined the real-time processing of four different word-orders of Italian relative clauses in a group of Italian-English adult migrants who have been predominantly exposed to English since immigration and who have unanimously reported experiencing attrition in Italian (Attriters), compared to 30 non-attriting native-speakers in Italy (Controls). In one of the earliest ERP studies of adult L1 attrition and the first to systematically manipulate a complex aspect of morphosyntax to yield a paradigm where the L1 and L2 either converge or diverge, our main aim was to determine whether there were quantitative and/or qualitative differences in L1 processing patterns in attriters, due to L2 immersion. Secondly, we studied whether L1 processing was modulated by factors such as L2-influence, L1/L2 proficiency, L1/L2 use or LoR in the L2 environment. Finally, to address the open question of whether attrition effects are more pervasive in online comprehension or in behavioral/production tasks, we compared online and offline responses.

We expected the groups to differ most on the two critical conditions [(2) V-NP-o and (3) NP-V-s], as those sentences are syntactically acceptable in Italian but not in English. If native-Controls and Attriters were to process these sentences as permissible but unpreferred (due to the mismatch with syntactic/semantic preferences and/or lower usage frequency2), then they may show an increased reliance on semantic cues (N400 effect for unpreferred conditions; cf. Mecklinger et al., 1995) and engage in a revision process similar to what has been documented for garden-path sentences (frontal positivity and/or P600). Instead, if Attriters were to show influence from L2-English morphosyntax, we would expect them to process V-NP-o and NP-V-s sentences as morphosyntactic violations, eliciting ERP responses that differ in latency and scalp topography from those elicited by the native-Controls. According to most authors (e.g., Molinaro et al., 2011), attriters would therefore elicit ERP responses associated with the early detection (LAN) and diagnosis/repair (robust P600) of a violation, and not show evidence of relying on semantic cues for disambiguation. Since some authors have reported that a subset of subjects elicit N400s for morpho-syntactic violations (e.g., Tanner and Van Hell, 2014), finding an N400 in Attriters would be somewhat ambiguous. In terms of individual differences, we would expect that the Attriters who differ most from Controls in their L1-processing are those individuals with higher L2 proficiency, higher L2 exposure and/or a longer LoR. Such findings would show a shift from L1-cues to L2-cues with increased L2 proficiency and exposure in adult attriters (see McDonald, 1987).

It is worth noting that our experimental design tests attriters’ processing of sentences that are syntactically correct in their L1 (but not in their L2), rather than the typical approach of testing their responses to L1 morphosyntactic violations. Thus, while the common finding is that less exposed or less proficient speakers (usually L2 learners) elicit smaller or delayed ERP effects than native-speakers or more proficient L2 learners, in the case of the present study, we would expect the reverse, namely that L1 attriters would elicit stronger morphosyntactic violation effects, as a result of predominant English (L2) exposure.

MATERIALS AND METHODS

Participants

Twenty-four Italian native-speakers (14 female; M age: 36; Range: 25–50) who had relocated to Canada in adulthood [M age at immigration (AoA of English3): 28.2 years; Range: 18–40; M length of residence: 11 years; Range: 1–26] were tested at McGill University in Montreal, Canada. Attriters reported limited exposure/use of their L1-Italian (M daily L1 exposure: 14.92%; Range: 1–40%), and described changes or difficulties as a result of their predominant L2-English use (M daily L2 exposure: 69.54%; Range: 60–96%). Thirty Italian native-speakers were tested as a control group at the University of Trento in Rovereto, Italy (17 female; M age: 31; Range: 25–54). They had little to no exposure to second languages (including English and Italian dialects), which we operationally defined as less than 5 h per week. All participants except one were right-handed and with no known history of neurological disorders.

Background Measures

A background questionnaire collected participants’ demographic (age, gender, and education) and language information. Attriters answered additional questions about their immigration history, context and amount (in hours per week and % per day) of L1/L2 exposure and use, motivation for L1 maintenance and L2 mastery, and identity/attitudes toward each language and culture. Both groups completed four proficiency measures : (1) A written self-report measure where they rated their L1 proficiency level on a scale from 1 to 7 in listening, reading, pronunciation, fluency, vocabulary, and grammatical ability; (2) A written C-test (Italian version: Kraš, 2008), where they were asked to fill in the blanks in 5 short texts in which 20 words in each text had been partially deleted; (3) A written error-detection test (Kasparian, 2015), where they had to detect and correct errors in two texts; and (4) A timed verbal semantic fluency task where they were asked to produce as many vocabulary items a given semantic category within 1 min. They also completed (1) a timed reading fluency task where they silently read and answered as many true-false statements as possible in 3 min (adapted into Italian based on Woodcock et al., 2003), and (2) the letter-number-sequencing task from the Italian WAIS-IV as a measure of WM (Orsini and Pezzuti, 2013). The purpose of these tasks was to ensure that any group differences were not a result of reading speed and/or WM differences. Group means are provided in Table 2. Attriters scored numerically lower on all four proficiency measures, though they did not differ significantly from Controls (p > 0.1).

TABLE 2. Group means (standard deviation) for Italian proficiency and control tasks (ps > 0.1).
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Stimuli

Examples of each of the four experimental conditions are provided in Table 1. Each sentence began with a noun phrase (definite article + noun) which was either the subject or object of the verb in the relative clause, depending on the condition. The stimuli were based on the work of Di Domenico and Di Matteo (2009) in Italian and Mecklinger et al. (1995) in German. Noun-verb-noun triplets were created to form strong agent-patient relationships to disambiguate the sentence (e.g., attorney/convict/lawyer). Only animate nouns were used and psych verbs (fear, threaten, appreciate, love, etc.) were avoided, as they assign different theta roles (Bourguignon et al., 2012). There were no repetitions among nouns and verbs. Number was counterbalanced within each condition, such that half the sentences in each condition began with a singular subject noun, and half with a plural subject noun. Lemma frequency information for all nouns and verbs was obtained (CoLFIS database; Bertinetto et al., 2005). Both lemma frequency and length of NP1 (M freq.: 187.79; M length: 7.71) and NP2 (M freq.: 195.19; M length: 7.76) were matched across triplets (ps > 0.1). Sentences were nine words long; the target verb was either in fourth position (conditions 1 and 2) or sixth position (conditions 3 and 4). The final three words in the sentence were always the matrix-clause verb, a function word and a noun.

A set of 108 different sentences were constructed and realized in each of the eight conditions (four main conditions × singular/plural). Eight experimental lists were created such that, across lists, each sentence contributed equally to each condition, while no sentence was repeated within any of the experimental lists. Each participant also saw 216 filler sentences, which were part of the larger study (testing number agreement and lexical-semantic processing) and will be reported in separated papers (Kasparian and Steinhauer, 2016; Kasparian et al., 2016). Out of the total of 324 pseudorandomized stimuli (108 experimental and 216 fillers) per participant, 146 sentences (approximately 45%) were acceptable (grammatically and semantically), while 178 were expected to receive a rating of 3 or lower on a five-point rating scale (approximately 55%). Our stimuli were verified by two Italian native-speakers.

Procedure

All participants provided written informed consent prior to their participation in the study. After completing the questionnaires and behavioral tasks, participants were fitted with the EEG cap and seated in a dimly-lit, sound-attenuated booth, at approximately 80 cm from the computer monitor with a Cedrus seven-button RB-740 response box placed in front of them (Cedrus Corporation, San Pedro, CA, USA). Participants were instructed that their task would be to rate the acceptability of various Italian sentences on a scale from 1 (unacceptable) to 5 (perfect). We used a rating scale rather than a binary acceptability judgment task in order to better capture the range of permissibility of the relative clause constructions, which were not outright violations in Italian. Moreover, among native-speakers, a rating scale may be more sensitive to subtle group differences than yes/no decisions. Words were presented in white 40-point Arial font characters, at the center of a black background. Each trial began with the presentation of a white fixation cross for 500 ms, followed for 200 ms by a blank screen (ISI). Each word then appeared one at a time for 300 ms (+200 ms ISI). A visual prompt (“???”) followed the offset of the sentence-final word and remained on the screen until participants’ button press, after which an image of the blue eye appeared at the center of the screen for a 2000 ms interval for participants to blink their eyes. The next trial began after the blinking interval. Each session lasted approximately 3 h, including setup, short breaks and cap removal. All consent forms, materials and procedures were approved by the Ethics Review Board of each institution.

EEG Recording and Analysis

The EEG was recorded continuously from 25 Ag/AgCl electrodes, 19 of which were electrodes mounted on a standard electro-cap according to the 10–20 system (Jasper, 1958), and six of which were external electrodes: four electro-oculogram (EOG) channels placed above and below the left eye (EOGV), and at the outer canthus of each eye (EOGH), as well as two reference electrodes placed on the mastoids (A1 and A2). All electrodes were referenced online to the left mastoid (A1). Impedances were kept strictly below 5 kΩ for scalp and reference electrodes, and below 10 kΩ for EOG electrodes. Signals were amplified using NeuroScan (Canada) and BrainVision (Italy) and filtered online with a band-pass filter of 0.1 to 100 Hz a sampling rate of 500 Hz. Data pre-processing and analyses were carried out using EEProbe (ANT, Enschede, Netherlands). Offline, EEG recordings were filtered with a phase-true 0.3–40 Hz band-pass filter. Trials containing artifacts due to blinks, eye-movements, and excessive muscle activity were rejected prior to averaging, using a moving-window (400 ms) standard deviation of 30 μV. On average, participants contributed 25 artifact-free trials per condition out of 27 trials, with no differences across conditions (ps > 0.1). One Attriter was excluded from the analysis due to exceedingly noisy trials.

Event-related potentials were analyzed separately for the V-NP and NP-V word-orders4 and were time-locked to the onset of the verb in the relative clause. For the V-NP contrast, the baseline correction was from -200 to 0 ms. For NP-V conditions, the baseline was set at 0 to 1200 ms, due to early differences in Attriters that created a baseline problem5. ERPs were quantified in time-windows corresponding to each component of interest, based on visual inspection of the data. For V-NP analyses, the time-windows were: (1) 300–400 (LAN/N400); (2) 650–850 (P600); (3) 850–1050 (late P600). For NP-V analyses: (1) 300–400 (LAN/N400); (2) 550–650 (frontal positivity); (3) 650–900 (P600); and (4) 900–1050 (late P600).

Repeated-measures ANOVAs were performed separately for 4 midline electrodes (Fz, Cz, Pz, and Oz) and 12 lateral electrodes (F3/4, C3/4, P3/4 and F7/8, T3/4, T5/6). Global ANOVAs for the midline sites included within-subject factors Condition (C: subject, object) and Ant-Post (AP: anterior, central, parietal, occipital). Lateral ANOVAs additionally included factors Hemisphere (left, right) and Laterality (lateral, medial). Group (G: Controls, Attriters) was the between-subjects factor. Greenhouse-Geisser correction was applied to analyses with more than two levels (e.g., AP). In these cases, the corrected p-values but original degrees of freedom are reported. Reported analyses are restricted to the midline only, except in cases where the lateral ANOVAs revealed additional effects. Post hoc analyses when following up multi-level main effects or interactions in ANOVAs were not affected by post hoc Bonferroni corrections; all significant post hoc analyses remained significant after correction for multiple comparisons (cf., Keppel and Wickens, 2004). Correlations were performed between all relevant participant factors (LoR, exposure, Italian proficiency, English proficiency) and experimental data (acceptability judgments, ERP effects quantified at a representative electrode in representative time-windows). In ANOVAs and correlational analyses, we do not report non-significant results unless motivated in specific contrasts, i.e., to emphasize the absence of an effect in one group or one condition compared to another.

RESULTS

Acceptability Judgments

Acceptability ratings (1–5) for each sentence condition are shown in Figure 1. Overall, the acceptability rating results were in line with the findings from Di Domenico and Di Matteo (2009) where the order of acceptability was condition # 1 < 4 < 2 < 3 in Italian native-speakers. The repeated-measures ANOVA with factor Condition (C: 1, 2, 3, 4) and Group (G: Controls, Attriters) revealed a significant C main effect [F(3,153) = 104.184, p < 0.0001] and a C × G interaction [F(3,153) = 2.60, p < 0.05]. Follow-up analyses of the C main effect showed that, across both groups, conditions 1 and 4 were significantly more accepted than conditions 2 and 3 (p < 0.0001 for all corresponding pairwise comparisons). Moreover, Condition 2 was rated as more acceptable than Condition 3 (p < 0.0001), whereas the two grammatical conditions 1 and 4 only differed numerically from each other (p = 0.4). Most importantly, the C × G interaction indicated that (compared to Controls) Attriters were more likely to reject those sentences that are ungrammatical in English. That is, Attriters (provided significantly lower ratings than Controls for V-NP-o [F(1,52) = 10.40, p < 0.005] and NP-V-s [F(1,52) = 8.434, p < 0.005] conditions, while not differing on V-NP-s and NP-V-o (ps > 0.1). As expected, Attriters judged the two conditions that are outright grammatical violations in English as less acceptable in Italian than native-controls, suggesting influence from their L2-English grammar. In addition, higher levels of Italian-L1 exposure were significantly correlated with more positive acceptability ratings for these unpreferred conditions (V-NP-o: r = 0.367, p < 0.005; NP-V-s: r = 0.318, p < 0.01).
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FIGURE 1. Group acceptability ratings on a scale from 1 (completely unacceptable) to 5 (perfect) by condition. Attriters rated V-NP-o and NP-V-s sentences significantly less favorably than Controls (∗∗∗p < 0.005). Error bars represent standard deviation.



In line with the interpretation that Attriters treated the two critical conditions as outright morphosyntactic violations, we found that Attriters’ acceptability ratings for the two unpreferred relative-clause conditions were not found to differ statistically from ratings the same participants provided in the same experimental session for outright morphosyntactic number agreement violations (ps > 0.1, see Kasparian et al., 2016). Conversely, the same native-Controls provided significantly higher acceptability ratings for the RC word-orders than for number agreement violations presented in the same experimental session, indicating that they did indeed consider these RC word-orders as more grammatically acceptable than the Attriters.

To better understand group differences and variability in ratings for the two critical conditions (V-NP-o and NP-V-s), participants were clustered into high-raters and low-raters by median split across all participants’ ratings6 (Table 3). For V-NP word-orders, a Condition (subject vs. object) main effect [F(1,53) = 51.28, p < 0.0001] was qualified by a significant interaction between Condition × Rater Type × Group [F(1,53) = 5.913, p < 0.05]. The Group (Controls vs. Attriters) × Rater-Type (High vs. Low) interaction was significant for V-NP-o sentences [F(1,53) = 7.49, p < 0.01], as “low-rater” Attriters rated the unpreferred V-NP-o condition significantly less favorably than even “low-rater” Controls. The trend followed the same direction for NP-V-s sentences, where we found a significant interaction between Condition × Rater Type [F(1,53) = 12.57, p < 0.01]. “Low-rater” Attriters rated the unpreferred NP-V-s sentences less favorably than “low-rater” Controls, although this numerical difference did not reach statistical significance (p = 0.7). There were no significant differences between the two “high-rater” subgroups of Controls vs. Attriters for either condition (ps > 0.1). The differences between the “low rater” subgroups suggest that there is more at play than individual variability among native Italian speakers.

TABLE 3. Mean (standard deviation) acceptability ratings per condition by group and rater-type.
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Reaction Times

Reaction times between the onset of the prompt and participants’ button-press are shown in Figure 2. The repeated-measures ANOVA with factors Condition (1, 2, 3, 4) and Group (G: Controls, Attriters) revealed a main effect of Group [F(1,52) = 7.547, p < 0.008], reflecting Attriters’ overall slower response times than Controls7. Contrary to previous results that unpreferred (object) and uncanonical (NP-V) sentences take longer to process (as in Di Domenico and Di Matteo, 2009), differences between conditions did not reach significance (ps > 0.1). This may be a result of our task (i.e., acceptability rating rather than a comprehension question) or the offline nature of this measure, as participants’ responses were given at the end of the sentence rather than on the target word, as is standard practice to avoid motor artifacts in the EEG.
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FIGURE 2. Group reaction times (in seconds) by condition. Attriters were consistently slower than Controls ∗p < 0.05, ∗∗p < 0.01. Error bars represent standard deviation.



ERP Results for V-NP-Object vs. V-NP-Subject

Grand average ERP waveform for V-NP (Object vs. Subject) conditions time-locked to the verb of the relative clause are presented in Figure 3 (Controls) and Figure 4 (Attriters). In Controls, unpreferred (though syntactically acceptable) object relative clauses elicited a broadly distributed N400-like negativity (300–400 ms) and late posterior P600 (850–1050 ms). In Attriters, there is no evidence of a negativity, and the P600 effect appears to have an earlier onset, larger amplitude, and broader distribution (650–1050 ms). Group differences for relevant time intervals are illustrated with topographical maps in Figure 5.
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FIGURE 3. Event-related-potentials (ERPs) elicited by the verb in response to V-NP-object sentences (pink) compared to V-NP-subject sentences (green) in Controls. Time ranges depicted on the x-axis are relative to the onset of the verb of the relative clause (0 ms). Negative values are plotted up. Controls show an N400 effect followed by a late, posterior P600 effect.
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FIGURE 4. Event-related-potentials elicited by the verb of the relative clause in V-NP-object sentences (pink) compared to V-NP-subject sentences (green) in Attriters. Unlike Controls, Attriters do not elicit an N400 effect. The P600 effect is earlier, larger and broadly distributed in Attriters.
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FIGURE 5. Voltage maps (left) and ERP difference waves (right) illustrating condition differences (V-NP-object minus V-NP-subject) in Controls and Attriters for each time-window of interest.



N400 (300–400 ms)

The global midline ANOVA between 300 and 400 ms revealed a significant C × G interaction [F(1,52) = 7.56, p < 0.01], due to the presence of a negativity in Controls [F(1,29) = 9.78, p < 0.005] but not Attriters (ps > 0.1). No interactions with topographical factors pointing toward a left and/or anterior scalp distribution reached significance in the lateral ANOVA (ps > 0.1). The negativity in response to object-relative sentences was therefore consistent with a N400 effect.

To aid in the interpretation of the functional significance of the N400, we examined ERP patterns in relation to acceptability ratings. Our hypothesis of enhanced reliance on semantic cues in Controls is supported by the finding that Controls who provided higher acceptability ratings for V-NP-o sentences (high raters) elicited a significant N400 [F(1,19) = 12.96, p < 0.005], whereas low rater Controls elicited a weak N400 that was not statistically reliable (ps > 0.1)8. The N400 was therefore associated with higher acceptability rather than with a violation effect. In contrast, within Attriters, the N400 was absent not only in low but also high raters who did not even show a trend toward an N400 (ps > 0.8), suggesting an insensitivity to semantic cues in sentence interpretation9. These patterns are illustrated in Figure 6.
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FIGURE 6. Voltage maps illustrating condition differences (V-NP-object minus V-NP-subject) in subgroups of high and low acceptability raters in Controls and Attriters for each of the time-windows of interest. High rater controls elicited a robust N400 compared to low rater Controls. Neither of the subgroups of Attriters elicited an N400 response.



In line with our hypothesis that Attriters were influenced by L2-English grammar in which word-order prevails over semantic cues, correlations revealed less negative amplitudes for object-relatives at Pz in Attriters with a longer LoR (r = 0.346, p < 0.05) and with higher L2-English proficiency scores (C-test: r = 0.313, p = 0.07).

Early P600 (650–850 ms)

In the early time window for the P600, the midline ANOVA showed a significant C × AP [F(3,156) = 4.56, p < 0.05] and a marginal C × G interaction [F(1,52) = 3.62, p = 0.06]. Group follow-ups showed that Attriters elicited a broadly distributed P600 [C: F(1,23) = 5.03, p < 0.05] whereas C × AP was marginal [F(3,69) = 3.15, p = 0.06], but the P600 did not even approach significance in Controls (ps > 0.6). Attriters show an enhanced processing cost in this early P600 time-window when processing V-NP-o sentences, compared to native-Controls.

Within Attriters, a larger P600 amplitude at Pz was associated with a longer LoR (r = 0.346 p < 0.05) and higher L2-English proficiency scores (Semantic fluency: r = 0.347; p < 0.05), suggesting that increased L2 immersion and proficiency is associated with stronger morphosyntactic violation effects, as a result of L2 influence on the L1.

Late P600 (850–1050 ms)

At the midline, a significant main effect of C [F(1,52) = 6.71, p < 0.01] was qualified by a significant C × AP interaction [F(3,156) = 8.13, p < 0.0001], reflecting the posterior distribution of the late P600 [F(1,52) at Cz < Pz < Oz]. The 3-way C × AP × G interaction was marginal [F(3,156) = 2.26, p = 0.08] but reached significance in the lateral ANOVA [F(2,104) = 6.48, p < 0.01]. Group follow-ups revealed a significant C × AP interaction in Controls [midline: F(3,87) = 10.16, p < 0.0005; lateral: F(3,87) = 17.91, p < 0.0001] but not Attriters (ps > 0.1). In Attriters, only a main effect of C was marginally significant at midline sites [F(1,23) = 3.26, p = 0.08]. Thus, overall, Attriters elicited a weaker and more broadly distributed P600 than Controls in this later time-window.

Time-Window Analysis of P600

To investigate whether the groups differed significantly in the latency of the P600, we conducted an additional analysis including factor time-window (TW) comparing the two time-windows reported above (i.e., 650–850 vs. 850–1050 ms). The midline ANOVA revealed a TW × C × G interaction [F(1,52) = 9.01, p < 0.005], which was driven by a TW × C interaction in Controls [F(1,29) = 13.81, p < 0.005] but not Attriters (p > 0.1). The lateral ANOVA showed that the distribution also differed across groups and TWs [TW × C × AP × G: F(2,104) = 3.82, p < 0.05]. Group follow-ups revealed a significant TW × C × AP interaction in Controls [F(2,58) = 9.45, p < 0.005], whereas no interactions with factor TW reached significance in Attriters (ps > 0.1). This analysis further supported the finding that the P600 differed in latency and distribution between groups, with Attriters showing a more robust, earlier and more broadly distributed P600 effect for V-NP-o sentences than Controls.

ERP Results for NP-V Subject vs. NP-V Object

Grand average ERP waveforms for NP-V (Subject vs. Object) conditions time-locked to the verb of the relative clause are presented in Figure 7. In Controls (Figure 7), unpreferred (though syntactically acceptable) subject relative clauses with this word-order elicited only weak differences compared to the object relative clause: a small frontal positivity visible at Fz (550–650 ms) was followed by a small posterior P600 beginning around 700 ms. In contrast, Attriters (Figure 8) elicited a large negativity that extended to frontal sites (300–400 ms), a numerically larger fronto-central positivity (550–650 ms) and a larger, earlier and seemingly less posterior P600 effect than Controls. Comparing both conditions in each of the two groups indicates that the English violation condition (NP-V-s) in Attriters is the condition that stands out when all four ERP waves are plotted together (Figure 9).
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FIGURE 7. Event-related-potentials elicited by the verb of the relative clause in NP-V-subject sentences (red) compared to NP-V-object sentences (blue). Controls only elicited a small posterior P600 effect in response to NP-V-subject sentences.
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FIGURE 8. Event-related-potentials elicited by the verb of the relative clause in NP-V-subject sentences (red) compared to NP-V-object sentences (blue). Attriters elicited an N400-like negativity, followed by an early fronto-central positivity and a large P600 effect for NP-V-subject sentences.
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FIGURE 9. Event-related-potentials elicited by the verb of the relative clause in each of NP-V conditions (subject and object) in Controls and Attriters. The NP-V-subject condition in Attriters (red) is the condition that differs most from other conditions.



N400 (300–400 ms)

The midline ANOVA revealed a significant main effect of C [F(1,51) = 6.12, p < 0.05] and a marginal C × AP interaction [F(3,153) = 2.87, p = 0.06]. The lateral ANOVA additionally showed a marginal C × G interaction [F(1,51) = 3.13, p = 0.08], which when followed-up demonstrated a negativity in Attriters [F(1,22) = 4.31, p < 0.05] but not Controls (p > 0.1).

Frontal Positivity (550–650 ms)

On the midline, a significant main effect of C [F(1,51) = 13.30, p < 0.001] was qualified by significant C × AP [F(3,153) = 5.86, p < 0.01] and C × G interactions [F(1,51) = 4.11, p < 0.05]. Follow-ups confirmed that the positivity in Attriters was frontal in distribution [C × AP: F(3,66) = 4.69, p < 0.05; Fz > Cz > Pz] and robust [C: F(1,22) = 11.51, p < 0.005] compared to Controls (ps > 0.1). Rater-type (low vs. high) did not modulate the frontal positivity, and the most relevant factor was Group.

P600 (650–900 ms)

The midline ANOVA yielded significant C[F(1,51) = 6.13, p < 0.05] and C × AP effects [F(3,153) = 4.26, p < 0.01], reflecting the prominence of the positivity at Pz. The interaction between C × G was also significant [F(1,51) = 4.56, p < 0.05], which when followed up revealed a C main effect in Attriters [F(1,22) = 7.95, p < 0.01] but not Controls (p > 0.1). The interaction between C × AP × G did not reach significance (p > 0.1). Note that Controls showed no indication of a parietal P60010.

Late P600 (900–1050 ms)

Unlike for V-NP conditions, the late P600 effect elicited in the NP-V subject condition was statistically shared by Controls and Attriters, as interactions with G did not reach significance (ps > 0.1). A significant C × AP interaction [F(3,153) = 3.79, p < 0.05] pointed to the posterior distribution of the positivity (Fz: p = 0.9; Cz: p = 0.3; Pz: p < 0.05; Oz: p < 0.05).

DISCUSSION

The present study examined the real-time L1 processing in adult Italian-migrants who had been predominantly exposed to English since immigration to Canada and who unanimously reported experiencing attrition in Italian, compared to non-attriting native-speakers still living in Italy. Our aim was to determine whether qualitative and/or quantitative differences would be found in the processing of complex relative clause constructions, due to cross-linguistic influence from the L2.

We expected Attriters to process Italian relative clause sentences whose structure would be ungrammatical in English (V-NP-object and NP-V-subject) as morphosyntactic violations, despite the presence of semantic cues to aid in the disambiguation of thematic roles. We were interested in whether such effects would also be present in Attriters’ behavioral performance, and whether ERP responses would be modulated by factors such as proficiency, exposure and LoR.

Acceptability Ratings

Our main finding was that the critical conditions (V-NP-o and NP-V-s) were rated as outright morphosyntactic violations by Attriters but not by Controls. First, in native-monolinguals, the order of acceptability of the four word-order conditions [(i.e., 1, 4, 2, 3) in order of decreasing acceptability] was the same as in a previous study by Di Domenico and Di Matteo (2009), although the results of the two studies cannot be compared directly due to a difference in judgment scale and given that the stimuli in Di Domenico and Di Matteo were reversible sentences with two animate nouns, where verb number was the only disambiguating cue (e.g., The director that criticized-sing the workers anticipated the holidays). Given that we introduced a semantic bias in our sentences to disambiguate the agent of the verb (e.g., policeman/arrest/thief), it may be that our sentences were more readily acceptable by native-Controls.

Attriters, contrary to Controls, provided significantly lower acceptability ratings for V-NP-o and NP-V-s sentences. Crucially, the groups did not differ in their acceptability judgments of V-NP-s and NP-V-o sentences which are syntactically acceptable in both Italian and English. Further evidence that Attriters treated V-NP-o and NP-V-s sentences as morphosyntactic violations comes from the finding that their ratings for these sentences did not differ statistically from ratings the same participants gave in response to Italian number agreement violations during the same experimental session. In contrast, Controls rated V-NP-o and NP-V-s sentences higher than the number agreement violations (see Kasparian et al., 2016). These results suggest cross-linguistic influence from English (L2) word-order during Italian (L1) sentence-reading. Given that acceptability judgments were provided at the end of each sentence and may not reflect online differences occurring at the critical sentence positions, it was of interest to determine whether and how these group differences would be reflected in real-time ERP responses.

Processing of V-NP Sentences

Our ERP findings were in line with the acceptability judgment results and demonstrate that the rating differences between groups resulted from online processing differences at disambiguating target words. In response to V-NP-object Italian sentences which are unpreferred compared to subject relative clauses but still syntactically acceptable, Controls showed an N400 effect between 300 and 400 ms at the disambiguating verb, indicating that they were sensitive to the semantic cues that served as extra disambiguating information to identify the subject of the sentence (Penolazzi et al., 2005; Di Domenico and Di Matteo, 2009). This pattern is reminiscent of the findings of a German ERP study by Mecklinger et al. (1995), who also observed an enhanced N400 for non-preferred object relative structures, but only when semantic cues conflicted with initial parsing preferences, and only in their group of ‘fast comprehenders.’ German, like Italian (but unlike English), also has a free word-order, and disambiguation of relative clauses depends on verb inflection and semantic cues (see Bornkessel-Schlesewsky and Schlesewsky, 2013, for a discussion of cross-linguistic differences).

Our finding of a larger N400 with higher acceptability judgment ratings (numerically even within Controls) further supported the view that the elicitation of the N400 was associated with more favorable responses and therefore did not index a violation effect. The N400 is reduced in subject relative-clauses where the verb (e.g., arrests) is both semantically primed by its preceding noun (e.g., policeman) and represents an action compatible with this preceding noun’s assumed theta role as an actor/agent. Conversely, in sentences that begin with the object (e.g., thieves), the enhanced N400 reflects that – despite a likely semantic priming effect – the verb may still be less expected (Van Petten and Kutas, 1991; Federmeier and Kutas, 1999; Kuperberg, 2007), as the verb violates the thematic role that had been computed online based on the first noun.11 In line with this, the ERP study on Italian subject/object constructions by Penolazzi et al. (2005) did not find an N400 effect preceding the reported positivities (P300 and P600), possibly due to the reversibility of their thematic roles (e.g., grandfather/kiss/child). This absence of an N400 is entirely in line with Mecklinger et al.’s (1995) findings for their ‘neutral’ (i.e., reversible) condition that lacked semantic biases.

Following the N400 effect, Controls also showed a late, posterior P600 response to V-NP-o relative to V-NP-s sentences. The relatively long latency of the P600 (compared to Attriters, see below) may partly be due to an ongoing N400 (i.e., the two components may have canceled each other out; cf. Steinhauer and Drury, 2012). It may also be linked to the specific type of garden-path effect involved to repair the input. As described in Penolazzi et al. (2005), even when the reader detects an unpreferred construction at the verb in the V-NP-o condition and attempts to revise it, the last constituent (subject) is not yet available; the expectation for the incoming NP to be assigned the subject role and the maintenance of an only partially constructed sentence representation in WM could incur a cognitive load and incur in a delay of syntactic integration processes, resulting in a late P600.

Attriters qualitatively and quantitative differed from Controls in their ERP responses. First, V-NP-o sentences did not elicit an N400 effect, contrary to Controls. In this respect, Attriters differed from Controls as a group overall, as even high rater Attriters did not show an N400 effect. In addition, correlations revealed less negative amplitudes in Attriters with higher L2-English proficiency scores and a longer LoR. This finding is in line with the argument that the N400 in Controls did not reflect a violation effect, as Attriters with more L2-English immersion were significantly less likely to show a negativity in the N400 time-window. These results suggest that Attriters were not sensitive to semantic cues (i.e., non-reversible agent-patient roles) to guide thematic role assignment during online sentence processing. Instead they seemed influenced by their L2-English grammar in which word-order is the most salient cue for sentence interpretation (Bates et al., 1982; McDonald, 1987; MacWhinney and Bates, 1989; Bornkessel-Schlesewsky and Schlesewsky, 2013). A similar shift in processing preferences has been shown in L2-dominant speakers in previous work by Dussias and Sagarra (2007) for relative clause attachment. We argue that L2-English immersion (with infrequent exposure to the Attriter’s L1-Italian) leads to changes in expectations pursued during online language processing. That is, due to the influence of strict English word-order, Attriters likely have a stronger expectation for the first noun of the sentence to be the subject NP (possibly to be assigned the role of Agent) such that they rely more heavily on word-order than on semantic information, compared to native-Italian monolingual speakers (Molinaro et al., 2011). As a consequence, the violation on the verb would be processed primarily as a morpho-syntactic agreement violation, whereas the semantic-thematic mismatch may be less salient than in the Control group12.

In line with this interpretation, the second ERP difference between Attriters and Controls was that Attriters showed an earlier, stronger and more broadly distributed P600 effect for V-NP-object sentences, which we interpreted as a reflection of a stronger anomaly (and possibly higher processing costs) compared to Controls. The finding of larger P600 amplitudes in participants who gave lower acceptability ratings to V-NP-o sentences supported our interpretation of a stronger violation effect in Attriters overall.

The P600 has been interpreted in various ways, perhaps most prominently as an index of morpho-syntactic error diagnosis and structural sentence re-analysis/repair (e.g., Fodor and Inoue, 1998, discussed in Friederici et al., 2001), with larger amplitudes reflecting a larger syntactic processing difficulty (Hagoort and Brown, 2000; Carreiras et al., 2004; Silva-Pereyra and Carreiras, 2007; Molinaro et al., 2008). Since so-called ‘semantic P600s’ (rather than N400s) have been observed for sentences containing thematic role reversals, it has also been suggested that P600s may reflect the resolution of mismatches between two or more distinct (e.g., semantic and syntactic) processing streams (Kuperberg et al., 2003; see also Hoeks et al., 2004; Kim and Osterhout, 2005). When semantic expectations are contradicted by the syntactic structure of the sentence, a processing cost is incurred (Kolk et al., 2003; van Herten et al., 2005). Yet others have suggested that processes underlying the P600 may comprise the ‘construction, revision, or updating of a mental representation of what is being communicated’ at multiple levels (Brouwer et al., 2012).

The finding of group differences both in latency and scalp topography of the P600 suggests the involvement of different processing routines for V-NP-object sentences in Attriters compared to native-controls. In Controls, this mild late effect reflects re-analysis and repair processes. When semantic cues that reliably support the respective theta roles are accessed early on (N400) and revision toward an object-relative interpretation is not costly, Controls elicited a smaller late P600 and arrived at higher acceptability ratings. Conversely, a stronger processing cost in Attriters seems to be related to their reduced use of semantic information and stronger expectations of number agreement between the sentence-initial noun and the subsequent verb. Relying on a ‘subject-first’ processing strategy typical for English, Attriters encountered a morphosyntactic number agreement violation on the verb, triggering the typical profile of a substantial P600 violation effect and leading to a low acceptability rating at the end of the sentence (suggesting they did not successfully reanalyze the structure). Consistent with this view, larger P600 amplitudes were associated with a higher degree of L2-English proficiency and a longer LoR. That increased L2 immersion and proficiency was associated with stronger morphosyntactic violation effects in response to V-NP-object sentences strongly suggests L2 influence on L1 morphosyntax and a shift in Attriters’ expectations during online sentence processing.

In fact, the latency and topographical differences in the P600 between Attriters and Controls are somewhat reminiscent of the patterns observed in the same exact participants while processing subject-verb number agreement violations during the same Italian experimental session (Kasparian et al., 2016). In response to number violations, Attriters elicited a large P600 effect beginning around 650 ms that was less posterior and shorter than in Controls. Their acceptability ratings for this outright agreement violation and the ‘apparent’ agreement violation in our present V-NP-object condition were also comparable. This similarity further supports our view that Attriters have a stronger subject-first preference than Controls, based on the influence of English word-order. This strong preference leads Attriters to diagnose a number mismatch between the verb and its preceding noun, even if the sentence is grammatically acceptable in Italian. Importantly, outright agreement violations in the Control group did not result in the P600 pattern we observe for our present V-NP-object condition. Their P600 for outright agreement violations was not delayed but started at the same time as the P600 in Attriters (i.e., around 650 ms). Correspondingly, outright violations were rated as less acceptable than the V-NP-object garden-path sentences.

A final point to discuss is whether the smaller and later P600 in Controls might be directly linked to the presence of an N400 due to component overlap (see Osterhout and Mobley, 1995; Osterhout, 1997; Steinhauer and Drury, 2012; Tanner et al., 2013, 2014; Tanner and Van Hell, 2014; Tanner, 2015). This possibility is compatible with our finding that the early portion of the N400 has a typical broad distribution with a centro-parietal maximum, whereas the later negativity (after 500 ms) is more frontal (see Figure 4). This is exactly the pattern one would expect if the late portion of the N400 and the early portion of a clearly more posterior P600 (significant after 850 ms) superimposed one another and canceled each other out. If component overlap is indeed the main reason for the absence of an earlier P600 (present only in Attriters), this would imply that both the P600 and the N400 observed in the Control group were underestimated, i.e., the actual N400 must have been even larger and must have lasted longer. If so, and given that the Attriters did not show any evidence of an N400 at all, this would illustrate just how different the processing strategies between the groups were. On the other hand, if the observed pattern was not influenced by component overlap, the finding of a substantially delayed P600 (starting around 850 ms) in the monolingual native speakers of the Control group is difficult to reconcile with the expected ERP profile for a number violation in this group (see previous paragraph) and would, again, point to distinct processing strategies compared to the Attriters.

Processing of NP-V Sentences

The first contrast we discussed above compared the processing of the generally highly preferred V-NP-subject relative clause to a relatively difficult V-NP-object garden-path sentence. We saw that the monolingual Control group processed the latter like a garden-path and used semantic cues, whereas Attriters with strong exposure to English processed it like an outright morphosyntactic violation, as would be expected for English speakers. The second comparison of NP-V structures differs from this first comparison in various respects. First, when the disambiguating element is reached (verb), both noun phrases have already been encountered. Thus, the Control group that was shown above to use semantic cues can be expected to compute even stronger expectations based on the preliminary assignment of Actor and Undergoer to the available NPs (Bornkessel-Schlesewsky and Schlesewsky, 2013).

Second, whereas for Attriters (who employ a parsing strategy influenced by English), the present contrast is somewhat similar to the previous V-NP contrast, this may not be the case for the Controls. From the Attriters’ perspective, we again compare one sentence structure that is grammatical in English (V-NP-object) to a second structure that is ungrammatical in English (V-NP-subject). If Attriters are indeed generally influenced by English parsing preferences, we would expect another instance of morphosyntactic violation effects. By contrast, from the Controls’ perspective, we compare two structures that can both be described as garden path sentences. Whereas NP-V-object sentences are the preferred structure to express object relative clauses in Italian, they nevertheless constitute a non-preferred structure compared to the V-NP subject relative clauses discussed in the previous section, and should encourage Italian Controls to use semantic cues to disambiguate the structure.

The NP-V-object structure requires an Object-Subject-Verb analysis (e.g., The thieves that the policeman arrests …) and is (similar to English) a quite frequent construction in Italian. The NP-V-subject structure requires a Subject-Object-Verb analysis (e.g., The policeman that the thieves arrests …), which is not very frequent in Italian but has the potential advantage that the first NP (i.e., the referent of the relative pronoun) still serves as the subject of the relative clause (similar to the most preferred V-NP-subject structure). Nevertheless, in line with Di Domenico and Di Matteo’s (2009) behavioral study, these sentences received the lowest acceptability ratings in both groups (but were comparable to those for outright violations only in the Attriters).

In response to NP-V-subject garden path sentences in Italian, Controls elicited a small, late, posterior P600 starting around 900 ms. In Attriters, however, NP-V-s sentences elicited a strong, widespread N400-like negativity, followed by a larger frontal positivity and a more robust early P600 starting around 650 ms. As a whole, this pattern is (again) compatible with the assumption that the Control group processed the difference between conditions as a garden path, whereas the Attriters processed it like an outright violation. Given that Controls’ acceptability ratings displayed substantial differences between the two conditions, the rather weak ERP differences may be somewhat surprising. However, the notion that both sentences should be viewed as garden path structures may provide some explanation. As mentioned above, in both NP-[NP-V] constructions, both subject and object NPs had already been encountered before the disambiguating verb was presented, and our materials always provided reliable semantic cues as to which NP was a plausible Actor/Agent or a plausible Undergoer/Patient. According to both the Competition Model (MacWhinney and Bates, 1989) and the eADM model (Bornkessel-Schlesewsky and Schlesewsky, 2006/2008), Italian Control subjects were expected to use these semantic cues, either to predict the theta role assignment or to support the final analysis once the verb information became available. We assume that these processes were largely the same in both conditions, even though the less frequent NP-V-subject condition was identified as somewhat more difficult (eliciting a small P600) and resulted in a lower rating.

In Attriters, we find substantial ERP differences between the two conditions, consisting of a negativity followed by positivities. Interestingly, while the NP-V-object condition (which is grammatical in English) did not differ from the corresponding ERPs in the Control group, the NP-V-subject condition (which is ungrammatical in English) did (Figure 9).

The timing and distribution of the negativity suggest a mix between a LAN and an N400, with no hemispheric differences reaching statistical significance. In the literature, both LANs and N400s have been reported for number agreement violations, and both have been linked to lexical mismatch effects based on context-based morphological predictions (Molinaro et al., 2011; Tanner and Van Hell, 2014), or to lexical retrieval problems (Brouwer et al., 2012). An N400 would also be consistent with the view that computing the thematic roles requires access to lexical-semantic information (Deutsch and Bentin, 2001; Barber et al., 2004; Molinaro et al., 2008, 2011), if we assume that, at this point in the sentence, readers must determine which of the two presented nouns is the subject of the relative clause verb. In other words, even though Attriters do not seem to have used semantic cues as soon as they were provided by the NPs, once all NPs and the verb were available, they had to assign theta roles.

The presence/absence of the negativity cannot be reduced to component overlap (Osterhout and Mobley, 1995; Osterhout, 1997; Tanner et al., 2013, 2014; Tanner and Van Hell, 2014; Tanner, 2015), as the first (frontal) positivity was larger in the Attriters, i.e., in the group that also elicited the preceding negativity. Rather, Attriters and Controls seem to be engaging in different processing routines. We interpret the larger frontal positivity in Attriters as a P3a component that has been associated with a surprise effect and shift in attention (Squires et al., 1975; Polich, 2007). Similar frontal positivities were previously observed in temporary subject/object ambiguities in Italian wh constructions for target words disambiguating the more difficult object reading (Penolazzi et al., 2005). In our study, this frontal P3a was immediately followed by a large and early P600 that is indicative of a violation effect and corresponding processing costs, similar to the V-NP contrasts discussed above.

To summarize, Attriters who, due to English influence, were hypothesized to be less sensitive to semantic/thematic cues than to word-order preferences, elicited strong ERP violation effects on the verb in both V-NP-object and NP-V-subject constructions. For the same sentences, matched monolingual Italian control subjects demonstrated weaker ERP effects that are expected for native speakers processing these types of garden-path sentences. Since the two sentence conditions are ungrammatical in English, but grammatical in Italian, the group differences strongly point to distinct processing strategies. As predicted, Attriters seemed to have adopted parsing strategies from their predominantly used English L2.

Implications for First Language Attrition

The present study investigated L1 attriters’ processing of a complex aspect of morphosyntax where the L1 and L2 either converge or diverge. Interestingly, our experimental design allowed us to examine neuroplasticity in Attriters’ processing routines for grammatical sentences in their L1, which happened to be ungrammatical in their L2. Similar to a few previous ERP studies (e.g., Thierry and Wu, 2007; Kasparian et al., 2010), this approach focuses on the influence of a seemingly ‘irrelevant’ language (English) on the presented language under investigation (Italian) and thus differs from testing morphosyntactic violations in the language presented, as is traditionally done in ERP language research. Moreover, in contrast to the few other studies using this approach to test the impact of L1 on L2, here we investigated the impact of L2 on L1. Our findings provide evidence of cross-linguistic influence from the L2 due to immersion and reduced L1 use, resulting not just in quantitative but also in qualitative changes in adult Attriters’ processing patterns, contrary to the findings reported in the only other published ERP research of L1 attrition investigating a different population of attriters (Bergmann et al., 2015). The present results further support and extend those reported in our Italian number agreement study (Kasparian et al., 2016), suggesting that more complex morphosyntactic manipulations result in greater processing differences between attriters and non-attriting native-speakers. In contrast to our other study, the present sentence structures were specifically selected to maximize differences in the cues that readers could rely on in Italian vs. English (i.e., semantic cues and word-order, respectively). Although behavioral studies have shown L2 to L1 transfer to occur in instances where a grammatical L2 feature is transferred to the L1 despite its ungrammaticality in L1 (e.g., Rippert and Kuiken, 2009), to our knowledge, this is the first demonstration where the opposite is true; namely, that high proficiency in a second language acquired in adulthood may render a grammatical sentence in one’s native language ungrammatical when processed in real-time.

Our ERP findings are in line with reports from eye-tracking studies of immersed L2-English speakers’ processing of L1 Spanish relative clauses (Dussias and Sagarra, 2007) where differences were found in relative clause attachment preferences in bilinguals with extensive L2-immersion, compared to native-Spanish monolingual speakers and bilinguals with limited L2 exposure. Although the bilinguals in Dussias and Sagarra’s study were not attriters (with limited/no exposure to the L1 in the L2 environment), their eye-tracking results parallel our ERP findings of changes in L1 processing as a result of extensive L2 exposure.

Although we are only at the very beginning of a long way to better understand the neurocognitive changes involved in first language attrition, the present results are very promising. In our opinion, they cannot be explained in terms of a mere “bilingualism effect” (i.e., a by-product of having compared monolingual Controls to bilingual Attriters), as even within Attriters, ERP responses are modulated by factors such as exposure, proficiency and LoR. These factors have been shown to modulate ERP response patterns in these same Attriters on other lexical-semantic and morphosyntactic properties, both in their L1 (Kasparian and Steinhauer, 2016; Kasparian et al., 2016) as well as in their L2 (Kasparian et al., unpublished). Interestingly, in the latter study, we showed reduced L1 activation (increased inhibition) during L2 processing in Attriters with less frequent L1 exposure/use and a longer LoR. These findings fit with frameworks of relative frequency of use and activation thresholds, where the more dominant language is associated with a higher baseline activation level and a better efficiency in inhibiting cross-linguistic competition (e.g., McDonald, 1987; MacWhinney, 1992; Kroll and Stewart, 1994; Jared and Kroll, 2001; Dijkstra and Van Heuven, 2002; Gollan et al., 2008).

In attrition research, the relationship between attrition effects observed in behavior and at the brain level is still largely unexplored. On the behavioral proficiency tasks we administered, Attriters scored numerically lower than Controls but did not differ significantly on any of the measures. However, their end-of-sentence acceptability judgments largely reflected the preferences observed during real-time sentence processing, namely that the two word-orders that are ungrammatical in English were judged as unacceptable. This fits with the argument made by Steinhauer et al. (2009) that structure-specific proficiency (rather than overall proficiency) best predicts ERP response patterns. However, this was also an interesting finding, given that in our number agreement study (Kasparian et al., 2016), we found group differences in ERP responses but not in acceptability ratings (see McLaughlin et al., 2004 for a similar finding in L2 vocabulary acquisition). The nature of the sentences may explain this discrepancy; in our number agreement experiment, we manipulated the agreement between three sentence constituents (subject, verb, and modifier), giving rise to different combinations of (dis)agreement that may have resulted in a less straightforward acceptability judgment task than in our present study. In addition, our current design directly tested a morphosyntactic area where the two languages either converge or clash. It is likely that the language areas and tasks on which Attriters differ most from native-Controls are those which tap directly into the effects of L2 influence on L1.

In sum, the present study provides evidence of neurocognitive change due to language learning in adulthood. Our results revealed both quantitative and qualitative changes in L1 morphosyntactic processing patterns of Italian native-speakers who had lived in an exclusively monolingual L1 context until adulthood. Thus, even an “entrenched” L1 grammar is subject to change after a prolonged period of L2 immersion and reduced L1 exposure/use. As the L2 takes the lead, its acquisition and use induces changes to attriters’ L1 neurocognitive processes and results in differences from non-attriting native-speakers. In the present study, we have shown that a key factor in promoting these changes in attriters is the influence of the L2 on the L1, both in terms of the language pairing and related cross-linguistic differences, as well as in terms of increasing amount of L2 exposure/use and proficiency relative to the L1.
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FOOTNOTES

1Acceptability means per condition were not reported in the paper but were obtained in a personal communication with the authors. The order of acceptability of the sentence conditions was #1, 4, 2, 3.

2It is not within the scope of the present study to disentangle between these views.

3Participants unanimously considered their AoA of English to coincide with their age of immersion into English (i.e., immigration), given that their exposure to English within the Italian school system was only minimal.

4Our rationale for this decision was based on several reasons. First, the word-orders differed between the first pair of conditions (V-NP) and the second pair of conditions (NP-V), resulting in differences in the sentence context that appeared prior to the relative clause verb (where we time-locked our analyses). As reported, we also used a different baseline correction for the NP-V analysis. Similarly, representative time windows to best capture the relevant ERP effects differed between the two word-orders and would have required to introduce additional time windows. Including ‘word-order’ (V-NP; NP-V) as a factor with relative clause type (subject, object) and group (attriters, controls) along with time-window and topographical factors would have resulted in very complex ANOVA that would most likely result in many significant interactions that would distract from the actual patterns rather than clarify them. For the sake of clarity, we believe reporting the two types of violations in separate sections is the only feasible way.

5The new baseline worked against our hypotheses, as the original baseline overestimated the early negativity found in Attriters (but not in Controls). Plots with the original baseline correction are provided in Supplementary Materials.

6We analyzed the results separately for VN orders (2) and NV orders (2) because participants were categorized as high- or low-raters based on their acceptability judgments on the 2 unpreferred conditions (i.e., V-NP-object and NP-V-subject), and it was not always the case that the same participants were “low” raters for both unpreferred orders.

7Attriters were not slower across the board than Controls for all experiments conducted as part of the larger study. However, they also exhibited slower response times in a study of Italian number agreement processing (Kasparian et al., 2016) which tested similarly complex sentences.

8Despite large differences between high and low rater Controls in terms of N400 amplitudes, F-values, and p-values, the “Condition × Rater” interaction did not reach significance (p = 0.1). Sample size differences may have played a role. However, an important point to emphasize is that we would expect the opposite if the N400 were an indicator of a violation effect.

9The difference between high rater Controls and high rater Attriters was marginal [F(1,25) = 3.04, p = 0.09].

10The C × AP interaction in the global ANOVA (in absence of a significant C × AP × G interaction) may be interpreted as an indication that even the Controls may also have some kind of a significant P600, which, however, was restricted to PZ. Alternatively, the presence of a C × AP interaction in the Controls can also be due to a relative frontal negativity, i.e., what’s shared across groups is simply the gradient of ‘more positive’ potentials at more posterior electrodes (but in absence of a true P600). The latter pattern was what we found in a follow-up analysis at Pz. A marginal C × G interaction was found at Pz [F(1,51) = 3.15, p = 0.08], further supporting a more robust P600 effect and a more laborious revision in Attriters [F(1,22) = 11.75, p < 0.005] than Controls (p > 0.1).

11Readers familiar with the recent debate on ‘semantic P600s’ and ‘semantic illusions’ may notice that our N400 findings (as well as those in Mecklinger et al., 1995) are problematic for most accounts proposed to explain the processing of role reversals (e.g., Brouwer et al., 2012, and other models discussed in their paper). We mention this debate only briefly, as a broader discussion is beyond the scope of our paper. See Bourguignon et al. (2012) and Bornkessel-Schlesewsky and Schlesewsky (2013) for more N400 findings in role reversals that are difficult to explain by semantic priming alone.

12To better assess the reliance on semantic cues for sentence interpretation, it would have been informative to test a fully balanced set of stimuli using both reversible (i.e., semantically neutral) and non-reversible (i.e., semantically biasing) sentences (see Mecklinger et al., 1995). However, given that the present study was one out of four experiments embedded into the same Italian testing session, it was not possible to present a full set of 16 conditions (8 main conditions counterbalanced in singular/plural number). For a fully balanced design including reversible sentences we hypothesize that a semantic facilitation effect would be found in Controls but not Attriters.
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ratings (on a scale from 1 = abstract to 5 = concrete) are from Brysbaert et al.
(2014).
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self-rating accuracy Spanish composite score Acquisition (years) in L2 (months)

F 7.0 0861 086 1.750 " 8

M 875 0583 074 1.756 18 B

F 100 0750 072 2810 16 24

F 7.25 0.403 048 -0978 14 NA
F 9.0 0819 082 3282 12 6

F 675 0528 042 9 NA
M 7.50 0819 068 12 B

F 625 0347 044 12 3

M 525 0514 054 12 4

F 7.00 0625 06 12 NA
M 7.45 0625 058 2 0

M 625 0569 062 12 0

F 6.00 0625 0.42 5 20

F 7.00 0.708 044 185 0
M 713 0458 052 12 4

F 658 0.181 036 8 0

F 625 0278 028 12 0

M 675 0319 046 185 0

F 85 0806 056 19 22

M 75 0986 064 14 5

M 85 0722 058 13 1

F 675 0.283 03 16 2

F 800 0.222 038 13 0

F 825 0250 045 12 85
F 500 0501 048 14 20
Avg. 722 055 053 12.08 634
s 117 022 015 346 7.83

NA: Data not provided in questionnaire.
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Junior (High) Female
Male
Total

Senior (Low) Female
Male
Total

Senior (High) Female
Male
Total

N

7
7
14
10
8
18
9
6
15

Age

14+05
14£03
14+£04
17+03
17£03
17+£03
17+£04
17403
17+£04

AOE

12.7+0.3
126+03
126+ 0.3
126+0.3
12.7+04
127+ 0.3
125+0.4
12.6+0.3
126+ 0.3

DOE

1.5+03
14£02
1.5+03
44+£02
4402
44+£02
45+0.2
45%+02
45+0.2

La

82+ 20
86+ 13
84 + 16
82+21
92+ 16
86 + 19
82+ 16
83+ 16
83+ 156

vf

24 £37
20+26
22+ 36
24 £56
21£50
23+54
26+6.5
29+53
27 £6.0

Data are shown as the means = SD for the number of participants (N), age, age of first exposure (AOE) to English, duration of exposure (DOE) to English, laterality quotient
(LQ), and the number of words produced in the verbal fluency task (vf).
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Concreteness Valence Arousal Word  Number of
frequency ~ strokes

Target condition 076 040 254 048 0.14
Word category 264097 073 206 062 095
Target condition 0.15 212 040 O 0.88
by Word category

The df for Target condition and the iteraction was (2, 128), for Word category was (1,
64). " Significant at 0.001 level.





OPS/images/fcomm-02-00023/fcomm-02-00023-g001.jpg
SALAAMAHA

Hello. ft.
Sidee tahay? Waan fiicanahay. HEEFS? BRARSF.
o SRS
TR ERER?

Magacaygu waa___. Magacaa?

Maxaad dareemaysaa?

Subax wanaagsan.| Galab wanaagsan.| Habeen wanaagsan. 3 3 e L4F/ Bz,

GREETINGS

Hello.
How are you? | am fine.
My name is ___. What is your name?

How are you feeling?

Good morning. | Good afternoon. | Good evening/night.
1112

£C6mo estds? Yo estoy bien.
Me llamo ___. ¢Cémo se llama Ud.?

&Como se siente?

PAGBATI

Hello.
Kumusta ka? Mabuti.
Ang pangalan ko ay__. An ang pangalan mo?|

Kumustd ang pakiramdim mo?

Buenosdias. | Buenas tardes. Buenas noches.

i 12}
2

Magandéng umaga.| Magandéng hapon.| Magandéng gabi.
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LEARNING DISCOURSES IN THE LEARNING PHASE

Concrete condition Abstract condition

ANHEHC K25 R B — S AR DURICAL R 2 AR
i, MR R T o REFBLERRAHE (I8 R
SFNER R R (Alittle FHKTHF) » (Toa scientist
tadpole grows up into a yudun. wining the Nobel prize is the
Right now on a lotus leaf there is highest liyun. Everyone is trying
ayudun catching inseots) hard to win this highest liyun.)

TARGETS IN THE LEXICAL DECISION TASK
Concrete condition  Abstract condition

Corresponding concept (CC) T4 (frog) %3 (nonor)
Semantically related word (SR) 4} (izard) 742 (reputation)
Unrelated word (UR) T (pants) i (statement)
Pseudoword B (iang ji) 1% (gong dian)
Pseudoword 155 (shen jin) JHHE (mu wang)
Pseudoword 442 (quan kui) TR (sie bo)

The examples are presented in Chinese with Englsh translations in parenthesis for the
learning discourses and the target words in the lexical decision task. The novel words
serving as the primes are in boldface in the discourses.
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Relatedness
Concreteness
Valence

Acousal

Word frequency
Number of strokes

Coresponding concepts

Concrete

6.48(039)
468(0.73)
2580(0.79)
257 097)

1561 (4.77)

Abstract

2.91(061)
4.63(095)
3.03(084)
2.52(0.89)
16.72 (5.10)

Semantically related words

Concrete

5.21(0.49)
6.41(0.49)
451(0.89)
2.61(0.66)
250(0.99)
16.36 (4.74)

Abstract

526(051)
287 (059)
4.61(0.85)
2.85(0.75)
2.36(0.99)
16.03(5.14)

Unrelated words.

Concrete

1.39(0.20)
6.41(028)
4.75(0.70)
262(0.74)
251(073)
17.00(3.62)

Abstract

1.590.27)
277 060)
4.36(063)
2.67(0.74)
234(086)
16.09 (4.08)
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Reference Learners
group.
Mean SD  Mean  SD
Age of first exposure to Engiish* 3288 2230 4084 1874
Current exposure to Engiish 1898 1949 1295  14.95
MOCA subtests
Digit span (out of 2) 142 069 126 081
Orientation (out of 6) 568 067 547 096
Delayed memory recall (out of 5) 287 179 832 149
Proportion correct animal naming 079 028 08 026
Engiish language skils
Self-reported speaking (out of 10) 429 263 389 194
Seffreported comprenension (outof 10) 439 291 374 197
Self-reported reading (out of 10) 382 847 274 262
Verbal fluency —animals* 736 621 479 667
Verbal fluency —groceries* 891 588 579 674
L1 language skils
Self-reported speaking (out of 10)* 863 144 932 106
Seft-reported comprenension (outof 10 881 122 942 00
Self-reported reacing (out of 10) 739 296 7.05 837
Verbal fluency —animals 1472 436 1511 421
Verbal fluency —groceries* 1283 749 858 811

“Significant differences were observed between the reference and learner groups

(s < 0.05).
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L1 Mandarin L1 Tagalog L1 Spanish L1 Somali Total number of speakers

Outside of Indo-European Language Family with few borrowings (English-similarity score = 1)

Mandarin 20 0 o 0 20
Arabic 0 1 0 6 7
Other Chinese Dialects 4 0 0 0 4
Amharic 0 0 0 1 1
Micronesian 0 1 0 0 1
Shanghainese 1 0 0 0 1
Tian-Jing Dialect 1 0 o 0 1
Outside of Indo-European Language Family with some borrowings (English-similarity score = 2

Somali o 0 o 10 10
Japanese 1 0 0 0 1
Kinamigin 0 1 0 0 1
Swahil 0 0 0 1 1
Outside of Indo-European Language Family with substantial borrowings (English-similarity score = 3)°

Tagalog 0 9 0 0 9
Visayan languages (Cebuano, llonggo) 0 8 0 0 8
llocano 0 3 0 0 3
Bikol 0 1 o 0 1
Pangasinan 0 1 o 0 1
Indo-European Languages outside of the Germanic or Romance languages (English-similarity score = 4)

Russian 14 0 0 0 14
Greek 0 0 1 0 1
Slovak 0 0 1 0 1
Within the Germanic or Romance Languages (English-similarity score = 5)

Spanish 0 0 14 0 14
italian 0 0 2 1 3
Chavacano* o 1 0 0 1
French 0 0 1 0 1
German 0 0 1 0 1

‘Non-Indo-European languages categorized as having limited borrowings include Somali with borrowings from English and ltaian linked to European colonization (Somal, 2017);
Japanese, with an estimated 10% of the lexicon borrowed from English (VicKenzie, 2010, p. 14); Kinamigin, with documented Spanish presence in the Camiguin Island in the
Bisayas region of the Philppines (Barraveld, 2001, p. 78); and Swahil, with borrowings from English where “Contact with westem Civilzation” existed, including i transportation,
medicine, sports, and schools (Gower, 1952)

"Most of the major languages of the Philopines were categorized as having substantial borrowings, due to heavy lexical influence of Spanish (Lipski and Mahlhéusler, 1996; Fubino,
1997 Stolz, 2006; Mattes, 2014). The Spanish Colonial Era in the Philppines lasted from 1521 to 1898. These major Philppine languages also exhibit substantial borrowings from
English (Rubino, 2001; Bermarcio, 2004)

“Also known as Philiopine Creole Spanish, Chavacano is the only Spanish-based creole in Asia (e.g., Lioski, 2013).
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Pre- and post-learning knowledge
Items communicated successfully (1)
Pre-learning
Post-learning
Items partially communicated (2)
Pre-learning
Post-learning
Items not communicated successfully (3)
Pre-learning
Post-learning
Items participants did not attempt (4)
Pre-learning
Post-learning
Stable knowledge (known before and after)
ftems newiy learned (not known before but
known after)
items forgot (known before but not after)
Items never learned (did not know before
or after)
Percent increase in knowledge

207.21
262.63

4311
5263

6147
5121

100.68
52,05
230.74
78,63

18.05
80.89

3328

sD

76.47
74.99

23.72
23.93

162
3153

93.46
65.61
84.89
40.73

1228
73.68

36.15

Range

49-334
127-373

11-92
21-121

5-181
10-118

7-358
1-226
51-364
25-151

a-47
4-259

—4.001t0 155
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Stable English knowledge (known

Items newly learned (not known before

before and after) but known after)
rp) 95% CI r(p) 95% CI

Linguistic variables

Mean similarity to English of known languages 034 (ns) ~0.58 (0.010) ~0.79 t0 ~0.29
Exposure to English 037 (ns) -047 (0.042) ~0.7310-0.06
Age of first English exposure ~0.55 (0.014) —0.80t0 ~0.13 0.42 (ns)

L1 proficiency* 0.29 (ns) ~0.24 (ns)

English proficiency® 0.79 (<0.001) 05510 0.91 ~0.68 (0.001) ~0.89 to ~0.35
Cognitive variables

Age -0.14 (ns) 023 (ns)

Years of formal education 0.45 (0.054) 0.08100.72 ~0.36 (ns)

Digit span and orientation 0.67 (0.002) 02710 0.87 ~027 (ns)

Memory and naming 0.07 (ns) 0.02 (ns)

Confidence intervals are provided to assess reliabilty of signiicant correlations (in bolo).

Cl, confidence interval.

“Combined self-reported and verbal fluency scores. To alleviate risk for Type | error dlue to multiple comparisons, only significant correlations with a 95% Cl lower bound of at least

).1 were interpreted (in bold).
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e [NP-V-s: 11 poliziotto che i ladri | arresta registra i nomi.
The policeman that the thieves | arrests registers the names
wms NP-V-0: I ladri che il poliziotto | arresta attendono in macchina.
The thieves that the policeman | arrests wait in the car.






OPS/images/fpsyg-08-00389/fpsyg-08-00389-t002.jpg
Background measures

Self-report of proficiency
(7-point scale)

Listening comprehension
Reading comprehension
Pronunciation

Fluency

Vocabulary

Grammar

C-test (%)
Error-detection test (%)
Verbal semantic fluency

(average of two categories)

Reading fluency (correct in
3 min)

Working memory

Correct

Span

Controls
(n = 30)

7

N NN NN

96.3
90.0
23.4

71.6

1.2
5.4

Attriters
(n=24)

6.87 (0.2)

o

)

9

7
7
6.96 (0.2
6.79 (0.6
6.63 (0.7
6.83 (0.4
952 (4.6
89.5 (5.9
3.9

21.5

75.3 (15.0)

11.9 (2.6)
5.7 (1.1)





OPS/images/fpsyg-08-00389/fpsyg-08-00389-g008.jpg
Attriters

-4.0 E3 -4.0 F4

40 4ol Frontal 40
positivity

-4.0 N4\00 Cz

4.0

40 4.0

we  [NP-V-s: 11 poliziotto che i ladri | arresta registra i nomi.
The policeman that the thieves | arrests registers the names.
wws - NP-V-0: I ladri che il poliziotto | arresta attendono in macchina.
The thieves that the policeman | arrests wait in the car.
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Low-rater Controls
n=10)

High-rater Controls
n = 20)

Low-rater Attriters
n=16)

High-rater Attriters
n="7)

V-NP-s

3.61 (0.49
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Condition

1) V-NP-subject | poliziotto (S) che arresta i ladri (O) registra i nomi. The
policeman (S) that arrests the thieves (O) registers the
names.

2) V-NP-object* ladri (O) che arresta il poliziotto (S) attendono in macchina.

The thieves (O) that arrests the policeman (S) wait in the car.
3) NP-V-subject* |l poliziotto (S) che i ladri (O) arresta registra i nomi. The
policeman (S) that the thieves (O) arrests registers the
names.

4) NP-V-object ladri (O) che il poliziotto (S) arresta attendono in macchina.
The thieves (O) that the policeman (S) arrests wait in the car.

English translations are presented in italics. The target noun is underiined and
subject/object roles are indicated in parentheses. The asterisk (*) marks those
conditions which are morphosyntactic violations in English.
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e==== V-NP-s: Il poliziotto che | arresta i ladri registra i nomi.
The policeman that | arrests the thieves registers the names.
s====V-NP-o0: I ladri che | arresta il poliziotto attendono in macchina.
The thieves that | arrests the policeman wait in the car.
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The thieves that | arrests the policeman wait in the car.
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Study

Bak et al., 2016

Ramos et al.,
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Sample

33 language learners: intensive
Scottish Gaelic course.

16 active controls: Students of
non-language courses.

18 passive controls: Recruited from
Psychology volunteer pool.

26 language learners: Spanish
monolinguals learning Basque. Aged
between 60 and 80 (Mage = 67.42).

17 passive controls: Spanish
monolinguals. Aged between 60 and
78 (Mage = 69.18).

14 language learners: French
speaking older adults (Vage = 75 years)
with varying levels of Engiish language
knowledge.

Training type

Face-to-face intensive
course,

Face-to-face, small
group lessons
(maximum 10
participants).

Face-to-face group
lessons with integrated
technology
(laptop/tablet)

Training duration

14 hovera 1 week
period.

5.5 h (3 days) per week
for 8 months.

2 h per week for
4 months. Participants
were encouraged to
practice using their
laptops/tablets outside
of sessions.

Results

Language learers showed advantage for
attentional switching using the Elevator
Task with Reversal at end of course.

Improved switching maintained at
9 months follow-up for those practicing
Gaelic for at least 5 h/week after the
cessation of the course for all age groups
(18-78 years).

No decrease in switching cost using the
Color-Shape task.

No difference in cognitive level, loneliness
or social isolation.

Demonstrated that a technology-based
language learning intervention of this
duration and intensity s viable for use
with this population.
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Study

Sample Training type

Training duration

Results

Hosoda et al., 24 language learners: Japanese Computer-based 60 idioms/words per week Gray matter volume increased in right
2013 speaking students in basic level e-learning. including speling, meaning IFGop.
English courses (age = 20.1). and pronunciation for White matter increased n right sub
20 controls: Japanese speaking 16 weeks. IFGop.
students in basic level English
courses. Age matched, Not Increased connectivity between IFGop
partcipating in e-learning. caudate head pathway and dorsal
pathway in RH.
Mértensson 14 conscript interpreters: Face-to-face classes Participants learned the Increased cortical thickness in LH for
etal, 2012 (Mage = 19.9), learning Arabic and individual language  language to fluency in dorsal MFG, IFG, STG, and right MFG
(n = 4), Dari (1 = 8), or Russian studies 10 months. Scans and IFG.
(n=2). No prior knowledge of conducted prior to start Greater hippocampal volume increase
these languages. and after 3 months trainng. oy interpreters, with profiiency related
17 controls: Medical and cognitive Participants learned o tight Fisncampal volme snd
science students (Mage = 20.6). 300-500 new words per thickness of left STG.
week, and studied daily. ) )
Changes in MIFG cortical thickness
positively related to teacher ratings of
student effort.
Stein et al., 10 English-speaking exchange Immersion and 5 months of second German proficiency related to increase
2012 students: Learning German in face-to-face classes. language learning including in gray matter density for left IFG
Switzerland (Vage = 17.5). intensive 3-week course. and ATL.
Yang et al., 21 English-speaking language Computer-based. Three 30 min training Increased activation of bilateral
2015 tearners: No history of learning a sessions per week for posterior MTG/AG for learers

tone language (Mage = 20.61).

13 passive controls: No history of
learning a tone language.
Completed no language training
(Mage = 20.8).

6 weeks. Participants
learned 48 Mandarin
pseudoword picture pairs.

indicating that they treated tonal
information as lexical.

At completion of training, learners
showed decreased activation for
bilateral MEFG, MIFG, IFG, SMA, ACC,
insula, and MTG relative to
non-learners.

ACC, anterior cingulate cortex; AG, angular gyrus; ATL, anterior temporal lobe; IFG, inferior frontal gyrus; IFGop, inferior frontal gyrus pars opercularis; LH, left hemisphere;
MEFG, medial frontal gyrus; MIFG, midde frontal gyrus; MTG, midde temporal gyrus; RH, right hemisphere; SMA, supplementary motor area; STG, superior temporal
gyrus.
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